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A STUDY OF EXACTNESS FOR DISCRETE GROUPS 

by Sarah Janet Campbell 

vVe recall the concepts of exactness for both C* -algebras and groups. 
vVe explore some new properties linked or equivalent to exactness, including 
Property A, a second property we term Property 0, and Hilbert space com­
pression [GK2, 0, Yu]. We use geometric methods to show that a variety of 
groups satisfy these properties. vVe then deduce that those groups are exact. 

In particular we show that Properties 0 and A are equivalent. vVe show 
that the integers, groups of sub exponential growth, amenable groups and free 
groups satisfy Property 0 by constructing a family of Ozawa kernels for each 
case. To construct these families we exploit growth properties of the integers 
and groups of subexponential growth, F0lner's criterion for amenable groups 
and geometric properties of the Cayley graph for free groups. For each of 
these groups we deduce that they are exact and have Property A. Finally 
we turn to Hilbert space compression to prove our main theorem that groups 
acting properly and cocompactly on CAT(O) cube complexes are exact and 
have Property A. 
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Chapter 1 

Introduction 

1.1 Introduction 

A considerable part of recent pure mathematics rsearch has been centred on 

the Baum Connes conjecture. The Baum Connes conjecture was formulated 

in the early 80s by Paul Baum and Alain Connes. It conjectures a link be­

tween the K-theory of the reduced C* -algebra of a group and the K-homology 

of the corresponding space of proper actions of that group. It has provoked a 

lot of interest as it implies some other famous conjectures such as the Novikov 

Conjecture. Furthermore it ties together ideas from seemingly different dis­

ciplines such as geometric group theory and analysis. Through work inspired 

by the Baum Connes Conjecture, links have been made between many other 

different properties and ideas both analytic and geometric. This is shown in 

more detail on the diagram on the following page. In particular, this includes 
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work by Higson, Kasparov [HK] , Yu [Yu] and others. 

The aim of this thesis is to explore a property which strongly links many 

of these ideas: exactness of a group. The importance of the property of 

exactness can be visualised in the following diagram. Full arrows represent 

proven facts. Dotted arrows represent conjectures. 

Uniform 
rI~~tVAl==========i Em bedding 

Amenable 

Prop erty 

Haa gerup 
Property 

Stro ng 
Novikov 

Conjecture 

, Baum-Connes 
Conjecture 

The top line of this diagram represents more geometric ideas which were 

linked together in [Yu]. Yu introduced an equivalent property to exactness 

called Property A. This property can be thought of as a weaker from of 

F 0lner's condition which characterises amenable groups. It implies that the 

group is uniformly embeddable in a Hilbert space which in turn implies that 

the group satisfies the coarse BaLlIn Connes Conjecture. 
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It is worth noting that although we know that exactness also directly 

implies Hilbert Space embeddability, the converse is not knovvn to be true. 

However in [GK2], Guentner and Kaminker have introduced a new invariant 

called the Hilbert space compression of a group. Roughly speaking, this 

measures the amount of distortion that necessarily occurs when embedding 

the group in a Hilbert space. This invariant is linked to exactness since they 

showed that if it is strictly greater than 1/2, then the group is exact, i.e. its 

reduced C* -algebra is exact. However the converse is not true, since there 

exist exact groups for which the Hilbert space compression is less than 1/2. 

For example the wreath product of 2 with its own wreath product on itself, 

denoted 2 WT (2 WT 2), is amenable and hence exact yet its I-Iilbert space 

compression is less than 1/2 [AGS, Cor 1.10]. 

The bottom row represents more analytic ideas. For example, amenable 

groups have an invariant mean and are known to be exact. They also satisfy 

the Haagerup property, namely that they admit a proper isometric action 

on some affine Hilbert space. The Haagerup property links back to both the 

Uniform embedding property and the Baum Cannes Conjecture. 

Exactness of a group was first defined as a property of the group's C*­

algebra. However more recent research has shown that exactness can be 

characterised by other criteria[GKEO][Yu] which allow a rnore geometric ap­

proach. 
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1.2 Aims and results of this thesis 

Proving that groups are exact by analytic ,methods is often a lengthy and 

complex process, For example, even proving that a simple group such as the 

integers is exact is non-trivial. Exactness for the integers was first proved by 

Kirchberg and Wassermann by showing that the integers admit an amenable 

action on their Stone-Cech compactification, Our aim is to use more geomet­

ric methods to show that a selection of groups satisfy one of several possible 

properties which have recently been shown to be equivalent to exactness 

[GK2][0][Yu], 

This thesis first explores some of these properties [G K2, 0, Yu], Yu 

was the first to introduce a geometric property equivalent to exactness. He 

introduced the now well known Property A which can be thought of as a 

weaker form of F0lner's criterion. In the same paper [Yuj, he showed that this 

property is equivalent to uniform embedding into a Hilbert space and that it 

implies both the Coarse Baum Connes and the strong Novikov conjectures. 

The next property we study is due to Ozawa [0] and we term it Property 

O. This property is also equivalent to exactness. It asserts the existence of 

a family of real valued functions (Ozawa kernels) on the group with certain 

properties. The existence of families of Ozawa kernels has been used by 

Guentner and Kaminker to prove a theorem relating asymptotic compression 

and exactness [GK2, Thm 3,2], However no explicit examples of families of 

Ozawa kernels can be found in the literature. 
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Another approach to exactness was recently developed by Guentner and 

Kaminker. In [GK2] they studied the Hilbert space compression of a dis­

crete group, a real valued invariant which measures the distortion necessary 

to embed the group into a Hilbert space. They showed that for a finitely 

generated discrete group if the Hilbert space compression is strictly greater 

than 1/2 then the group is exact, ie its reduced C* -algebra is exact. They 

illustrated their approach by proving that the Hilbert space compression for 

the free group of rank 2 is 1 thus giving a new proof that this group is exact. 

In this thesis, after first studying these three properties we go on to show 

that Properties A and 0 are equivalent. Although both are equivalent to 

exactness and therefore equivalent to each other, it was unclear as to how 

they were directly related. We prove the following theorem by showing that 

the existence of a Property A type function implies the existence of a family 

of Ozawa kernels and vice versa: 

Theorem 1. Property A is eq'uivalent to Property O. 

'vVe then go on to use some of these properties in order to show that a 

selection of groups are exact. 

'vVe start with an easy group to define and understand: the integers. This 

is known to be an exact group, however proving this is non trivial and requires 

the use of analytic concepts such as amenable actions and the Stone-tech 

compactification of a group. 'vVe will adopt a different strategy and use purely 

geometric features of the group to construct a family of Ozawa kernels. By 
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doing this we prove the following theorem: 

Theorem 2. The family of kernels UN constructed in section 5.1 forms a 

family of Ozawa kernels for the integers Z and so they satisfiy property O. 

As a corollary of this theorem, we can deduce 

Corollary 1. 2.1. Z is an exact group and therefore satisfies pTOperty A. 

Our construction of a family of Ozawa kernels for the integers relies solely 

on a growth property of the group. vVe are thus able to extend our result 

to a far larger class of groups which have a similar characteristic: those with 

subexponential growth. vVe prove the following: 

Theorem 3. The family of kernels UN constructed in section 5.2 forms a 

family of Ozawa kernels for grOllps of subexponential growth and so they 

satisfy pTOperty o. 

The following corollary immediately follows: 

Corollary 1.2.2. GTOUpS of subexponential gTOwth are exact and therefore 

satisfy pTOperty A. 

The previous two examples rely on growth properties: a relationship be­

tween the volume and the surface of a ball of some radius n. However, in 

both cases the sequence of balls of radius n forms a F0lner sequence. Roughly 

speal<ing, F0lner sequences satisfy a property which relates the size of a set 

to that of its intersection with another set. The existence of a F0lner se­

quence is a characteristic of a large class of groups called amenable groups. 
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vVe adapt the previous constructions on balls of radius n to a construction 

on F0lner sets. This allows us to prove the following theorem: 

Theorem 4. [C, Thm 2] The family of kernels UN constructed in section 

5.3 forms a family of Ozawa kernels for amenable groups and so they satisfy 

property O. 

We can also deduce the following corollary 

Corollary 1.2.3. [C, Cor 3.4] Amenable groups are exact and therefore have 

Yu is Property A. 

Another well known example of exact groups is the class of free groups. 

Although easy groups to define, showing that they are exact is complex. In 

[KW, Cor 3.5], Kirchberg and Wassermann prove that these groups are exact 

by showing that the reduced C* -algebra of the free group of rank 2 can be 

embedded in that of Z2 * Z3, which in turn is embeddable in the Cuntz algebra 

Of' This algebra is nuclear [vVa, p18, 2.11 and any nuclear algebra is exact 

tWa, Property 2.5.1.]. Since a subalgebra of an exact algebra is exact tWa, 

Prop 2.6]' this implies that the reduced C*-algebra of the lF2 is exact, and 

hence the group itself is exact. They then show that C*(lFn ) ~ lF2, which 

implies that free groups of rank n are exact. The reasoning is the same 

for with countably many generators. Finally they show that IF CXJ with 

infinitely many free generators is exact by showing that subgroups generated 

by countably many generators are exact and that the collection of these 
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forms a lattice under inclusion [KW, Thm 2.5]. This proof is very analytic in 

nature. Our aim is to instead use purely geometric properties of the Cayley 

graph to show that free groups satisfy Property O. This allows us to deduce 

that these groups are exact. 

Our previous method of exploiting growth properties or subset properties 

of the group does not work here, since free groups have rapid growth. How­

ever we are able to use some other geometric properties of the Cayley graph 

of a free group to obtain the following theorem: 

Theorem 5. [C, Thm 1] The fam·ify of kernels aN constmcted in section 54 

forms a family of Ozawa kernels for free groaps and so they satisfiy property 

O. 

vile obtain the following corollary: 

Corollary 1.2.4. [C, Cor 2.4] Free gTOaps are e.Tact and therefore have Yu's 

Property A. 

1.2.1 Main result: 

We next turn to a very different way of proving that a group is exact. Guent­

ner and Kaminker have shown that the free group of rank 2 is exact by using 

Hilbert space compression which they introduced in [GK2]. They also use 

geometric properties of the Cayley graph of the free group, in particular that 

of unique edge paths and the median property in order to show that the 
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Hilbert space compression of a tree is 1. This shows that the free group of 

rank 2 is exact. 

We now come to the main result of this thesis. A tree is a CAT(O) cube 

complex of dimension 1. Our aim is to extend Guentner and Kaminker's 

method to any finite dimensional CAT(O) cube complex. The class of groups 

acting properly and cocompactly on CAT(O) cube complexes is large, and 

includes free groups, finitely generated CQ'(eter groups, finitely generated 

right angled Artin groups, finitely presented groups satisfying the B( 4)-T( 4) 

cancellation properties and all those word-hyperbolic groups satisfying the 

B(6) condition. Others are the infinite simple groups constructed by Burger 

and Mozes. 

Unlike free groups, a general CAT(O) cube complex does not have the 

property of unique edge paths between two points, a property which was 

used in Guentner and Kaminker's proof involving Hilbert space compression. 

Nonetheless we are able to construct an embedding with Hilbert space com­

pression 1 which generalises Guentner and Kaminker's theorem as follows: 

Theorem 6. ,Thm 12] 

If G is a gro'up acting properly and cocompactly on a C A.T (0) cube complex 

then G is exact and therefore has Yu's Property A. 
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Chapter 2 

C* -algebras , grollps and 

exactness 

In this chapter we will introduce the notions of C~-algebras and group C*­

algebras. We will explain what it means for each of them to be exact. 

2.1 C*-algebras 

We start by defining two different spaces which are characterised by the 

existence of an inner product and a norm respectively. 

Definition 2.1.1 (Hilbert space). A Hilbert space is an inner product 

space which is a complete metric space w'ith respect to the metric indzLced by 

zts inner product. 

Definition 2.1.2 (Banach space). A Banach space is a normed space 
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which is a complete metric space with respect to the metric induced by its 

norm. 

Note that every Hilbert space is a Banach space but the converse is not 

true. Every inner product defines a norm (by taking Ilxil =< x,x >1/2), but 

not every norm can define an inner product. 

We will use the definition of a Banach space in a moment in order to 

define a Banach algebra and from there a C* -algebra. 

We will next define some algebras and relations which characterise C*­

algebras and then give a couple of well known examples. 

Definition 2.1.3 (C-algebra). A C-algebra is a C vector space A with a 

multiplication satisfying b, c E A and any constant A E C: 

a(b + c) ab -+- ac 

(a+b)c ac + bc 

a(Ab) (Aa)b 

A(ab) 

In other words, a C-algebra is one which is both left and right distributive 

with respect to its elements and associative with respect to any constant in 

C The simplest example of a C-algebra would be the real numbers. 

Definition 2.1.4 (Banach algebra). A Banach algebra is an algebra A 
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over a field F that has a norm relative to which A is a Banach space and 

such that Ilabll :=; Ilallllbll for all a, bE A. 

An algebra over a field is a Banach algebra if there exists a norm for 

which the algebra is a complete metric space with respect to the metric 

induced by that norm. In addition the norm must satisfy the above condition 

Ilabll :=; Ilallllbli for all a, b E A. The field is usually taken to be the complex 

numbers. 

Definition 2.1.5 (Star algebra). A star algebra is an algebra A with a * 

opemtor such that for all a, b E A: 

(a*)' 

(/\a + j.Lbt 

( ab)* 

a 

b*a* 

A star algebra is one for which we can find an operator satisfying the 

above conditions. Such an operator is also denoted as a * operator. 

Definition 2.1.6 (C*-algebra ). A C*-algebra A is a Banach algebra with 

*-operation va E A such that Ii a 112=11 a*a II· 

A couple of examples are as follows: 

Example 1. If H is a Hilbert Space and B (H) is the algebra of bounded 

functions on H, then any closed star algebra of B (H) is a C* -algebra. 
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In fact any C¥ -algebra is a C~ -subalgebra of B (H). 

Example 2. If X is a compact Hausdorff space (a space such that any two 

points have disjoint neighborhoods)! then C (X) = {f : X ---+ q f contin'uous} 

is an abelian C* -algebm where: 

(fg)(x) 

J*(x) 

II f II 

f(x)g(x) 

f(x) 

SUplf(x)1 

Dually, by the Gelfand-N aiInark theorem, any unital abelian C* -algebra 

is isometrically isomorphic to C(X) for some uniquely determined (up to 

homeomorphism) compact Hausdorff space X. 

2.2 Group C* -algebras and exactness 

Given a group G, it is possible to construct a C*-algebra associated to it and 

a reduced C* -algebra which we will define in a moment. The C* -algebra of a 

group is sometimes referred to as its full C* -algebra. Some properties of the 

group are carried through to its associated full and/or reduced C*-algebra . 

This is a powerful tool which allows us to use both analytic and group theory 

methods to prove facts about the group and its full or reduced C* -algebra. 
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2.2.1 The reduced C*-algebra of a group 

vVe first need a few definitions. 

First recall that the Haar measure is a non-zero measure f-.l on a sigma 

ring S, generated by compact subsets of a topological, locally compact group 

such that the measure is left or right invariant (f-.l(xA) = ,u(A) for all x E G 

and A E S or ,u(Ax) = f-.l(A) for all x E G and A E S). 

All the following statements refer to a locally compact group G equipped 

with the Haar measure. 

Definition 2.2.1. Ll(G) is the space of integrable functions on G. 

Ll(G) = {J: G -7 c; I ! f(g) I dg < co}. 

Definition 2.2.2. L2(G) is the space of square integrable functions on G. 

L2(G) = {J: G -7 C: J r f(g) 12 dg < co}. 

If G is a discrete countable group f with a counting measure, then these 

integrals can be represented by a sum. In this case we write P (f) in place 

of Ll (G) as shown in the next two definitions. 

Definition 2.2.3. e1(f) is the space of summable functions on f. 

e1(f) {J: f -7 C I ~ i f(g) J< co} 
gEf 
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Definition 2.2.4. e2(r) is the space of square summable functions on f. 

e2 (r) {f: f --+ C [ L i f(g) 12< CX)} 
gEf 

Remark 2.2.5. B W (r) )is the space of bOlmded operators on the space l2 (r) . 

vVe can now define the reduced C* -algebra. 

Consider the left regular representation of e1 (r) on the Hilbert spacee2 (r) 

which is defined by (/\(g)rJ)(h) = 7)(g-lh) where g, h E f, T) E l2(r). This 

makes each element of e1 (r) into a bounded operator one2 (r) and defines a 

homomorphism between gl (r) and the bounded operators on e2 (r). 

Definition 2.2.6 (Reduced C*-algebra of r). The closure of this repre-

sentation is the reduced C~ -algebra of f. 

2.2.2 The full C*-algebra of a group 

We now need to define an important norm on elements of £1 (r) called the 

supremum norm. The C*-algebra of a group f is obtained by completing the 

space el (f) in this norm. 

Take any representation 7r ofe l (f) on any I-Iilbert space. Then define the 

norm of an element of e1(r) as the norm of its image in n. It can be shown 

that the supremum of all cyclic norms over all cyclic representations is finite 
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[D, p184]. This is a norm, also referred to as the maximal norm. 

II f 11= sup{II7r(J) II: 7r is a *-representation of fl(r)} 

Definition 2.2.7 (C*-algebra of r). The completion offl(r) in this norm 

forms thefzdl C*-algebra ofr. 

In some cases the reduced C* -algebra of r is the same as the full C*­

algebra of r. For example, if G is an abelian group, then the reduced C*­

algebra of G is the same as the full C* -algebra of G. 

'liVe now need to define the property of exactness. This reqUlres some 

more technical concepts such as tensor products and C* norms. Vv'e will go 

through them in the next couple of sections and then define exactness for 

both C* -algebras and group C* -algebras. 

2.2.3 The minimal norm on C'" -algebras and the spatial 

tensor product 

Tensor products provide a way of combining C* -algebras. The m.inimal norm 

allows us to define the spatial tensor product which is used in the definition 

of exactness. 

We will first define the algebraic tensor product which is the combination 

of two vector spaces A, B to form a linear vector space with an additional 
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bilinear structure. 

To obtain bilinearity, consider the vector space 

C(A.xB) := {L A(e, f)1/\ E C, e E E, f E F, only finitely many /\ =1= O} 

Any element is uniquely determined by its finite set of non-zero complex 

coefficients A. 

N ow construct a null space N consisting of finite linear combinations of 

elements of the form 

(al T a2 , b) - (al; b) - (a21 b) 

(a,b l +b2 ) - (a,b l ) - (a,b2 ) 

,\(a,b) - (Aa,b) and /\(a,b) - (a,/\b) 

Definition 2.2.8 (Algebraic tensor product). The algebraic tensor prod­

uct is the quotient vector space AGE := C(.4.xB) / JV 

The elements 1f(a, b) E AGE, CL E A, bEE (where 1f denotes the quotient 

map ofC(A.xB) onto AGE) are called elemeritary tensors,denoted a0b. They 
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have the following properties: 

a0(b1 +b2 ) a0b1 +a0b2 

A(a0b) =,\a0b= a0Ab 

The elements of AGB are finite sums of elementary tensors L~=l '\kak0bk 

where /\ E C 

Definition 2.2.9 (Algebraic representation). An algebraic representa­

tion of A G B where A,B are C* -algebras, is a linear, multiplicative and 

*-preserving map from A G B to B(n) for some Hilbert space n. 

To each pair of representations 711, 712 of C* -algebras AI, A2 on Hilbert 

spaces nl, n2, there is a unique algebraic representation [INO, Prop T.5.l.j: 

of the algebraic tensor product Al G A2 as operators of the Hilbert space 

nl 0 n2 satisfying: 

If both 711 and 712 are injective, then 711 G 712 is injective. 
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Definition 2.2.10 (Faithful). A faithfzil representation is one that has ker-

nel O. 

Lemma 2.2.11. The tensor product representation 7fl 07f2 of two faithful 

representations 7fl and 7f2 is faithful. 

Suppose 7fl and 7f2 are faithful representations of Al and A 2 . Since 7fl G7f2 

is injective, the norm on B(nl 0 n2) can be pulled back to define a norm 

on Ai G A2 . This norm is independent of the representations used [vVO, 

Theorem T.5.15). 

Definition 2.2.12 (Minimum norm). This is called the minimum or spa-

Definition 2.2.13 (Spatial tensor product). The spatial or minimal ten­

sor product of C* -algebras A; B is the completion of A G B in II Ilmin' It is 

'usually denoted A 0 B or A B. 

It can be shown [WO, Thm T.6.21.J, that for any C* norm II 11.3 on 

A()B·~lx 
-" '"r 

vVe will use this norm to define exactness for C* -algebras as follows. 
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2.2.4 Exactness for C*-algebras 

If A B, Care C* -algebras, 0:, f3 are *-homomorphisms, then the sequence 

is exact if im(0:)=kerC6) 

A C* -algebra C is said to be exact if for any exact sequence 

O---+J--7B--7BjJ--70 

the operation of taking the cross product preserves exactness, in other 

words the sequence 

o ---; J ®min C ---+ B C --7 B j J ®min C ---+ 0 

is also exact. 

vVe can now move on to exactness for groups. 

2.2.5 Exactness for groups 

We say that a group r is exact if the operation of taking the reduced crossed 

product with r preserves exactness of short exact sequences of r -C* -algebras. 
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In other words, f is exact if and only if for every exact sequence of r -C*-

algebras 

O----+B--+C--+D----+O 

the sequence 

o --+ C*(f B) --+ C*ff C) --+ C*(f D) -----7 0 r '/ r \ ) r J 

of crossed product algebras is exact. 

Kirchberg and Wasserman have shown that a discrete group r is exact if 

and only if the reduced C*-algebra C;(r) is exact [KW, Thm 5.2]. 

Known examples of exact groups: 

One large class of exact groups is that of amenable groups which amongst 

others includes all abelian groups, groups of sub exponential growth, Grig-

orchuk's group and nilpotent groups. Other classes of exact groups include 

free groups. word hyperbolic groups and Coxeter groups [GK, D.J, KW]. 
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Chapter 3 

Properties related to exactness 

Proving that a specific group is exact using the definitions from the previous 

chapter may require some powerful and complex analytic tools and theorems. 

Further more recent work [0, GK2, Yu] has used them to produce alternative 

more geometric properties of groups which are equivalent to or linked to 

exactness. The three we will study in this chapter are Property A, Property 

o and Hilbert space compression. 

The first alternative and most famous property was introduced in [Yuj 

and is known as Property A. 

29 



3.1 Property A 

3.1.1 Yu's Property A 

In [Yu], Yu introduced a property for discrete metric spaces based on F0lner 

type properties. He called it Property A and showed that it implies the 

Hilbert space embeddability property [Yu, Thm 2.2] and the Coarse Baum 

Connes conjecture [Yu, Thm 1.1]. 

Higson and Roe later proved that discrete groups whose underlying metric 

space satisfies Property A act amenably on their Stone-Cech compactification 

[HR, Thm 1.1]. In conjunction with a result of Anantharaman-Delaroche­

Renault [ADR, Chapter 61, this proves that Property A is also equivalent to 

exactness. 

The following definition of Property A is Definition 2.1 from [Yu]. We 

will use the following notation: for a given metric space and any R > 0, then 

6 R denotes {(x,y) E X x X!d(x,y) < R}. 

Definition 3.1.1 (Property A). A d'iscreie metric space X is said to have 

property A if for any R > 0, f > 0 there exist S > 0 and a family of 

finite, nonempty subsets of X x N such that . 

• (y, n) E Ax implies (x, y) E 6 s 

• for all (x, y) E 6R, 
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If a group acts properly and cocompactly on a space which has Property 

A, then we say that the group has Property A and this implies that the group 

is exact. Since it can be considered a metric space property, it allows us to 

exploit geometric properties of the Cayley graph of the group. As an example, 

in [DJ, Prop 1], Dranishnikov and Januszkiewicz construct a Property A 

function for trees by exploiting some of their geometric characteristics such 

as unique edge paths betvveen any two vertices and the median property. 

They thus show that trees have property A. Since the Cayley graph of any 

free group is a tree, and any group acts properly and cocompactly on its 

Cayley graph, we can deduce that free groups are exact. 

3.1.2 Alternative definitions 

As stated in the introduction, Property A is linked to many important con­

jectures such as the coarse Baum Connes conjecture and other geometric 

properties such as uniform embeddability into a Hilbert space. As a result 

it has been extensively studied and has been shown to have many equivalent 

formulations. 

Higson and Roe's definition of Property A 

One such alternative definition is found in, [HR, Lemma 3,5] and concerns 

discrete metric spaces with bounded geometry. Recall that we say a metric 

space X has bounded geometry if for every C > 0 there exists N such that 

every ball of radius C in X contains at most N elements, 
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Definition 3.1.2 (Property A, Higson-Roe). A discrete metric space Z 

with bounded geometry has Property A if and only if there is a seqlLence of 

maps an: Z ---+ P (Z) such that 

1. for every n there is some R > 0 wdh the property that for every z E Z! 

supp (a~) C {z' E Z I d(z, z') < R} and 

2. for every K > 0) limn~oo sUPd(z,w)<K Ila~ - a~lll = 0 

The map a~ belongs to a sequence of probability maps over Z associated 

to an element z and indexed by n. For any n, z we have LZ'EZ a~(z') = l. 

The set supp(a~) is the set of points z' in Z such that a~(z') =J O. If Z has 

property A, then all such points must belong to the ball of radius R around 

z. Note that since Z has bounded geometry there is a finite number of such 

points. 

vVe consider all pairs of points in Z less than some distance K apart. 

vVe calculate the norm of the function - a~ and find its supremum over 

all such pairs as n tends to infinity. If Z has Property A, tnen this must be 

equal to 0 for any choice of K. 

Equivalence of Yu's Property A and Higson's and Roe's definition 

The equivalence of these two definitions is proved in [HR, lemma 3.5]. 

Proof. They first show that the above property implies that Z satisfies Yu's 

Property A. 
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First assume there exist probability maps as above. Since Z has 

bounded geometry there are a finite number of values a~ (Zl), Zl E Z, each of 

which lies between 0 and l. So for each n we can assume by an approxima-

tion argument that they only take values in the range i~l' l~I' l~I' ... , ;~ for 

some natural number j1;J. 

The finite support condition from Yu's definition is satisfied since the 

support of a~ is finite. 

Given Zl E Z, let be the largest j such that l~I :s: a~(zl). Then the size 

of An(z) is LZ'EZ 

S· (I) 1 t 1- 1 . 0 1 2 !VI 1 h '\' j zl -'lnce z on y a \.es va ues In Jd' M' 1''11' ... , lvI' we a so ave L-tz'EZ 1\;1 -

LZ'EZ (Zl) = l. And so we have that l~I Lz'EZjz' = 1 and ;An(z)i = i\!J. 

vVe also have that iAn(z)6An('w)[ = j1;Jlla~ - a~lll = IAn(z)i Ila~ - a~lll' 

Using the second hypothesis of Higson and Roe's definition, we get 

Higson and Roe had previously shown [HR, Lemma 3 that 
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Thus we have 

Yu's second condition is satisfied and Z has Yu's Property A. 

They then show that Yu's Property A implies that their definition holds. 

We set 

n( ') _ !bl(z',j) E An(z)}1 
az z - 14 ( )' 

.i n Z j 

The first support condition is satisfied since An(z) are finite sets. 

Consider I An (z) .6.An (w)!. We have 

2 ~ I{jl(/,j) E An(z) n An(w)}: 
ziEZ 

Now consider II a~ IAn(z)1 - a~ iAn(w)llh· We have 

IAn(z)l-a~ iAn(w)llfl = ~ II{jzl(z', 
z'",Z 

In both cases an element (z', k) must belong to at least one of An (z) or (w) 

to affect the calculation. So we can disregard all elements which belong to 

neither set. Elements belonging to both sets also do not affect the calculation 

and can be disregarded. 
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N ext we consider elements which belong to only one of the sets An (z), An ( W ) . 

Every such element contributes one to the size of IAn(z)6AnCw)[. However, 

when calculating Ila~ iAn(z)l- a~ IAn(w)ll!i, the calculation is based on the 

total number of elements in An (z) and An ( w ). They need not be the same 

element. Thus an element (Zl, k) could belong to just one of the two sets yet 

not contribute to the sum if there exists some other different element (Zl, k Y 

belonging to the other set. 

So we have 

and thus with the second condition of Yu's Property A, we get 

II 

lim sup III 
n~cc d(z,w)<J( I 

By [HR, Lemma 3.4], limn_cc sUPd(z,w)<J( = 1 and so 

lim sup ila~ - a~l! = 0 
n-cc d(z,w)<J( 

as required. This concludes the proof. o 

Higson and Roe's definition is used in [DJ, Prop 11 to show that trees have 

Property A. \lVe adapt their construction later in this thesis to construct a 

family of Ozawa kernels and show that free groups have Property O. 
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Other equivalent versions of Property A 

Many different versions of Property A, including the two already mentioned 

are cited in Proposition 3.2 in [Tu]. In total, six equivalent versions of Prop­

erty A are introduced. 

We will cite them here and briefly state how to show they are equivalent. 

A full proof can be found in [Tn, Prop 3.2]. Recall that 65' denotes the set 

of all pairs of points which are at distance at most S apart. 

Proposition 3.1.3. Let X be a discrete metric space with bounded geometry. 

The following are equ'ivalent· 

1. X has Property A (as expressed in (YuJ): For any R > O,E > 0 there 

exist S > 0 and a family (AX)XEX of finite, nonempty subsets of X x N 

slLch that: 

• (y, n) E Ax implies (x, y) E 65' 

• for all (x, y) E 6 R , 

2. 7 R > 0, 7E > O,:3S > 0, 3(~x)xEX such that 

• supp(~x) c B(x, S) 

• II ~x IIz1(x)= 1 

• II ~x - ~y Illl(X):S; E whenever d(:r:, y) :S; R 
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Definition 2 is actually equivalent to the definition used by Higson and 

Roe [HR, Lemma 3.5]. 

Their definition uses sequences of probability functions. However these 

are II functions [HR, Def 2.1] as required in Tu's definition. 

We also need (x to be to a probability function on X. By definition 

2, we know that II(x II = 1. We can suppose that (x are non negative. 

Thus we have that lI(xll = LXEX [(xi = LXEX (x = 1 and hence (x is a 

probability function as required. 

The support condition is immediately satisfied. All that remains is to 

check that the final conditions concerning the norm of the differences 

of the functions at two distinct points are equivalent. To do this, we 

index (x by f. and set . We then set E = * and the result follows. 

The converse can be seen in a similar fashion where we set n = 1. 
E 

And so as seen earlier in [HR, Lemma .3.5], the two definitions are 

equivalent. 

3. 'v'R > 0, VE > 0,35 > 0, 

• S'UPP (Xx) c B(x, 5) 

Definitions 2 and 3 are equivalent. The fact that 2 implies 3 is obvious 

since we can simply take Xx = ~x· To see that 3 implies 2, take ~x = 
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,,--Si'-;-,=. The support condition is immediately satisfied. We also have: 

Remark 3.1.4. The last step of the above calculation is obtained v'la 

the triangle inequality. IIXxlll = IIXxTXy - Xylll ~ IIXx - xylll + IIXylll· 

This gives us IIIXxill -Ib:yfll I ~ IIXx - xyill. 

And so the required inequality is satisfied . 

• supp (T)x) c B(x, S) 

• IIT)x - 7]y 1112(X)~ f. whenever d(x, y) ~ R 

Definitions 2 and 4 are equivalent. To see that definition 2 implies 4, 

define 7]x = i.;x i 1/2 and denote by r'( the integral with counting measure 
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on X. Then the support condition is immediately satisfied and we also 

have: 

Ilflx -flyll 

To see the converse, assume that TJx is positive and define ;x = TJ~. 

The support condition is immediately satisfied. vVe get the desired 

inequality from definition 2 as follows: 

II~x - ~vll r iTJ~ - TJ~I = r I'flx - TJy l(7Jx + TJy) Jx J.~ 
< IITJx - TJvII12(x) liTJx +flyII12(X) 

Step 1 to 2 is obtained by using the Cauchy-Schwarz inequality i U, g) I :S 

ilf!121Iglh· vVe can rewrite IU,g)i as Jx f * g. We then take f to be 

iflx - TJy I and 9 to be (TJx + TJy) to get the required inequality J x IT)x -

fly i (TJx (ly):S liTJx - TJy 1112(X) Ill]x + TJy 1112(X)' Finally, the last inequality 

holds because II'flxII12(X; = l. 
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• s'UPP ((x) c B(x, 5) x N 

• II (x - (y 1112(Xx"'l):S c whenever d(x, y) :S R 

Definition 4 is equivalent to definition 5. Definition 4 implies 5 since 

we can take (x(z,.) to be flx(z) for any n E Nand z E X. 

To see that 5 implies 4, let Tlx(z) = II (z, .)1112(N). The support concli­

tion is satisfied. vVe can check the required inequality of definition 4 as 

follows: 

zEX 

< ~ 11((z, .) - ((z, .) flf2(N) 
zEX 

I, - - 112 
lC,x - C,YI 12(XxN) 

6. V R > 0, VE > 0, =5> 0, =cp : X x X ~ lR s'Uch that 

• cp is of positive type 

• s'Upp cp C 65' 

• 11- ,y)i:S c whenevercl(x,y):s R 

Definitions 4 and 6 are equivalent. To show that 4 implies 6, let 

cp(x,y) = \T)x,T)y). In this case the support of cp is contained in 6 25. 
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In addition, when two points are less than distance R apart then 

1 ,( ) - 1// . 1/2 < 1 2 - y X,Y - 2 r;x - T}YI12(X) _ 2<0 

The proof to show that 6 implies 4 is fairly long, so we will just give a 

very brief outline of the method. The full proof can be found in [Tu, 

p.120]. 

Given y and <0, we define an operator dependent on y: (T+Jr;) (x) = 

LyEx y(x, y)r;(y). This operator can be shown to be bounded and 

positive as well as satisfying several inequalities involving Sand R 

from definition 6. 

Vie then construct an operator 'T}x viQ. convolution products on y in-

volving polynomials satisfying specific conditions. These conditions to-

gether with the properties of the operator (TpT))(x) allow us to deduce 

that r;x satisfies all the required properties of definition 4. 

3.1.3 Comments 

Although these properties are expressed in different ways, they all share some 

characteristics. They each admit a finite support condition: the set of points 

for which the function is non zero must be finite. They also each admit some 

condition on the norm of the difference of the function evaluated at a pair of 

points less than some distance K apart. 

It is worth noting that these definitions are all made on the assurnption 

that we are working with a discrete metric space with bounded geometry. 
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However current research is expanding these concepts to non-discrete metric 

spaces. In [DG], Dadarlat and Guentner introduce an idea of exactness 

for general (not necessarily discrete) metric spaces. Any group which acts 

properly and cocompactly on such a space is exact and has property A. 

As a specific example, unpublished work by Claire Vatcher has shown that 

unbounded JR-trees which admit a geodesic ray have Property A. 

We will now move on to another property introduced in [0] which we 

term Property o. In the same paper, Ozawa shows that groups satisfying 

Property 0 are exact. 

3.2 Property 0 

3.2.1 Uniform Roe Algebra 

Ozawa defines Property 0 by using operators belonging to the Uniform Roe 

Algebra which we will now introduce. 

We start by defining finite width operators. To do this, consider the set 

of A : r x r ---t C satisfying: 

1. -::JJVI > 0 such that; A(s, t) I::: JVI '\Is, t E r 

2. 3R> 0 such that A(s, t) = 0 if d(s, t) > R 

These are simply functions which have a finite upper bound for all pairs 

of elements of r and which take value zero if the two elements are at distance 
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greater than some finite R apart. Note that these may be useful character-

istics when trying to construct operators or functions satisfying Property A, 

since these require finite support. 

Each such A defines a bounded operator on £2(f) via matrix multipli-

cation. The bounded operator evaluated at s is the sum over all possible 

rEf of the product of the finite width operator evaluated at (s, r) \vith an 

operator from e2(f) evaluated at r. Here we take ~ E e2(f). 

A{(s) = L A(s, r)~(r) 
rEf 

These bounded operators are referred to as finite width operators. 

Remark 3.2.1. The collection of finite width operators is a *-subalgebra of 

We are now in a position to define the Uniform Roe Algebra [GK, p6]: 

Definition 3.2.2 (Uniform Roe algebra). The Uniform Roe Algebra of 

f, UC*(f) is the closure of the *-algebra of finite width operators. It is a 

C* -algebra. 

The reduced C* -algebra of a group is contained in the group's Uniform 

Roe Algebra. This can be seen as follows: 

An element t E f acts on e2 (f) by the left regular representation. The 

action of t E f on e2 (f) can be represented by the matrix A defined by 

A ( s , T) = 1 iff s = tT. 
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To see this, consider at, the characteristic function of t. It takes value 

1 if the element is t and 0 otherwise. We associate every element t E r to 

at E e2(r) which acts by convolution on f2(r). 

Take at and ap and consider the convolution product. 

at * ap(s) = ~ rSt(sr-1)rSp(r) 
rEf 

This is equal to 1 if t = sr-1 (or equivalently s = tT) and p = rand 0 

otherwise. 

Now consider Aap(s) = L-rEf A(s, r)ap(i) where A is the matrix defined 

above as A(s, r) = 1 iff s = tr. 

Comparing rSt(sr- 1
) and A(s, r), both are equal to 1 if s = tr and p = r 

and 0 otherwise. Hence the two are equivalent and the action of t on jJ2 (r) 

is represented by the matrix A( s, r). 

This means that t E r is acting as a finite width operator which belongs 

to the c niform Roe algebra of f. Any element of the group ring is a linear 

function of delta functions of group elements. Hence we have that the group 

ring qr] ~ U 0* (f). The reduced 0* -algebra , which is the closure of the 

group ring will also be contained in the closure of the algebra of finite width 

operators which is by definition UO*(r). Hence we have C;(r) ~ UO*(r). 

3.2.2 Property 0 

We will need the following definition in order to define Property 0: 
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Definition 3.2.3 (Positive kernel). A positive kernel is a function 1£: G x 

G --7 Itt which has the property that for any set of /\, /\j E JR., 

n 

L/\AjU(gi,gj) 2:: 0 
i,J 

In addition, U(gi' gj) = u(gj; gi)' Equivalently, this means that the matrix 

[U(gi; gj)] E MIn is positive for any nand gl, g2, ... gn E G. 

Remark 3.2.4. In {GK, GK2, OJ, the authors call such a kernel positive 

definite rather than positive. However since the general convention in the 

literature is to call this type of kernel positive, that is the notation we will 

adopt in this thesis. 

In [0], Ozawa introduces the following property which we will call Prop-

erty 0: 

Definition 3.2.5 (Ozawa's Property 0). A discrete gm'up G is said to 

have Ozawa's Property 0 'if for any finite subset E c G and any e > 0, there 

are a subset F c G and u: G x G ---+ C such that 

• u is a positive kernel 

• u(s, t) =I- 0 only if SCI E F 

• Il-u(s,t)i < e if SCI E E 
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The second condition means that 1L is in fact a finite width kernel. To­

gether with the other two conditions, this means that the identity can be 

approximated by finite width positive kernels. 

'vVe will use the following notation: 

For any given pair (E) c) we will call a k~rnel satisfying the conditions of 

Property 0 an Ozawa kernel. 

A family of Ozawa kernels is one for which there exists an Ozawa kernel 

for any pair c) . 

Thus a group has Property 0 if there exists a of Ozawa kernels on 

the group. 

'vVe now need the following definition: 

Definition 3.2.6 (Nuclear). A C*-algebra Ais nlLclear iff for any C*-

algebra B, Ii Ilmin on the algebraic tensor prodlLct A G B. 

Ozawa proves the following theorem [OJ Thm 3]: 

Theorem 7. The following three statements are eqlLivalent: 

1. The reduced group C*-algebra C;(G) is exact. 

2. G has Property O. 

S The lLn'iform Roe algebra U C* (G) is nuclear. 

A brief outline of the proof is as follows: 
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To show the first equivalence, Ozawa starts by showing that given a 

Hilbert space H and any exact C*-algebra A of B(H) there exists a uni-

tal, positive, finite rank operator e satisfying Ile(x) - xii:::; E for all E > 0 and 

x E E where E C;;;; A. He defines u(s; t) = (os, e(5st-l)5t). Using properties 

from [GK, Thm 3.1]' he shows that this function is an Ozawa kernel. Such 

a function exists for any choice of E and E. Thus there exists a family of 

Ozawa kernels and G has Property O. 

To show the second equivalence, Ozawa assumes that there exists a net of 

functions Ui and sets E; which fonn a family of Ozawa kernels. He constructs 

a set of Schur multipliers ei associated to each U;, and uses the fact that 

are positive contractions to prove that given a unital C* -algebra B, 

UC*(G) B = UC*(G) ® B " max 

This shows that whenever there exists a family of Ozawa kernels, the Roe 

algebra U C* (G) is nuclear. 

Finally, to show the final equivalence, we need the following theorem: 

Theorem 8. Any nucleaT algebm is also eJ;act tWa, Property 2.5.1.]. 

Since any subalgebra of an exact algebra is exact [Wa, Prop 2.6]' we have 

that any subalgebra of a nuclear algebra must be exact. As seen earlier, the 

reduced C* -algebra of the group is a closed subalgebra of the Roe algebra 

[GK, p6] and so must be exact. This concludes the proof. 
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Since Kirchberg and Wasserman had previously shown that a discrete 

group is exact if and only if its reduced C; algebra is exact [KW, Thm .5.2]: 

this shows that a discrete group r is exact if and only if it satisfies Property 

O. 

Alternative definition 

We can also think of Property 0 in an alternative way. Instead of considering 

different sets E and c and finding a function for each case, we can construct 

a sequence of positive definite functions lin with the necessary support con­

dition which tends to 1 uniformly as n tends to infinity. 

This is the version used by Guentner and Kaminker in [GK2, Prop 3.3] 

in which they prove a theorem relating the property of Hilbert space com­

pression to exactness. It is formally defined below: 

Proposition 3.2.7. Let r be a finitely generated discrete group equipped wzth 

word length and metric associated to a finite symmetric set of generators. 

Then r is exact iff there exists a sequence of positive functions Un : r X r ----;. 

lR satisfying: 

1. For all C > 0, lin -. 1 uniformly on the strip s, t : d(s, t) < C. 

2. For all n there exists R such that v,n(s, t) 0 if cl(s, t) 2:: R. 

This is equivalent to our previous defiriition of Property O. The main 

difference is that instead of letting E and F from Ozawa's definition to be 

any finite they only consider balls of radius C and R. 
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Consider their first condition. Given any finite set E, they choose C 

so that E is contained in the ball of radius C. By the definition of uniform 

convergence, for all t > 0 there exists some N such that if n > N, i 1-Un I < t 

when pairs of points are distance less than C apart. We can pick anyone of 

these Un to be our Ozawa kernel. 

The second condition is equivalent to the condition of the existence of a 

finite set F outside which the function has value zero. In this case F is the 

ball of radius R which is a finite set as required. 

Left or right equivariance 

In the above section, all the definitions and proofs consider a right handed 

Cayley graph and right equivariance. Since by convention most literature 

uses left handed Cayley graphs and left equivariance. we will adapt the defi­

nition accordingly for the remainder of this thesis. We consider a finitely pre­

sented group with a length function l determined by a finite, symmetric set of 

generators which determines an invariant metric. Instead of considering that 

the length function l determines a right invariant metric via d(s, t) = l(sri) 

we will use the left invariant metric via d(s, t) = l(s-lt). 

Ozawa's definition becomes: 

Definition 3.2.8 (Ozawa's Property 0). A discrete group G 'is said to 

have Ozawa's Property 0 if for any finite subset E c G and any t > 0; there 

are a finite subset F c G and u: G x G -+ C such that 
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• U 'is a positive kernel 

• u(s, t) -1= 0 only if s-lt E F 

• il-1L(S,t)i <E ifs-ltEE 

Example with the Integers 

This part provides an example to help us visllalise what Ozawa kernels repre­

sent. The following diagram of Z x Z allows us to visualize the requirenlents 

of Property O. 

Assume that we are given some E > 0, and that we have a set E E Z such 

that the largest absolute value of an element of E is C. \lVe have another set 

F larger than E such that the largest absolute value of an element of F is R. 

Now consider the following diagram of Z x Z: 
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o 0 0 0 
o 0 0 0 

o ° 0 0 ° 

*
000 0°0°0°0°00 

o 00000 
o 00000 

o 0 0 0 a 
o 0 0 0 ° / 

The central diagonal line represents paIrS of elements of Z which are 

distance 0 apart. The mner shaded area S E represents points which are 

distance less than some C apart. The outer shaded area SF (which contains 

S E) represents points which arc distance less than some R > C apart. Finally, 

the non shaded area represents points which are distance greater than R 

apart. 

Then SF contains all pairs s, t such that s-lt E F. Similarly, S E contains 
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all pairs s, t such that s-lt E E. 

Any property 0 function u(s, t) : Z x Z --+ lR must have the following 

properties. In the shaded area S E, u( s, t) must be c-close to l. Outside SF, 

u(s, t) must be O. In the area belonging to SF but not 5 E , u(s, t) may take 

any value. 

Finally we look at I-Iilbert space compression, introduced by Guentner 

and Kaminker in [GK2, Defn 2.2] and which is an invariant of the group 

taking a value between 0 and l. If this invariant is strictly greater than 1/2 

then the group is exact. However the converse is not true. 

3.3 Hilbert space compreSSIon 

3.3.1 Original definition 

In [GK2, Defn 2.2] Guentner and Kaminker introduce the concept of Hilbert 

space cornpression. This concept is linked to that of uniform embeddabil­

By embedding a space into a Hilbert space we may be able to deduce 

properties of that space based on properties of the embedding. 

In this case Guentner and Kaminker restrict their attention to embeddings 

via Large-scale Lipschitz functions which we now define: 

Definition 3.3.1 (Large-scale Lipschitz). A junction j X --+ Y is 
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large-scale Lipschitz if there exist C > 0 and D 2': 0 s'Uch that 

dy(f(x), flY)) :::; Cdx(x, y) + D 

These functions give us some control over the distortion of the embedding. 

The distance of the images in the target space Y is linked to that of the 

elements in the original space X. This ensures that points which are close 

together in the original space are not mapped to points vvhich are too far 

apart in the target space. 

\lVe now define the compression of a large-scale Lipschitz function as fol-

lows: 

Definition 3.3.2 (Compression). Following Gromov; the compression p(f) 

of f E Lipls(X, Y) is 

pf(r) = inf dy(f(x), flY)) 
dx(x.y)~r 

This gives us information on how much distances in the original space are 

compressed by the large scale Lipschitz functions. It looks at pairs of points 

at least some distance r apart in X and finds the minimum distance of their 

images in Y. 

\lVe are now ready to introduce Guentner and Kaminker's notion of asymp-

totic and Hilbert space compression. The asymptotic cOlnpression is the 

result of a calculation involving the compression of a general large scale Lip-
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schitz map between any two metric spaces X and Y. The supremum of this 

value over all possible large scale Lipschitz maps is termed the compression 

of X in Y. When the target space Y is a Hilbert space, then it is called 

Hilbert space compression. This is an invariant taking a value between 0 and 

1 which roughly speaking measures the necessary distortion which occurs 

when embedding the group into a Hilbert space via Large Scale Lipschitz 

Maps. The formal definition is as follows [GK2, Defn 2.2]: 

Definition 3.3.3 (Asymptotic and Hilbert space compression). Let 

X be a metric space with an unbounded metric. 

1. The asymptotic compression Rf of a large scale Lipschitz map f E 

Lipls (.X, Y) is 
log p*,{ r) 

R 1·· f j \ 
j = llnln 

r~co logr 

where pj(r) = max{pj(r), I}. 

2. The compression of X in Y is 

R(X, Y) = sup{Rf : f E Lils(.x, Y)}. 

3. If Y is a Hilbert space, then the Hilbert space compression of X is 

R(X) = R(X, Y). 

This invariant is linked to the property of uniform embeclclability. In 
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particular, groups which are not uniformly embeddable in a I-Elbert space 

have Hilbert space compression 0 [GK2, Prop 3.1]. But this property is 

also linked to exactness in the following way. Guentner and Kaminker show 

that if the Hilbert space compression of a finitely generated discrete group is 

strictly greater than 1/2, then there exists a family of Ozawa kernels for this 

group and hence it has Property 0 and is exact. This is summarised in the 

following theorem, [GK2, thm 3.2]: 

Theorem 9. Let r be a finitely generated discrete group regarded as a metric 

space via the word metric. If the Hilbert space compression of r is strictly 

greater than 1/2 then r is exact. 

To show that a group r is exact, it suffices to construct a large scale Lips­

chitz embedding of the group into a Hilbert space such that its Hilbert space 

compression is strictly greater than 1/2. Guentner and Kaminker illustrate 

this approach with the free group of rank 2, proving that its Hilbert space 

compression is 1 [GK2, Prop 4.2]. We will look at this in more detail in a 

later chapter and will adapt their construction to groups acting properly and 

cocompactly on CAT(O) cube complexes. 

It is important to note that having Hilbert space compression less than 

or equal to 1/2 does not necessarily mean that the group is not exact. For 

example, the group Z ?Dr (Z wr , which is 'the wreath product of Z with its 

own wreath product on itself, is amenable and hence exact, but its Hilbert 

space compression lies between 0 and 1/2 [AGS, Cor 1.10]. 
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3.3.2 Alternative definition 

The definition of Hilbert space compression for a finitely generated discrete 

group is expressed slightly differently in [AGS, Defn 1.2]. Their definition 

relies more noticeably on the concept of uniform embeddings which we will 

now define: 

Definition 3.3.4 (uniform embedding). Let (f, d) be a metric space. Let 

'H be a separable Hilbert space. A map f : f ---+ 'H is said to be a un'iform 

embedding if there exist non-decreasing functions PI, P2 : IR+ ---+ lR such that 

1. PI(d(x,y)):S; Ilf(x) - f(y)IIH:S; P2(d(x,y)) for all X,y E lR 

2. limT~T00 Pi(r) = +00 for i = 1,2 

The definition of Hilbert space compression m [AGS, Defn 1.2] IS ex­

pressed as follows: 

Definition 3.3.5 (Hilbert space compression). The Hilbert space com­

pression of a finitely generated discrete group G is the number R( G) which is 

the supremum of all a 2: 0 for which there eX2sts a uniform embedd'ing of G 

into a Hilbert space w,ith PI (r) = CrC>: with a constant C > 0 and linear P2. 

It may not be immediately apparent that this definition is equivalent to 

the one originally stated in [GK2, Defn 2.2]. 

Consider the case when PI (r) = ro:. Since this is the lower bound for 

the embedding, we can substitute this into the definition for asymptotic 
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compression. vVe get 

. . log(r"') .. log(r) 
R f = 11m mf 1 ,. = 11m mf 0: -1 () = a 

T~CO OglT) T~CO og r 

And so by definition, the Hilbert space compression is the supremum of 

all such 0: as required. 

57 



Chapter 4 

Equivalence of Property A and 

Property 0 

Since both Property 0 and Property A are equivalent to exactness, they 

are also equi valent to each other. However. it is possible to establish their 

equivalence directly without needing to refer to exactness. vVe will now prove 

the following theorem. 

Theorem (1). Pmperty A is equivalent to Pmpe·rty O. 

4.0.3 Equivalent definitions of Property A 

We first need some alternative definitions of Property A. As previously noted, 

111 Prop 3.2]' six equivalent versions of Property A are introduced. For 

our purposes we will concentrate on definition 6 which we recall here. 
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Proposition 4.0.6. Let X be a discrete metric space with bounded geometry. 

The following are equivalent: 

• X has Property A (as expressed in (r'uj) 

• V R > 0, Vf > 0,35 > 0, 3ip : X x X --7 lR. such that 

cp is of positive type 

supp cp C 6s 

il ,y)i ::::; f whenever d(x, y) ::::; R 

This definition of Property A is in a form very reminiscent of Property 

O. It concerns a positive function, the support of which is contained in a 

strip around the diagonal, and whose value is close to 1 on balls of radius R. 

We will first show that the existence of a family of Ozawa kernels implies 

the existence of a function satisfying the above definition. \lVe will then prove 

the converse, thus showing that the two properties are equivalent. 

4.0.4 Equivalence of Property A and Property 0 

\lVe will now prove the following theorem: 

Theorem (1). Property A is equivalent to Property O. 

Proof. 

Lemma 4.0.7. Property 0 implies Property A.. 
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Proof. Assume that a space X has property O. So for any finite subset 

E c X and any E > 0, there are a finite subset F C X and 1l: X x X -7 JR. 

such that 

• 1l is a positive kernel 

• ll(x: y) i- 0 only if x-1y E F 

• 11 ~ y) i < E if EE 

vVe will show that this implies the existence of a function tp which satisfies 

Tu's definition of Property A. 

We have that for any finite subset E C X and any E > 0, [1-ll(x, y)1 < E 

if E E. So in particular this is true for any ball of radius R and any 

E > O. Define 'LLR,E to be the Ozawa kernel associated to the ball of radius R 

and some E > O. Then given any Rand E, take cp(x, y) = llR,£(X, y). This is a 

positive kernel. We have as required that 'liE, -:J1LR,E (and hence cp(x,y)) 

such that if d(x, y) < R, 11 ~ ,y)1 < E. Finally: if we take S to be the 

radius of the ball containing F, then supp( SO) C 6.3 as required. o 

Lemma 4.0.8. Property A impl-ies Property O. 

Proof. Assume that a space X has property A. So 'II R > 0 , 'liE > 0, 3S > 

0, ::Jcp : X x X -7 JR. such that 

• cp is of positive type 

• supp SO C 6.3 
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• 11- cp(x,y)i <:::; f whenever cl(x,y) <:::; R 

Let cP R,c be the function satisfying the above conditions for a particular 

pair R, f. Given any finite subset E, there exists R such that E is contained 

in the ball of radius R. Now assume we want to find an Ozawa kernel for 

some pair (E, f). \Ve enlarge E and consider the ball of radius R containing 

it. Since the space has property A we know that there exists a CPR,E. 

Given any finite subset E and f, we take u(x, y) = CPR,c(X, V). 

This is of positive type. By the definition of CPR,E(:Y;' V), for any x-Iy E BR, 

11- ,y)1 <:::; f and so for any E E ~ BR; 11-lt(x,y)! <:::; f. 

We take F to be the ball of radius S. 

Hence ; y) is an Ozawa kernel. Such a function exists for any paIr 

f) and thus there exists a family of Ozawa kernels and X has Property 

o. 

Hence Property A also implies Property 0 and these properties are equiv-

alent for discrete metric spaces. o 
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Chapter 5 

Exactness and Property 0 

Although the existence of families of Ozawa kernels is well known and has 

been used to prove the theorem relating Hilbert space compression and ex­

actness [GK2, Thm 3.2]' there exists no explicit example of a family of Ozawa 

kernels in the literature. 

In this chapter we will construct an explicit family of Ozawa kernels for the 

integers and then extend the construction to groups of subexponential growth 

and on to the class of amenable groups. \lVe will then give a construction for 

free groups. In each case the Ozawa kernels constructed can be viewed as 

weighted mass functions. 

Constructing these families of Ozawa kernels shows that all these groups 

satisfy Property O. As corollaries we deduce that these groups are both exact 

and have Yu's Property A. 

Parts of this chapter are to appear in the Bulletin of the London lVIathe-

62 



matical Society [C]. The paper is included in the appendix of this thesis. 

5.1 The Integers Z 

We choose this group since it is simple to define and has a lot of properties 

which we might be able to exploit. For instance it is an abelian group, has 

low growth rate and is also amenable. 

vVe will first recall Ozawa's formal definition and then show that there 

exists a family of Ozawa kernels for this group. 

Definition 3.2.8 A discrete group G is said to have Ozawa Js Property 

o if for any finite subset E C G and any E > OJ there are a finite subset 

Fe G and u: G x G -+ C such that 

• '1t is a positive kernel 

• u Cy . y) :f. 0 only if E F 

• 11- y) I < E if EE 

Properties of Ozawa kernels 

Finding a family of Ozawa kernels is complex. vVe will now briefly discuss 

some ideas which may allow us to construct such a function. 

First of all an Ozawa kernel must be positive. The function must satisfy 
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n 

~AiAjlL(gi,gj) 2': 0 
i,l 

Showing that a function is positive is non trivial and is the subject of much 

research in the area of operational research. One type of positive function is 

one which can be separated into a product of two functions, one dependent 

only on i and the other only on j. In this' case we have a sum of squares, 

which is positive. This method is used in [f\TR, Technical Lemma] to prove 

that a particular distance function in CAT(O) cube complexes is negative 

definite. 

Secondly there must exist a finite set F outside which the function has 

value O. One possible solution might be to define a function which uses the 

characteristic function X(x) on some set. x(x) = 1 if x belongs to the set 

and 0 otherwise. Given a function on two variables x, y we then obtain that 

it takes the value 0 when neither x nor y belong to the set. 

Finally there must be a finite set E in which the function is c close to l. 

This may require some scaling of the function we choose. Note that the set 

E must be contained in F. The main difficulty is obtaining a function which 

will work for any possible pair (E, c). 
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Ozawa kernels for the integers 

Take Z and consider the function Un which counts the number of balls of a 

given radius n containing both points x and y, scaled by the size of a ball 

of radius n. The pair (E, c) as given in the definition of Property 0 will 

determine the value of n. 'vVe will now prove that each Un is an Ozawa kernel 

and that the set of all Un forms a family of Ozawa kernels. 

vVe vvill denote a ball of radius n by En. 

Let Un (x, y) : Z X Z -7 lR be the number of balls of radi us n which contain 

both x and y, scaled by the size of a ball of radius n. There are two other 

ways of defining this function which will caine in usefuL 

A ball of radius n contains both x and y if and only if its centre is within 

distance n of both x and y. Hence the function Un (x, y) is also the number of 

vertices which are such centres. This is precisely the size of the intersection 

the ball of radius n centred at x and the one centred at y. Hence 

Now consider the characteristic function of balls of radius n on Z: 

{

I if x E the ball of radius n centred at Ie 
Xkn(X) = 

o if x Ff the ball of radius n centred at Ie 

The size of a ball of radius n in Z is 2n + 1. 'vVe can rewrite y) as 
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follows 

An element k E !Z contributes to this sum if and only if both x and y 

are contained in the ball of radius n centred at k. (Otherwise one or both 

of Xk.n(X) or Xk,n(Y) must be equal to 0 and thus the product would be 0.) 

Hence this sum is equal to the total number of elements k E !Z which are 

the centres of a ball of radius n containing both x and y. This is precisely 

un(x, y) as previously described. 

Remark 5.1.1. This sum is finite since although there are infinitely many 

balls of radius n, there are only finitely many which contain both x and y. 

vVe will now show that the set of functions Un forms a family of Ozawa 

kernels. 

Lemma 5.1.2. For any n) Un is a positive kernel. 
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Proof To see this, note that: 

n 

L AiAJUn(Xi, 

o 

Lemma 5.1.3. For any n: there exists a finite subset F such that Un y) =1= 

o only if x-1y E F. 

Proof Take F to be the ball of radius n around the origin. If the distance 

between two points x and y is strictly greater than 2n, (i.e. x-1y is outside 

F), then no ball of radius n can contain both points x and y. So un(x, y) = 0 

as required. o 

Lemma 5.1.4. Given any finite set E and E > 0: we can choose n so that 

LLn(X,y) is E-close to 1 on E. 

Proof \Ve need to obtain a function un(x, y) such that on E, 1 - E < 

~Un y)<l+E. 

E is a finite subset. So there exists some finite Tn such that if x-1y E E 

then 0 ~ d(x, y) ~ Tn. 
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In Z, the size of the intersection of two balls of radius n around two points 

x and y is either 0 or, if d(x, y) :S 2n T 1, it is equal to 2n + 1 - d(x, y). 

So on E, we have 2n T 1 - m :S [xBn n yBnl :S 2n + 1. 

So we get 

rn 
1 - -- < Un(x.y) < 1 2n + 1 - .-

So to ensure that un(x, y) > 1 - t, we must choose n such that 

Tn 
--- <t 
2n + 1 

So for any pair (E, E), we choose some n = N such that 

And we take UN to be: 

~T m 1 
lv>---

2t 2 

o 

This UN is an Ozawa kernel and such a UN exists for any pair (E, t). Thus 

we have a new proof of the following theorem: 

Theorem (2). The family of kernels UN forms a family of Ozawa kernels 

for the gTOUp Z and so Z satisfies pTOperty O. 
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The following corollary immediately follows: 

Corollary (1.2.1). Z is an exact group and therefore satisfies Property A. 

5.2 Groups of Subexponential Growth 

5.2.1 Expansion to groups of subexponential growth 

Our previous set of functions for the integers forms a family of Ozawa kernels 

because of its slow growth rate. As n increases, the size of the boundary of 

a ball of radius n grows slowly compared to its volume. 

Each function Un looks at the size of the intersection of two balls of radius 

n which are a given distance m apart. As we increase n, this overlap gets 

larger and larger. .'v10re imporTantly, it gets closer and closer to the size of 

En 

This is represented in the following diagram. vVe take two points x and 

y distance m apart and consider the balls of radius n centred at each point. 

Our function takes the size of the intersection, which is the shaded area of 

the diagram, and scales it by the size of a ball of radius n. 
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The difference between the size of the overlap and the size of a ball of 

radius n is roughly represented by the non shaded area of the diagram. Since 

the boundary is growing much more slowly than the volume, the size of the 

non shaded area becomes negligeable in comparision to that of the shaded 

area. Hence as n tends to infinity, the size of the intersection tends to the 

size of En. Thus our family of functions lln forms a sequence of functions 

which tends to 1. This is what allovved us to prove that the set of functions 

Un is a family of Ozawa kernels. 

Since the growth property of the group Z is the only property our method 

relies on, we now turn our attention to the more general case of groups of 

subexponential growth. 

A former method of proving that this class of groups is exact was to show 

that the sequence of balls of radius n form a F 01ner sequence which means 

that groups of sub exponential growth are amenable [BHV, Cor C.5 . (We 

will say more about F0lner sequences in the next section regarding amenable 

groups). It has been shown by Kirchberg and Wasserman that amenable 

groups are exact [Kv"V, p. 

vVe will adopt a different method and exploit their growth property to 

construct a family of Ozawa kernels, thus proving that have Property 

O. As a direct corollary of this theorem we can deduce that they are exact 

and satisfy Yu's Property A.. 
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5.2.2 Background and definitions 

We will first review the definition of groups of subexponential growth. 

Definition 5.2.1 (Growth function). Let r be a gmup with generating set 

A. Let /3AJ 71) be the number of vertices in the closed ball of radius 71 about 1 

in the Cayley graph of the gmup generated by A. The gTOwth function of r 

with respect to A is 71 -+ ,6A (n). 

Definition 5.2.2 (Subexponential growth). r has subexponential gmwth 

if (n):S; eVn for all 71 E N. 

Examples of groups of sub exponential growth include finite groups, abelian 

groups, nilpotent groups and Grigorchuk's group. 

5.2.3 Construction of a family of Ozawa kernels 

\lVe will now construct a family of Ozawa kernels to show that groups of 

subexponential growth satisfy Property o. 

\lVe denote a ball of radius 71 by Bn and the intersection of two balls of 

radius 71 centred at x and y by xBn n yBn. 

We first need the following lemma: 

Lemma 5.2.3. If d is the distance between x and y, then !Bn-dl < jxBn n 

yBn l 

Pmoj An element h E G belongs to the intersection of 

centred at x and y only if d(x, h) and d(y, h) :s; n. 
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Now consider the ball of radius n - d centred at y. An element 9 E G 

belongs to this ball only if d(y, g) :s: n - d. So any such 9 also belongs to the 

ball of radius n centred at y. 

We also have that 

d( x) g) :s: d( x) y) + d(y) g) :s: d + n - d = n 

And so 9 also belongs to the ball of radius n centred at x. 

Hence the ball of radius n - d centred at y is contained in the intersection 

of the balls of radius n centred at x and y. 

o 

N ow let G be a group of subexponentiar' growth. 

Consider the function 

This is the scaled number of points in the intersection between two balls 

of radius n centred at x and y respectively. Alternatively it can be regarded 

as the scaled number of balls of radius n which contain both points x and y. 

Lemma 5.2.4. For any n, 'Un is a positive kernel. 

Proof. An element 9 E G belongs to the intersection xBn n yEn only if 
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g E xBn and g E yBn. This is equivalent to x-1g E Bn and y-lg E Bn. 

symmetric, Bn = B;:l. And so the condition becomes x E gBn and y E gBn. 

So Un can be rewritten as 

1 
Un y) = ~ L 

, nl gEG 

where for any kEG, Xg,n(k) is 1 when k belongs to the ball of radius n 

centred at g and 0 otherwise. Thus we have: 

n 

L Ai/\jUn(Xi, xJ ) 

i,j 

o 

Lemma 5.2.5. FOT any n, theTe exists a finite subset F such that un(x; y) -:::j:. 

o only if x-1y E F. 

Proof. Take F to be the ball of radius n around the origin. If the distance 
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between two points x and y is strictly greater than 2n'(i.e. is outside 

F), no ball of radius n can contain both points x and y. So lin (x, y) = 0 as 

required. o 

Lemma 5.2.6. Given any finite set E and E > 0 we can choose n such that 

lin is E-close to 1 on E. 

Proof. We showed earlier that IBn-d(x,y) I ::; IxBnnyBnl. In addition ixBnn 

yBnl ::; !Bnl· 

Hence 

IBn-d(xy)1 < ( ) IBnl 
I

'B' 'I - Un x, Y <'-----B ' 
nl - i 71,: 

E is a finite subset of G. So there exists a maximum distance m such 

that if x-1y E E then 0 ::; d(x; y) ::; m. This means that if x-1y E E, then 

Since G is a group of sub exponential growth, we have 

vn-m 
e (. 
--,-- ::; lin x, y) ::; 1 

evn 

evn- m 

Since lim ~ = 1, for any pall' 
n----'>CX) evn 

m) and (and therefore any paIr 

(E, E)), there exists n = N such that 11- LLN(X, y)[ ::; E as required. C 

Tl f t · (I :xB,v!'yB,v1 l'S an Ozawa kernel. Such a 'U." pxists 1e unclOnuNx,Y;= IBNI c 'Y-
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for any pair (E, c) and we have a direct geometric proof of the following 

theorem: 

Theorem (3). The family of kernels UN forms a family of Ozawa kernels 

for groups of subexponential growth and so they satisfy property O. 

The following corollary immediately follows: 

Corollary (1.2.2). Groups of subexponential growth are exact and therefore 

have Yu Js Property A. 

5.3 Amenable groups 

The integers and groups of subexponential growth are both examples of 

amenable groups. Amenable groups form a well known example of exact 

groups [KW, p.174]. 

One of the definitions of an amenable group is the existence of F0lner 

sets which we will explain in further detail in the next section. These can be 

viewed as a sequence of subsets of the group with a particular relationship 

between the size of the intersection of two sets and the size of the set itself. 

In the case of the integers or groups of sub exponential growth, balls of radius 

n actually form F0lner sets, and this fact can be used to deduce that these 

groups are amenable and hence exact. vVe will now expand our previous 

function and adapt it to general F olner sets' rather than balls of radius n. In 

doing so we will show that amenable groups admit a family of Ozawa kernels 
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and so satisfy Property O. vVe deduce as a corollary that amenable groups 

are exact and have Yu's Property A . 

5.3.1 Definitions and properties of amenable groups 

Amenability was first described as a measure theoretic property as follows: 

Let f be a locally compact group and Lcc (f) be the Banach space of all 

essentially bounded functions f ----7 lR with respect to the Baar measure. 

Definition 5.3.1 (Mean). A linear Junctional on LCC(r) is called a mean 

iJ it maps the constant Junction J (g) = 1 to 1 and non-negative Junctions to 

non-negative numbers. 

Definition 5.3.2. LetLq be the leJt action oJg E f onJ E LCC(f). (LgJ)(h) = 

J(gh). 

A mean is said to be left invariant if p(LgJ) = p(J) for all g E f and 

J E LCC(f). 

Similarly, a mean is right invariant if p(RgJ) = p(J) for all g E f and 

J E L cc (r), where Rq is the right action . 

Definition 5.3.3 (Amenable). A locally compact group is amenable iJthere 

is a left (or right) in'Uariant mean on VO (f). 

Example 3. All finite groups and all abelian gmups are amenable. Compact 

gmups aTe amenable as the Haar measure is an (unique) in'variant mean. 
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One source of interest in the notion of amenability is using it as a way 

to classify groups. A large class of groups is that of groups which have 

Kazhdan's property T. A group G is said to have this property if every rep­

resentation of G which almost has invariants also has a non trivial invariant 

vector. For countable groups this is equivalent to property (FH) where every 

isometric action of G on a Hilbert space has a fixed point [HV]. Discrete 

infinite groups which are amenable do not have Kazhdan's property T and 

discrete infinite groups which have Kazhdan.'s property T are not amenable 

[Wa, Rem 3.9]. These form two very large disparate classes of groups. Groups 

which have neither property are the subject of much study. 

The notion of amenability has been extended to many equivalent condi­

tions which are summarised in the following theorem [W, Thm 10.1l(AC)]. 

Theorem 10. For a group G) the following are equivalent: 

1. G is amenable. 

2. There is a left-invariant mean on G. 

3. G is not paradoxical. 

4. G satisfies the Invariant Extension Theorem: A G-invariant measure 

on a subring of a Boolean algebra may be extended to a G-invariant 

measure on the entire algebra. 

5. G satisfies the Hahn-Banach Extension Property: Suppose 

• G is a group of linear operators on a real 'vector space V; 

78 



• F is a G-invaTiant lineaT functio~al on Va, a G-invaTiant subspace 

of V; 

• F( v) :S p(v) fOT all v EVa,. wheTe p is some Teal-valued function 

on V s'uch that P(lh + (2) :S p(vd + P(V2) fOT vI, V2 E VOl p(av) :S 

ap(v) fOT a ~ 0, v E VO ) and p(g(v)) :S p(v) fOT 9 E G, v E V. 

Then theTe is a G-invaTiant lineaT functional F on V that extends F 

and is dominated by p. 

6. G satisfies FglneT'S Condition: FOT any finite subset E of G and e'ueTY 

c > 0, theTe is another finite subset W of G such that fOT any gEE, 

'-"-;-~-l :S C 

7. G satisfies Dixmier's Condition: If h, "" E B(G) and gl, ... , gn E G
1 

then fOT some h E G, L fi(h) - fi(gi-1h) :S 0 

8. G satisfies the J1;laTkov-Kakutani Fixed Point TheoTem: Let K be a 

compact convex subset of a locally convex lineaT topological space X, and 

suppose G acts on K in such a way that each tmnsfoTmation 9 : K ---7 K 

is continuous and affine g(ax+(l-a)y) = ag(x)+(l-a)g(y) wheneveT 

x, y E K and 0 :S a :S 1). Then theTe is some xin K that is fixed by 

each 9 E G. 

For our purposes we will only consider definition 6 of amenablity: Folner's 

criterion. vVe will expand our previous function on balls of radius n to more 

general F0lner sets and show that amenable groups have Property O. 
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5.3.2 A family of Ozawa kernels for amenable groups 

In this proof we will use the following version of F0lner's criterion: 

F0lner's condition 

Definition 5.3.4 (F01ner's condition). An amenable group satisfies Fy;lnerJs 

condition (WJ Thm10, 11 (A C)j: for any finite subset E ofG and every E > 0, 

there is another finite subset W of G such that for any gEE, :g~~~IW: :S E 

This can be rewritten as follows: 

igW 6. WI 
/WI 

IgwuW-gwnw[ 
:Wl 
I . 

IIg1;ll U WI IgW n WI 
IWI 

The maximum possible value of !gW U Wi is 21Wl and the minimum is 

i]i1/I, Similarly. the maximum possible value of IgW n ]iV; is !WI and the 

minim um is 0, 

S IgW IWI I' b' 1 1 2 h'l IgWiWi I' bOd 1 S' o ~ les etween anc, w 1 e ~ les etween an , mce 
I , . 

the difference between them is less than E and we are dealing with bounclecl 

I IgWrWl1 
sets of real numbers, we have that 11 - '-----;w: I < E, 
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A family of Ozawa kernels 

Consider the function 

, ( ,\ _ I x 1IV n y 1IV I 
Uw x,Y) - !WI 

vVe will show that the set of all such functions forms a family of Ozawa 

kernels. 

Lemma 5.3.5. For any finite subset W, uw(x: y) is a positive kernel 

Proof. An elementg E G belongs to the intersection xWnyvV only if g E xW 

and g E yW. This is equivalent to x-1g E 1IV and y-lg E 1IV. Again this is 

equivalent to x-1 E 1IV g-l and y-l E 1IV g-l. And so the condition becomes 

x E gW- 1 and y E gW- 1 

So 'L{, can be rewritten as 
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Thus: 

n 

L /\/\jU(Xi, Xj) 
i,j 

o 

Lemma 5.3.6. Given any finite subset E and c > 0, there exists a finite set 

Wand associatedfunctionuvv(x,y) such that il-uw y)! < c ifx-1y E E 

Proof. From Folners Condition we have that for any gEE there exists W 

such that 11 - ig~;iYVII < c. So now let 9 be equal to x-1y and the condition 

I
I Ix-l ],j/nw ' : I jxW0 wI I ' \' becomes 1 - ' Y , 'I = 1 - '~ = '1'1 - uw(x YJI :s; c. And so we 
I IWi I I IW: I ' , 

have as required that if x-1y E E, then i1-uw(x,y)! :s; c. 0 

Lemma 5.3.7. Given any pair (E, c) and associated W, uw(x, y) i there exists 

a finite set F such that LlW(X, y) i- 0 only if E F 

Proof. Since 1IV is finite, it is contained within a ball of some diameter T. 

Let F be the ball of radius r around the origin. If d(x, y) > 2r, ie x-1y rf. F 

there is no intersection between x1lV and y1lV, so LLW(X, y) = O. o 
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Every ltw is an Ozawa kernel and such a function eXlSts for any pair 

(E, c). Thus we have directly proved the following theorem: 

Theorem (4). rC, Thm 2] The family of kernels UN forms a family of Ozawa 

kernels for amenable groups and so they satisfy property O. 

The following corollary immediately follows: 

Corollary (1.2.3). [C, Cor 3.4] Amenable groups are exact and therefore 

have Yu IS Property A. 

5.3.3 A variation on the family of Ozawa kernels for 

amenable groups 

F0lner's condition can also be expressed in the following way which allows 

us to create a variation on our previous family of functions: 

Theorem 11. A group G is amenable if there exists a sequence {Gn } of 

s'ubsets of G such that IIg E G , 

This can be rewritten as follows: 

IgGn L Gnl 
IGnl 

!gGn U Gn - gGn (' Gn ! 

iGnl 
uGI n, 
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The maximum possible value of !gOn U On! is 210nl and the minimum is 

10nl· Similarly, the maximum possible value of of IgOn n Onl is 10ni and the 

minimum is O. 

So IgGc)~Gnl lies between 1 and 2, while Ig~t-:f"1 lies between 0 and 1. Since 
I nl . I n 

the difference between them tends to 0 and we are dealing with bounded sets 

f JIb h t' t l' IgGnr:Gn : 1 o rea nurn ers, we ave na Imn~co IGn: =. 

Consider the sequence of functions 

By a very similar method to the previous case, we can show that this sequence 

forms a family of Ozawa kernels by proving the following three lemmas: 

Lemma 5.3.S. For each n J Un is a positive kernel. 

To do this we adopt the same method as in all previous constructions. 

vVe rewrite Un as a sum over all elements of the group of a product of char-

acteristic functions on x and y and show that this is a sum of squares. 

Lemma 5.3.9. Given any finite subset E and E > 0 there exists a function 

In this case we adopt a similar method to the case for groups of subex-

ponential growth since in both cases the limit of the sequence of functions as 

n tends to infinity is 1. 
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Lemma 5.3.10. For any iV, there exists a finite set F such that UN(X, y) =f. 0 

only if x-ly E F 

We comment that any finite set GN is contained in a ball of some finite 

radius R and take F to be this ball. 

Every UN is an Ozawa kernal and such a function exists for any pair 

(E, c). Thus we have directly proved the following theorem: 

Theorem (4). [C, Thm 2] The family of kernels liN forms a family of Ozawa 

kernels for amenable groups and so they satisfy property O. 

The following corollary immediately follows: 

Corollary (1.2.3). [C, Cor 3.4] Amenable groups are exact and therefore 

ha'ue Yu's Property A. 

In this proof and those for the integers, groups of subexponential groups 

and as we will see in a moment, free groups, it is necessary at some point 

to expand the set E to a ball of finite radius which contains it. As we saw 

previously, Guentner and Kaminkner's alternative definition of Property 0 

only considers balls of finite radius, as does Tu's equivalent definition of 

Property A. 

However this was not the case for the construction of the family of Ozawa 

kernels {["w} for amenable groups. It is interesting to note that it is possible 

to construct an Ozawa kernel where this enlarging of E is not necessary. 
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5.4 Free groups 

5.4.1 Definitions and properties 

vVe will now move on to another well known class of exact groups: free 

groups. 

We will first recall the definition of a free group. 

Definition 5.4.1 (Free group). A group is free if it has a set of generators 

such that the only product of generators and their inverses that equal identity 

are of the form aa- l or a-lao 

Remark 5.4.2. The rank of a free group r;s its number of generators. The 

Cayley graph of a free gro'up is a tree. 

As an example, the following diagram represents part of the free group 

on two generators a, b and their inverses a-I, b- l . 

1 

The growth rate of a free group is not sub-exponential. Given any free 

group, increasing the radius of a ball of radius n by a small amount induces a 

86 



very large increase in the number of vertices on its boundary. As an example, 

the number of vertices on the edges of the above diagram for the free group 

of rank 2 increases rapidly as the distance from the central vertex increases. 

Our functions up to this point relied on the fact that the boundary of 

the set increased far more slowly than the volume. Since this is not the case 

here, we will have to adopt a different approach. 

In [DJ, Prop 1], it was shown that trees have Property A. To do so they 

constructed a measure which relied on Dirac functions. \lVe will now adapt 

this construction to obtain a family of Ozawa kernels and prove that free 

groups Property O. Instead of looking at the size of the intersection 

of balls of radius n as we did for groups of sub exponential growth, we will 

consider the size of the overlap between rays of length n. 

5.4.2 Construction of a family of Ozawa kernels for 

free groups 

Let T be the Cayley graph of a free group (a tree) and V its set of vertices. 

Let ~jo : JR;. -7 T be a geodesic ray in T. 

Let ~/v be the unique geodesic ray issuing from v and intersecting ~(o along 

a geodesic ray. 

Let be the initial ray of ~iv of length n as represented in the following 

diagram: 

8""' . ( 



~(o 

• • • 
ryv 

We will define our function ; y) where x, y E V to be the size of the 

overlap of the two n-length rays and ~(;, scaled by n + 1, which is the 

number of vertices on a ray of length n. 

y) = -----"'-­
n+l 

We will show that the set of such functions forms a family of Ozawa 

kernels. 

Lemma 5.4.3. Given any n; lLn is a positive kernel. 

Proof. Define j~(x) and Xv,n(x) as follows: 

j,(x) ~ { ~ if v separates x from ~!o 

otherwise 
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And 

if x is contained in the ball of radius n around v 

otherwise 

Then we have 

The only vertices contributing to this sum are whose which are within 

distance n of both x and y and which separate both x and y from 10. This 

is precisely the size of the intersection of the n-length rays and 

'vVe can now rearrange Un to show that this is a positive kernel. 

k k 

L /\/\jUn , Xj) 

!,) /',) vEV 

> 0 

o 
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Lemma 5.4.4. For any n) there exists a finite set F such that 1Ln (x, y) =I- 0 

only if X-IV E F. 

Proof. Let F be the ball of radius n around the origin. If d(x, y) > 2n, ie 

x-Iy rt F, there is no overlap between the n-length rays ~(~ and ~(; and so 

Un(x, y) = O. D 

Lemma 5.4.5. Gi'uen any finite subset E and c > 0) there exists N such 

Proof. Since E is a finite subset, there exists some finite number m such that 

if X-IV E E then d(x, y) < m. 

Now if d(x, y) < m, then the minimum size of the overlap of and 

is n - 2m. 

And so we have 

n - 2m 
---<u 

n + 1 - n 

n~1 
y) ~--

n~1 

Hence for all pairs x, y E E, limn - cc Un (x, y) = l. 

And so \ic > 0, -:'::'N such that \ix-Iy E E we have 11 - UN(X, y)i < c. D 

Every UN is an Ozawa kernel and there exists such a function for any pair 

(E, c). Thus we have directly proved the following theorem: 

Theorem (5). [e, Thm 1] The family of kernels UN forms a family of Ozawa 

kernels for free groups and 50 they satisfy property O. 

The following corollary immediately follows: 
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Corollary (1.2.4). [C, Cor 2.41 Free groups are exact and therefore have 

}Iv' 's Property A. 
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Chapter 6 

Hilbert space compression and 

CAT(O) cube complexes 

We will now move on to a different approach to the problem of proving that 

groups are exact. In this section we will use properties of Hilbert space com­

pression to prove that groups acting properly and cocompactly on CAT(O) 

cube complexes are exact. The method relies on the following theorem from 

Guentner and Kaminker [GK2, Thm 3.2]. 

Theorem (9). Let [ be a finitely generated chscrete group regarded as a 

metric space V'ta the word metric. If the Hilbert space compression of [is 

greater than 1/2 then r is exact. 

Recall that Yu showed that Property A implies that the group is uniformly 

embeddable in a Hilbert space. Since exactness is equivalent to Property A, 

we know that if a group is exact then it is uniformly embeddable. The con-
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verse is not known to be true. However there are no known examples of 

groups which are uniformly embeddable but not exact. Hilbert space com­

pression goes some way to linking uniform embeddability back to exactness. 

It measures how much a space needs to be distorted in order to obtain a 

uniform embedding into a Hilbert space. If this distortion is not too large 

(i.e. the Hilbert space compression is strictly greater than 1/2), then the 

group is exact. It is important to note that this is quite a strong condition 

and that there do exist exact groups which do not have Hilbert space com­

pression greater than 1/2. For example, Z wr (Z wr Z), the wreath product 

of Z with its own wreath product on itself, is amenable and hence exact, but 

its I-Iilbert space compression lies between 0 and 1/2 [AGS, Cor 1.10j. 

Guentner and Kaminker illustrate the I-Iilbert space compression ap­

proach with the example of the free group of rank 2. They construct a family 

of functions on its Cayley graph and show that the Hilbert space compres­

sion is 1. They deduce that free groups are exact. We will first explain their 

approach and then expand this method to obtain our main result: 

Theorem (6). leN; Thm 12.} If G is a group acting properly and cocom­

pactly on a CAT(O) cube complex then G is exact and therefore has Yu)s 

Property A. 

Parts of this section were used in a joint paper with Dr G. Niblo [CN~. 
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6.1 Example: Free Groups 

In [GK2, Proposition 4.2]' Guentner and Kaminker show that the Free Group 

of rank 2 is exact by constructing a family of large scale Lipschitz functions 

from a tree to a Hilbert space whose asymptotic compression tends to l. This 

section will explain their approach. 

They start off by considering the Cayley graph of the free group of rank 

2, which is a tree. Call it X = (V, E) where V is the set of vertices and E is 

the set of edges. 

For any vertex 5, consider the edges on the unique path from 5 to 1. 

Starting from 5, label these el to ek where k is the distance from 5 to l. Let 

(5) be the characteristic function on the set of edges. This means that 

Oei (5) (e) = 1 if the edge is ei and 0 otherwise. 

The following diagram illustrates the labeling from s: 

[5] 
• • e· • e • 

The first function considered is f : -+ H with 

f(5) = (5) T ... + (5) 



Then Ilf(s)11 = (s, 1)1/2 = Jd(s, 1) 

For two points s, t we have Ilf(s) f(t)11 = ~ 

Recall that the Gromov compression of a function f is 

P f (r) = inf II f ( s) - f (t) II 
d(s,t)?:r 

So in this case, since Ilf(s) - f(t)11 = ~ and r E JR., we have 

:-Jow recall that the asymptotic compression of a function f is 

log p·(r) 
R f = lim inf J 

T-CO log r 

And so here we have: 

1 log(r1/ 2) .. log(r + 1)1/2 1 
- < lim inf < R f < hm mf' < -
2 - T~CO log T - - T-ec log T - 2 

And hence Rf = 1/2. Recall that the Hilbert space compression R(X) = 

s1.Lp{Rf : f E LiplseX, H)}. Thus they can conclude that when X is a tree, 

R(X) 2: 1/2. However this is not enough to conclude that free groups are 

exact since the Hilbert space compression needs to be strictly greater than 

1/2. 

They then weight their function to obtain a family of functions labeled 
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by 0 < c :::; 1/2 which have the desired asymptotic compression. 

The new function is iE : IF 2 ---., l2 (E) with 

They need to show that for each 0 < c < 1/2, iE is both large scale 

Lipschitz and satisfies Rjo 2': 1/2 + c. 

Large scale Lipschitz 

To show that it is large scale Lipschitz, it suffices to show that d( 3, t) = 1 =? 

Proof. Note that if d( 3, t) = 1, then we have the following situation. 

ek ek-l e2 el [3] 
e e e· e e e 

ek-l ek-2 el [t] 

And so we have: 

T (2E . '[';E _ (.; _ 1)E12 -L -L 
T··· T' & J' ••• 

k 

1 + L W - (i - l),l 2 

i=2 
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They then show that L~ [it - (i -1 y]2 is finite by the following calculation: 

CX) 

L - (i - It]2 

To understand the second step of this calculation we must first recall the 

general Cauchy Schwarz inequality: 

It can be written explicitly in integral form: 

In this proof we need to deal with the expression (f-l (xc), dx r. By 

settingtfJI(x) = (xc), and (x) = 1 we get J:[1b2(x)]2dx = JL l 12dx = l. 

And so (JLl(xc)'dxr:s JLl [(XE)']2dx as required. 

Since L~ [it - (i - 1) c]2 is finite, then so is 1 + L~=2 [i" - (i - and 

fe is large scale Lipschitz as required. 0 
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Hilbert space compression 2 1/2 --:- c 

To show that RIc 2 1/2 + c, it is sufficient to show that 

where C(' is some constant dependent only on c. 

In that case we have 

Proof Take 2 points (5, t) such that d( 5, t) 2 T. Assume that d( 1, 5) < 

d(l, t). Now let g(T/2) be the smallest integer such that ~(T/2) 2 T/2. 

From the structure of the tree, the edge must belong to the section 

[m, t] where m is the intersection of the path [5; 1] with the path [t,l]. An 

example of this is given in the following diagram: 

[sl 

~ 

• • • 
[m] 
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And so 

(210 + 1)220+1 

o 

And so they obtain a family of large scale Lipschitz functions fo where 

R j -2: 1/2 + 10 and 0 < 10 < 1/2. Hence the Hilbert space compression of F2 is 

1 and they have a new proof of the following theorem: 

Theorem 12. The group of rank 2 is exact. 

6.2 Groups acting properly and cocompactly 

on CAT(O) cube complexes 

'vVe will now adopt a similar method and construct a farnily of large scale 

Lipschitz functions on a finite dimensional CA.T(O) cube complex. We will 

show that the asymptotic compression of this family of functions tends to 1, 

thus proving the Hilbert space compression of a CA.T(O) cube complex is 1. 
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By using another theorem [GK2, Cor 2.13] which states that Hilbert space 

compression is a quasi-isometry invariant, we will prove our main theorem: 

Theorem (6). fr G is a group acting properly and cocompactly on a finite 

dimensional CAT(O) cube complex then G is exact and satisfies Yu)s Property 

A. 

In this section we will first glVe some background information about 

CAT(O) cube complexes and then give a proof of the main theorem. Al­

though this was joint work, the proof that the function we define is large 

scale Lipschitz is principally the work of Dr :"Jiblo, while the proof that its 

compression is strictly greater than 1/2 is that of the author. The paper coau­

thored by the author and Dr G.Niblo [CN] can be found in the appendix of 

this thesis. 

6.2.1 CAT(O) cube complexes 

We will review the definitions and properties of a CAT(O) cube complex. 

Some of the following defintions can be found in [NR]. 

The cube complex 

Definition 6.2.1 (Cube complex). A cube complex is a polyhedral com­

plex of cells isometric to a Euclidean cell. The gluing of these cells is by 

isometries. The dimens'ion of a cube complex is the highest dimens'ion of one 

of its cells. 
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Definition 6.2.2 (CAT(O) cube complex). A CAT(O) cube complex is a 

cube complex which is non positively curved. 

This means that the following conditions on the link of C, IkC, are sat­

isfied: 

1. (no bigons) For each pair of vertices in IkC there is at most one edge 

containing them. 

2. (no triangles) Every edge cycle of length three in Ike is contained in a 

2-simplex of IkC. 

Example 4. Any tree is a i-dimensional CAT(O) cube complex. 

Example 5. Euclidean space with vertices at the integer lattice points has 

the structure of a CAT(O) cube complex. 

The dimension n of a CAT(O) cube complex is that of its highest dimen­

sion cube. 

Hyperplanes 

Definition 6.2.3 (Midplane). The midplane of a cube is its intersection 

with a codimension 1 coordinate hyperplane. 

So every n-cube contains n midplanes each of which is an (n - I)-cube, 

and any m of vvhich intersect in a (n - m)-cube. 

Given any edge e in the CAT(O) cube complex, there is a unique hyper­

plane which cuts e transversly in its midpoint. The hyperplane is obtained 

by developing the midplanes in the cubes containing e. 
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Example 6. In the case of a tree; the the hyperplane is the midpoint of the 

edge e. 

Example 7. In the case of euclidean space it is a geometric hyperplane. 

Any hyperplane is isometrically embedded in the CAT(O) cube complex. 

In addition, each hyperplane separates the CAT(O) cube complex into two 

half spaces. 

Lengths 

The set of vertices of a CAT(O) cube complex X can be viewed as a discrete 

metric space, where the metric d1 (s, t) is given by the length of a shortest 

edge path between the vertices sand t. We will refer to this as the £1 metric 

on the vertices. 

Alternatively we can measure the distance by restricting the path metric 

on X to obtain the £2 metric on the vertices. 

If X is finite dimensional these metrics are quasi-isometric, and we have 

d(s; t) ~ d1 (s, t) ~ fod(s; t) where d denotes the CAT(O) (geodesic) metric 

on X and n is the dimension of the complex. 

Sageev [Sj observed that the shortest path in the I-skeleton crosses any 

hyperplane at most once, and since every edge crosses exactly one hyperplane, 

the £1 distance between two vertices is the number of hyperplanes separating 

them. 
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Intervals and Medians 

Definition 6.2.4 (Interval). An interval between two vertices s, t, denoted 

[s, tj, is the set of all vertices which lie on an edge geodesic from s to t. 

Given any three vertices s, t, 'U, there exist three intervals [s, tj, [s, 1L], [t, ILl. 

These allow us to define the median. 

Definition 6.2.5 (Median). The median of a triple s, t, u is a single point 

m which is the intersection of the intervals [s, t], [s, u], [t, 1L]. 

[u] [m] 

[t] 

The median has the following important property: the intersection of the 

hyperplanes which separate s from t and those which separate s from 'U are 

precisely the hyperplanes which separate s from the median m. 

In addition, the hyperplanes which separate t from 'U are precisely those 

which separate t from n, and those which separate lL from m. 

This induces the following distance property: 

dl(t, 'U) = dl(t, m) ,d1(u, m) = d1(s, t) + d1(s, u) - 2d1 (s, m) 
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Normal Cube Paths 

In a CAT(O) cube complex, a geodesic edge path may not be unique. For 

instance consider the Euclidean plane with vertices at the integer lattice 

points. In the following diagram, the dotted and dashed paths represent two 

separate paths frmn s to t, both of which have the same edge length . 

• ------8------e . t 

I I '* 

The only CAT(O) cube complex where geodesic edge paths are unique is 

a tree. vVe will now introduce the notion of a normal cube path which allows 

us to mimic some of the properties of geodesic edge paths in trees. 

Let X be a cube complex and 7-i be the set of hyperplanes. Consider 

two vertices 8 and t and some path from s to t. The path starts at the 

vertex s and then defines a sequence of vertices 8; until it reaches the vertex 

t. There are a finite number of hyperplanes separating sand t. A path of 
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minimal length between the two vertices must cross each hyperplane just 

once. A normal cube path follows a greedy path. At each step i, as many 

hyperplanes separating 3 and t as possible must be crossed. 

This is illustrated in the next diagram. We consider here the normal cube 

path from 3 to t. We have labelled the hyperplanes from 1 to 7. Only those 

hyperplanes which separate s from t will be crossed: h2l h3, h4l h6 and hq . 

t 

Our starting point is at the vertex 3 which we denote by 30. The first 

step on the normal cube path will take us to the vertex 31. \Ve need to cross 

as many of the hyperplanes separating 3 from t as possible. \Ve can cross 

hyperplanes 2 and 6, giving us the only possible vertex 31. \Ve now move on 

to step two on the normal cube path. Starting from 31 we need to cross as 

many of the hyperplanes separating 31 from t. \Ve can cross hyperplanes 3 
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and 7, giving us the only possible vertex 32· Finally in step 3 we cross the 

remaining hyperplane number 4, thus giving us the only possible vertex 33' 

This vertex is also t and marks the end of the normal cube path. 

Note that the normal cube path from 3 to t may not be the same as 

that from t to 3. For example, the following diagram illustrates the normal 

cube path from t to 3. vVe have left in the normal cube path from 3 to t for 

comparision. 

t to 

h6 

ISO l .. tJ .t2 I h-

I 

u 

I I 
• • • • 

hI h2 h3 h4 

The hyperplanes are crossed in a different order and at different stages 

of the path. In this case the vertices defined by the normal cube path from 

t to 3 differ to those defined by the normal cube path from 3 to t. 

Note also that if a hyperplane to be crossed is adj acent to a vertex on 
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the normal cube path; then it must definition be crossed at the next step. 

The rigorous definition of a normal cube path is as follows [eN, Def 4]: 

Definition 6.2.6 (Normal cube path). A cube path is a sequence of cubes 

C = {Co;··· Cn}) each of dimension at least 1) such that each cube meets its 

SlLccessor in a single vertex, Vi = Ci- 1 n Ci and such that for 1 ::; i ::; n - 1; 

Ci is the (uniqlLe) cube of minimal dimension containing Vi and Vi+1 Note 

that Vi and Vi+l are diagonally opposite vertices of C i · We define va to be the 

vertex of Co which is diagonally opposite V1, and Vn to be the vertex of Cn 

diagonally opposite Vn-I· We call the Vi vertices of the cube-path) with va the 

initial vertex and Vn the terminal vertex. Given a cube path from s to t we 

can construct edge paths from s to t which travel uia the edges of the cubes 

so every hyperplane separating s from t m'USt intersect at least one of the 

cubes C i . We say the cube path is normal if C i -'-1 nu( C;) = Vi for each i, 

where u( C i ) is the union of all cubes which contain Ci as a face (including 

It has been shown [NR2, Prop 3.3j that given two vertices sand t, there 

is a unique normal cube path from s to t. 

An important lemma, also from [NR2, Prop 5.2; which will be used later 

is as follows: 

Lemma 6.2.7. Let s, t, Vo be vertices of a CATfO) cube complex with sand 

t diagonally adjacent across some cube Eo. Let s = so) 51) ... ,sm = V) t = 

to) t 1, ... , tn = u be the vertices of the (unique) normal cube paths from s to 
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Vo and from t to Vo respectively. Let {Ci I i = 1, ... m} be the cubes on the 

normal cube path from s to Va and {D j I j = 1, ... n} be the cubes on the 

normal cube path from t to Va· Then: 

1. Each hyperplane separating s from Vo intersects exactly one of the cubes 

Ci and each hyperplane separating t from Vo intersects exactly one of 

the cubes D j . 

2. For each i ::; min{m, n} there is a cube Ei such that Si is diagonally 

adjacent to ti across Ei . 

6.2.2 Proof of the main theorem 

In the case of the free group of rank 2, the function used to find the Hilbert 

space compression was defined according to the edges on the unique edge path 

between sand 1. However this will not work in a CAT(O) cube complex 

as paths between points are not unique. we will define our 

function by using the hyperplanes crossed in the normal cube paths between 

two vertices. 

Let V be the set of vertices of a finite dimensional cube complex X and H 

be the set of hyperplanes. Given a vertex s, we will consider the normal cube 

path from s to a base point v. A finite number of hyperplanes are crossed 

along this path. Vile will weight all hyperplanes according to the stage at 

which they are crossed. If C = {Co, C1 , ... ,Cn } is the unique normal cube 

path from s to v, then the weighting of a hyperplane h relative to sis: 
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~s(h)=i+1 

where h intersects the cube Ci . If h does not intersect any of the cubes (ie 

does not separate s from v), then ws(h) = O. Note that several hyperplanes 

can have the same weighting. Note also that when n is the dimension of 

the CAT(O) cube complex, no more than n hyperplanes can share any given 

weighting, since by definition any cube contains at most n hyperplanes. 

N ow for each 0 < c 'S: 1/2 we define 

f£(h) = ~ (ws(h) r 
hEn 

The support of this function is finite since the only hyperplanes contributing 

to the sum are those which separate s from v. 

As before, we need to show that for each 0 < c < 1/2, fE is both large 

scale Lipschitz and satisfies Rjc 2: 1/2 -L c. 

Large Scale Lipschitz 

To show that fE is scale Lipschitz it suffices to show that d(s, t) = 1 :::} 

We now need the following technical lemma: 

Lemma 6.2.8. Lei s, t, v be vertices of the CAT(O) cube complex X with s 
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and t diagonally opposite across some cube Eo. Let s = So, S 1, ... ,Sm = V, 

t = to, t l ,···, tn = v be the vertices of the (unique) normal cube paths from 

s to 'U and from t to v respectively. Let {Ci : i = 1, ... m} be the cubes on 

the normal cube path from s to v and {DJ ! j = 1, ... n} be the cubes on the 

normal cube path from t to v. If h is a hyperplane in X wh'ich separates both 

sand t from v and which intersects the cube Ci then h also intersects one of 

the cubes D i - L D i , Di+l' 

Proof. Consider 2 vertices s, t distance 1 apart (or in other words at most 

diagonally opposite some cube and the normal cube paths from sand 

t to the base point v. By lemma 6.2.7 the hyperplane h must intersect the 

normal cube path from t to v in one of the cubes D J . 

In addition, since S = So and t = to are diagonally opposite across the 

cube this means that for each i :s: min {m, n} Si is diagonally opposite to 

ti across some cube Ei · 

Now h separates S;-l, Si and also separates t j - 1 , t j . 'We want to show that 

ii-jl:s:1. 

Let k = min{i,n. Assume first that h separates Sk-l and Sk so i = k :s: j. 

If h also separates and ti;; then h crosses Dk = D; as required. 

Assume h does not separate from tk. By the minimality of k, h does 

not separate t from t k - 1 . But it must separate t from 'U and so it must also 

separate tk from v. 

N ow we construct an edge path from tk to v as follows. First cross 

over the cube Ek from tk to SA: then follow the path through the cubes 
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Cke-l, Ck+~"'" Cm to v. This gIves an edge path from tl;; to v so it must 

cross h. 

However since h was crossed in the kth cube on the normal cube path 

from s to v, none of the cubes CI;;+l, ... , Cm intersect h. Hence h must cross 

Ek and so h is adjacent to tl;;. But as h separates tk from v and is adjacent 

to tk it must cross the first cube (DI;;e-d on the normal cube path from 

to v as required. 

The case when h separates tl;;-1 and tk so i = k but does not separate 

Sk-1 and SI;; is argued in exactly the same way reversing the roles of sand t, 

C and D and so on. o 

Thus when el(s, t) = I, if a hyperplane h is crossed at stage i from s, 

then it is crossed at one of the stages i or i ± 1 from t. It follows that either 

Hence considering the set {hI, ... J hm } of hyperplanes which separate s 

from v, we have: 

II]' (J ]' ( J'I) i El s ) - oJ)!-

m 

< 12E + I)''''s(hi)E - (ws(h i ) + 1r? 
i=l 

Since X is a CAT(O) cube complex of dimension n, at most n hyperplanes 

can be crossed at each stage of the normal cube path from s to v. Hence at 

l' 1 ~.LJ. 



most n hyperplanes can have a given weight 0.)3(h) = j. And so we have: 

co 

Ilfo(s) - ff(t)112 ::; 12E + n I)p - (j - 1n2 

j 

As noted in [G K2], =C; - (j - 1) 2 is finite and hence fE is large scale 

Lipschitz as required. 

Hilbert space compression?:: 1/2 + c 

We will now show that the asymptotic compression R I , is greater than 

As before, it suffices to show that 

where C" is some constant dependant only on c. 

Consider two points s, t ancllet d( s, t) ?:: T. Assume that d( s, 1) > d( t, 1). 

As before, let p(r)2) be the smallest integer greater than r/2. There are at 

least p(r /2) hyperplanes which separate s from 1 but not t from 1. We can 

label these hyperplanes hl, h 2 , ... , hj(r/2)' 

The weight of each of these hyperplanes lies between 1 and j (r /2). Recall 

that the weight 0.)8(h) of a hyperplane is determined by vvhich cube it inter-

sects on the normal cube path {C1 , C2 , ... , from s to 1. The dimension 

of any cube must be less or equal to n. Hence there are at most n hyperplanes 

which can intersect anyone cube and thus at most n hyperplanes can share 
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any particular weight. 

Kow write p(r /2) as kn + m for some integers m, k such that 0 S; m < n 

and k 2 O. 

Then we have: 

We will now show that 

Lemma 6.2.9. For any i 2 I, 

1 
>­

n 

Proof Since f. < ~ and n 21 we have ni2E > n 2Ei2E = (in)2E 

On the other hand, since EO > 0 and in > ik for all k < n we have 

~[((i - l)n + 1)2£ -'- ... -'- (in) 
n 

So 
1 

> (in)2E > -[((i l)n -+- 1 + ... + 
n 
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Lemma 6.2.10. 

Froof. vVe have that 

Looking at the RHS of the statement of the claim we have: 

1 
- ((kn -':"'1)20 + ... + (kn + m)2E) < 
n 

m (kn -1- m)2E (since (kn + m) is the biggest term) 
n 

And so 

< C:) 2E (kn + m)2E (since: < 1) 

(mk, 
') m-

n 

< {mk -L m)2E 
\ ' 
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Putting both claims together, we have that: 

1 

m * (k + 1) 2t 2: ~ (( kn + 1) 2£ + ... + (kn -+- m) 20) 
n 

And so 

n * 12t -+- n * 22t + ... -+- n * 

And as proved in the case of the free group of rank 2 [GK2, Prop 4.2]' 

Hence, we have, as needed: 
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6.2.3 Conclusions 

For each 0 < f < 1/2 we can construct a large scale Lipschitz embedding fE of 

the finite dimensional CAT(O) cube complex whose asymptotic compression 

is at least 1/2+f. Since I-Iilbert space compression is the supremum of the 

asymptotic compression over all possible large scale Lipschitz functions, we 

have proved the following theorem: 

Theorem 13. The Hilbert space compression of a finite dimensional CAT(O) 

cube complex is 1. 

Now let G be a group acting properly and cocompactly on a finite di­

mensional CAT(O) cube complex X. By fixing a generating set of G, we 

can regard G as a metric space via the edge metric on the Cayley graph. 

Thus G is quasi isometric to (X, d). Since Hilbert space compression is a 

quasi-isometry invariant [GK2], we have 

Corollary 6.2.11. Let G be regarded as a metric space via the word metric 

with respect to some finite generating set. If G acts properly and cocompactly 

on a CAT(O) cube complex then G has Hilbert space compression 1. 

And so we have: 

Theorem (6). IfG is a group acting properly and cocompactly on a CAT(O) 

cube complex then G is exact and therefore has Yu's Property A. 

The class of groups acting properly and cocompactly on CAT(O) cube 

complexes is large, and includes free groups, finitely generated Coxeter groups, 
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finitely generated right angled Artin groups, finitely presented groups satis­

fying the B(4)-T(4) cancellation properties and all those word-hyperbolic 

groups satisfying the B(6) condition. Others are the infinite simple groups 

constructed by Burger and Mozes. 
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Abstract 

We show that the Hilbert Space compression of any (unbounded) finite di­

mensional CAT(O) cube complex is 1 and deduce that any finitely generated 

group acting properly, co-compactly on a CAT(O) cube complex is exact, and 

hence has Yu's Property A. The class of groups covered by this theorem in­

cludes free groups, finitely generated Coxeter groups, finitely generated right 

angled Artin groups, finitely presented groups satisfying the B( 4)-T( 4) small 

cancellation condition and all those word-hyperbolic groups satisfying the 

B(6) condition. Another family of examples is provided by certain canonical 

surgeries defined by link diagrams. 



Introduction 

vVe say that a group f is exact if the operation of taking the reduced crossed 

product with f preserves exactness of short exact sequences of f -C* -algebras. 

In other words, f is exact if and only if for every exact sequence of f -C*-

algebras 

O--+B----+C--+D--+O 

the sequence 

o --+ C;(f, B) ----+ C;(f, C)~. . C;(f, D) ----+ 0 

of crossed product algebras is exact. Kirchberg and vVassermann [9] proved 

that when f is discrete, it is exact if and only if its reduced C*-algebra 

C; (f) is exact. This means that the functor B f---7 C; (r) ®min B is exact, i.e. 

preserves exactness of sequences of C* -algebras. 

In [19] Yu introduced Property A, analagous to Folner's criterion for 

amenability, which for a finitely generated group is equivalent to exactness. 

Definition A.O.12. A discrete metric space f is said to have Property A if 

for any T > 0, e > 01 there exist a family of finite subsets {A~( },Ef" of f x N 

slich that 

• (r, 1) E AI for all ~! E r: 

for each finite set A,IAI is the number of elements -in A; 
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• ~R > 0 such that if (x, m) E AI , (y, n) E Ay for some I E f, then 

d(x,y):S: R. 

The authors would like to thank J acek Brodzki who explained to us the 

equivalence of Property A with exactness as follows: according to Higson 

and Roe, [8], a finitely generated group has Property A if and only if it acts 

amenably on its Stone-Cech compactification. By the theorem of Ozawa in 

[14] this is equivalent to exactness for the group. Exactness should be thought 

of as a weak form of amenability; the property was first made prominent by 

the work of Kirchberg and vVassermann [9], and studied by several authors [1, 

6, 8, 14, 18, 19]. Examples of exact groups include groups of finite asymptotic 

dimension, for example Gromovs word hyperbolic groups, discrete subgroups 

of connected Lie groups and amenable groups. The class is closed under the 

semi-direct product, [19]. 

By way of further motivation for the study of exactness we should point 

out that groups with property A admit a uniform embedding into Hilbert 

Space and satisfy the strong Novikov conjecture, and the coarse Baum Connes 

conjecture [19]. In Guentner and Kaminker introduced a numerical quasi-

isometry invariant of a finitely generated group, the values of which parametrize 

the difference between the group being uniformly embeddable in a Hilbert 

Space and the reduced C*-algebra of the group being exact. 

Theorem (Guentner and Kaminker, see [6]) Let G be a discrete group. 

If the Hilbert Space compression of G is strictly greater than 1/2 then G is 

exact. 
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We will define Hilbert Space compression later, but note here that it is a 

measure of the amount of distortion that is necessary when trying to embed 

the group in a Hilbert Space via a large scale Lipschitz map. Guentner and 

Kaminker illustrated their theorem by showing that the Hilbert Space com­

pression of a finite rank free group is 1 thus giving a new proof of exactness 

for free groups. It should be noted that they did not construct an embed­

ding of the free group in a Hilbert Space with (asymptotic) compression 1, 

but rather, thinking of the group as a tree via its Cayley graph, produced a 

family of large scale Lipschitz embeddings with asymptotic compression ar­

bitrarily close to 1. Those familiar with CAT(O) complexes would recognize 

that the first of their embeddings (with asymptotic compression 1/2) can be 

used without change to embed the vertex set of a CAT(O) cube complex into 

a I-Iilbert Space with asymptotic compression 1/2 though this is not in itself 

enough to establish exactness for a group acting on the cube complex. Guent­

ner and Kaminker showed that in the case. of a tree the embedding can be 

modified to obtain new embeddings with asymptotic compression arbitrarily 

close to 1. 

The main purpose of this note is to show how to adapt the construction 

from to the class of unbounded, finite dimensional CAT(O) cube com­

plexes. In the case of a tree one uses the fact that there is a unique edge 

geodesic joining any two points in the tree; the same is of course not true 

for CAT(O) cube complexes of dimension at least 2 so the embedding and 

the argument need to be modified appropriately. In place of unique edge 
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geodesics we will use the normal cube paths originally introduced in [11] to 

establish biautomaticity for groups acting freely and properly discontinuously 

on CAT(O) cube complexes. 

Theorem 10 Let X be an unbounded finite dimensional CAT(O) cube 

complex. The Hilbert space compression of X is 1. 

In [6] it is shown that Hilbert Space compression is a quasi-isometry in­

variant so if a discrete group G acts freely and co-compactly on an unbounded 

CAT(O) cube complex it follows that the group (regarded as a metric space 

via the word length metric) has Hilbert Space compression l. Since 1 > 1/2 

we obtain: 

Theorem 12 If G is a group acting properly and co-compactly on a 

CAT(O) cube complex then G is exact and therefore has Yu is Property A. 

Note that if G acts properly on a bounded CAT(O) cube complex then G 

is finite and therefore exact, so the hypothesis that the cube complex should 

be unbounded (which is only inserted in Theorem 10 in order to ensure that 

asymptotic compression can be defined) is not needed in Theorem 12. 

The paper is organised as follows: In section A.1 we recall the definition of 

a CAT(O) cube complex and, stating the definitions, show how to construct 

a large scale Lipschitz embedding of such a cOInplex in an associated Hilbert 

Space, with asymptotic compression 1/2. In section A.2 we outline some 

preliminary results concerning the existence and properties of normal cube 

paths in a CAT(O) cube complex. The results in this section are taken from 

[11]. In section A.3 we define a family of embeddings { i 0 < f. < 1/2} of 
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the vertices of a cube complex X into the Hilbert Space of square summable 

real valued functions on the set of hyperplanes of X. \lVe also show that 

these embeddings are large-scale Lipschitz. In section A.4 we show that 

the compression of each map IE is 1/2 + E and deduce that the Hilbert Space 

compression of the metric space (X(O), d1) is 1, where X(O) denotes the vertex 

set of X and d1 is the edge metric. In section A.5 we deduce the exactness 

of groups acting properly and co-compactly on a CAT(O) cube complex. 

The class of groups covered by this theorem includes free groups, finitely 

generated Coxeter groups [13], and finitely generated right angled Artin 

groups (for which the Salvetti complex is a CAT(O) cube complex). A 

rich class of interesting examples is furnished by Wise, [17], in which it is 

shown that many small cancellation groups act properly and co-compactly on 

CAT(O) cube complexes. The examples include every finitely presented group 

satisfying the B( 4)-T( 4) small cancellation condition and all those word­

hyperbolic groups satisfying the B(6) condition. Finally many 3-manifolcls 

admit decompositions as CAT(O) cube complexes, so their fundamental groups 

are also covered by the theorem, a family of examples is provided by certain 

canonical surgeries defined by link diagrams (see [2] and [3]). Classical ex­

amples are furnished by groups acting simply transitively on buildings with 

the structure of a product of trees. 

The authors wish to thank Jacek Brodzki and Claire Vatcher for many 

interesting and illuminating conversations during the course of this research. 
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A.I CAT(O) cube complexes 

A cube complex X is a metric polyhedral complex in which each cell is isomet­

ric to the Euclidean cube [-1/2, 1 /2]n, and the gluing maps are isometries. 

If there is a bound on the dimension of the cubes then the complex carries a 

complete geodesic metric, [4]. 

A cube complex is non-positively curved if for any cube C the following 

conditions on the link of e, Ike, are satisfied: 

1. (no bigons) For each pair of vertices in Ike there is at most one edge 

containing them. 

2. (no triangles) Every edge cycle of length three in Ike is contained in a 

2-simplex of Ike. 

The following theorem of Gromov relates the combinatorics and the ge­

ometry of the complex. 

Lemma A.1.1. (Gromov, [.5]) A cube complex X is locally CAT(O) if and 

only if it is non-positively curved, and it is CAT(O) if and only if it is non­

positwely curved and simply connected. 

Any graph may be regarded as a 1-dimensional cube complex, and the 

curvature conditions on the links are trivially satisfied. The graph is CAT(O) 

if and only if it is a tree. Euclidean space also has the structure of a CAT(O) 

cube complex with its vertices at the integer lattice points. 
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A midplane of a cube [-1/2, 1/2]n is its intersection with a co dimension 1 

coordinate hyperplane. So every n-cube contains n midplanes each of which 

is an (n -I)-cube, and any m of which intersect in a (n - m)-cube. Given an 

edge in a non-positively curved cube complex, there is a unique co dimension 1 

hyperplane in the complex which cuts the edge transversely in its midpoint. 

This is obtained by developing the midplanes in the cubes containing the 

edge. In the case of a tree the hyperplane is the midpoint of the edge, and 

in the case of Euclidean space it is a geometric (codimension-l) hyperplane. 

In general a hyperplane is analogous to an immersed co dimension 1 sub­

manifold in a Riemannian manifold and in a CAT(O) cube complex one can 

show that the immersion is a local isometry. An application of the Cartan­

Hadamard theorem then shows that the hyperplane is isometrically embed­

ded. Furthermore any hyperplane in a CAT(O) cube complex separates it into 

two components referred to as the half spaces associated with the hyperplane. 

This is a consequence of the fact that the complex is simply connected. The 

hyperplane gives rise to 1-cocycle which is necessarily trivial, and hence the 

hyperplane separates the space. 

The set of vertices of a CAT(O) cube complex X can be viewed as a 

discrete metric space, where' the metric d1 (lL, v) is given by the length of a 

shortest edge path between the vertices 1t and v. vVe will refer to this as 

thee1 metric on vertices. Alternatively we can measure the distance 

by restricting the path metric on X to obtain the £2 metric on the vertices. 

If X is finite dimensional these metrics are quasi-isometric, and we have 
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d(LL, v) :S: d1(lt, v) :S: ,fiid(u, v) where d denotes the CAT(O) (geodesic) metric 

on X and n is the dimension of the complex. 

Sageev [16] observed that the shortest path in the I-skeleton crosses any 

hyperplane at most once, and since every edge crosses exactly one hyperplane, 

the fl distance between two vertices is the number of hyperplanes separating 

them. 

Finally we will need the concept of a median. In any CAT(O) cube com-

plex there is a well defined notion of an interval; given any two vertices LL,'U 

the interval between them, denoted v 1 consists of all the vertices which 

lie on an edge geodesic from LL to v. Given any three verticesu, v, w there 

are three intervals [It, v], [v, , [w, uJ and the intersection of these three in-

tervals is always a single point m known as the median of the triple u, v, w 

(see for details). It has the following important property: If we con-

sider the hyperplanes which separate the pair IL, v and those which separate 

the pair It, w the intersection of these two families consists of precisely the 

hyperplanes which separate LL and the median m. Furthermore the hyper-

planes which separate v from ware precisely those hyperplanes which sep-

arate m from v together with those which separate m from w so we have 

w 1 = d (v m L-,-_ d ('m w) = d· (v / 1, J' 1, 1\ , + d1 (w, u) - 2d1 (m,u). We will use 

this fact in section A.4. 

In [10] it was shown how to use the hyperplane structure of a CAT(O) cube 

complex X to obtain an fl embedding of the cube complex in the Hilbert 

Space e2(H, J:t) of square summable (real valued) functions on the set H of 
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hyperplanes in X. An alternative description of the embedding, based on 

the one used in [7J in the context of a tree, is as follows: 

Choose a basepoint v in X(O) and for each vertex 71: E X(O) set Hw = {h E 

H : h separates v and tv}. Define fw : H --f IR by fw = l:= 6h where 6h 
hEHw 

denotes the characteristic function of the singleton {h} c H. 

It is easy to see that the function fw is e1 and thereforee2 and since 

the Hilbert Space is contractible (in fact uniquely geodesic) the map extends 

to an embedding of X in e2 (H, IR). If X is a cube then this embedding is 

isometric, however in the case of a tree (consisting of more than a single edge) 

then it is not. For example let T be the tree consisting of two edges es , et 

both adjacent to a vertex v, and with the other two vertices labelled S; t. The 

tree has two hyperplanes, corresponding to the midpoint,s of the two edges: 

so that (T, IR) ~ IRes EB IRet· The vertex v is not separated from itself by 

either of the hyperplanes so we have fv = O. The vertex s is only separated 

from v by the hyperplane s so we have fs = 6es and sirnilarly ft = . Now 

in the tree we have d1(s: t) = cl2 t) = 2 however in the Hilbert Space we 

have cl1(fs: fd = 2 # J2 = d(fs; ft), where we have used d1 to denote the e1 

metric and d to denote the I-Iilbert metric. 

Although the embedding defined above is not necessarily an isometry it 

is relatively easy to show that it is a large scale Lipshcitz map, and we can 

measure the distortion of such a map in terms of its compression: 

Definition A.1.2. A function f : X -> Y is large-scale Lipschitz if there 

exist C > 0 and D 2: 0 such that dy(f(x), f(y)) S Cdx(x, y) + D. Following 
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Gromov, the compression p(J) off is given by pj(r) = infdx (x,Y)2cr dy(J(x), f(y)). 

Ass1Lming that X is unbounded the asymptotic compression R j is given by 

logp*(rl 
R 1·· f f, , 

j = nTI in ~ 
r-co log r 

where pj(r) = max{pj(T), I}. 

In the case of the embedding of the vertices described above the map is 

large scale Lipschitz with C = 1, D = O. The argument used by Guentner 

and Kaminker to compute the asymptotic compression of the embedding 

of a tree goes through without change to our more general context to show 

that the asymptotic compression is 1/2. (It should be noted here that we 

are regarding the cube complex as a metric space via the e1 metric not the 

(geodesic )e2 metric.) 

In order to obtain large scale Lipschitz embeddings with asymptotic com-

pression close to 1 we need to adapt the embedding described above. The 

idea, taken from is to weight the functions 5h according to how far the hy-

perplane is from the basepoint. ~Whereas in the case of a tree the hyperplanes 

which separate two vertices are linearly ordered in a higher dimensional cube 

complex they are not and there are several partial orders one could use in 

modifying the argument. It turns out that the appropriate ordering is fur-

nished by the normal cube paths introduced in [11 ~ and we describe these 

next. 
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A.2 Normal cube paths 

Definition A.2.1. A cube path is a sequence of cubes C = {Co, ... Cn}, each 

of dimension at least 1) such that each cube meets its successor in a single 

vertex) Vi = C i - 1 n Ci and such that for 1 ::; i ::; n - 1) Ci is the (unique) 

cube of minimal dimension containing Vi and Vi+1' Note that Vi and Vi+1 are 

diagonally opposite vertices of C i . We define va to be the vertex of Co which 

is diagonally opposite V1; and Vn to be theuertex of Cn diagonally opposite 

Vn-1' We call the Vi) vertices of the cube-path, with va the- initial vertex and 

Vn the terminal vertex. Given a cube path from v to V we can construct 

edge paths fromu to V which travel via the edges of the cubes Ci so every 

hyperplane separating v from v mlLst intersect at least one of the cubes Ci · 

liVe say the cube path is normal if C i +1 n st( Ci ) = Vi for each i, where st( C i ) 

is the union of all cubes which contain Ci as a face (including Ci itself). 

In [11] it was shown that given any two vertices u, v there is a unique 

normal cube path C = {Co, ... ,Cn } framu to v. We will need the following 

key facts about normal cube paths all of which may be found in [11]. 

Lemma A.2.2. Let s, t, va be vertices ora CAT(O) cube complex with s 

and t diagonally adjacent across some wbe Let s = so: S1, ... ,Sm = Vi 

t = to, t 1 , ... ,tn = u be the vertices of the (unique) nO'Tmal cube paths from 

S to va and from t to Vo respectively. Let {Ci I i = 1: ... Tn} be the cubes on 

the normal cube path from S to Vo and {D j I j = 1, ... n} be the cubes on the 

normal cube path from t to Vo. Then: 
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1. Each hyperplane separating s from Vo i'ntersects exactly one of the cubes 

Ci and each hyperplane separating t from Va intersects exactly one of 

the cubes D j . 

2. For each i ::; min{ m, n} there is a cube Ei such that Si is diagonally 

adjacent to ti across Ei . 

We will need the following technical lemma: 

Lemma A.2.3. Let 5, t, V be vertices of the CAT(O) cube complex X with s 

and t diagonally opposite across some cube Eo. Let s = so, Sl, ... , Sm = v, 

t = to, t 1, ... , = V be the vertices of the (uniq'ue) normal cube paths from 

5 to v and from t to V respectively. Let {C, I i = 1, ... m} be the cubes on 

the normal cube path from 5 to v and {D j ! j = 1, ... n} be the cubes on the 

normal cube path from t to v. If h is a hyperplane in X which separates both 

sand t from v and which intersects the cube Ci then h also intersects one of 

the cubes Di-l: D i , Di +1 . 

Proof By lemma A.2.2 the hyperplane h can only (and must) intersect the 

normal cube path from t to v in one of the cubes D j , and the hypothesis that 

s = So and t to are diagonally opposite across the cube Eo ensures that for 

each i ::; min {m, n} Si is diagonally opposite to ti across some cube Ei . 

Now h separates Si-1, Si and also separates i j - I , tJ . let k = min{i,j}. 

Assume first that h separates Sk-l and Sk so i = k ::s; j; if h also separates 

tk-I and tk then h crosses Dk = Di as required. If on the other hand h 

does not separate from tk then, since it does not separate t from 
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by the minimality of k, but does separate t from v, it must also separate 

tk from v. Now we construct an edge path from tk to v as follows. First 

cross over the cube Ek from Sk to tk then follow a path through the cubes 

Ck+l; C k+2 , ... ,Cm to v. This gives an edge path from tk to v so it must cross 

h. However none of the cubes Ck+1 , ... ,Cm intersect h so h must cross Ek 

and hence h is adjacent to t k . But as h separates tk from v and is adjacent to 

tk it must cross the first cube (Dk-t-d on the normal cube path from to 

v as required. The case when h separates t k - 1 and tk so 'i = k but does not 

separate Sk-l and Sk is argued in exactly the same way reversing the roles of 

sand t, C and D and so on. o 

From now on we fix a vertex v as a basepoint and for each vertex S 

we define an integer-valued weight function Ws on the set of hyperplanes as 

follows. Let C = {Co; ... , Cn} be the unique normal cube path from S to 

v. If the hyperplane h separates S and v then set ws(h) i + 1 where h 

intersects the cube Cil otherwise set w(h) = O. Hence Ws has finite support. 

From Lemma A.2.3 we get: 

Corollary A.2.4. If sand t are adjacent in X and h separates both sand 

Proof If the normal cube path from s to v is denoted by the cubes C i as 

above and the normal cube path from t to v is denoted by D j then h intersects 

precisely the cubes Cws(h) and Dwt(h) so by the lemma DWt(h) = ; and 
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Note that in the statement of the corollary "adjacent" may be taken to 

mean adjacent across the diagonal of any cube, however in our application 

we will only need it to mean that sand t are vertices of a common edge. 

A.3 The large scale Lipschitz embeddings 

As in the last section we fix a CAT(O) clibe complex X (not necessarily 

finite dimensional) and a base vertex v. vVe will show how to construct a 

family (indexed by the interval (0,1/2)) of large scale Lipschitz embeddings 

of the vertex set X(O) into the Hilbert Space ofe2 functions from the set H 

of hyperplanes in X to JR. 

For each c E (0,1/2) define fE(S) = L Ws(h)"Sh' As noted before since the 
hEh 

s-weight of a hyperplane is ° unless the hyperplane is one of the finitely many 

separating s from the basepoint v, this sum is always finite and therefore is 

an element of e2 (H, lR). 

In order to show that fE is a large scale Lipschitz map it suffices to show 

that there is a constant C such that whenever d1(s, t) = 1, II fE(S) - felt) 112:::; 

Lemma A.3.1. FaT each c E (0,1/2) there is a constant C s'Uch that faT any 

veTtices S, t E X(O) with cl1(s, t) = 1 we have II fE(S) - fE(t) 112:::; C. 

Pmoj. Let ho be the hyperplane cutting the edge joining s, t. Assume, with-

out loss of generality that h separates t from v but not s from v so that 

d1(s,v) + 1 = d1(t,v) and the set of hyperplanes separating t from v is the 
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union of the set {hi, ... , hm} of the hyperplanes separating s from v together 

with h. 

VVe need to compute 

i=O i=l 

Now according to corollary A.2.4 we have IWt(hi) - ws(hi)1 ::; 1. Suppose 

that for a particular hyperplane hi we have ?Ds(hi ) = k so that wt(hi ) takes 

one of the values k-1,k,k+1 and [Ws(hiY~Wt takes one of the values 

) W - (k-

An elementary calculation of the first derivative shows that the function 

X 1--7 [Xc - (X T 1)<]2. is strictly increasing so we have [k E 
- (k + 1)E]2 > 

[(k - l)E - kEF = W - (k - 1)<]2 > 0 = 

wt(h i )Ej2 ::; [ws(h i )" - (ws(h i ) -j- l)E]2 and so 

i=l i=l 

vVe can split the final sum as a double sum taken over all hyperplanes 

with a given s-weight. Let J denote the set of all s-weights. 

I " Q 



m 

i=l ]EJ ws(hi)=J 
(A.3) 

= ~ ~ [P - (j + 1)<]2 
)EJ WS (hi)=J 

Since the cube complex has dimension n we can cross at most n hyper-

planes in any given cube so the number of hyperplanes with ws(h) = j is at 

most n for any j and 

~ ~ n[p - (j + In2. 
j 

Putting w) = f and adding additional positive terms we see that 

co 

II fE(S) - ft(t) 112~ n ~ 
j=O 

co 00 

The series Z [w] - Wj-Ll]2 converges so putting C = n Z [Wj - we 
j=O j=O 

get II ft(s) fe(t) 112~ C and ft is large scale Lipschitz as required. 0 

A.4 Hilbert Space compreSSIon 

·While establishing that the map is large scale Lipschitz required us to show 

that il fE(S) - ft(t) 112 is small for nearby vertices, to establish that the 

embedding has large asymptotic compression requires us to show that II 
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fe(s) - fe(t) 112 is relatively large for points s, t which are sufficiently far 

apart. 

Specifically we will prove: 

Lemma AA.l. For any posit'ive r and any E E (0,1/2) there is a constant 

CE such that II fc(s) - fc(t) 1122: Ccrl+2c. Hence pt,(r) 2: ~rl/2+c 

Proof. Let D = ch(s, t) 2: r and assume d(l, s) :::; d(l, t) so that, letting m 

denote the median of the triple I, s, t, we have cl(m, t) 2: cl(m, s). It follows 

that cl(rn, t) 2: ~(~) 2: ~(~) where p(n) denotes the smallest integer greater 

than n. Hence there are at least p (~) hyperplanes which separate t from 

1 but which do not separate s from 1. We will denote these hyperplanes 

. Now consider the normal cube path Co) C 1 , ... Cn from t to 

1. As noted in lemma A.2.2 each of the hyperplanes hi must intersect exactly 

one of the cubes Cj , and by definition Wt(h i ) = (j + 1). By relabelling if 

necessary we may assume that the t-weight increases (not necessarily strictly) 

with the index i of the hyperplane, and given that the cube complex has 

dimension n at; most n of the hyperplanes can have the same t-weight, i.e., 

at most n of the hyperplanes have weight IE and the others have weight at 

least 2"; at most n of the remaining hyperplanes can have weight 2c and the 

others have to have weight at least 3c and so on. Recall that for each of these 

hyperplanes ws(h i ) = 0 by hypothesis so, writing ~(~) = kn + m for some 

integer 0 :::; m < n we have 
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vVe will now show that the RHS of this equation IS greater than the 

expression 

~ (12£ + ')2E --L --L 11=)2£) n ~, ... I H\ 2 

~ (12£ + ... + n 2£ + (n + 1 
n 

, , (2'ni 2
£ + ('J'n --L 1)2£ --L 

\ I ' - fl' •• 

--L (kn)2£ --L (kn + , I (k ! ) )2£) , ... , n,m 

Claim: For any i 2: 1, 

2£ 11'(/.' II '1)2£. ,(: )2£1 nz > -, ~ t - In, , ... , tn j 

n 

Since E < ~ and n 2: 1 we have > 

On the other hanel, since E > 0 and in > ik for all k < n we have 

So 

ni2£ > (in)2£ > ~[((i - l)n + 1)2<' + ... --L 

n 
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Claim: 

m(k + 1)2< > ~ ((kn + 1)20 + ... + (kn ~ m)2E) 
n 

We have that 

Looking at the RHS of the statement of the claim we have: 

1 (') ') ) - (kn + l)~E + ... + (kn -;- m)_E 
n 

m 
< - (kn + m) 2< (since (kn + m) is the biggest term) 

n 

And so 

< C: fE (kn + m)2E (since: < 1) 

(mk + _)20 
n 

< (mk + m)20 
. m 

(smce- < 1) 
n 

') ') 1 (') 2 ) m(k + 1)-< 2:: (mk + m)_E > - (kn T 1)-< + ... + (kn + m) E 
n 

Putting both claims together, we have that: 

19 



n * k2E > ~ (((k - l)n -+- 1)2£ -+- ... + (kn)2E) 
n 
1 

m * (k -+- ?::: - ((kn -+- 1)2£ -i- ... + (kn +m)2E) 
n 

And so 

n* -i- n 'k ')2£ -i- -i- n * k2c _ m(k -:"1)'2C > ~ (12c , ')2c -L -:.. H(=)'2E) 
I ...... I·" I I" I 'n ...,..- "'-' I'" I rr 2 

Hence, 

> n 'k 12c + n * 22c 
-1-". + n * k2

£ + m(k + 

In [6] Guentner and Kaminker showed that (12c + 22E -:- ... + p(~)2E) > 

r 2 ,.,.1 " C 1 d (~k.,.l'('J ," so puttlng £ = ')2,-1'1) _n we obtain, as require, 
~ ) _fiL) n\",", )\.-f. r i.; 
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o 

N ow we obtain: 

Lemma A.4.2. For each to the asymptotic compression of the map j, is at 

least 1/2 + f. 

Proof. We have 

R 1
·· flog P j, (r) log VC!;T l/2-'-' / 

j = nn 111 > lim inf = 1 2 + f 
, r~oo log T - r~oo log I 

o 

A.5 Exactness for groups acting properly and 

co-compactly on a CAT(O) cube complex 

The Hilbert Space compression of an unbounded metric space is defined to 

be the supremum of the asymptotic compression of all possible large scale 

Lipschitz maps from the metric space to a Hilbert Space so putting together 

the results of sections A.3 and A.4 we get 

Theorem 14. The Hilbert Space compTession of an unbounded finite dimen-

sional CAT(O) cube complex (X, d) is l. 
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Proof For each E E (0,1/2) we have constructed a large scale Lipschitz 

embedding IE of the metric space (X(O),dd into the Hilbert Space e2(H,'JR) 

with compression at least 1/2 -+ E. Hence the Hilbert Space compression of 

(X(O), dd is 1. Since X is finite dimensional, of dimension n say, we have 

d(s,t)::; d1(s,t)::; fod(s,t) so (X(O),dd is quasi-isometric to (X,d), and 

since Hilbert Space compression is a quasi-isometry invariant we obtain the 

result. o 

Now suppose Gsa group acting properly and co-compactly on an un­

bounded CAT(O) cube complex X. Choose a finite generating set for G and 

regard G as a metric space via the edge metric on the Cayley graph. Then 

G is quasi-isometric to (X, d). Again by quasi-isometry invariance we obtain 

Corollary A.S.l. Let G be a finitely generated gmup regarded as a metric 

space via the word metric with respect to some finite generating set. If G 

acts properly and co-compactly on an unbounded CAT(O) cube complex then 

G has Hilbert Space compression 1. 

Finally since Guentner and Kaminker showed that a discrete group with 

Hilbert Space compression strictly greater than 1/2 is exact we obtain: 

Theorem 15. If G is a group acting properly and co-compactly on a CAT(O) 

cube complex then G is exact and therefore has Yu's Property A. 

As noted in the introduction, if G acts properly on a bounded CAT(O) 

cube complex then G is finite and therefore exact, so the hypothesis that 
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the cube complex should be unbounded (which was only inserted in the 

supporting results in order to ensure that ,asymptotic compression can be 

defined) would be superfluous here. 
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Abstract 

Using properties of their Cayley graphs, specific examples of Ozawa kernels 

are constructed for both free and amenable groups, thus showing that these 

groups satisfy Property 0 It is deduced both that these groups are exact 

and satisfy Yu's Property A. 



B.l Introduction 

The property of exactness was first introduced as an analytic property of 

C* -algebras. We say that a C* -algebra C is exact if the operation of taking 

the cross product with C preserves exactness of short exact sequences. In 

other words, for any short exact sequence 

o ---+ J -) B ---+ B / J ---+ 0 

the sequence 

O---+J C---+B/J 

is also exact. 

vVe say that a group f is exact if the operation of taking the reduced 

crossed product with f preserves exactness of short exact sequences of f-C*­

algebras. In other words, f is exact if and if for every exact sequence of 

f-C* -algebras 

the sequence 

0---7 C;(f, B) ---7 C;(f, C) -. C;(f, D) -+ 0 

of crossed product algebras is exact. Following work by Kirchberg and 
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Wassermann, [KW] , a discrete group is said to be exact if and only if its 

reduced C* -algebra is exact. Exactness is linked to conjectures such as the 

Novikov Conjecture and the Baum Connes conjecture and exact groups sat­

isfy the Coarse Baum Connes Conjecture. Examples of exact groups include 

hyperbolic groups, groups with finite asymptotic dimension and groups act­

ing on finite dimensional CAT(O) cube complexes [CN]. 

More recent work has shown that when we regard the group as a metric 

space in the word metric, the property of exactness can be defined by more 

geometric means. In particular, Yu showed that exactness of a group is 

equivalent to Property A, a measure theoretic property, and implies the 

Uniform Embedding Property [Yu]. In [0], Ozawa introduced the following 

property which we will call Property 0 and proved that for a discrete group 

it is equivalent to exactness of its reduced C* -algebra: 

Definition B.l.l. A discrete gTOUp G is said to have Ozawa's Property 0 

if for any finite subset E c G and any e > 0, there are a finite subset F c G 

and u: G x G -+ lR such that 

1. u( x, y) is a positive definite kernel 

2. u(x, y) #- 0 only if x-1y E F 

3. Il-u(x,y)1 < e ifx-1y E E 

We will call functions satisfying the cc;mditions of Property 0 Ozawa 

kernels. 
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This property has been used by Guentner and Kaminker to prove their 

theorem relating asymptotic compression and exactness [GK]. No explicit 

examples of Ozawa kernels can be found in the literature. The aim of this 

note is to construct explicit Ozawa kernels for two classical cases of exact 

groups, amenable groups and free groups by using geometric properties of 

their Cayley graphs. In both cases the functions can be viewed as weighted 

mass functions. This shows that amenable and free groups satisfy Property 

O. This is sufficient for us to deduce both that their reduced C*-algebra is 

exact and that they satisfy Yu's property A. 

B.2 Free groups 

Theorem 16. Free grmtps admit an Ozawa kernel and thus satisfy Property 

O. 

Proof. This construction is based on the proof that trees have Property A 

[DJ1. 

Let T be the Cayley graph of a free group (a tree) and V its set of vertices. 

Let 70 : R. -+ T be a geodesic ray in T. Let ~(v be the unique geodesic ray 

issuing from v E V and intersecting 70 along a geodesic ray. Let be the 

initial segment of 7v of length n. 

For any x, y E V, we define our functionun(x:, y) to be the size of the 
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overlap of the n-length rays and ,scaled by n + 1. 

I,."n n ~Inl 
( ) 

I Ix I iy 
Un X, Y = ----"-

n+1 

vVe will now show that this family of functions can be used to define an 

Ozawa kernel. 

Lemma B.2.1. For any n; lln 'is a posit'ive definite kernel. 

Proof. Define fv(x) and Xv,n(x) as follows: 

if v separates x from the end of ~/o 

otherwise 

And 

Xv,n(x) = { 1 
o otherwise 

if x is contained in the ball of radius n around v 

Then we have 

1.ln(x, y) = n ~ 1 L fv(x)fv(Y)Xv,n(x)Xvn(Y) 
. vEV 

The only vertices contributing to this sum are whose which are vvithin 

distance n of both x and Y and which separate both x and y from the end of 

~fo. This is precisely the size of the intersection of the n-length rays and 
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~,n 

Iy' 

We can now rearrange un to show that this is a positive definite kernel. 

k k 

2:= Ai\Un 2:= AiAj 2:= fv(Xi)fv(Xj)XV,n(Xi)XVB
n 

(x]) 
i,j i,l vEV 

~ (t Adv(Xi)Xv.n(x,) t /\jfv(xj)Xv.n(xj)) 
vEV , ] 

L (t AdV(Xi)xv,n(Xi)) 2 2: 0 
vEV , 

c 

Lemma B. 2. 2. For each n there exists a finite set F such that 7..Ln (x, y) =I=- 0 

only if x-1y E F. 

Proof. Let F be the ball of radius n around the origin. If d( x 1 y) > 2n, ie 

x-1y ~ F there is no overlap between the n-length rays and and so 

Un(X, y) = O. c 

Lemma B.2.3. Given any finite subset E and f. > 0 there exists N such 

Proof. Since E is a finite subset, there exists some number m such that if 

x-1y E E then d(x, y) < m. 
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Now if d(x, y) < m, then the minimum size of the overlap of 'Y~ and 'Y; 

is 71 - m whilst the maximum is n + l. 

And so we have 
n-m . n+1 
-- ~ un(x,y) ~--
71+1 71+1 

Hence limn _ cc Un (:1;, y) = 1 

And so \;jc > 0, 3N such that 'vx-1y E E we have as required 11 -

uN(x,y)i < c. 0 

Hence liN is an Ozawa type kernel and free groups satisfy Property O. 0 

The following corollary immediately follows: 

Corollary B.2.4. Free groups are exact and satisfy Yu's pTOperty A. 

6 



B.3 Amenable groups 

vVe will first review the definition of an amenable group via Folner's condition: 

Definition B.3.1. If a group G is amenable, then there exists a Folner 

sequence Gn of finite subsets of G such that V 9 E G; 

This can be rewritten as follows: 

IgGn Co Gn: 

IGn! 

IgGn u Gn - gGn n enl 
IGnl 

igGn U Gn! IgGn i'i enl 
IGn! IGnl 

The maximum possible value of IgGn U Gnl is 21Gnl and the minimum is 

IGnl. Similarly, the maximum possible value of of IgGn I, enl is IGn! and the 

minimum is O. 

S :gc;,~!~e;n! l' b' 1 In 1"' loGnrICnl l' b O' 1 S' 0' ,c. ' 1es etween ane L, w l11e .. , Ie;' . 1es etween anet . mce 
, n, I 711 

the difference between them tends to 0 and we are dealing with bounded sets 

fib . h th r IgCnrC" I 1 o rea nunl ers, we ave at 1111n-00 ICnl =. 

vVe can now prove our next theorem: 

Theorem 17. Amenable groups admit an Ozawa kernel and thus satisfy 

Property O. 

Proof. Consider the family of functions un(x, y) = IxCiS:iC,,1 
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Lemma B.3.2. For each n, Un is a positive definite kernel. 

Proof. An element 9 E G belongs to the intersection xCn n yGn only if 

9 E xGn and 9 E yGn. This is equivalent to x-1g E Cn and y-1g E Gn · 

Again this is equivalent to 

condition becomes x E gG;;l and y E gG;;l. 

So taking X (x) to be the characteristic function, lln can be rewritten as 

Thus: 

n 

L A;'\Jll(x;, .7:J) 
'.j 

o 

Lemma B.3.3. For each n. there exists a finite set F sllch that Lln(X, y) -=I- 0 

Proof. Consider the Cayley graph of G. Since Gn is finite it is contained 

within a ball of diameter r. Let F be the ball of radius r around the origin. 
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If d(x; y) > 2r, ie x-Iy tj:. F, there is no intersection between xGn and yGn 

and so lln = 0 as required. o 

Lemma B.3.4. Given any finite subset E and E > 0 there exists a function 

llN such that 11-11N(X,y)1 < E ifx-Iy E E. 

P f 1· IgOnnOnl 1 Sf' w 0 th . t R h roo. Imn~oo ,On! =. 0 or a gIven g, vE >, ere eXls S suc 

that if n > R, 11 - ,gc:c;0ni] < E. Since this holds for anv 9 E G. it holds in 
I i nl J / 

particular for x-Iy. Since E is a finite subset, there exists N = max{Rlg = 

x-1y E E} such that Vx-1y E E. 11 - !x-lyosnOvl] = 1.1 _ IxO;v'~y,Os! I 
. IGNI lOS' I 

I-llN y)]<E. o 

This function 7iN is an Ozawa kernel and thus amenable groups 

Property O. o 

The following corollary immediately follows: 

Corollary B.3.5. Amenable grollpS are exact and satisfy Yll'S property A. 

B.3.1 Example: groups of subexponential growth 

A good example of the above construction which clearly shows the impor-

tance of the geometry of the Cayley graph is that of groups of subexponential 

growth which we define as follows: 

Definition B.3.6. Let G be a grollp with genemting set A. Let (n) be the 

number of vertzces in the closed ball of radius n about 1 in the Cayley gmph 
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of the gTOUp generated by A. The gTOwth function of G with respect to A is 

n -7/34 (n). 

Definition B.3.7. G has subexponential gTOwth if/3A (n) ::; eVn for all n E N. 

Examples of groups of sub exponential growth include finite groups, abelian 

groups and nilpotent groups. All groups of sub exponential growth are amenable 

and so .satisfy Folners condition. In fact, it can be shown that balls of radius 

n in the Cayley graph of G are Folner sets [BHV]. 

In this case, the Ozawa kernel y) is simply the size of the intersection 

of the balls of radius n centred at x and y, scaled by the size of En. vVe choose 

the radius n according to the given f and finite set E. 

Alternatively we can regard the function as the number of balls of radiusn 

which contain both x and y, scaled the size of a ball of radius n. 

i {En i En contains both x and y.} I 
Un (x, y) = -'--"--'-----,----,----------=--"'--'-

iEn l 
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