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ABSTRACT

Research misconduct can arise In any area of research and can discredit the findings.

Research misconduct at any level is unacceptable, especially in a clinical trial. Because the

results from clinical trials are used to decide whether or not treatments are effective, and

affect decisions that may influence treatment choices for large numbers of patients, the

prevention and detection of scientific misconduct in clinical trials is particularly important.

Chapter 1 outlines some definitions of research misconduct, discusses the underlying

motivations behind it, and the overall prevalence of research misconduct beyond that

occurring in clinical trials. Different ways to detect and prevent research misconduct are also

presented. In addition, an initial insight into the types of scientific misconduct that have

been reported as occurring in clinical trials, based on a search of the PubMed database

between January 2000 and July 2003 is provided. Thirty-eight published reports were found,

but they provide no indication of the relative importance of different types of scientific

misconduct in clinical trials.

Chapter 2 presents a three-round Delphi survey aimed at achieving consensus among experts

in clinical trials on what types of scientific misconduct are most likely to occur, and are most

likely to influence the results of a clinical trial. This study identified thirteen forms of

scientific misconduct for which there was consensus (>50%) that they would be likely or

very likely to distort the results and consensus (>50%) that they would be likely or very

likely to occur. Of these, the over-interpretation of 'significant' findings in small trials,

selective reporting and inappropriate sub-group analyses were the main themes.

To prevent such types of misconduct in clinical trials, the issue of selective reporting of

outcomes or sub-group analyses and the opportunistic use of the play of chance

(inappropriate sub-group analyses) should be addressed. Full details of the primary and

secondary outcomes and sub-group analyses need to be specified clearly in protocols. Any

sub-group analyses reported without pre-specification in the protocol would need supporting

evidence within the publication for them to be justified.
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Chapter 3 explores selective reporting and inappropriate sub-group analyses within a cohort

of randomised trial protocols approved by the Lancet. It determines the prevalence of

selective reporting of primary and secondary outcomes and sub-group analyses in published

reports of randomised trials. It also examines how sub-group analyses are described in

protocols and how sub-group analyses are reported, and whether they match those specified

in the protocol.

Of 56 accepted protocols, four non-randomized trials were excluded. For the remaining 52,

permission to review them was obtained for 48 (92%). Of those 48 trials, 30 (63%) trials

were published. This study identifies some shortcomings in the reporting of the results of

primary and secondary outcomes and sub-group analyses. It shows at least one unreported

primary, secondary or sub-group analysis in 37%, 87%, and 50% of the trials, respectively.

It also shows that the pre-specification and reporting of sub-group analyses are often

incomplete and inaccurate. The majority of protocols gave hardly any detail on this matter.

There was notable deviation from the protocols in reports in several of the trials.

Data fabrication and falsification were judged by the experts in the Delphi survey to be

unlikely to occur. However, they can have major effects on the outcomes of clinical trials if

it they do occur. A systematic review was conducted in chapter 4, to identify the available

statistical techniques that could be used for the detection of data fabrication and falsification.

Chapter 5 examines the ability of these statistical techniques to detect data fabrication in

data from two randomised controlled trials. In one trial, the possibility of fabricated data had

been raised by British Medical Journal (BM]) referees and the data were considered likely to

contain fraudulent elements. For comparison, a second trial, about which there were no such

concerns, was analysed using the same techniques, and no hint appeared of any unusual or

unexpected features was shown.

Finally, chapter 6 contains some concluding remarks, a discussion of the strengths and

weaknesses of this research and suggestions for future research.
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CHAPTER!

Background

Misconduct is a serious problem in research and any form of misconduct can discredit the

findings of that research. It jeopardises scientific reliability and erodes the trust and

confidence of the public. Research misconduct may, and does, occur in many disciplines,

such as physics 0), nano-electronics (2), ecology (3) as well as in clinical trials (4).

Organisations conducting research need an internal or external framework of good practice,

guidance, policies, research monitoring and auditing. Policies and guidelines for research

monitoring and auditing will help to deter research misconduct, and importantly, help

identify inadequate research practices before they become cases of research misconduct. A

research culture of good conduct will also help reduce levels of misconduct. Organisations

should have sufficient procedures to identify misconduct and should have clear procedures

for handling cases of alleged or suspected research misconduct.

1.1 Definitions of research misconduct

Definitions of research misconduct are needed as a basis for assessment of how commonly

scientific research misconduct occurs. Unfortunately, it is not easy to arrive at a

comprehensive and precise definition. Smith (5) suggests that an operational definition is

almost unachievable. Various definitions of research misconduct have been produced by

various organisations.

In 1995, the United States Commission on Research Integrity defined it as "significant

misbehaviour that improperly appropriates the intellectual property or contributions of
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others, that intentionally impedes the progress of research, or that risks corrupting the

scientific record or compromising the integrity of scientific practice. Such behaviours are

unethical and unacceptable in proposing, conducting, or reporting research or in reviewing

the proposals or research reports of others" (6).

The US federal government produced a slightly shorted definition in 2000 (7): "Research

misconduct is defined as fabrication, falsification, or plagiarism in proposing, performing, or

reviewing research, or in reporting research results".

Fabrication is making up data or results, and then recording or reporting the made up results.

Falsification is manipulating research materials, equipment or processes, or changing or

omitting data or results such that the research is not accurately represented in the research

record. Plagiarism is the appropriation of another person's ideas, processes, results or words

without giving appropriate credit. It is clear that research misconduct does not include honest

error or differences of opinion.

The Nordic countries and Britain decided on broad definitions (8). In 1992, the Danish

Committee on Scientific Dishonesty used the terms "Intention or gross negligence leading to

falsification of scientific message or a false credit or emphasis given to a scientist" (8).

The Norwegian Committee on Scientific Dishonesty proposed the following definition in

1994: "All serious deviation from accepted ethical research practice in proposing,

performing, and reporting research"(8).

In 1998, the Finnish Committee of Scientific Dishonesty defined research misconduct as

"Presentation to the scientific community of fabricated, falsified, or misappropriated

observations or results and violation against good scientific practice" (8).
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Also in 1998, the Swedish Committee of Scientific Dishonesty proposed the definition:

"Intentional distortion of the research process by fabrication of data; theft or plagiarism of

data, text, hypothesis, or methods from another researcher's manuscript or application from

or publication; or distortion of the research process in other ways" (8).

The definitions of the Nordic countries are broad and include a range of practices. Intention

to deceive is the link in all four countries.

A British consensus statement developed at a UK Consensus Conference on Misconduct in

Biomedical Research organised by the Royal College of Physicians of Edinburgh in 2000

defined research misconduct as "Behaviour by a researcher, intentional or not, that falls

short of good ethical and scientific standards" (9). This definition does not depend on

intention and does not include qualification about falling 'seriously' short of good standards.

1.2 Motivations behind research misconduct

It is useful to understand the motivation to commit misconduct, because knowledge about

motivation could contribute to a solution to the problem. However, the motivations to

commit misconduct are as varied as human personalities. According to Taylor et al (10),

there are three motivating factors in research misconduct. These motivators are: laziness,

financial gain, and desire for professional recognition. Similar factors that motivate

scientists to commit misconduct were discussed by Brock (11) and briefly are:

• Pressure to publish: scientists need to publish new articles continuously. This strong

imperative to publish may motivate desperate scientists to commit some kind of

research misconduct.
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• Unreasonable expectations: a delay on registering and approval of a new product can

lead to loss of sales profits of many millions of pounds. In the light of this pressure,

it is not very surprising to find cases of shortcuts in the development process. These

shortcuts may lead to fraud.

• Greed: many kinds of misconduct have been linked to studies involving sums of

money. For example, when investigators are given payments to recruit or follow up

patients, this may be a cause of fraud.

These may be the most common motivations, but there are some other not so commonly

factors cited by Duff (12). Every case is different thus, the cures for every case may also be

different.

1.3 Prevalenceof researchmisconduct

It is difficult to quantify the extent of research misconduct, because many cases remain

discovered or unreported, even if there are central databases for reported cases of research

misconduct. Exact estimates of the prevalence of misconduct vary considerably (13-17).

Institutions in Britain have roughly one serious case a year, which means about 50 a year

nationally (18).

Several surveys have shown that a majority of researchers know of cases of misconduct, and

that many of these cases have never been reported (17). The proportion of investigators who

had actually committed fraud was less than 1% (13).

A questionnaire study to determine the prevalence of observed and personal research

misconduct among newly appointed medical consultants in the Mersey region, United

Kingdom, was conducted between Jan 1995 and Jan 2000 in seven different hospital trusts
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(19). From 194 respondents (a response rate of 63.6%), 56% had observed some form of

research misconduct; 5.7% of respondents admitted to past personal misconduct; 18% of

respondents were either willing to commit, or unsure of their willingness to commit possible

research misconduct in the future.

This survey showed awareness of a higher prevalence of observed misconduct (56%) among

newly appointed consultants in the UK than in a comparable study (36%) in California (20).

In the American survey on the prevalence of research fraud directed at biomedical trainees,

15% of the respondents admitted personal instances of misconduct. Such differences may

vary according to the different study populations.

Another recent survey in the US (21) covered several thousands of scientists funded by the

National Institutes of Health (NIH), anonymously, and reported the replies from the 3247

who responded (52% response rate). Just 0.3% of those scientists confessed that they had

falsified or "cooked" research data, 1.4% admitted to plagiarism and almost a seventh

(15.3%) indicated that they had dropped observations or data points from analysis based on

a gut feeling. Lesser violations were for more common misconduct, including 4.7% who

admitted to publishing the same data in two or more publications to beef up their resume's,

13.5% who had used inadequate or inappropriate research designs and 15.5% who admitted

that they had changed the design, methodology or results of a study in response to pressure

from a funding source. These findings are based on self reporting of behaviour, which is

likely to mean under-reporting and conservative estimates, despite assurances of anonymity.

The incidence of misconduct in multi-centre studies revealed by audits was low, with figures

of 0.29% for the US (22), 0.4% for the UK (23), and 0.43% for Europe and South Africa

(14). The prevalence of misconduct is difficult to deduce from surveys with any certainty,
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but their findings add an impression to the public that research misconduct is a frequent

occurrence. In essence, research misconduct may be much more common than reported,

because of concealed cases.

1.4 Dealing with research misconduct

The United States and some European countries have set up national bodies that have

strategies and policies to deal with the problem of scientific misconduct. Members of these

bodies are scientifically and legally qualified. Other countries, including the UK, still have

no coherent system, and lack processes to deal with scientific misconduct.

The Office of Research Integrity (ORI) is one of the bodies concerned with research

integrity in the United States (24). The ORI promotes research integrity, writes policies and

regulations to prevent and detect scientific misconduct, gives advice, supervises institutional

investigations of research misconduct and facilitates the responsible conduct of research

through educational, preventive and regulatory policies. It regularly publishes its findings.

In the UK, research misconduct has been discussed and guidelines on how to deal with cases

of misconduct were suggested by the Royal College of Physicians of London in 1991 (25).

Guidance on research governance, which is applicable to the NHS and universities was also

published by the Department of Health in 1997 (26).

The Committee on Publication Ethics (COPE) was established in 1997 to help editors of

medical journals to respond to concerns about the integrity of studies submitted to them. It

was founded by British medical editors from the BMJ, GUT and the Lancet. The first aim of

COPE was to advise on cases brought by editors. Other aims were to publish an annual

report describing those cases of misconduct, and produce guidance on good practice. So far,
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COPE has described around 250 cases, all of which are explained anonymously in the

committee's annual reports (18).

In 2006, the UK panel for health and biomedical research integrity initiated a new

independent body to tackle biomedical research misconduct. Promoting good practice and

providing advice to universities, the NHS and industry are the main tasks of the body, not to

investigate misconduct itself (27). Supporting whistleblowers who report or allege cases of

fraud and offering training, seminars and advice on how to investigate cases of misconduct

are other duties of this body.

The National Research Ethics Council of Finland was founded in 1991 (8). The council is

subordinate to the education ministry. In 1998, the Council produced guidelines for the

prevention, handling and investigation of misconduct and fraud in scientific research, which

allow universities and research institutes to prevent and to investigate alleged cases of

misconduct. The Council is informed of all inquiries and receives a final report on each case

from the investigating institution. The Council does not produce legally binding decisions,

but it has an advisory role. In 1999, the Council received 19 cases of suspicion of

misconduct and 10 cases in 2000 (28).

The Danish Committee on Scientific Dishonesty was established in 1992 (8). It is able to

investigate cases, express its opinion, and deal with aspects of scientific dishonesty in

medical science. This committee continued its work until the end of 1998. From 1992 to

1998, the committee received 45 claims of alleged misconduct and investigated 25 cases, but

only four of them were confirmed to include misconduct. A new committee system was

instituted in 1999 to cover fraud in all scientific fields and to handle cases concerning

scientific misconduct. The various committees publish annual reports of cases of misconduct
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anonymously. In 1999 and 2000, allegations were submitted to the committee related to the

field of social science and the humanities.

The National Committee for the Evaluation of Dishonesty in Health Research in Norway

was established in 1994 (8). The Committee consisted of representatives from several

healthcare professions and a judge. The tasks assigned to the Committee are to prevent

scientific dishonesty, to ensure the investigation of alleged incidents of misconduct reported

in the health sciences, and to inspect. Between 1994 and 2000, 11 cases of suspected

misconduct were accepted for investigation (29).

A national committee for research ethics was set up in Sweden in 1997 (8).

Recommendations were put forward in 1999 in a report entitled "Good Practice in

Research". In order to increase public overseeing of research systems. It included a National

Commission to deal with allegations of research misconduct. The investigations in Sweden

were along the lines of the Danish approach.

The scandal of the two cancer researchers, Friedhelm Herrmann and Marion Brach, who

fabricated data in about 47 papers in Germany in 1997, led the German Research Foundation

(30) to:

• Appoint an ombudsman for science, in 1999, who could advise and assist scientists

in questions of good scientific practice;

• Appoint an international commission with the mandate to explore the causes of

misconduct, to take preventive measures, and to make recommendations on how to

safeguard future research.
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France has been absent from the debate concerning official sanction of individual cases of

fraud, perhaps because of a desire to hide such problems or because of the absence of well-

codified rules. Nevertheless, the French national institute, INSERM, which is responsible for

research in the biomedical and health fields, does investigate allegations of scientific

misconduct. Recommendations on scientific integrity were made in 1998 by INSERM. In

1999, 18 cases of alleged research misconduct were investigated and 25 cases in 2000 (31).

These institutional arrangements are undoubtedly important in ensuring good conduct and in

detecting misconduct. These committees cannot take definitive decisions on whether

dishonesty has taken place or not. A body to investigate allegations, a fair system for

reaching judgments and an adequate training system for teaching good practice are needed.

Not all countries have reported setting up such arrangements; the lack of reports from Asian

countries is to be noted. However, how effective the approach is, overall, is not clear, and it

is hard to see how to proceed further in general terms.

It is important not to ignore the role of the "whistleblower", and a system where

whistleblowers are not penalised for a truthful declaration is important. The various

committees referred to above can facilitate whistleblowing, as can ready access to a free

press.

In clinical trials, monitoring and arrangement committees are also able to act, as discussed in

section 1.6.1.

1.5 Main objectives and approaches

This thesis aims to identify statistical techniques that may be employed to detect fraud and

scientific misconduct in clinical trials. The following steps are to be carried out:
19



1 Listing and grading the principal types of scientific misconduct which may arise

in clinical trials. To set this issue in context, two approaches are followed; (i)

reviewing the scientific literature over a short three-year period; (ii) conducting a

survey of experts' opinion regarding this issue.

2 Examining further the important types of scientific misconduct that are identified

by the experts and asking them to assess their potential impact on the results of

the clinical trials.

3 Identifying the statistical techniques that may be used to detect data fabrication

and falsification. Producing recommendations as to when and how these

techniques should be used.

4 Checking the use of some of the techniques on two real datasets to demonstrate

fabrication or its absence.

1.6 Clinical trials

A clinical trial is a planned experiment designed to assess the efficacy of a treatment in

humans by comparing the outcomes in a group of patients treated with the test treatment

with those observed in a comparable group of patients receiving a control treatment. Patients

in both groups are enrolled, treated and then followed over the same period. In a randomised

controlled trial, participants are allocated to the groups at random, and in a single blind or

double blind trial, precautions are taken to ensure that the participants and/or the persons

involved in their treatment and in handling the data do not know to which group the

individual participants belong.

Although any form of misconduct can discredit the findings of a clinical trial, misconduct

that distorts the estimate of the treatment effect or the assessment of statistical significance
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is of special importance, since it may lead to patients being given useless or harmful

treatments or to patients being denied effective treatments. Scientific misconduct at any

level is unacceptable, since it jeopardises scientific integrity, endangers patients and erodes

the trust and confidence of the public.

1.6.1 Scientific misconduct in clinical trials

As in any other area of research, scientific misconduct can arise in clinical trials. However,

because the results from clinical trials are used to decide whether or not treatments are

effective (decisions that may influence treatment choices for large numbers of patients) the

detection and prevention of scientific misconduct in clinical trials have great importance. In

clinical trials, Trial Steering Committee and Trial Management Groups should be set up for

each project as appropriate, and these should have terms of reference that include research

misconduct.

Monitoring visits to the clinical centres participating in a trial is one approach to fraud

control (32, 33). In some circumstances, such monitoring should be routine, and some

instances of fraud have been detected during these visits (34). However, it is expensive and

difficult to verify everything, especially when the volume of data to be checked is very

large. Where there are particular grounds to suspect misconduct, it is of help to submit

clinical trial data to more extensive checks.

Statistical techniques for fraud detection can be used as screening mechanisms or for further

investigation of data that fall under suspicion. They can be implemented more easily than

the monitoring approach, especially with modem computer programs for statistical data

analysis, so long as the primary data can be obtained. An excellent way of checking

fabricated data is on the basis that humans that are unable to generate long sequences of
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numbers that pass simple tests for randomness (35). Terminal digit preference may easily

reveal data fabrication (36). In clinical trials, there are two measures that may be particularly

effective in preventing misconduct. These two measures are:

• A simplification of the eligibility criteria, because some misconduct may occur if the

eligibility criteria are excessively restrictive (37-39).

• Allowance for missing data. Although complete data are certainly better than

missing data, missing data should generally be accepted in clinical trials (though not

for the primary endpoint of the trial). Attempting to collect too much data and

repeatedly demanding complete data on all patients may lead to fraud, rather than

prevent it.

1.6.2 Various types of scientific misconduct reported in clinical trials

To provide an initial insight into the types of scientific misconduct that may occur in clinical

trials and are reported in the scientific literature, a limited search using the PubMed database

between January 2000 and July 2003 was carried out, using the key words "clinical trials"

AND "scientific misconduct". The search was limited to human subjects and the English

language.

Fifty-seven papers were found in the search, thirty-eight of which (67%) reported an

investigation of alleged scientific misconduct in twenty-four clinical trials. Another sixteen

(28%) papers discussed general topics related to scientific misconduct, such as definition,

types of scientific misconduct or advice and guidelines for researchers and some ethical

issues. The text of the remaining three papers (5%) was not located through an inter-library

search.
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The pie chart (Figure 1.1) shows the stage of the trial in which the scientific misconduct was

thought to have arisen. (The denominator here is the number of instances of misconduct

reported). The 38 papers (40-77) cited 23 trials with fifty-two instances of scientific

misconduct reported, of which 23% were in the design, 46% in the conduct, 4% in the

analysis and 27% in the reporting stage.
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Figure 1.1 Stage of clinical trial in which scientific misconduct occurred

o Conduct, 46%

• Analysis, 4%

o Design, 23%
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Table 1.1 Reporting of scientific misconduct in clinical trials by disease area

No. of No. of No. of cases of
Medical condition misconductpapers trials mentionedt

Breast cancer 11 1 8

Kidney cancer 3 1 2

Asthma 2 1 4

RIV 2 2 4

Gene disorder 2 2 3

Oral cancer 2 1 3

Bone marrow transplant 2 1 2

Cancer treatment 1 1 3

Malignant melanoma 1 1 3

Cardiovascular secondary prevention 1 1 2

Neonatal continuous negative extra-thoracic 1 1 1

pressure

Neurotoxin effect of the excitatory amino acid 1 1 1

glutamate in the eye

Meningitis 1 1 1

Lead paint 1 1 1

Stroke 1 1 1

Coronary artery disease 1 1 1

Unspecified 5 5 12

Total 38 23 52

tEach case may be reported more than once for the same trial, but one case is counted.
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Table 1.2 The percentage of different forms of scientific misconduct mentioned in the
reviewed papers, classified by type

Types of scientific misconduct No. of cases Percentage % Reference

Design

Unethical control group

Not telling the truth to the patients about the
source of funding

No test on animal models

8

8

53

50,51

Not telling the truth about the risk

No ethical approval

Total

2
2

6

12

17

17

50

42,52

49-51

40-48

Conduct

Sloppiness in the practice of the trial

Fictitious patients

Missing medical record 2

4

4

8

13

65,66

67

62,64

52,54,61-63Deviation from the protocol regarding 3
eligibility

No informed consent

3

6

8

24

13

25

33

58-60

54-56,58,59,68

40,42,43,46,53-57

Fabrication of data

Falsification of data

Total

Analysis

Deviation from the analysis plan

Ghost analysis

Total

50

50

70

69

2

Reporting

No peer review

Duplicate publication

Copying results

Misrepresenting results

Publishing early positive results

Fabricating and manipulating results

Ghost writing

Incomplete report

Not reporting adverse events

Total

2

2

2

3

14

7

7

7

7

7

14.5

14.5

14.5

22

73

72

69

45,54,59,74,75

76,77

55,58

69,72

63,70

40,52,71
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Table 1.1 summarises the information extracted from the papers. The first column lists

the medical condition for which there were reports of scientific misconduct in clinical

trials. The second column indicates the numbers of papers reporting scientific

misconduct for each medical condition. For example, in the asthma trials, two papers

were found for one trial. From these, four types of scientific misconduct were mentioned.

The same trial is sometimes discussed in several papers. In the area of kidney cancer,

three papers reported on the same trial (65, 66, 68). These papers report an investigation

by a university in Gottingen into alleged scientific misconduct in the study, which was

led by Alexander Kugler, and which claimed that kidney cancer could be treated using a

vaccine made from a tumour cell fused with a healthy dendritic cell from the immune

system. The university said that its investigator had found evidence of sloppiness that

constituted misconduct; the data in the study were handled incorrectly, and there was

fabricated data.

In the areas of breast cancer, the scientist, Werner Bezwoda claimed in a study,

conducted in South Africa, that high-dose chemotherapy prolonged the lives of some

women with advanced breast cancer. This study was published in the Journal of Clinical

Oncology during 1995, but the journal retracted the article. There were eleven papers

discussing the Bezwoda study, which reported eight different types of scientific

misconduct (44-47, 54, 5961,62,74-76).

Scientific misconduct was considered to occur most commonly (46%) during the conduct

of the trial (see Table 1.2). Of these instances of misconduct, 38% involved data

falsification and fabrication. A further 33% and 13% of the 24 reported episodes of

scientific misconduct respectively were due to failure to obtain informed consent and

changes in the inclusion criteria.
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Twenty-seven percent of the reported instances of scientific misconduct occurred in the

reporting process. Of these, 22% involved failure to report adverse events. The

remaining 78% are divided into eight different forms of misconduct. Twenty-three

percent of the reported scientific misconduct was during the design stage. Of these, fifty

percent of episodes involved a lack of ethics committee approval. A minority of reported

episodes (4%) of misconduct were considered in the analysis stage.

The small group of papers referenced above has identified several different types of

scientific misconduct and how often they occur in clinical trials. However, it provides

insufficient coverage and detail of the overall situation or the magnitude of effect of each

type of misconduct reported. Another approach to eliciting expert opinions is to use a

Delphi survey, as presented in the next chapter, to assess which types of scientific

misconduct are most likely to distort the results of a clinical trial.
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CHAPTER2

Scientific misconduct in clinical trials: a Delphi survey

2.1 Introduction

In the previous chapter, although different types of scientific misconduct were identified

in clinical trials, there is currently little information about which types of scientific

misconduct are most likely to distort the results of, or conclusions from, clinical trials

and which are most likely to occur. With this important information, it would then be

possible to provide guidelines to control, detect, and prevent these types of misconduct.

To achieve this, I decided that a synthesis of expert opinion would provide highly

relevant information, so the Delphi technique (1) was used. I chose this technique

because people in groups tend to share a particular knowledge base, and they often

provide a rich and valued resource for gaining further insights. The decisions from this

technique are based on opinion from experts and the result is considered to be more

reliable than individual statements and to be more objective in its outcomes (2,3).

2.2 The Delphi technique

The Delphi technique is a method for structuring a group communication process that is

effective in allowing a group of individuals, as a whole, to deal with a complex problem.

Most authors draw on all or some (4-6) of the definitions set out by Linstone and Turoff

(1). The technique is an appropriate one to obtain the opinion of experts without

necessarily bringing them together face to face.

The essence of the technique is straightforward. It comprises a series of questionnaires

sent either by mail or via computerized systems, to a pre-selected group of experts. The
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questionnaires are designed to elicit and develop individual responses to the problems

posed and to enable the experts to refine their views. The main intent behind the Delphi

technique is to overcome the disadvantages of conventional committee action by

removing opportunities for individual domination and other problems in inter-personal

interaction. It also overcomes the practical difficulties of arranging group meetings of

busy people.

2.2.1 Characteristics of the Delphi technique

According to Fowles (7) the Delphi technique is characterized by anonymity, controlled

feedback, and statistical summarisation.

Anonymity: Provides an equal chance for participants to present and express their

opinions without feeling pressured psychologically by more influential panel members

(8).

Controlled feedback: Through several rounds of the procedure; a summary of responses

to the previous round is fed back to the panellists, which allows participants to modify

their opinions regarding the consensus generated in previous rounds.

Statistical summarisation: Responses are classified and summarized statistically for each

member and reflected as the final response. Often opinions falling in the bottom or top

extremes are asked to give the group extra justification.

2.3 Methods

A Delphi survey is conducted in three stages: selection of the panel, rounds of enquiry,

and analysis.
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2.3.1 The expert panel

The first stage is the formation of a panel of experts. An expert may be considered as one

of a group of informed individuals (9), as a specialist in the field (10) or someone who

has knowledge about a specific subject (11-13). The use of experts has been criticised

(14) as there is a potential for bias in the selection since the exact composition of the

panel can affect the results obtained. However, another opinion stated that by having as

diverse panels as possible, biases are able to be minimized (15,16).

There is wide variation in the numbers of participants in the surveys that have been

carried out. Carley et al (17) notes that, panel sizes varying between less than 22, to more

than 2000 (18). In this study, 40 experts in clinical trials were assembled from the list of

people invited to respond to the UK Medical Research Council (MRC) Clinical Trials for

Tomorrow consultation (19). These panel members were selected on the basis of their

knowledge of the subject area and their willingness to be involved in research as is

recommended when using the Delphi approach (20).

Each expert was sent a letter explaining the aims and methods of the study and asked if

they would be willing to be considered for the expert panel and to take part in a Delphi

survey with three rounds.

2.3.2 The Delphi Rounds

Data for the survey were collected using a three round Delphi process. The literature

reports that participants often become fatigued after three rounds (21).

Round 1

The first round is completely unstructured and seeks an open response, thus allowing

participants complete freedom in their responses on the topic under investigation (8).
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Each participating expert was asked to list, briefly and concisely, four suggestions about

how scientific misconduct can arise in the design, conduct, analysis and reporting of a

clinical trial.

The returned questionnaires revealed a wide range of suggestions about scientific

misconduct. These suggestions were collated and duplicates were removed from the list

in preparation for the second round.

Round 2

Based on the responses from round 1, the list of collated suggestions was sent to each

participant, whether or not they had responded to the first round. Participants were asked

to rate each type of scientific misconduct on two dimensions: (1) the likelihood that it

would occur in a clinical trial and (2) the likelihood that it would distort the results (i.e.

have an effect on the magnitude of the treatment effect). Participants rated each

suggestion on a five point scale from 1, "very unlikely" to 5, "very likely". Again, the

responses were collated and summarised and the results were fed back to each

participant.

Round 3

For round three, a list was prepared of all the types of misconduct from round 2, showing

the frequency distributions of the scores for both dimensions. Each participant's response

in the second round was indicated in that person's list under the appropriate number on

the frequency distribution. Each participant was offered the opportunity to change his or

her response in the light of the group's opinion by ticking a new value for the score or if

they did not wish to change their opinion to tick the same number as before.
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2.3.3 Analysis

There is no standard threshold for consensus in Delphi studies, and indeed this is often

cited as a major deficiency in studies using this technique (22). Boyce et al (23) set

consensus at 66% and McKenna (9) suggested a 51% level. The level employed depends

upon the sample numbers, the aim of the research and resources available (24).

In this study, consensus was considered to have been achieved if more than half of the

expert group gave the same score. Types of misconduct for which there was a consensus

that it would be likely (score 4) or very likely (score 5) to distort the results of a clinical

trial (these two scores being combined for this purpose) were listed with the distribution

of opinions on the likelihood that this type of misconduct would actually occur.

2.4 Results

Of the 40 experts invited to take part, 32 agreed to participate in the study, of whom 26

(81%), 27 (84%), and 25 (78%) completed rounds one, two and three respectively. The

26 respondents in round one generated a list of 84 suggestions for the design stage, 93

suggestions for the conduct stage, 88 suggestions for the analysis stage and 85

suggestions for the report stage. Editing and combining similar items reduced the list to

35 suggestions (design), 30 suggestions (conduct), 36 suggestions (analysis) and 42

suggestions (reporting). See Appendix 1.

In the second round, 51 types of scientific misconduct reached the pre-defined level of

consensus for being likely or very likely to distort the results of a clinical trial (Table

2.1). All these (51), plus a further (9) types reached the consensus level in round 3.
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Table 2.1 Types of misconduct for which consensus was reached on the criterion of
likely or very likely to distort the result, with percentages at this level of consensus
(round 2)

Types of misconduct

Percentage
indicating likely
or very likely to
distort results

Design

Failure to use random allocation

Failure to specify in the protocol the main outcome measure

Inadequate allocation concealment

Different follow-up schedules in arms

Use of a cross-over where carry-over is expected

Intentional use of non-optimum comparison treatment

Precision of measurement is avoided in an equivalence trial

Inadequate blinding of outcome assessment

Inappropriate timing of measurement of treatment effects

Conduct

Tampering with treatment packs so as to un-blind allocation

Selective withdrawals on basis of knowledge of allocation

Data falsification

Data fabrication

Treatment recognition in blinded trials

Analysis

Altering analysis methods until find significant result

Use of battery of methods of comparison to get the right answer

Altering results in knowledge of allocation

Excluding patients or results to exaggerate effects or remove adverse
events
Use of primary outcome measure that was not pre-specified

Selecting covariates to bias treatment effect in a particular direction

Selective exclusion of "protocol violation outliers"

Inappropriate sub-group analyses

Claiming equivalence by dint of failure to demonstrate a difference

Rely on biased comparisons as the primary analysis

Missing data ignored when informative

Using a different primary endpoint from that specified in the protocol

Post-hoc analysis not admitted

88

66

77

66

76
61
66

69
51

84

88

85

85

59

100
88
100
96
81
73
62
81
77

78
67
80
68
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Table 2.1 Continued.

Trial stopped for marketing and not scientific reasons

Reducing data in a biased fashion

Incorrectly imputing values for missing data

Sub-group analyses done without interaction tests

Failure to account for 'clustering' issues (multi-level)

Fail to comply with a pre-specified analysis plan

Deviation from intention to treat analysis

Ignore data on side-effects

Use of inappropriate statistical methods

Reporting

Failure to report unfavourable results 84

Selective reporting of positive results or omission of adverse events data 85

Selective reporting based on p-values 84

Report of sub-group without reference to wide study 85

Pos hoc analyses reported as a main conclusion 77

Negative or detrimental studies not published 79

Over-interpretation of 'significant' findings in small trials 75

Putting undue stress on results from sub-group analysis 76

Selective reporting of (i) sub-groups (ii) outcomes (iii) time points 73

Report of single variable where multiple variables assessed and not
60

reported

Failure to report results or long delay in reporting 56

Clinically important effect sizes may be declared to suit results 58

Poor use of figures which mislead / distort results 53

Conclusion drawn that cannot be linked with evidence provided in report 52

Reporting under control of sponsor 54

79

65

56

65

60
61

62
62
56
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At the end of the third round, 60 types of scientific misconduct reached the 50% level of

consensus for being likely or very likely to distort the results of a clinical trial (Table

2.2). The types of scientific misconduct for which there was consensus that they would

be likely or very likely to distort the results and consensus that they would be likely or

very likely to occur are shown in Table 2.3. Of the 13 types of misconduct shown in

Table 2.3 the most likely to occur was over-interpretation of 'significant' findings in

small trials, while selective reporting and inappropriate sub-group analyses were the

main themes, these being given as likely to occur by more than three quarters of the

respondents.

43



Table 2.2 Types of misconduct for which consensus was reached on the criterion of
likely or very likely to distort the result, with percentages at this level of consensus
and the percentage breakdown of respondents' views on the likelihood of
occurrence (round 3)

Percentage indicating Likelihood to occur (% )
likely or very likely Very Veryto distort results

Types of misconduct unlikely likely
1 2 3 4 5

Design

Failure to use random allocation 92 12 68 16 0 4

Failure to specify in the protocol the main outcome measure 88 8 48 28 16 0
Inadequate allocation concealment 84 0 24 48 20 8
Different follow-up schedules in arms 80 8 40 52 0 0
Use of a cross-over where carry-over is expected 79 8 46 46 0 0
Intentional use of non-optimum comparison treatment 76 0 40 44 16 0
Precision of measurement is avoided in an equivalence trial 74 0 30 55 15 0
Inadequate blinding of outcome assessment 72 0 12 72 12 4
Inappropriate timing of measurement of treatment effects 60 4 20 68 8 0
In an equivalence trial, choice of an inappropriate outcome 56 0 28 56 16 0
measure

Conduct

Tampering with treatment packs so as to un-blind allocation 95 17 75 4 4 0
Selective withdrawals on basis of knowledge of allocation 92 8 52 28 12 0
Data falsification 92 64 32 4 0 0
Data fabrication 92 72 24 4 0 0
Treatment recognition in blinded trials 64 4 36 36 24 0
Post-hoc changes in protocol 52 0 20 56 20 4

Analysis

Altering analysis methods until find significant result 100 4 28 60 8 0
Use of battery of methods of comparison to get the right 100 0 24 64 12 0
answer
Altering results in knowledge of allocation 100 76 16 8 0 0
Excluding patients or results to exaggerate effects or remove 99 17 46 21 16 0
adverse events
Use of primary outcome measure that was not pre-specified 96 12 48 28 12 0
Selecting covariates to bias treatment effect in a particular 96 16 40 32 12 0
direction
Selective exclusion of "protocol violation outliers" 88 0 32 44 24 0
Inappropriate sub-group analyses 88 0 8 28 48 16
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Table 2.2 Continued.

Claiming equivalence by dint of failure to demonstrate a 88 0 8 42 38 12
difference
Rely on biased comparisons as the primary analysis 87 0 57 30 13 0
Missing data ignored when informative 84 0 20 36 32 12
Using a different primary endpoint from that specified in the 84 16 48 20 16 0
protocol
Post-hoc analysis not admitted 83 0 4 37 42 17
Trial stopped for marketing and not scientific reasons 83 0 32 45 14 9
Reducing data in a biased fashion 77 9 43 24 19 4
Incorrectly imputing values for missing data 76 4 36 44 12 4
Sub-group analyses done without interaction tests 75 0 0 25 50 25
Failure to account for 'clustering' issues (multi-level) 72 0 12 44 32 12
Fail to comply with a pre-specified analysis plan 68 0 32 48 16 4
Deviation from intention to treat analysis 68 0 8 60 24 8
Ignore data on side-effects 64 8 40 32 4 16
Fail to specify a reasonable analysis plan in advance 56 0 12 52 20 16
Use of inappropriate statistical methods 56 0 32 48 16 4
Analysis conducted by the sponsor of the trial 54 0 4 42 33 21
Inappropriate analysis for example comparison of survival 52 4 32 56 8 0
time by Hest

Reporting

Failure to report unfavourable results 100 0 8 56 20 16
Selective reporting of positive results or omission of adverse 96 0 8 32 24 36
events data
Selective reporting based on p-values 92 0 0 20 64 16
Report of sub-group without reference to wide study 92 0 48 28 24 0
Pos hoc analyses reported as a main conclusion 92 0 32 44 24 0
Negative or detrimental studies not published 88 0 8 24 28 40
Over-interpretation of 'significant' findings in small trials 87 0 0 17 50 33
Putting undue stress on results from sub-group analysis 84 0 4 28 48 20
Selective reporting of (i) sub-groups (ii) outcomes (iii) time 80 0 4 32 40 24
points
Report of single variable where multiple variables assessed 68 0 20 52 20 8
and not reported
Failure to report results or long delay in reporting 68 0 16 24 24 36
Clinically important effect sizes may be declared to suit 63 0 12 63 17 8
results
Poor use of figures which mislead / distort results 60 0 28 56 12 4
Unjustified extrapolation 58 0 17 46 33 4
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Table 2.2 Continued.

Selective reporting of outcomes in the abstract 56 0 0 24 44 32
Conclusion drawn that cannot be linked with evidence 56 4 16 44 20 16
provided in report
Reporting under control of sponsor 56 0 20 64 8 8
Claim an analysis is by "intention-to-treat" when it is not 52 4 24 48 12 12
Giving incomplete information about analyses with non 52 0 4 40 32 24
significant results
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Table 2.3 Types of misconduct for which there was consensus (>50%) that they
would be likely or very likely to distort the results, and that they would be likely or
very likely to occur.

Types of misconduct Indicating likely or very
likely to occur (% )

Over-interpretation of 'significant' findings in small trials

Selective reporting based on p-values

Selective reporting of outcomes in the abstract

Sub-group analyses done without interaction tests

Negative or detrimental studies not published

Putting undue stress on results from sub-group analysis

Inappropriate sub-group analyses

Selective reporting of (i) sub-groups (ii) outcomes (iii) time points

Selective reporting of positive results or omission of adverse 60

events data

Failure to report results or long delay in reporting

Post-hoc analysis not admitted

Giving incomplete information about analyses with non significant 56

results

Analysis conducted by the sponsor of the trial

83

80

76

75

68

68

64

64

60

59

54
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2.5 Conclusion

This study used an expert consensus approach to identify the most important types of

scientific misconduct in clinical trials. The most important types of misconduct were

considered to be those that occur more commonly and those that distort trial results. Two

types of misconduct were established from the Delphi survey in the third round and are

inappropriate sub-group analyses and selective reporting of trial results.

The main strength of the Delphi technique is that it optimises the use of group opinion

and minimises the bias that can be encountered in face to face group interaction. In this

case, all experts offered opinions freely and without any peer pressure from others. The

expert panel was chosen because of their knowledge and experience in the conduct of

clinical trials.

A limitation of this study was that some of the suggestions elicited in the first round were

vague or ambiguous. As a result, it was difficult to accurately exclude duplicates, and so

the list that was used in the second and third Delphi rounds was somewhat repetitive. On

the other hand, the consistent high ranking of selective reporting and inappropriate sub-

group analyses does suggest that these experts' opinions on the most important issues

had been accurately identified.

Although there has been considerable attention in the scientific literature to the problems

of data fabrication and data falsification, these were absent from our list of the most

important types of misconduct, because there was consensus that these problems were

very unlikely to occur. The results suggest that selective reporting and the opportunistic

use of the play of chance (inappropriate sub-group analyses) are more important

considerations in ensuring that patients receive only effective treatments. Indeed, the two

problems can be closely related. Multiple post hoc sub-group analysis with selective
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reporting might easily result in authors making exaggerated sub-group claims about

treatment effectiveness (25).

A publicly accessible inventory of trial protocols that include a clear description of the

statistical analysis plan is a potential solution to the problems of selective reporting and

sub-group analyses. Such an initiative is already under way, and was given further

impetus when the UK NHS joined the worldwide effort to register clinical trials at

inception (26-28). Future research will need to assess the extent to which this initiative

has been successful.

In revealing these two types of misconduct (inappropriate sub-group analyses and

selective reporting of trial results) the Delphi survey supported views that have received

much attention in the literature. However, it gives re-affirmation of these and emphasises

their potential to distort the results of the trials.
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CHAPTER3

Selective reporting in clinical trials: analysis of a cohort of
trial protocols published by the Lancet

3.1 Introduction

In the previous chapter, I reported the results of a Delphi survey that found that

inappropriate sub-group analyses and selective reporting of results are believed by the

expert panel to be the most common and the most important (most able to distort the trial

results) types of scientific misconduct in clinical trials. In the current chapter, I explore

these two issues in more detail.

3.1.1 Selective reporting of outcomes

Selective reporting within published studies can occur when multiple outcomes are

measured but only some of them are reported (1). It can also occur when investigators

conduct many different sub-group analyses but only report the most favourable (2). One

can distinguish between unreported, incompletely, and fully reported outcomes (3,4).

Incomplete reporting of outcomes causes problems concerning inclusions in meta-

analyses.

Selective reporting of results in clinical trial publications is an important source of

outcome reporting bias (5-8). Outcome reporting bias can also bias the results of

systematic reviews and meta-analyses because the available results are a biased sample

of the results from clinical trials (9).

It is often difficult to determine from a clinical trial publication whether additional

analyses have been conducted but not reported. Several studies have compared trial
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protocols with trial reports to assess the problem of within-study selective reporting

(3,4,10). A brief description of the findings from these studies is presented in the next

sections.

A small study was undertaken, involving a single local research ethics committee, to

examine the extent of the problem of within-study selective reporting in clinical trials

(10). The outcome proposed in the original approved trial protocol was compared with

the results presented in the subsequent trial report. The primary outcome was stated in

only six (40%) of the protocols for the 15 publications obtained. Of these, only four

(76%) were consistent with the reports. Eight protocols gave an intended analysis plan,

but seven of the publications did not follow this analysis plan. This study suggested that

selective reporting might result in considerable bias.

Chan et al (3) reviewed a cohort of trial protocols approved by the Scientific-Ethical

Committees in Copenhagen and Frederiksberg, Denmark, between 1994 and 1995. The

trial protocols were compared with the corresponding published reports to examine the

extent and nature of outcome reporting bias. They studied one hundred and two trials

with 122 published reports and 3,736 outcomes. They found that 50% of efficacy and

65% of harm outcomes per trial were incompletely reported. 62% of trials had at least

one primary outcome that was changed, introduced or omitted. The authors concluded

that trial reports are often incomplete, biased or inconsistent with protocols. Moreover,

published articles may be unreliable and overestimate the effect of the treatment.

A similar study (4) comparing trial protocols approved by the Canadian Institute of

Health Research from 1990 to 1998 with subsequent reports was conducted to determine

whether outcome reporting bias would also be present in government-funded trials that

had been subjected to rigorous peer review. Forty-eight trials with 68 publications and

1402 outcomes were identified. A median of 31% of efficacy outcomes and 59% harm
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outcomes per trial were incompletely reported. Primary outcomes differed between

protocols and reports in 40% of trials. The authors concluded that selective reporting of

outcomes occurs even in high-quality government-funded trials.

3.1.2 Sub-group analyses

Establishing the overall effect of a treatment among a group of patients is the main aim

of a clinical trial. However, patients recruited for a clinical trial are not a homogeneous

sample. Their responses to treatment may vary, such that the treatment may be more or

less effective in particular sub-groups of patients. If there are specific sub-groups of

patients for which there is evidence that a treatment may be more or less effective than is

indicated by the overall effect in the trial as a whole, then there is a responsibility to

explore such sub-group effects.

The problems associated with sub-group analyses have been discussed by several authors

(8,11,12). The play of chance can produce spurious results in sub-group analyses in two

ways. First, there is an increased statistical likelihood of a false positive finding when

many sub-groups are examined (13). By definition, testing at the 5% level of significance

will erroneously report statistically significant differences in about 5% of the tests

performed (so-called false-positive results), i.e. one false positive out of twenty

independent outcomes are studied. Secondly, there is a risk of false negative results, the

failure to detect a true difference in effect in a sub-group. Power calculations for the trial

are usually based on the detection of an overall pre-specified treatment effect in all trial

participants. Sub-group analysis will have reduced power to detect differential effects.

Therefore, sub-group analyses are problematic both in terms of false positive and false

negative results.
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The recommended statistical approach is the use of formal tests of interaction, which

directly examine the treatment difference between sub-groups (14). Although interaction

tests go some way to addressing concerns about false positive conclusions, a statistical

test for interaction is unlikely to be definitive because of low statistical power. The

sample sizes within sub-groups are often small and interaction tests require large sample

sizes (15). If there is a strong belief that particular sub-groups may show stronger

treatment effects, but the group interaction tests are not significant, further evidence from

other studies with similar study populations is generally required to confirm the sub-

group findings.

Because of the hazards of inappropriate sub-group analyses, all clinical trials should have

a pre-defined statistical analysis plan that includes full details of all sub-group analyses

to be conducted, with supporting evidence to justify the sub-group analyses. The plan

should specify in detail what analyses would be conducted and how sub-groups would be

defined. Comparison of the statistical analysis plan with the trial report may help to

avoid the problem of authors failing to state in the final report how many less exciting

sub-group analyses were conducted but not reported. In addition, sample size estimates

should have any sub-group analyses in mind, and the interpretation of the significance

level should consider multiple comparisons (e.g. the Bonferroni correction).

3.1.3 Publication of trial protocols

A number of guidelines (16,17) have been developed with the aim of improving the

quality of design, conduct and reporting of clinical trials. Of particular relevance is the

registration of the trials and publication of the trial protocols (18-23) to deter bias and to

avoid duplication research. Protocol publication allows comparison between what was

originally planned and what was actually carried out, and reduces the potential for 'data

dredging' . Deviation from protocols should be identified and the reasons for it need to be
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clearly presented (7). In this regard, the BMJ and the Lancet have stipulated that authors

must submit trial protocols at the time of manuscript submission. They will not send trial

manuscripts for external review unless they are accompanied by the protocols (24,25).

This chapter reports an investigation of the extent of selective reporting and

inappropriate sub-group analyses in a cohort of clinical trial protocols that had been peer

reviewed and accepted by the Lancet. My objective is to: (1) determine the prevalence of

selective reporting of primary and secondary outcomes and sub-group analyses in

published reports of randomised trials, (2) examine the consistency between the

protocols and published reports, and (3) assess the adequacy of pre-specification of sub-

group analysis in trial protocols.

3.2 Methods

The Lancet began reviewing protocols for clinical trials in 1997. Protocols deemed to be

of general medical interest are sent out for clinical and statistical review. By July 2004,

the Lancet had accepted fifty-six protocols, summaries of which were published on their

web site (26). Their aim was threefold: to encourage good principles in the design of

clinical research, to publicise a list of "accepted" protocols, and to make a provisional

commitment to publication of the main clinical endpoints of the study. The instructions

to authors ask that all protocols should address any planned sub-group analyses. Using

information from the Lancet web site, I contacted the authors of all published protocols

and asked if they would either provide a copy of the full trial protocol or give permission

for the Lancet to release the full protocol for inspection. The research ethics committee

of the London School of Hygiene & Tropical Medicine approved this study (Appendix

2).
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I first extracted data on all primary and secondary outcomes and sub-group analyses as

specified in the trial protocols. If a protocol specified primary and secondary aims or

objectives, then I took these to indicate primary and secondary outcomes. I also extracted

data on year of submission of the protocol, source of funding, number of randomized

groups, and the number of study subjects and centres.

I then searched PubMed for any published trial reports arising from this cohort of

protocols using investigator name and the Lancet, or using investigator name and terms

for the intervention in order to find publications in other journals (final search, February

2005). Using the contact details from the protocols, I wrote an e-mail to the authors of

the protocols and asked them to provide details of all relevant trial reports.

Having located the relevant trial reports, I extracted data on primary and secondary

outcomes and sub-group analyses and compared these data with the data from the trial

protocols. I collected data on all outcomes that had been listed in the trial protocol but

were absent from the "Results" section of the published reports. Similarly, I collected

data on all primary and secondary outcomes and sub-groups that were present in the

"Results" sections of published reports, but were not mentioned in the trial protocols.

Any discrepancies between protocols and trials were tabulated (the outcome being

recorded as absent from either the trial protocol or the reports). I recorded whether the

primary and secondary outcomes and sub-group analyses in the publications were

significant or not at the p:S0.05 level of significance. I also collected data on outcomes

specified as the primary outcome in the protocol but reported as a secondary outcome in

the trial report and outcomes specified as the primary outcomes in the protocol but not

explicitly defined as such in the "Results" section.

For sub-group analyses, I determined the number of sub-group factors (for example sub-

group analyses may use age as a factor). I also documented whether any hypothesis had
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been given to justify the sub-group analyses, and whether the precise definition of each

sub-group and the total number of possible sub-group analyses was clearly specified. I

documented the statistical method used to assess sub-group effects including the use of

interaction tests and any correction for multiple statistical testing. I also assessed whether

sample size calculations were conducted for the sub-group analysis.

3.3 Results

From the 56 protocols accepted by the Lancet, I excluded four non-randomized trials. Of

the remaining 52, I obtained permission to use 48 (92%), but no reply was received from

the remaining four investigators. The Lancet provided me with the latest version of each

protocol, so that I could take into account any amendments. Of the 48 trials, the principal

investigators of 18 (38%) provided additional information on where their trial was

published. Two stated that their trial had not been published. After contacting

investigators and searching the database, I found one or more publications for 30 (63%)

of the 48 included trials.

The 48 trial protocols examined had the following characteristics: 40 had two

randomized groups, 4 had three groups, and 4 had four groups. Sample sizes ranged from

54 to 20,000 patients with a median of 807. There were 40 multi-centre trials. The

number of primary outcomes varied substantially. 27 had one predefined primary

outcome, 15 had two primary outcomes, and 6 had three or more primary outcomes. The

number of secondary outcomes varied between none and eighteen.

Twenty-four (50%) of the protocols mentioned that sub-group analyses would be

undertaken. Five confined sub-group attention to one factor (such as age or sex), but 19

mentioned more than one. Only three protocols gave the hypothesis motivating the

selection of sub-groups. None specified the actual number of sub-groups. In 11
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protocols, information on levels for at least one of the factors was not given, so that the

number of sub-groups could not be calculated. Three protocols mentioned correction for

multiple statistical testing when several statistical tests were to be performed

simultaneously (sub-group or multiple primary outcomes). Four reported that they

accounted for sub-group analyses in their sample size estimates. Four mentioned the use

of small p-values for multiple statistical testing. Five mentioned the use of statistical tests

for interaction in evaluating sub-group analyses.

The thirty trial protocols whose papers had been published, examined and had the

following characteristics: 25 had two randomized groups, 2 had three groups, and 3 had

four groups. Sample sizes ranged from 113 to 20,000 patients with a median of 807

(lOth_90thpercentile range 202-13,800). Most of the trials (n=24, 80%) involved multiple

study centres. The year of the preparation of eight protocols was not available.

There were 42 published reports arising from the 30 published trials (27-68). Of these,

27 (64%) were published in The Lancet and the remaining 15 in specialty journals.

Twenty-nine (97%) of the trials were funded by non industrial sources, e.g. MRC or

NHS. One trial did not report the source of funding. The year of submission and

publication for both protocols and trial reports is shown in Table 3.1 below. Eight

protocols did not mention the date of submission. The median interval between

publication of the protocol and publication of results was 5 years (10th_90thpercentile

range 3.0-8.4). Sample sizes ranged from 108 to 19,025 patients with a median of 697

(lOth_90thpercentile range 183-10,991).

Comparison of trial protocols with reports

The number of primary outcomes in the protocols varied substantially. 17 had one pre-

defined primary outcome, 7 had two, 4 had three, and 2 had four primary outcomes. In
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summary, a total of 51 primary outcomes were specified with a median of 1 per trial

(10th_90th percentile range 1-3). The number of secondary outcomes varied between none

and seventeen; a total of 133 secondary outcomes were defined, with a median of 4

outcomes per trial (lOth_90th percentile range 0-10). Fourteen trials mentioned sub-group

analysis.

In the published reports, there were 60 primary outcomes reported, a median of 2 per

trial (10th_90th percentile range 1-4). There were 94 secondary outcomes, a median of 2

per trial (lOth_90th percentile range 0-8). Twenty-two trials examined sub-group analyses.

In nine of the trials, the sub-group analyses had not been pre-specified in the protocols.

In one of the fourteen trials mentioned above, the sub-group analysis was not reported in

the publication (Table 3.2).

Discrepancies in reporting primary outcomes

Of the 30 trials, in eleven (37%) there were major discrepancies between the protocols

and the reports regarding primary outcomes (an unreported primary outcome, a new

primary outcome or a protocol primary outcome becoming secondary outcome in the

published report) (see Table 3.3). Five trials had an unreported primary outcome. Seven

trials introduced a new primary outcome. In two trials the protocol primary outcome was

reported as secondary in the published report. None of these trials gave any reasons for

including or omitting outcomes or changing their status.

Discrepancies in reporting secondary outcomes

Twenty-six trials (87%) had at least one unreported secondary outcome or at least one

new secondary outcome. Twenty-two trials had one or more unreported secondary

outcomes (median of 2 unreported outcomes 10th_90th percentile range 1-6). Eleven trials

introduced one or more new secondary outcomes (median of 1 new outcome, 10th_90th

percentile range 1-6) (Table 3.4).
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Sub-group analyses in the 30 protocols

Fourteen protocols pre-specified one or more sub-group analysis and sixteen did not

(Figure 3.1). In the 14 protocols that mentioned that sub-group analyses would be

undertaken, three confined sub-group attention to one factor, but 11 mentioned more

than one factor. Only one protocol gave the hypothesis motivating the selection of sub-

groups. None specified the total number of sub-groups. In seven protocols, information

on levels for at least one of the factors was not given, so that the number of sub-groups

could not be estimated. Three protocols mentioned correction for multiple statistical

testing when several statistical tests were to be performed simultaneously (sub-group or

multiple primary outcomes). Two reported that they accounted for sub-group analyses in

their sample size estimates. Five mentioned the use of statistical tests for interaction in

evaluating sub-group analyses.

Sub-group analyses conducted but not specified in the protocol

Among the trials with no specified sub-group analyses in the protocol, sub-group

analyses were conducted in 9116 (56%). Four of these reported that the sub-group

analyses had been pre-specified, although no evidence could be found for this in the

protocol. None gave the hypothesis motivating the sub-group analyses. Two trials

reported the results of interaction tests. None adjusted the significance level for the sub-

group analyses or the sample size for sub-groups.

The main effect and the sub-group effects were the same (non-significant, significant) in

22% (2/9) and 11% (119) of the trials respectively. In two trials (22%), the overall results

were non-significant, but at least one sub-group result was significant. In four trials

(44%), the overall results were significant but at least one sub-group result was non-

significant.
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Sub-group analyses different to those specified in the protocol or reported without
using appropriate statistical methods

Among the fourteen trials where sub-group analyses were mentioned in the protocol,

seven trials (50%) had at least one sub-group unreported. Two trials (14%) reported

more sub-groups than specified in the protocol. In two trials (14%), the sub-group

definitions in the report were different to those in the protocol. The total number of sub-

groups in the papers was the sum of the number of levels of the defining factors in all of

the trial reports. There were no instances of sub-groups based on combination of factors

(eg. age by sex). One trial reported the hypothesis for selected sub-groups. Six trials

reported the results of interaction tests. In no trial was the significance level adjusted for

multiple statistical testing, or the sample size increased for sub-group analyses.
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Table 3.1 Year of publication of protocols and trial reports (n=22)

Publication year of the main reports
2000 2001 2002 2003 2004 2005

Submission year of the
protocols
1995 1 1 1
1996 2 1 1
1997 1 1 1 3
1998 1 1 1
1999 1 1 1
2000 1
2001 1 1
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Table 3.3 Proportion of trials with discrepancies in the primary outcomes when
comparing protocols and published articles (n = 30 trials)

Discrepancies in the primary outcomes in Trials with discrepancies,
published articles relative to protocols No. (%)

Reported but not explicitly defined as primary 21 (70)

Omitted one outcome from published articles * 5 (17)

New primary outcome defined in published articles 7 (23)

Reported as secondary in published articles 2 (7)

*Tnals defined >1 pnmary outcome III protocols and pubhshed articles.
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Table 3.4 Proportion of trials with discrepancies in the secondary outcomes when
comparing protocols and published articles in (n = 30 trials) where the secondary
outcomes were defined

Discrepancies in the primary outcomes in Trials with discrepancies,
published articles relative to protocols No. (%)

Omitted 1 outcome from published articles 2 (7)

Omitted 2 outcomes from published articles 11 (37)

Omitted 3 outcomes from published articles 5 (17)

Omitted 5-8 outcomes from published articles 4 (13)

New secondary outcome defined in published articles 11 (37)
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Figure 3.1 Specification of sub-group analyses in protocols and report

30 protocols 1
I

Subgroup analysis Subgroup analysis not
specified 14 specified 16

Ranges of each group pre- 7
specified

Hypothesis motivating 1
selection of subgroups given

Number of subgroup analyses 0
stated

Correction of significance 3
level planned

Statistical test of the 5interaction mentioned

Sample size for subgroup
?evaluated

Reports Reports

113 Included I 9 Included
subgroup analyses subgroup analyses

Hypothesis motivating Hypothesis motivating
selection of subgroups given 1 selection of subgroups given 0

Correction of the significance Correction of the significance
level applied 0 level applied 0

Statistical test of the 6 Statistical test of the 2
interaction reported interaction reported

Sample size for subgroup 0 Sample size for subgroup 0
evaluated evaluated
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3.4 Discussion

In this cohort of trials whose protocols had been reviewed and accepted by the Lancet, I

found evidence of selective reporting of primary and secondary outcomes. There were major

discrepancies between the protocols and the reports regarding primary outcomes in one third

of trials. There were more primary outcomes in the reports compared to the protocols (60

versus 51) and less secondary outcomes (93 versus 133). The "new" primary outcomes were

introduced into the reports with no previous notice in the protocols. There were no statistical

adjustments for testing multiple outcomes.

My analyses also show that the pre-specification of sub-groups in the protocols was

generally incomplete, with little attention paid to any analysis issues, and only occasional

coverage of statistical issues, such as adjustment of significance levels and/or testing for

interaction. This deficiency in the protocols was accompanied by frequent deviations

between protocols and reports. In more than half of the trials, sub-group analysis was not

mentioned in the protocol, but was carried out. In the trials where the sub-groups were pre-

specified, there was deviation between protocol and report, with the addition of extra sub-

groups being common. There was a lack of reference in the reports to statistical issues, such

as adjustment to or discussion of significance levels and testing of interactions.

Although the Lancet website provides summaries of all accepted protocols, access to the full

protocols required the permission of the investigator, thus introducing the potential for bias.

However, I obtained the full protocols for 92% of the accepted protocols and so the potential

for bias here was small.
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Although I attempted to identify all relevant trial reports, it is possible that some trial reports

may have been in preparation or in press and that others simply were not found in the

search. For this reason, I may have overestimated the extent of under-reporting. None of the

reports gave the reasons why outcomes were omitted or whether they would be presented in

later reports, and so it was not possible to tell whether the authors intended to present the

outcomes in later publications.

The number of trials in the study was small, and so the estimates of the frequency of various

features are approximate. In addition, the study cohort comprised protocols accepted by The

Lancet and was not a random sample of all trial protocols. For this reason, the extent to

which these results can be generalised to other clinical trials is open to question. However, I

would expect that protocols accepted by the Lancet would represent those of higher

scientific quality and that the problem of selective reporting and inadequate specification in

the protocols would be worse in other trials.

Concerning multiple outcomes, the conclusions in this review are similar to those reported

by Chan et al (3, 4). However, previous reviews did not investigate the reporting of sub-

group analyses.

Chan et al (3, 4) classified the level of outcome reporting in four groups (full, incomplete,

qualitative or unreported) based on the published reports of each trial. This classification

was set up to assess the suitability for use in meta-analysis. In this study, the Delphi survey

focused on selective reporting as such, and at this stage fitness for meta-analysis was not in

question.
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This review has examined the protocols and/or reports of trials which were peer reviewed by

statisticians and accepted by the Lancet. However, the issue of precise definition of the

primary and secondary outcomes and sub-groups in the protocols does not appear to have

been sufficiently addressed. Deviations in the published reports were found, and no report

mentioned the discrepancies or the reasons, although it had been recommended to describe

deviations from protocols in the published reports (3, 69). The most common reasons given

by trialists for not publishing all outcomes were lack of statistical significance, journal space

restrictions and lack of clinical importance (70).

Many authors (71) argue that any sub-group analyses conducted should be restricted to those

proposed before data collection on the basis of known biological mechanisms or in response

to findings from previous studies. This is to guard against the potential for post hoc

emphasis on the 'most interesting' across many sub-group analyses (72). However, if a sub-

group analysis was not originally planned, but was decided on during the life of the study in

response to new results from other studies, it makes good scientific sense to examine this,

irrespective of what was stated in the protocol (71). Seldom was there a biological rationale

offered for the sub-group analyses, either in the protocols or in the published reports.

Correction for multiple testing (sub-group, multiple outcome) was very seldom identified,

but failure to adjust the significance level can lead to a serious problem. A correction for

multiple testing was mentioned in just three of the trial protocols, none of them reporting

any applied correction. Bonferroni adjustment of the significance level is one option for

such adjustment, but it assumes all groups are mutually exclusive, i.e. patients must be

included in one category only. This review shows that sub-group analyses are not always

mutually exclusive, so appropriate correction is difficult.
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The use of formal tests of interaction, which directly examine the difference between

intervention effects in different sub-groups, can reduce this problem. This approach involves

one statistical test irrespective of the number of sub-groups. The single interaction test may

partially overcome the concerns of a false positive conclusion of a treatment, but will be

underpowered if the sample size is not set for the interaction test (8). In this study, the

interaction test was carried out in just 8 out of 22 (36%) trials where the results of sub-

groups were mentioned in the reports.

The potential problem from unscheduled or inappropriate sub-group analyses

The results demonstrate that in nine of the sixteen (56%) trials, sub-group analyses were

reported but had not been mentioned in the trial protocols. Neither the statistical power nor

the significance level had been adjusted to detect sub-group treatment effects. Fortunately,

none of these trials recommended using the treatment on the basis of the sub-group analysis,

but there is no reason to think this will not happen in the future. It is important to note that

this is a problem not only in non pre-specified sub-group analysis but also in pre-specified

analyses carried out inadequately.

In terms of the potential for misleading inferences, there are three possible scenarios. Firstly,

the overall and the sub-group results have the same direction and similar magnitude of

effect, either significant or non-significant. Thus, the conclusion will be the same and there

is little risk of misleading inferences. Secondly, the overall result is significant, whereas the

sub-group result is non-significant. This almost inevitably arises because of the small sample

size in the sub-group leading to reduced statistical power to detect an effect of the

intervention. This may lead to a group of patients being denied an effective treatment (a

false negative conclusion) if "non-significant" is taken as "no effect". Thirdly, the overall
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result is not significant and one or more sub-group analyses are significant. The significant

result could be by chance, especially if no interaction test is applied. This is potentially the

worst case, since it may lead to a group of patients being given an ineffective treatment (a

false positive conclusion), particularly if the emphasis and recommendations were on the

sub-group results. For instance, my study included a multi-centre randomised controlled trial

comparing once daily and three times daily dosing regimens in groups of patients with cystic

fibrosis and a chronic Pseudomonas aeruginosa infection (64).

It was mentioned in the protocol of this trial that the primary endpoint would be efficacy, as

measured by improvement in forced expiratory volume (FEV 1). Clinical efficacy would also

be measured by changes in clinical score and C reactive protein with treatment. The study

was powered to detect equivalent efficacy. The secondary endpoints would be measures of

ototoxicity and nephrotoxicity. Ototoxicity would be measured by an audiogram and

nephrotoxicity by changes in creatinine, phosphate, magnesium, and urinary. Sub-group

analysis was planned by previous aminoglycoside exposure and by comparing those patients

with FEVI <50% predicted with those who have an FEVI of 50% predicted or above at

enrolment.

The publish article reported the findings of the mean change in FEV 1 (% predicted) over the

14 days of treatment which was similar on the two regimens. There was no significant

difference in % change in creatinine from baseline. However, the article reported the

findings for young children separately, for whom there was evidence of a "significant"

treatment effect. The authors pointed out that "in children, once daily treatment was

significantly less nephrotoxic than thrice daily (mean % change in creatine -4.5% [once

daily] vs 3.7% [thrice daily]; adjusted mean difference -8.0%, 95 Cl -15.8 to -0.4)". They

concluded that "the once daily regimen might be less nephrotoxic in children". Here a
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conclusion was drawn from a sub-group analysis that was not originally planned in the

protocol. It was measured for a secondary outcome and no statistical interaction test was

done to indicate sufficient evidence that the intervention's effect was different in the sub-

group. Therefore, this result could be due to chance, and further investigation would be

needed.

When the interaction test is significant, how should the sub-group effects be interpreted? An

example from this review is given. A randomised controlled trial tested the efficacy of full

treatment with glasses and patching versus glasses only versus no treatment in preschool

children with unilateral visual acuity defects of 6/9 to 6/36 (58).

The protocol of this study stated the primary outcome as assessment of uncorrected

LogMAR visual acuity. Sub-group analyses were planned to test for heterogeneity between

centres and at different initial acuities.

The results showed that children in the full and glasses treatment groups had better visual

acuity at follow-up than children who received no treatment, but the overall treatment effect

was small. The study report gave much space to sub-group analyses for children with

moderate and mild acuity at recruitment, and gave the results of a statistical test of

interaction. The authors concluded that "The effects of treatment depended on initial acuity:

full treatment showed a substantial effect in the moderate acuity group (6/36 to 6/18 at

recruitment) and no significant effect in the mild acuity group (6/9 to 6/12 at recruitment)

(p= 0.006 for the linear regression interaction term)".

Although the finding of the interaction test was reported and was significant; the range of

values defining moderate or mild acuity at baseline was not specified in the protocol of this
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trial. Thus, how one can be sure that this sub-group analysis was the only one and not one of

several exploratory sub-group analyses that were conducted but not reported. There is a real

risk of an exaggerated false positive or an over-estimated treatment effect. Such sub-group

findings should have been a basis for further research from similar trials rather than the basis

for change in national policy.

Some proposed issues to control inappropriate sub-group analyses and selective reporting in

clinical trials discussed in Chapter 6.
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CHAPTER4

Statistical techniques to detect data fabrication and falsification:
systematic review

4.1 Introduction

Data fabrication (making up data values) and falsification (changing data values) might be

classified as one of the most severe types of scientific misconduct. Conclusions drawn from

any research where such misconduct has taken place may be unreliable. This is serious

misconduct to the point that Buyse et al (1) used the term "fraud" specifically to refer to data

fabrication and falsification.

It has been shown from the Delphi survey (chapter 2) that data fabrication and data

falsification were judged by the experts to be a relatively uncommon problem. Its actual

prevalence is unknown. However, they also considered it to have considerable potential

impact on the outcome of clinical trials if it does occur (2). Thus, the detection of such

misconduct is an important issue.

Monitoring visits to the clinical centres participating in a trial is one approach for fraud

detection (3,4). In some circumstances, such monitoring should be routine and has found

instances of fraud during these visits (5). However, it is expensive and difficult to verify all

items especially if the volume of data being checked is very high. Where there are particular

grounds to suspect misconduct, it is of help to submit clinical trial data to more extensive

checks. Statistical techniques for fraud detection can be used as screening mechanisms or for

further investigation of data that fall under suspicion. They could even be implemented more
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easily than the monitoring approach especially with modem computer programs for

statistical data analysis, so long as the primary data can be obtained.

To identify statistical techniques that could be used for the detection of fraudulent data, a

systematic review was performed. It is believed that this review is an aid to conceptualising

which techniques have potential for use, as well as providing a guide to researchers of the

context within which each could be used in detection.

4.2 Methods

4.2.1 Inclusioncriteria

All English language reports presenting statistical techniques for the detection of fraudulent

data were sought. Eligible studies were not restricted to clinical trial data, and included any

study in any population.

4.2.2 Search strategy

The following electronic databases were searched: EMBASE, Web of KNOWLEDGE, and

PubMed.

The following search terms were used for EMBASE from 1980 to August 2004

1. Fraud$
2. Scientific misconduct
3. Falsify$.
4. Statistic$ OR *STATISTICS
5. (lOR 2 OR 3) AND 4

The following search terms were used for Web of SCIENCE from 1981 to August 2004

1. Fraud* OR scientific misconduct OR falsif*
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2. Statistic*
3. #1 AND #2

The following search terms were used for PubMed from 1980 to August 2004

1. ("Fraud/prevention and control"[MeSH] OR "Fraud/statistics and numerical
data"[MeSH]) AND "Fraud"[MeSH] OR "Scientific Misconduct/statistics and numerical
data"[MeSH] OR "Scientific Misconduct"[MeSH] Field: MeSH Major Topic
2. "Statistics"[MeSH] Field: MeSH Major Topic
3. #1 AND #2 Field: MeSH Major Topic

The reference lists of relevant papers were searched for other possible pertinent papers.

4.2.3 Identification of records and data extraction

Each record identified by the search strategy was screened for eligibility by examining titles,

abstracts, and keywords. The full text of all potentially relevant reports was then obtained

for further assessment for inclusion. Data were extracted from eligible reports using a data

abstraction form developed specifically for this review.

4.3 Results

The search identified 316 potentially relevant articles. Of these, 16 articles were found to

meet the inclusion criteria, involving 19 statistical techniques for the detection of fraud. The

other 300 papers did not include any statistical techniques.

Statistical techniques that can be used for fraud detection fall into two primary classes:

analytical techniques and graphics that supplement them. The analytical techniques can

produce a measure or a test result. As well as formal statistical tests under null hypotheses

performed for confirmation of fraud, preliminary analyses or summary measures can be

presented to show the properties of the data under investigation. Some references included
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looking for features, patterns, or trends in the data that would be unlikely to occur in genuine

data.

4.3.1 Statistical properties of fraudulent data

The statistical examination of data suspected for fraud can be focused on the data set as a

whole or on sub-sets of the data. It is helpful to look at descriptive statistics such as the

prevalance of a binary variable or the mean, the median, the standard deviation, and both the

minimum and maximum values of a continous variable to reveal discrepancies if they are

compared with another dataset or previous studies. Univariate values of such variables tend

to be fabricated with a series that fall close to the mean. Consequently, fraudulent data often

have a smaller variance than is seen with real data (6,7). Outliers (values unusually far from

the overall mean) tend to be removed rather than inserted (7) or outliers may occur

frequently or be clustered in one centre (6). The range and the kurtosis of the distribution

may be helpful in detecting outliers. The kurtosis is able to detect departures from a normal

distribution e.g. a uniform distribution will show a high value of kurtosis (7).

Many biological variables are expected to be distributed fairly normally or log normally.

The distribution of fraudulent data with values being invented tends to be relatively flat (7).

The distribution of invented data tends to be normal but with round numbers for the mean

and standard deviation (8).

A reduction in the variance of observations over time gives a suspicion of data fabrication.

For example, a multi-centre study was conducted using an animal model of myocardial

infarction (9). The data showed that the heart rates of consecutively treated animals had far

too little variability. Insufficient variability over time was discussed by Buyse et al (1) who
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quoted an example from Scherrer (10) and showed that any such reduction may reveal a

problem in the data.

Another way of checking fraudulent data follows from the fact that people have difficulty in

generating long sequences of random digits (11). If measurements are recorded with

reasonable precision, the observed counts of each final digit (0-9) should be random and

follow a uniform or rectangular, distribution. The phenomenon of "digit preference" is well

known when human beings make observations that are not perfectly precise. This happens

because in rounding the last digit, certain values are preferred such as zero and five. This

typically happens with blood pressure and is not necessarily indicative of any fraud.

Deviation of the final digit from the uniform distribution, as would be expected, may

suggest that something is amiss (12), e.g. some people will chose 4 and 7 preferentially. For

some measures such as blood pressure, the preferential use of 0 and 5 as end digits is

commonly seen in genuine data (13). Preece (12) describes a number of possible sources of

terminal digit preference other than misconduct.

The use of the "stem and leaf' plot is helpful for examining digit preference (6,13,14). A

stem and leaf plot is like a histogram on its side, with the "stem" being the most significant

digits, and the "leaves" being the least significant digits. Because it retains all the data,

unlike the histogram, which groups the data, the last digits can be seen, and instances of

digit preference can be seen clearly. If digit preference is suspected, then a histogram of the

final digit or a separate one of the penultimate digit can be helpful.

Benford's law (1,15,16) may be used to check the randomness of the first digit of all real

numbers reported by a single individual (or a single centre). Benford's law states that in
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listing, tables of statistics, etc., the probability that the first digit will be a "I" is about 0.301,

rather than 0.11 as might be expected if all digits were equally likely. In general, the law

says that the probability of the first significant digit being a "D" is

This implies that a number in the data is more likely to begin with a smaller digit than a

larger digit.

This law requires that the data have a wide range, more than 3 orders of magnitude. It does

not apply to for example systolic blood pressures where the first digit has an entirely

different distribution. It has proved more useful in the detection of financial fraud and has

not yet been shown to be useful in medical research.

Plotting means against the variances for the variables of interest for different centres or for

different investigators may indicate that one of a set has a different pattern of results (14).

Autocorrelation (1) can be used to show the correlation with the immediately pnor

observation, then the observation two before, 3 before etc. These correlation coefficients can

be plotted to see the relation between observations as a function of sequence of entry to the

trial. If the data do not hold the property of independence and there is much dependence

between successive observations, the autocorrelations will be large. This shows problems

because human beings cannot invent truly random number.

Some fraud only becomes apparent when two variables are compared. It is more difficult for

someone generating fraudulent data to retain the nature of real data when viewed in two

dimensions and the relationships between variables tend to disappear (7). In the animal
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study, (9) the relationship between ventricle weight and dog weight was not as close in one

lab as in the other one and the relationship between infarct size and collateral blood flow to

the heart was even worse.

Alternatively, correlation coefficients in fabricated data sets can be greater than that found in

real data sets. Danesh and Kooshkghazi (17) aimed to study the characteristics of real and

fabricated data sets in term of the association between two variables. Two examples are

presented on two different settings: first, when there is high correlation coefficient between

variables (weight and height), second, when the variables are not correlated. (The authors'

example of the latter is birth weight and gestational age, which in fact are naturally

correlated). The outcomes from fabricated data sets were compared with the results from

two real data sets and with appropriate simulated data sets. The correlation coefficient in the

fabricated data was always higher than in the real one. The author wrote, "The results

indicate that high correlation coefficients can be considered as a potential sign of data

fabrication." This of course depends on good knowledge of what correlations occur in real

data.

One can check if a regression, which obtains as good a fit of a linear model to the data as

possible, makes biological sense. Finding association between variables as significant,

which are not thought to be biologically associated, may indicate problems with the data (7).

Plotting data values against time or the order in which they are entered on record forms, can

show trends in the data, which are consistent with non-random components. Bailey (9)

shows some graphs where the data collected by an individual extended over a time period

that included both genuine and invented data, and where the time periods when fraud

occurred stood out clearly.
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Chernoff faces are a method of visualizing multidimensional data (18). While Chernoff faces

provide an effective way of revealing rather complex relations not always visible from

simple correlations, it would not be feasible to produce such plots for each patient in large

studies. Star plots are another way of displaying multivariate data. They can accommodate

as many variables as necessary with equal emphasis. They illustrate the data by representing

each variable by a radial line of length proportional to the size of response, the ends of these

lines are joined, producing a star (13). Chernoff faces and star plots can give useful

indications of variation if used to plot mean responses for each centre and can reveal

unexpected patterns in the data.

It is also useful to look for the change in digit preference over time. A cumulative sum plot

can reveal if any change of investigator or invention of patient's readings after a certain time

point. The deviation from the straight line indicates the frequency is changing (13).

The examination of residuals is useful to look at influential or outlying observation. Plots of

residuals against subject sequance number may be checked. Bailey (9) showed such graphs

were particularly revealing.

The Mahalanobis distance is a measure of the distance of an observation of several variables

from a multivariate mean. The Mahalanobis distance is computed by standardizing the

variables of interest (subtracting the mean and dividing by the standard deviation), and

summing the squares of these standardized quantities for each individual. This distance

follows a chi-square distribution, approximately. It can detect multi-dimensional inliers

(values falling close to the multivariate mean) or multi-dimensional outliers (values falling

far from the multivariate mean). Evans (7) explains the use of the Mahalanobis distance for

a set of data to which two inliers have been added.
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Cluster analysis can be applied where there is a possibility that the results have been

obtained, for example, by splitting specimens from a single patient to generate several

samples supposedly from different patients. This can be done for several patients to obtain

larger numbers of patients (1,6). Cluster analysis can then show that these apparently

different patients are too similar to one another. This can only demonstrate misconduct when

genuine duplicate observations are also available.

Discriminant analysis and can be used to explore the data and possibly detect outlying sites

(6) specifically, it would not be expecting observations to differ between sites other than

through the play of chance. Although these authors mentioned this technique, they did not

give details about its use for detection or confirmation of fraud. Table 4.1 summaries these

techniques.

133



Table 4.1 The nature of fraudulent data and the technique to detect it

Nature of fraudulent data How to detect

Outliers

Terminal digit preference

First digit preference

Shape of the data

Change in digit preference over time

Dependence between successive observations

Different pattern between groups

Inconsistent relationships

Trends in the data (non-random)

Influential observation

Multivariate (inliers or outliers)

Unexpected pattern in multivariate data

Duplicated data

The range

Stem and leaf
Histogram

Benford's law

Histogram
kurtosis

Cumulative sum plot

Autocorrelation

Plotting means vs variances
Cross tabulation

Correlation
Regression
Cross tabulation
Scatter plot
Residual plot

Plotting data values vs time

Residual plot

Mahalanobis distance
Discriminant analysis
Cluster analysis

Chernoff faces plot
Star plot

Cluster analysis
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4.3.2 Statistical tests to indicate fraud

The final digit (0-9) of any measurement with several significant digits tends to have a

uniform distribution. If digit preference is suspected, a chi square test can be used to

examine the uniformity (7,13). This test is also helpful in a comparison between genuine and

suspect data in terms of similarity of distribution. Examining the pattern of digit preference

by investigator in a multi-centre trial or by randomised treatment group can show

differences that, at the least, require further investigation.

Comparing the means of two groups using a t test in randomised trials at baseline is not

useful when a trial is truly randomised since any difference is certainly due to chance.

However, when fraud is suspected then use of t-tests or other comparisons can be indicative

of a problem (19). Statistically significant results using a Hest may be found when data have

been fabricated or falsified after randomisation (7).

The runs test can be used to decide if successive observations arise from a random process

and the consecutive values are independent of one another (1). A run is defined as a series of

increasing values or a series of decreasing values, or the number of successive values above

or below the median, and that is the length of the run. In a random data set, the probability

that the (N+ 1) th value is larger or smaller than the Nth value follows a binomial distribution

which forms the basis of the runs test.

4.4 Conclusion

Randomised controlled clinical trials are among the strongest designs of medical research

for making causal inference, and any misconduct undermines their validity.
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Since statistical techniques can be applied to fraudulent data, biostatisticians should be

involved in searching for such fraud. It has been suggested that exact statistical details of

how they are detected should not be widely published to avoid a rise in the complexity of

fraud (7), or giving those wishing to pervert science an opportunity to learn how to avoid

detection.

Many of the techniques described in this chapter identified general departures from genuine

data. Although, in some cases it is important to state that there can be a variety of

explanations other than fraud.

In the context of clinical trials, usually involving several centres, fabricated data from

particular centres are easier to detect. The unusual values or patterns in the data might be

compared across centres, investigators, treatment groups, or with previous studies. This can

be done in term of measures such as, variability, digit preference, histograms or the

relationship of various pairs of variables by the use of correlation, regression, scatter plot, or

cross tabulation (14).

Sometimes inspecting appropriate graphs could be more informative than applying statistical

techniques and tests (7,13).
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CHAPTERS

Statistical assessment of potentially fabricated data

5.1 Introduction

Most statistical analyses of clinical trials are undertaken on the presumption that the data are

genuine. Large accidental errors can be detected during data analysis (1,2) but it might be

assumed that falsification or fabrication of data would be done in a way that attempts to

conceal its false nature, with any large discrepancies being avoided. The previous chapter

showed that fraudulent data can have particular statistical features that are not evident in

genuine data containing accidental errors and a number of analytic methods have been

discussed to detect fraud in clinical trials (3,4).

Techniques among those discussed in Chapter 4 are applied in this chapter, as appropriate,

to demonstrate fabrication in a set of data beyond reasonable doubt. In the literature, I have

found no application of statistical techniques on a real dataset.

Data are examined from two randomised controlled trials using analytical and graphical

techniques. In one trial, BM] referees had raised the possibility of scientific misconduct

based on inconsistencies in calculated P values compared with the means, standard

deviations, and sample sizes presented (5). For comparison, a second trial for which there

were no such concerns was analysed using the same methods.
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5.2 Trial!: The diet trial

The first trial, which will be referred to as "the diet trial", was a single blind randomised

controlled trial of the effects of a diet and vegetable enriched diet in 831 patients with

coronary heart disease, including patients with angina pectoris, myocardial infarction or

surrogate risk factors. Study participants were stated to be randomly allocated to the

intervention diet (Group I, N=415) or to the control group, which was the patient's usual diet

(Group C, N=416). The aim was to examine the effect of the intervention diet on risk factors

for coronary artery disease. After two years, according to dietary diaries, patients in Group I

received a higher percentage of calories from complex carbohydrates, had a higher

polyunsaturated to saturated fat ratio, a lower fat diet, a larger amount of soluble fibre and

antioxidant nutrients, and a lower saturated fat and cholesterol than Group C. Because of the

BM] reviewers' suspicions about the integrity of the data, the BM] requested the original

trial data. These were provided by the first author on hand-written sheets, which were then

computerised with appropriate checks to avoid transcription errors. The data are considered

in the two randomised groups at baseline, Group I Group C. I do not present data from two

years follow-up, because differences between groups could arise as a result of the

intervention. The variables analyzed are shown in Table 5.1, some of which are the results

of laboratory tests.
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Table 5.1 Variables studied from the diet trial

Height
Weight
Diastolic blood pressure (DBP)
Systolic blood pressure (SBP)
Cholesterol
Fasting blood glucose
Total cholesterol
Triglycerides
Energy
Total carbohydrates
Complex

Protein
Fat
Saturated fat
Fibre
Soluble fibre
Caffeine
Salt
Vitamin C
Carotene
Vitamin E
Vitamin A

5.3 Trial 2: The drug trial

The second trial, which will be referred to as "the drug trial", was a randomised controlled

trial of the effects of drug treatment in 21750 patients with mild hypertension from 31

centres. Five centres were randomly selected; these centres included 1047 patients, (centre 1,

N= 271), (centre 2, N= 174), (centre 3, N= 193), (centre 4, N= 210), and (centre 5, N= 199),

a number broadly comparable with the diet trial. Study participants were randomly allocated

to receive the drug (Group I, N=509) or a placebo (Group C, N=538). The aim of the trial as

a whole was to determine whether drug treatment reduced the occurrence of stroke, death

due to hypertension and coronary events in men and women aged 35-64 years, when

followed for 2 years. The drug trial data were provided by the trial investigators as computer

files. The data were sorted by the date of randomization. The data are presented by centres at

baseline and at two year follow up, (again data from the follow-up is not presented) using

the same notation as for the diet trial. The variables used in this study were those available

that were in common with the diet study. These are height, weight, systolic blood pressure

(SBP), diastolic blood pressure (DBP), and cholesterol. Further details of the methods and

results from that trial have been published (6).
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5.4 Statistical methods

This section attempts to address the question "Are there characteristics of the data in the diet

trial that are sufficiently "abnormal" to support the suspicion that they have been subject to

misconduct, including the possibility of being fabricated or falsified"? It attempts to assess

the strength of evidence in relation to this question.

It is believed that there was no misconduct in the drug trial, and that any unusual features of

the data from this trial are no more than would be expected from data collected in good faith

with reasonable attention to precision and accuracy. This should also show that some

unusual patterns of data are compatible with them nevertheless being genuine. In that sense,

the drug trial as a whole is used as a "Control".

5.4.1 Exploratory data analysis

The mean, median, mode, standard deviation (SD), the maximum and the minimum values

in the two sub-groups of the diet and the drug data set are shown in Table 5.2.
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Table 5.2 Mean, Median, Mode, SD, minimum and maximum for the two treatment
groups at baseline in the two trials

Diet Drug
Intervention Control Intervention Control

Height (ems)
Mean 165 165 162 163
Median 165 165 161 163
Mode 165 165 160 157
SD 6.9 3.93 9.34 9.38
Min 140 140 138 140
Max 179 178 190 188
Weight (kg)
Mean 65.74 65.59 69.95 70
Median 66 66 70 69
Mode 65 65 67 61
SD 7.89 7.64 11.54 12.35
Min 40 39 40 36
Max 87 85 111 120
Systolic blood pressure (mm Hg)
Mean 134.2 131.9 184.3 184.8
Median 130 130 184 184
Mode 130 130 186 180
SD 18.47 16.91 12.45 13.05
Min 100 100 160 160
Max 200 195 209 210
Diastolic blood pressure (mmHg)
Mean 86.5 86.7 91.6 91.5
Median 86 85 92 92
Mode 80 85 91 90
SD 9.98 9.17 10.99 11.56
Min 60 60 46 50
Max 112 120 114 117
Cholesterol (mmolfL)
Mean 5.46 5.44 6.68 6.58
Median 5.48 5.48 6.6 6.5
Mode 5.43 5.43 5.9 6.1
SD .351 .295 1.24 1.17
Min 4.53 2.95 3.6 3.7
Max 6.52 6 12 10.8

This table compares the two trials, and groups within the trials, for the five common

variables. The first noticeable difference between the two trials is that generally standard

deviations are smaller in the diet trial for the height and cholesterol measurements. This is

only weak evidence of something unusual since trials can differ markedly in the participants

included. What is also notable is that there tends to be a difference between groups at
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baseline in the diet trial. This difference is sometimes in the average but also in the

variability. While such between-group differences are reasonable post-treatment there

should be no large differences between randomised groups within an ReT at baseline.

Fabricating data, without the aid of a computer, to have a certain degree of variability is

inherently more difficult.

5.4.2 Statistical tests

5.4.2.1 Comparison of means & variances between randomised
groups at baseline

It is not recommended to carry out statistical significance tests at baseline in randomised

trials, since in a truly randomised trial any baseline imbalance is simply due to chance. Some

significant differences (about 1 in 20) will occur. However where misconduct is suspected,

then such tests can be used to demonstrate misconduct. Even if there can be slight

differences in means, it would be unusual to see more than 1 in 20 of these to be significant

at P<0.05 and very rare to see several tests or single tests with extremely low P values. The

same argument would apply to comparisons of the variability. Technically, the tests for

equality of variability use the variance- the square of the standard deviation. Table 5.3

shows for each trial the results of statistical significance tests for differences in means and

also in variances between the intervention and control groups at baseline for all variables.

Statistically significant results are shaded in grey.
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In the drug trial, none of the baseline means and none of the baseline variances showed

statistically significant differences between the two groups. In contrast, the diet trial shows

highly significant differences in variances for 16 of the 22 variables and highly significant

differences in means for 10 variables. Several of these P values are quite extraordinarily

small. This is simply very implausible in the context of genuine data from a randomised

trial. The expectation is that about 5% of such comparisons would have P<0.05, and

extremely small P values should not occur. The differences in means might occur if there

had been some subversion of the randomization process to obtain a desired result. It is very

unlikely indeed that this would translate into a difference in variance in the way that has

happened here. The extent of this non-homogeneity between the two randomised groups for

so many different factors seems to be explicable only if the data were invented using

different people to invent the intervention and control groups.

5.4.2.2 Chi squared test of the final digit

This chi-squared test can be used to test goodness-of-fit to a hypothesised distribution. The

final digit of any measurement such as blood pressure will reflect the measurement process.

Checking digit preference, especially terminal digit preference that may be expected to have

a uniform distribution (see section 4.3.1).

The null hypothesis is that the data come from a uniform distribution - the last digits are all

equally likely. The calculated values of l,with their associated probability (P) are shown in

Table 5.4 for all variables for the two datasets.
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Table 5.4 "l value (with P value) for the final digit at the baseline in the diet and drug
trials

Diet trial Drug trial
Chi-square (P) Chi-square (P)
Intervention Control Intervention Control

Height 289.6 (4xlO·s7) 297.5(9xlO·)Y)

Weight 128 (4x 10.23) 23 (0.00655) 4.654 (.863) 6.796 (.658)

SBP 1796 (U) 1470 (U) 6.972 (.640) 12.929 (.166)

DBP 763 (2xl0·15s) 820 (9.7x10·171) 12.669 (.178) 15.160 (.087)

Cholesterol 554 (2xl0·113) 430 (6xlO·s7) 14.756 (.098) 5.306 (.807)

Fasting blood glucose 478 (4xlO·97) 538 (5x 10.110)

Total cholesterol 1053 (6xlO·221) 1522 (U)

Triglycerides 642 (2xlO·132) 963 (2X1O·2OI)

Energy 2151 (U) 2630 (U)

Total carbohydrates 207 (lx1O·39) 927 (7xl0·194)

Complex 231 (lxl0·44) 939 (3xlO·196)

Protein 54 (2x1O·s) 251 (5xl0-49)

Fat 229 (2x 10-44) 437 (2x1O·ss)

Saturated fat 123 (4x10·22) 98 (4X1O·17)

Fibre 263 (2xl0·51) 1127 (9X1O·237)

Soluble fibre 273 (lxl0·53) 1086 (6xl0-22s)

Caffeine 613 (3X1O·126) 694 (lx1O·143)

Salt 288 (9X1O·57) 301 (2x 10-59)

Vitamin C 304 (5xlO·6O) 411 (6x1O·S3)

Carotene 1470 (U) 1156 (5X1O·243)

Vitamin E 118 (3xlO·21) 101 (8xlO·ls)

Vitamin A 705 (6X1O·146) 799 (3xlO·166)

(Chi-squared has 9 degrees of freedom)
U means that the p value is too small for calculation.

The chi-squared values are highly statistically significant for height (which therefore shows

strong digit preference) but not for any of the other measures in the drug trial, so there is no

evidence of digit preference for these other variables. For research purposes, to avoid digit

preference, a blood pressure measuring device known as a "Hawksley Random Zero

Sphygmomanometer" is often used, and was used in the drug trial. Thus, it is not surprising
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that this trial has no digit preference for blood pressure. In the diet trial, the digit preference

for blood pressure is marked, but this is definitely not evidence that any misconduct has

occurred. All of the chi-squared values are highly significant in this trial. This is not

surprising for blood pressure or possibly also weight, but is not expected for a lab test such

as cholesterol.

5.4.2.3 Chi squared test to compare the distribution of the final digit
between randomised groups

This test is for any difference in the distributions of final digit between the two randomised

groups in each trial. This is a test as to whether digit preference is the same in the two

groups created by randomization. If randomization has been properly carried out on real

data, then the null hypothesis for this test must by definition be true. This means that, even if

there is digit preference, this preference should be very similar in the two groups. In the drug

trial, Table 5.5, there are no significant differences between the two randomised groups in

terms of the final digit, even in height where there was marked digit preference in the

measure itself. However, for the diet trial, the final digit distributions are significantly

different between the intervention and the control group at baseline for all variables, except

for cholesterol, fasting blood glucose, energy, saturated fat, caffeine, carotene, and vitamin

A.
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Table 5.5 ·l value (with P value) for the final digit at the baseline in the diet and drug
trials between the two randomised groups

Diet trial Drug trial

Chi-square (P) df. Chi-square (P) df.

Height 3.44 (.944) 9

Weight 36 (3xl0-5) 9 9.24 (.418) 9

SBP 26 (0.00019) 6 9.15 (.423) 9

DBP 16 (0.046) 8 11.5 (.243) 9

Cholesterol 13 (0.182) 9 4.95 (.838) 9

Fasting blood glucose 12 (0.2) 9

Total cholesterol 46 (5xl0-7) 9

Trigl ycerides 48 (3xl0-7) 9

Energy 16 (0.064) 9

Total carbohydrates 154 (2xl0-28) 9

Complex 135 (l.4xlO-24) 9

Protein 43 (2xlO-6) 9

Fat 40 (6.4xl0-6) 9

Saturated fat 15 (0.08) 9

Fibre 157 (8x 10-3°) 8

Soluble fibre 175 (6.5xl0-33) 9

Caffeine 15 (0.059) 8

Salt 28.5 (0.001) 9

Vitamin C 18 (0.03) 9

Carotene 10 (0.266) 8

Vitamin E 20 (0.017) 9

Vitamin A 9.5 (0.4) 9
..

The degrees of freedom are less than 9 when one or more digits do not appear

These patterns in the data are indicative of a very serious problem. The drug trial results

show that even where digit preference occurs this is very similar between the groups. In the

diet trial, both the pattern of digit preference (digit preference occurring in lab test results)

and the fact that the digit preference pattern is markedly different between the groups

formed by randomization make it clear that the data are not set out in a way that is
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compatible with a truly randomised trial using real data. It is strong evidence of some form

of misconduct.

5.4.2.4 Test of runs above and below the median

The runs test is a non-parametric, distribution-free test, which, as applied here, tests for

consecutive values being randomly above or below the median. It is used to see if successive

values are related to one another. This often happens in economic data, but is rarer in

medical data. However, medical data can be subject to seasonal or other time-based

fluctuations so this test is not as clear evidence of misconduct as some other tests. What is

expected is that successive patients recorded as arriving in a trial will have random

fluctuations in the values of most variables. In carrying out the test, it is also assumed that

subjects are entered into the trial database either in their order of arrival and in some other

order not related to the value of any of the variables under consideration. This appears to be

a quite reasonable assumption as part of the null hypotheses. The values for the test and the

associated P value are shown in Table 5.6 for the diet and drug trials.
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Table 5.6 shows the results from the runs test indicating that the diet trial contains, In

virtually all instances, strong non-random sequences in the data. This test uses the trial data

in the numbered order in which it was provided to the BMJ, and counts how many

successive values are all either above or below the median. The data have not been sorted by

any of the variables, and whilst it would be possible for perhaps cholesterol to reflect at

baseline some serial relationship perhaps because diet were to be changing over time, this

would not be expected for baseline values of weight or height. There was some evidence of

non-random sequences for diastolic blood pressure in centre 1, height in centre 2, cholesterol

in centre 3, and weight in centre 4 in the drug trial.

5.4.3 Graphical techniques of data exploration

The manual process of generating fraudulent data is not likely to produce randomness from

one observation to the next. Four plots are now presented that are sensitive to such non-

randomness. It should be noted that these do not, by themselves, prove randomness or non-

randomness, but they can highlight patterns, outliers and relationships that appear to be non-

random. It is argued that any tendency for connection between observations for consecutive

participants in the data is unlikely to occur in genuine data, since there is no inherent

connection of one case to the next. In fabricating data, it is likely that the fabricator will be

unconsciously influenced in choosing each value by the values that have gone before. In

addition, the bivariate plot is also presented to provide a graphical display of the relationship

between two variables.
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5.4.3.1 The histogram for final digit

The histogram plots for the final digits that occur in the measurements of each variable are

shown in Figure S.la. One expects there to be an even distribution of the 10 digits, although

preference for zero and five is common and does not necessary indicate any malpractice.
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The histograms for the drug trial do not show any particular pattern. Chi-squared tests of

equal numbers of each digit were presented in section 5.4.2.2 and were non-significant. For

the diet trial, the results are very different. For weight in the intervention group, digit 1, 3, 4

and 9 are appeared with low frequencies. In systolic blood pressure and diastolic blood

pressure, a clear preference for zero and five and very low frequencies for the even digits

were noticed. However, digits 1, 3, 7, and 9 were almost absent. For cholesterol, digit

preference for 0, 2, 5, 6, and 8 in both groups with low but varying occurrences for the other

digits were seen. These findings are difficult to explain in detail, but are consistent with

fabrication by more than one person, say two with one choosing only zero and five and the

other choosing all digits. Weight also shows considerable irregularity.

5.4.3.2 The run sequence plot

The run sequence plot is a graph of each observation against its position in the sequence of

the data values. It is used to show a random pattern in the data; it is similar to and could give

the same conclusions as the run test. Figure 5.2a, below shows the run sequences for the

intervention and control group at baseline in diet trial; they appear in patient number order.

Patient number is allocated sequentially as patients enter the trial. Figure 5.2b shows the run

sequences in each centre in drug trial, in this trial, there was no sequence order for each

patient; the data was sorted by centres and date of randomisation.
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Figure S.2b Run sequence plots for each centre at baseline in the drug trial
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The results from the diet trial show trends over part of the range, that are not present in the

drug trial in all centres. There are upward, downward or cyclical trends for the diet trial data.

These irregularities are consistent with definite non-random components and are absent from

the drug trial.
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5.4.3.3 The lag plot

The lag plot is a scatter plot of each observation against the previous observation. Random

data in terms of relation between successive observations, and inclusion in a trial is

generally a random process, should not exhibit any identifiable structure in the lag plot. The

lag plots is shown for the weight, systolic blood pressure, diastolic blood pressure, and

cholesterol measurements in Figure 5.3a for the intervention and control groups in the diet

trial and Figure 5.3b for the same variables for centre 1 in the drug trial. The correlation

coefficient and the significance level for all variables and all centres in the diet and drug

trials are shown in Table 5.7.
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Figure 5.3b Lag plots for centre 1 at baseline in the drug trial
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Non-random structures in the lag plots indicate that the underlying data show first order

autocorrelation, where each value is correlated with the previous participant's value. These

serial connections in the values should not occur in genuine data (where the case order

should be effectively random). Figure 5.2a shows distinct positive autocorrelation in the diet

trial, a good indication of non-randomness. While one or two variables might show some

serial correlation, as with the drug trial, what is unusual is that so many of the variables

show this effect, and the probability that the different variables show such an effect when

they should be independent is so incredibly small that it could not have arisen by chance.

5.4.3.4 The autocorrelation plot

Autocorrelation occurs when an observation is, in some part, determined by the preceding

observations. This is a very common kind of non-randomness and extends the results from

the runs test and Figure 5.3 to all spacing between values, called lags. If the lag is one, the

first observation is compared to the second, the second with the third and so on; if the lag is

two the first observation is compared to the third, the second with the fourth and so on. The

autocorrelation plot below for the first hundred lags (Figure 5.4a) suggests that the data in

diet trial are not random. The limits in these plots, denoted by horizontal lines, give a 95%

range within which the calculated correlation coefficients should lie, given no underlying

autocorrelation. For diet trial, most of the values are out of control (outside the limit) with

many of the autocorrelations too large. This indicates that the data do not hold the property

of independence, as there is much dependence between successive observations for this trial.

No such discrepancy is seen for the drug trial, for instance, centre 1 Figure 5.4b.
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Figure S.4b Autocorrelation plots for centre 1 at baseline in the drug trial for the
first 100 lags
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5.4.3.5 The scatter plot

The scatter plot is a plot of the values of one variable versus the corresponding values of

the other one, with one point per subject. It reveals the relationship or association

between two variables. Here, the relationship between height and weight are explored in

the two trials. In general, height and weight are related; with taller people tending to be

heavier than shorter people. The relationship is not perfect; people of the same height

vary in weight. The scatter plots below (Figure 5.5) shows the relationships between

height and weight values in the diet and drug trials. The pattern clearly shows a positive

relationship, height and weight tend to go up and down together in the two trials;

however, the correlation coefficient in the drug trial is stronger and this stronger

relationship between the two variables in the drug trial is clearly seen in the diagram. A

linear relationship can be seen in both but it is stronger and much more definite in the

drug trial; in the diet trial, the relationship is patchy and weaker for lower heights.
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5.5 Discussion

Every examination of the data from the diet trial is consistent with some form of

misconduct. Parallel examination of data from the drug trial does not show any hint of

misconduct, or unusual or unexpected features that would lead to a suspicion of

misconduct.

One strength of the comparison is that the drug trial was multi-centre and for some of the

tests, five of the centres were compared separately with the diet trial. A potential

weakness was that, the admission order number could not be obtained for each patient in

the drug trial, thus it has been assumed that the patients' enrolment to this study was as

the date of randomisation.

The first absolutely definite conclusion drawn from the fact that the means and variances

(standard deviations) in the diet trial are so different between the groups for so many

variables at baseline which means that the trial cannot have been randomised in any

normal sense of the word. It is not a randomised controlled trial (ReT). There is no

explanation of the pattern seen that is compatible with a true ReT.

The fact that so many different variables have such high correlations between successive

observations makes it extremely unlikely that the data arise from a genuine study and

they add to the suspicion of misconduct. The difference in digit preference between the

groups adds strongly to the evidence also that this is not an ReT. If this is not an ReT,

the question is how the data arose.

A possibility is that the randomization processes was subverted, but the data themselves

were genuine. If this was so, one expects consistency in the mean and variance between

the groups. Here highly significant differences in variance are found, but none in the

mean for height, SBP, DBP, cholesterol, fasting blood glucose, triglycerides, and salt but
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highly significant differences in both (variance and mean) for complex, protein, fat,

saturated fat, fibre, soluble fibre, carotene, vitamin E, and vitamin A. There is also a

significant difference in the mean but not in the variance for vitamin C. More consistent

differences would have been expected if there were a tendency to put for example;

higher blood pressures into one group, at least among variables correlated with blood

pressure.

However, the different patterns of digit preference are not compatible with subversion of

the randomization process to put patients at say, high risk, into one group but not the

other alone. These patterns of digit preference could be compatible with one person

recording the data for one treatment group and another person recording the data for the

other group. If the allocation of cases was not concealed from the person reading data at

the time of data collection, and the two groups were recorded separately, and if only the

digit preference differed, this might be an explanation; the person recording the data

could be different for each group and then they applied their own rounding

idiosyncrasies to the results as written down. Thus, one explanation to suggest that

randomization was simply subverted to alter means is incompatible with another

explanation to suggest that innocent errors in rounding occurred differentially between

groups.

It has been shown that statistical techniques work and show fraud in this dataset.

Therefore, it could be used for other data on suspicion of fraud. It is important to

remember that these statistical techniques may not work if the fraudster uses computer

based methods for making up data and with technical expertise.
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CHAPTER6

Discussion

6.1 Overview

A consensus statement developed at a UK Consensus Conference on Misconduct in

Biomedical Research, organised by the Royal College of Physicians of Edinburgh,

defined research misconduct as "behaviour by a researcher, intentional or not, that falls

short of good ethical and scientific standards" (1). The definition of research misconduct

should not be restricted to fabrication or falsification of data. It should cover the whole

range of research misconduct.

A high standard of medical research practice, which includes integrity, honour, and

truthfulness, is essential if public confidence is to be guaranteed. Misconduct is a

potential problem in medical research, leading to the possibility of patients being given

useless or ineffective treatment, or even denied effective treatment. Any case of

misconduct, fraud or corruption of scientific records reduces public trust, leads to false

conclusions and causes frustration to careful and honest workers

A preliminary search of PubMed database was carried out to explore the types of

misconduct found in clinical trials and reported in the scientific literature from January

2000 to July 2003. 'Clinical trials' AND 'scientific misconduct' were used as keywords.

The data were broken down into types of scientific misconduct, showing that data

fabrication and falsification were two of the most reported findings.

This small sample of papers provided insufficient information of general frequency or

impact of the misconduct reported. The papers also tended to focus on specific instances
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of misconduct and a more general discussion of types of misconduct, their importance

and relative frequency was lacking. In order to assess the types of misconduct likely to

distort the results of clinical trials and likely to occur, it was therefore decided to conduct

a Delphi survey, soliciting opinions from experts in clinical trials through questionnaires.

I considered the most important types of misconduct to be those believed to distort trial

results and occur most commonly. My results show that >50% of experts suggested that

the opportunistic use of the play of chance principally (inappropriate sub-group analyses)

and the selective reporting of outcomes are the most important types of misconduct. The

results from the Delphi survey were considered as a determinant of the direction of the

research reported in later chapters.

Any action to prevent the occurrence of such types of misconduct should address the

issues of selective reporting of the results of clinical trials and the opportunistic use of

the play of chance. All primary and secondary outcomes should be pre-defined clearly in

the protocol and reported completely. Full details of the plan of sub-group analyses need

to be justified and written up in the protocols. Any sub-group analyses reported without

pre-specification in the protocol would need supporting evidence within the publication

to justify them.

To examine the extent and nature of selective reporting and how sub-group analyses

were described in protocols of clinical trials, and then how they were reported, forty-

eight protocols of randomised controlled trials were reviewed using information

available on The Lancet website in July 2004. Additionally, publications of thirty

protocols were reviewed alongside the protocols.

A clear definition of the primary and secondary outcomes in the protocols was an

important problem encountered. Selective reporting of primary and secondary outcomes
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and subgroup analyses in the publication of the thirty trials was also very common. In

17%, 73% and 50% of the trials, at least one primary, secondary or subgroup analysis

was unreported. Most of the randomised controlled trials' protocols provided unclear

information on subgroup analyses. There was noticeable deviation from the protocols in

most of the corresponding publications. More primary outcomes appeared in the reports

compared to the protocols (60 versus 51) and less secondary outcomes (93 versus 133).

Although the experts in clinical trial methodology involved in the Delphi survey believed

that fabrication and falsification of data (fraud) are uncommon, there was consensus that,

if it does occur, the findings are highly likely to be distorted. As I mentioned in chapter

1, a result from a survey (2) showed that 0.3% of US scientists funded by NIH, confessed

that they had falsified or 'cooked' research data and almost every seventh (15.3%)

indicated that they dropped observations or data points from analysis based on a gut

feeling. Therefore, there are no guarantees that fraud will not occur and there is a case

for biostatisticians to investigate methods of fraud detection on a more routine basis. A

systematic review of statistical techniques for fraud detection was therefore conducted.

A number of techniques emerged from the review, some of which were applied in the

context of fraud detection. However, several techniques were presented in the literature

without examples or references to how they could be applied in practice.

Analytical and graphical techniques were then applied to data from two randomised

controlled trials to demonstrate fabrication of data, one of which had already raised

suspicion among reviewers, and every examination of data from it was consistent with

some form of misconduct. In contrast, when the same techniques were applied to the

other data, there was no hint of any unusual or unexpected features.
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6.2 Selective reporting versus fraud

Selective reporting was considered by the experts in the Delphi survey to be potentially

distorting of the trial results and a very common issue. The experts' view was confirmed

by the finding from reviewing the Lancet protocols and corresponding publications. It is

rare to find reports from clinical trials which do not contain selective reporting of

findings. Such practice seems to be universally accepted by investigators, editors and

readers and sometimes even considered within the science culture's nature (3). In

contrast, deliberate fabrication or falsification of data would never be acceptable and no

one would condone a study where fraud could happen as a part of its process.

The exact prevalence of selective reporting in clinical trials is unknown. Many authors

try to highlight positive findings and downplay negative outcomes, in order to make their

manuscripts more interesting and increase their chance of publication. Under-reporting

of non-significant findings make the significant ones seem superior, which introduces a

distortion in the final picture. One may expect around one in twenty comparisons to be

statistically significant at 5% level by chance alone. If the significant one is the only one

reported and the other 19 (non-significant) are not, the reader is misled.

Not reporting all the outcomes also has potential consequences for the patients and

wastes of limited resources. When an ineffective intervention is falsely reported as

effective (by chance), it can lead to patients receiving the ineffective treatment and being

denied an effective one.

Overestimating the efficacy of the new intervention causes a problem; as the new

interventions are usually more expensive than the conventional once, this would increase

the cost of therapy without corresponding enhancement in the outcome.
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Fraud (data fabrication and data falsification) perhaps is the extreme type of scientific

misconduct. It is a severe public offence, but probably an uncommon one. The real

problem is that if all or most of the data of a research project have been fabricated or

falsified which would affect the conclusion from that research. Then the literature could

be build upon what has been falsely reported. The problem in clinical trials is worsened

because of the potential harm to patients, who may be recommended treatments

incorrectly.

If a scientist is found to have committed fraud in one study, all the data in his Iher work

may be fraudulent. Researchers and systematic reviewers need to know about all that

scientist's work.

The diet trial data by Dr Ram B Singh in Chapter 5, which was confirmed to be

fraudulent is similar to the one used for the analysis and published in the Lancet in 2002

(4) by the same author. This study was a randomised controlled trial on the effects of an

Indo-Mediterranean diet on the progression of coronary artery disease in high-risk

patients. One of its findings was that an Indo-Mediterranean diet rich in a-linolenic acid

might be more effective in primary and secondary prevention of coronary artery disease

than the conventional prudent diet. Since the publication of this trial, much has been

written on the benefits of the Mediterranean diets. This study has been cited 26 times,

including in guidelines, and its lead author went on to publish many papers in other

journals. Regardless of the final decision on the paper, there is doubt about its claim

regarding the potential benefit of the dietary measures was tested.

In multi-centre clinical trials, if the data in one centre with few patients are fraudulent,

this is not of extreme concern because of the small number, so these data would be

unlikely to affect the conclusion.
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The relative magnitude of the effect of selective reporting or fraud in clinical trials

depends on the number of studies where fraud has taken place and the number of studies

where there has been selective reporting of outcomes or sub-groups analysis, without

adequate description and appropriate statistical analysis.

I conclude that both types of misconduct, selective reporting and fraud, can undermine

the conclusion of a trial and its impact in the literature. Persons who carry out fraud

strongly hope that the fraud goes unnoticed. On the other hand, selective reporters in

general have no hesitation in practicing this or in hiding what they do. A general level of

tolerance of selective reporting leads to it occurring frequently and generally being

scientifically accepted. In my opinion, selective reporting has introduced a greater

problem than fraud due to its frequency of occurrence. Hence, I believe that a specific

system should be adopted to control selective reporting in publication of clinical trials.

6.3 Some proposed issues to control inappropriate sub-group
analyses and selective reporting in clinical trials

The placing of study protocols in the public domain has been discussed (5,6-8). This

might help to deal with issues of discrepancy between protocols and published reports.

Comparing what was originally planned and what was actually done at the time of a

journal review of a submitted report, to check the deviation would then be possible for

any independent investigator. The findings from this study supported the findings from

the previous ones (5,9), which demonstrated major discrepancies between trial protocols

and subsequent publications. They also showed that selective reporting of outcomes in

published randomized controlled trials is common. It is worth noting that this occurred

even with the protocols listed in the Lancet. However, the full protocols were not in the

public domain, just brief summaries of accepted protocols were on the web and authors'
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consent was needed to access them. Placing only protocol summaries in the public

domain is not a sufficient solution to the problem.

A stipulation that authors must submit trial protocols at the time of manuscript

submission does not completely address the problem of selective reporting and

inappropriate sub-group analysis, since authors could alter the protocol before this

submission.

Guidelines and recommendations for the design, analysis, interpretation and reporting of

sub-group analyses have been proposed (10,11). However, it seems that these guidelines

are not being implemented and many researchers fail to appreciate them and fail to report

their studies adequately.

A new system has been proposed (12) to improve the quantity and quality of reporting of

clinical trial results. This proposes that a systematic review of the evidence supporting

the need for the trial is prepared and placed on the Web. After registration of the trial, the

full trial protocol based on the conclusion of the review would also be posted on the

Web. The statistical analysis plan in the protocol would be pre-specified and pre-

programmed. When data collection is completed, the dataset would be uploaded and the

analyses run. The results are placed in the public domain (on the Web) for comments.

Results from this analysis will be added to the systematic review. Anybody can comment

online on the trial design and contribute toward appropriate analysis of the results.

Journal publications would be concerned commentary on the systematic review which

now includes the trial results.

This system could eliminate bias of individual trial results, as only the pre-specified

analyses are run. However, it would expose the idea and the design of the trial before it is

finished, which might raise problems of confidentiality. Currently assessment of the
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publication of clinical trials requires peer reviewers, who are not involved in this system.

More groundwork is needed before this proposal can be seriously implemented.

Despite these suggestions, selective reporting of research results and inappropriate sub-

group analysis still exist. This problem would be considerably reduced if primary and

secondary outcomes and sub-group analysis are defined clearly in the protocol (which

was not the case in most of the Lancet protocols), if all findings are reported in full, and

if subgroup analysis is carried out adequately. My suggestion to achieve this starts

making improvements in the quality of the protocols of randomized controlled trials, by

posing full protocols on the web as described below.

Electronic submission of protocols of randomised clinical trials

With these considerations in mind, I suggest that the procedure of publishing clinical

trial results should take place in three primary steps.

The first is trial registration. The second is the electronic submission of the clinical trial

protocol, and the third and last step is the electronic submission of results.

The International Committee of Medical Journal Editors (ICMJE) has proposed

comprehensive registration of clinical trials at the time of their conception (13).

Registration of trials can help anyone with an interest in an area of medical practice find

information about every clinical trial in this area. A minimum registration information

data set includes 20 items. Registration information will be considered inadequate if it

has missing items or items that contain uninformative terminology.

The second step is the most important. Web-based submission of the protocols of clinical

trials has been suggested (14) to overcome the space constraints in printed journals.

However, a more efficient and detailed web-based submission of protocols could be very
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important to ensure reliability and consistency in conducting the trials throughout.

Prominent journals should adapt a standard form for submitting a full web-based

protocol and post it on their website. Investigators would decide the journal in which

they want to submit their protocol and then to publish the manuscript of the results from

that study. A further restriction is that the submission of protocols must be online only.

Neither protocols submitted by fax nor by post would be accepted. The online

submission of protocols would oblige the investigator to provide a complete protocol.

An accepted protocol must contain all information about the trial. All fields of the

standardized form should be completed by the investigator. The system would reject the

submission of incomplete forms, and request the completion of missing data in fields.

Moreover, when entering the number of primary and secondary outcomes, and the

number of subgroup analyses, the system would generate a fixed number of input fields,

equal to the number of outcomes or subgroups provided by the investigator earlier in the

form. For example, if the investigator reported 3 secondary outcomes, the system would

automatically create 3 input fields to be filled in with the associated outcome. By this

strategy, the investigator would be committed to the exact number of primary, secondary

outcomes and sub-group analyses. Once the form is completed, the system generates

dummy table for the results to be filled in after the trial is completed. The protocol would

be reviewed by the journal and then stored in a confidential and secure third-party

repository.

It would be possible to publish a summary of the protocol while the trial is being

conducted. The investigator would be allowed to modify the protocol within a set time

before the data collection. When this time has expired, no modification would be

allowed.
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The third and final step of the publishing process takes place after the trial is completed,

is results submission. At this stage, the protocol is released on the Web, and is used in

the reviewing process for the paper report.

Such a regime could be enforced by a requirement among prominent journals and/or by

regulatory agencies (for drug trials), who are able to refuse publication or licensing to

non-compliers. General research about the feasibility of these innovations is needed. The

proposal would only work if there is strong consensus among journal editors and

reviewers. Such a radical change may need further evidence on its acceptability and

practicality to support it.

6.4 Strengthsandweaknesses

Different types of scientific misconduct in medical research are discussed in the

literature. Unfortunately, the full extent of the problem of scientific misconduct in

medical research is not easy to identify. After all, perpetrators of fraud will usually try to

conceal their activities. Even so, it is difficult either to set out comprehensive and precise

definitions of scientific misconduct or details about the prevalence of misconduct, and its

impact on the scientific literature. Thus, much discussion to assess this problem has

taken place (15-17), but it is fair to say that a focussed consensus has not really emerged.

This research considered what types of misconduct were stated by the experts in clinical

trials as being important (Delphi survey).

There are some strengths and limitations of the use of the Delphi technique. Delphi has

three important strengths. The first is anonymity and separation: the Delphi technique

brings out participants' opinions without bringing them physically together. It also

avoids the expense and inconvenience of travelling to and from meetings. Thus, it

reduces the effect of dominant individuals and allows the group to share responsibility.
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Secondly, it allows individuals with the appropriate knowledge in the content area to

have different perspectives and points of view, thus providing a flexible way for

individuals to approach difficult questions and solve complex problems (18). Thirdly, the

statistical analysis of group responses ensures that each expert's opinion contributes to

the final response that eventually provides the outcome. These three features of the

Delphi technique make it a useful procedure for developing consensus and finding out

whether there is enough common ground for claiming the generality of the consensus.

The Delphi also has three limitations. The first is a lack of agreement regarding the size

of the panel. However, the use of participants who have knowledge and an interest in the

topic may help to increase content validity. Secondly, there is no evidence that results

obtained though this technique may be reproducible, or how often non-response (round

by round) may occur during the study before it jeopardises the validity of results. The

third limitation of the Delphi technique is that the meaning of consensus is undecided. A

universally agreed consensus mark does not exist, and indeed is often cited as a major

deficiency in studies using the technique (19). However, the final round will usually

show convergence of opinion (20). Consensus levels can fluctuate between 51% and

80% (21). Other authors suggest that the stability of the response through the different

rounds is a more reliable indicator of consensus than a percentage agreement at the end

(22).

Depth and more strength were added in the review of the protocols accepted by the

Lancet and comparisons between the protocols and the published papers. By comparing

the protocols with the published reports, a deficiency was demonstrated, firstly in the

definition of primary and secondary outcomes and sub-group analyses (in which there

was a lack of information) and subsequently, in that most of the published reports had

inadequate reporting of such outcomes. The inadequate specification of sub-group
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analysis in many protocols and also the mismatch between protocols and final reports

shows that the proposition that protocol review will reduce the problem of inappropriate

sub-group analysis needs to be explored further.

The final part of this research demonstrates how statistical techniques can be applied to

detect fraudulent data, when patients' records are available. However, it would be

difficult to detect data fabricated using computers to generate the data under a

sufficiently specified model. This implies that detection of fraud should include

inspection of sampled individual patient records or even access to the patients

themselves. This is unlikely to be a realistic option, but it could be an argument for

authors being asked to state that a minimum percentage of raw data and patient files have

been assessed, for quality assurance of the data.

The comparison between randomised groups at baseline, which in general does not

strictly need be conducted in a randomised controlled trial, can reveal unexpected

features in the data. Our research carried out into the diet trials yielded some unexpected

results. Therefore, it is pertinent to report, either that the tests on the baseline had been

carried out and were not significant (thereby confirming that the randomisation

succeeded), or that there were features in the baseline measures that needed to be

explained or adjusted in the analyses.

6.5 Conclusions

In conclusion, this thesis has examined three types of misconduct: inappropriate sub-

group analysis, selective reporting of outcomes, and data fabrication and falsification.

The experts who participated in the Delphi survey emphasised that inappropriate

subgroups and selective reporting are very common and are the main source of distortion

of conclusions from trials.

210



The evidence here shows that inadequate specification of sub-group analyses and unclear

definition of the primary and secondary outcomes appears in supposedly high quality

protocols. In the final reports of the trials in the Lancet protocols, which were peer

reviewed for publication, inappropriate sub-group analysis and selective reporting did

occur. Discrepancies between protocols and published reports were also common.

On the subject of fraud, a range of statistical techniques to detect fraud was listed and a

selection of these was applied to a real dataset, and fraud was confirmed. Nevertheless,

with suitable expertise, the use of computer techniques to fabricate data and with

knowledge of the statistical techniques used for detection, a technically competent

fraudster may be able to escape this route of detection. One might ask if these techniques

to detect fraud could be routinely applied. However, I would recommend applying

fraudulence tests sparingly, since routine use might lead to more sophisticated data

simulation by fraudsters.

It is important to bear in mind that if these techniques indicate severe discrepancies, then

the evidence for fraud is very strong. But, strictly speaking, will be conclusive only if

other explanations cannot be ruled out.

6.6 Future Research

Following on from this thesis, comparison between pharmaceutical industry trials and

academic trials, in terms of reporting sub-group analyses and selective reporting, would

be interesting. For these trials, it would be useful to investigate the published reports,

noting if a statistician were included as an author or member of the writing committee. It

would be of interest to examine whether the input of a statistician improved the quality

of the protocol, the analyses and the reporting.
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The impact of a paper with flaws due to fraud or due to selective reporting can be

assessed by how often its results are cited and used. In the case of the Singh trial, I

looked to see how often it was quoted. One could take this further to see if the results

influenced clinical guidelines when they were based on stated evidence.

A more complete exercise beyond the scope of this thesis, can be envisaged for selective

reporting of outcomes. A suitably large sample of trial reports would be reviewed where

results are based on sub-groups analyses or on reporting of more than one outcome.

Reports where these are found would be assessed for the likelihood that the conclusion

could be unreliable because of these aspects. The extent to which each report has been

cited and to which it has been incorporated in systematic reviews would be evaluated.

The importance given to it when cited and in systematic reviews, and how far this

importance rests on selectively reported results, would be evaluated.

An alternative study might be to go back from the National Institute for Health and

Clinical Excellence (NICE) guidelines and see how much the influence of specific

studies on these guidelines could have been attributed to subgroups results.

A similar study to the first proposed above could be carried out for reports where fraud

has been confirmed or is strongly suggested. However, fraud is concealed whereas

selective reporting generally is not (or is less commonly concealed) and this means that a

representative conclusion cannot be drawn.

It would also be of interest to examine further the extent to which fabricated trial data

could be detected by statistical testing. To obtain a dataset that included realistic amounts

of fabricated data, clinicians or statisticians could be provided with an existing dataset

from a multi-centre trial and invited to fabricate the data for one or a few additional,

imaginary centres. The statistical techniques outlined in Chapter 4 might then be applied
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to this dataset to detect any suspicious data. This approach might provide further insights

into the ability of statistical tests to detect fabricated data.
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Please rate on a S-point scale (1 = very UN-likely .....•....... 5 = very likely)

STAGE 1:DESIGN Likelihood Likelihood to
to occur distort the result

1 Biased literature review

2
Fabricating references so that there looks to be a good case for a

trial

3
Fabricating clinical uncertainty so that there looks to be a good

case for a trial

4 Insufficient funds to conduct trial properly

5 Lack of trial design experience

6 Unnecessarily complex trial procedures

7 Failure to specify in the protocol the main outcome measure

Submissions to ethics committees that do not describe all trial
8

procedures

9 Failure to obtain ethics committee approval

10 Non-independent Data Monitoring Committee

11 Inappropriate methods for determining sample size

12 Designing of studies with inadequate power

13 Inappropriate or ambiguous inclusion and exclusion criteria

14
Asking participants to agree to randomisation in the absence of

equipoise

15 Trial seeks to answer unimportant question

16 Use of a cross-over where carry-over is expected

17 Inappropriate use of 'equivalence' or 'non-inferiority designs'

18 Failure to use random allocation

19 Use of an unethical control group or intervention group

20 Intentional use of non-optimum comparison treatment

21 Use of placebo as comparison when other treatments exist

22 Inadequate allocation concealment

23 Lack of centralised follow-up

24
Failure to employ evidence-based methods to minimise loss to

follow-up

25 Different follow-up schedules in arms

26
Data collection forms designed to collect data that could never

be analysed

27 Inadequate blinding of outcome assessment

217



28 Failure to anonymise case report form

In an equivalence trial, choice of an inappropriate outcome
29

measure

30 Inappropriate timing of measurement of treatment effects

31 Precision of measurement is avoided in an equivalence trial

32 Centres chosen to optimise estimated treatment effects

Failure to collect information on all clinically relevant end
33

points

34 Failure to follow good clinical practice

Failure to use methods eg.(minimisation) to reduce chance
35

imbalance
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Please rate on a 5-point scale (1 = very UN-likely 5 = very likely)

STAGE 2: CONDUCT
Likelihood Likelihood to
to occur distort the result

1 Lack of quality control mechanisms

2 Inexperienced investigators

3 Understaffing

4 Insufficient support for training and supervision

5 Improper consent procedures

6 Failure to obtain informed consent (if required)

7 Including patients who are unlikely to benefit when there are
known harms

8 Exerting too much pressure or giving excessive incentives for
recruitment

9 Fail to monitor adherence to inclusion and exclusion criteria

10 Non inclusion of eligible patients particularly when
randomisation is possible

11 Non third-party randomisation

12 Excessive data collection

13 Allow (some or all) centres to depart from protocol

14 Inconsistency of protocol adherence among centres

15 Post-hoc changes in protocol

16 Failure to have In place appropriate system for data
monitoring

17 Failure to use statistical methods to monitor data overall

18 Selective withdrawals on basis of knowledge of allocation

19 Treatment recognition in blinded trials

20 Tampering with treatment packs so as to un-blind allocation

21 Excessive financial rewards for following up patients

22 Not achieving 100% follow-up

23 Early termination of individual centre participation

24 Failure to ensure security confidentiality of data

25 Failure to apply advance data management systems

26 Modifying clinical data to meet eligibility criteria

27 Data falsification

28 Data fabrication

29 Failure to document and backup trial data

30 Inadequate procedures for handling data (e.g. forms lost in
post)
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Please rate on a 5-point scale (1 = very UN-likely 5 = very likely)

STAGE 3: ANALYSIS Likelihood Likelihood to
to occur distort the result

1 Fail to specify a reasonable analysis plan in advance

2 Ignore outliers

3 Selective exclusion of "protocol violation outliers"

4 Ignore data on side-effects

5 Missing data ignored when informative

6 Incorrectly imputing values for missing data

7 Inexperienced statistician

8 Fail to comply with a pre-specified analysis plan

9 Use of inappropriate statistical methods

10 Altering analysis methods until find significant result

11 Lack of independent analysis

12 Unplanned interim analysis

13 Use of battery of methods of comparison to get the right

answer

14 Inappropriate sub-group analyses

15 Sub-group analyses done without interaction tests

16 Post-hoc analysis not admitted

17 Deviation from intention to treat analysis

18 Rely on biased comparisons as the primary analysis

19 Use of primary outcome measure that was not pre-specified

20 Misunderstanding / inadequate use of outcomes

21 Having a large preference for a specific outcome

22 Using a different primary endpoint from that specified in the

protocol

23 Excluding patients or results to exaggerate effects or remove

adverse events

24 Analysis completed by one person and not checked

25 Inadequate model checking-eg proportional hazard assumption

26 Failure to pay due regard to problems arising from multiplicity

of various kinds

27 Claiming equivalence by dint of failure to demonstrate a

difference

28 Most powerful analysis for efficacy; least powerful for safety
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29 Trial stopped for marketing and not scientific reasons

30 Failure to account for 'clustering' issues (multi-level)

31 Reducing data in a biased fashion

32 Analysis conducted by the sponsor of the trial

33 Selecting covariates to bias treatment effect in a particular

direction

34 Inappropriate analysis for example comparison of survival

time by t-test

35 Failure to account for all recorded results available in analysis

36 Altering results in knowledge of allocation
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Please rate on a 5-point scale (1 = very UN-likely •............ 5 = very likely)

STAGE 4: REPORTING
Likelihoo Likelihood to
d to occur distort the result

1 Not attributing authorship

2 Gift authorship

3 Selective reporting of outcomes in the abstract

4 Failure to state in advance clinically relevant difference

5 Not following CONSORT statement

6
Inadequate description of methods (so that replication of study

is impeded)

7 Failure to describe changes to the intended analysis plan

8 Claim an analysis is by "intention-to-treat'' when it is not

9 Reviewers: bias by reviewers because of personal interests

Giving incomplete information about analyses with non
10

significant results

11 Failure to note multiple testing

12 Insufficient time / resources available for in depth analysis

13 Sub-group analyses may be indicated as pre-planed

14 Unjustified extrapolation

15 Over-interpretation of 'significant' findings in small trials

16
Fixation with p -value rather than making use of confidence

intervals

17 Putting undue stress on results from sub-group analysis

18
Selective reporting of positive results or omission of adverse

events data

Effect of (favoured treatment) reviewed III very favourable
19

light

20 Clinically important effect sizes may be declared to suit results

21 Failure to report unfavourable results

22 Poor use of figures which mislead / distort results

Conclusion drawn that cannot be linked with evidence
23

provided in report

24 Problems encountered not reported

25 Failure to report important facts

26 Incomplete reporting

27 Selective reporting based on p-values

28 Selective reporting of (i) sub-groups (ii) outcomes (iii) time
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points

29 Report of sub-group without reference to wide study

30 Pos hoc analyses reported as a main conclusion

Report of single variable where multiple variables assessed
31

and not reported

32 No acknowledgment of sponsor

33 Misleading citations in support of an argument

34 Failure to acknowledge different results from other trials

35 Multiple publications without reference to others

36 Reporting under control of sponsor

37 Negative or detrimental studies not published

38 Failure to report results or long delay in reporting

39 Competing interests not declared

40 Manuscript not checked adequately by all co-authors

41 Reporting of "events" before reporting of non events

42 Redundant publication
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1. Background

Scientific misconduct has been defined as behaviour by a researcher, whether intentional or not, that
falls short of good ethical and scientific standards [I], and in particular can arise in the context of clinical
trials. However, because the results from clinical trials are used to decide whether or not treatments are
effective, decisions that may influence treatment choices for large numbers of patients, the prevention and
detection of scientific misconduct in clinical trials is particularly important. Although any form of scientific
misconduct can discredit the findings of a clinical trial, misconduct that distorts the estimate of the
treatment effect or its precision is of special importance since it may lead to patients being given useless or
harmful treatments or to patients being denied effective treatments. Nevertheless, there is currently little
information about what types of scientific misconduct are most likely to distort the results of, or
conclusions from, clinical trials.

This study used the Delphi methodology [2] among experts in clinical trials to provide an insight into
what types of scientific misconduct are most likely to influence the results of a trial. The Delphi technique
is a consensus method used to determine the extent of agreement on an issue. A panel of experts is asked to
take part in a series of rounds to identify, clarify, refine, and finally to reach agreement on a particular issue.
Because the panel do not meet, individuals can express their opinion without being influenced by others. In
the Delphi method, anonymity of response enhances objectivity, the use of feedback through multiple
iterations allows for a complete and thorough consideration and response, and the use of statistical analysis
of the group response quantifies the strength of agreement and the pattern of agreement.

2. Methods

A group of 40 experts in clinical trials was assembled from the list of people invited to respond to the
UK Medical Research Council (MRC) Clinical Trials for Tomorrow consultation [3]. Each expert was
sent a letter explaining the aims and methods of the study and invited to take part in a Delphi survey with
three rounds. Panel members were selected on the basis of their knowledge of the subject area and their
willingness to be involved in research as is recommended when using the Delphi approach [4].

In the first round, each participating expert was asked to list, briefly and concisely, four suggestions
about how scientific misconduct can arise in the design, conduct, analysis and reporting of a clinical trial.
These suggestions were then collated and any duplicates were removed from the list in preparation for the
second round.

In the second round, the list of collated suggestions was sent to each participant, whether or not they
had responded to the first round. Participants were asked to rate each form of scientific misconduct on
two dimensions: (1) the likelihood that it would occur in a clinical trial and (2) the likelihood that it
would distort the results (i.e. have an effect on the magnitude of the treatment effect or its precision).
Participants rated each suggestion on a five point scale from "very unlikely" to "very likely". A score of
one indicated that the form of misconduct would be very unlikely to occur or would be very unlikely to
distort the results. A score offive indicated that that form of misconduct would be very likely to occur or
would be very likely to distort the results.

For round three, a list was prepared of all the forms of misconduct, showing the frequency
distributions of the scores on both dimensions. Each participant's response in the second round was
indicated under the appropriate number on the frequency distribution. Each participant was offered the
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Table 1
Types of misconduct for which majority agreement was reached on the criterion oflikely or very likely to distort the result, with
percentages at this level of agreement and the percentage breakdown of respondents' views on the likelihood of occurrence

Types of misconduct Percentage Likelihood to occur (%)
indicating likely Very Very
or very likely to unlikely likely
distort results

1 2 3 4 5

Design
Failure to use random allocation 92 12 68 16 0 4
Failure to specify in the protocol the main 88 8 48 28 16 0
outcome measure

Inadequate allocation concealment 84 0 24 48 20 8
Different follow-up schedules in arms 80 8 40 52 0 0
Use of a cross-over where carry-over is 79 8 46 46 0 0
expected

Intentional use of non-optimum comparison 76 0 40 44 16 0
treatment

Precision of measurement is avoided in an 74 0 30 55 15 0
equivalence trial

Inadequate blinding of outcome assessment 72 0 12 72 12 4
Inappropriate timing of measurement of 60 4 20 68 8 0
treatment effects

In an equivalence trial, choice of an 56 0 28 56 16 0
inappropriate outcome measure

Conduct
Tampering with treatment packs so as to 95 17 75 4 4 0
un-blind allocation

Selective withdrawals on basis of 92 8 52 28 12 0
knowledge of allocation

Data falsification 92 64 32 4 0 0
Data fabrication 92 72 24 4 0 0
Treatment recognition in blinded trials 64 4 36 36 24 0
Post-hoc changes in protocol 52 0 20 56 20 4

Analysis
Altering analysis methods until finding a 100 4 28 60 8 0
significant result

Use of battery of methods of comparison 100 0 24 64 12 0
to get the right answer

Altering results in knowledge of allocation 100 76 16 8 0 0
Excluding patients or results to exaggerate 99 17 46 21 16 0

effects or remove adverse events
Use of primary outcome measure that was 96 12 48 28 12 0
not pre-specified

Selecting covariates to bias treatment effect 96 16 40 32 12 0
in a particular direction

Selective exclusion of "protocol violation 88 0 32 44 24 0
outliers"

(continued on next page)
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Table 1 (continued)

Types of misconduct Percentage Likelihood to occur (%)
indicating likely Very Very
or very likely to unlikely likely
distort results

2 3 4 5
Analysis
Inappropriate subgroup analyses 88 0 8 28 48 16
Claiming equivalence by dint of failure 88 0 8 42 38 12
to demonstrate a difference

Rely on biased comparisons as the 87 0 57 30 13 0
primary analysis

Missing data ignored when informative 84 0 20 36 32 12
Using a different primary endpoint 84 16 48 20 16 0

from that specified in the protocol
Post-hoc analysis not admitted 83 0 4 37 42 17
Trial stopped for marketing and not 83 0 32 45 14 9

scientific reasons
Reducing data in a biased fashion 77 9 43 24 19 4
Incorrectly imputing values for missing data 76 4 36 44 12 4
Subgroup analyses done without 75 0 0 25 50 25
interaction tests

Failure to account for 'clustering' issues 72 0 12 44 32 12
(multi-level)

Fail to comply with a pre-specified analysis 68 0 32 48 16 4
plan

Deviation from intention to treat analysis 68 0 8 60 24 8
Ignore data on side-effects 64 8 40 32 4 16
Fail to specify a reasonable analysis plan in 56 0 12 52 20 16

advance
Use of inappropriate statistical methods 56 0 32 48 16 4
Analysis conducted by the sponsor of the 54 0 4 42 33 21

trial
Inappropriate analysis for example 52 4 32 56 8 0
comparison of survival time by t-test

Reporting
Failure to report unfavourable results lOO 0 8 56 20 16
Selective reporting of positive results or 96 0 8 32 24 36
omission of adverse events data

Selective reporting based on p-values 92 0 0 20 64 16
Report of subgroup without reference to 92 0 48 28 24 0
wide study

Pos hoc analyses reported as a main 92 0 32 44 24 0
conclusion

Negative or detrimental studies not 88 0 8 24 28 40
published

Over-interpretation of 'significant' findings 87 0 0 17 50 33
in small trials

Putting undue stress on results from 84 0 4 28 48 20
subgroup analysis

Selective reporting of (i) subgroups (ii) 80 0 4 32 40 24
outcomes (iii) time points
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Table I (continued)

Types of misconduct Percentage Likelihood to occur (%)
indicating likely Very Very
or very likely to unlikely likely
distort results 42 3 5

Reporting
Report of single variable where multiple 68 0 20 52 20 8
variables assessed and not reported

Failure to report results or long delay in 68 0 16 24 24 36
reporting

Clinically important effect sizes may be 63 0 12 63 17 8
declared to suit results

Poor use of figures which mislead/distort 60 0 28 56 12 4
results

Unjustified extrapolation 58 0 17 46 33 4
Selective reporting of outcomes in the 56 0 0 24 44 32
abstract

Conclusion drawn that cannot be linked 56 4 16 44 20 16
with evidence provided in report

Reporting under control of sponsor 56 0 20 64 8 8
Claim an analysis is by "intention-to-treat" 52 4 24 48 12 12
when it is not

Giving incomplete information about 52 0 4 40 32 24
analyses with non significant results

opportunity to change his or her response in the light of the group's opinion by ticking a new value for
the score or if they did not wish to change their opinion to tick the same number as before.

For the analyses, majority agreement was considered to have been achieved if more than half of the
expert group gave the same score. Forms of misconduct for which there was majority agreement that it
would be likely (score 4) or very likely (score 5) to distort the results of a clinical trial (these two scores
being combined for this purpose) were listed with the distribution of opinions on the likelihood that this
form of misconduct would actually occur.

3. Results

Of the 40 experts invited to take part, 32 agreed to participate in the study, of whom 26 (81%), 27
(84%), and 25 (78%) completed rounds one, two and three, respectively. The 26 respondents in round
one generated a list of 84 suggestions for the design stage of clinical trials, 93 suggestions for the
conduct stage, 88 suggestions for the analysis stage and 85 suggestions for the report stage. Editing and
combining similar items reduced the list to 35 suggestions (design), 30 suggestions (conduct), 36
suggestions (analysis) and 42 suggestions (reporting).

At the end of the third round, there was majority agreement that 60 forms of scientific misconduct
were likely or very likely to distort the results of a clinical trial (Table 1). The types of scientific
misconduct for which there was majority agreement that they would be likely or very likely to distort the
results and majority agreement that they would be likely or very likely to occur are shown in Table 2. Of
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Table 2
Types of misconduct for which there was majority agreement (>50%) that they would be likely or very likely to distort the
results, and that they would be likely or very likely to occur

Types of misconduct Indicating likely or very
likely to occur (%)

Over-interpretation of 'significant' findings in small trials
Selective reporting based on p-values
Selective reporting of outcomes in the abstract
Subgroup analyses done without interaction tests
Negative or detrimental studies not published
Putting undue stress on results from subgroup analysis
Inappropriate subgroup analyses
Selective reporting of (i) subgroups (ii) outcomes (iii) time points
Selective reporting of positive results or omission of adverse events data
Failure to report results or long delay in reporting
Post-hoc analysis not admitted
Giving incomplete information about analyses with non significant results
Analysis conducted by the sponsor of the trial

83
80
76
75
68
68
64
64
60
60
59
56
54

the 13 types of misconduct shown in Table 2 the most likely to occur was over-interpretation of
'significant' findings in small trials, while selective reporting and inappropriate subgroup analyses were
the main themes, these being given as likely to occur by more than three quarters of the respondents.

4. Discussion

This study used an expert consensus approach to determine what experts in clinical trials believe are
the most important forms of scientific misconduct in clinical trials. We had specified a-priori that the
criterion for important in this context would be forms of misconduct believed to occur commonly and to
distort the trial results. The results fall into two main categories: selective reporting of trial results and
inappropriate subgroup analyses.

The main strength of the Delphi technique is that it optimises input from respondents and
minimises the bias that can be encountered in face to face group interaction. In this case, each
expert offered their opinions freely and without any peer pressure from others in the expert group.
The expert panel was chosen because of their knowledge and experience in the conduct of clinical
trials. There are no recommendations regarding the most appropriate panel size for the Delphi
technique with typical panel sizes varying between 10 and several hundred members, nor are there
any recommendations concerning the sampling techniques [5]. The Delphi technique is qualitative
approach and although we believe it was an appropriate method for eliciting the opinions of the
particular group of experts chosen, the extent to which our results can be generalised is open to
question.

A limitation of this study was that some of the suggestions elicited in the first round were vague or
ambiguous. As a result, it was difficult to accurately exclude duplicates and so the list that was used in
the second and third Delphi rounds was somewhat repetitive. On the other hand, the consistent high
ranking of selective reporting and inappropriate subgroup analyses does suggest that we have accurately
identified the most important issues.
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Although there has been considerable attention in the scientific literature on the problems of data
fabrication and data falsification these were absent from our list of the most important forms of
misconduct because there was majority agreement that these problems were very unlikely to occur. Our
results suggest that selective reporting and the opportunistic use of the play of chance (inappropriate
subgroup analyses) are more important considerations in ensuring that patients receive only effective
treatments. Indeed, the two problems can be closely related. Multiple post-hoc subgroup analysis with
selective reporting might easily result in authors making exaggerated subgroup claims about treatment
effectiveness [6].

A publicly accessible inventory of trial protocols that include a clear description of the statistical
analysis plan is a potential solution to the problems of selective reporting and subgroup analyses. Such
an initiative is already underway and was given further impetus earlier this year when the UK NHS
joined the worldwide effort to register clinical trials at inception [7]. This could be combined with
rigorous and thorough statistical review in the peer review process of clinical trials to ensure that the
subgroup analyses undertaken and reported were those specified in the protocol. Future research will
need to assess the extent to which this initiative has been successful.
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Are these data real? Statisticalmethods for the detection
of data fabrication in clinical trials
Sanaa Al-Marzouki, Stephen Evans, Tom Marshall, Ian Roberts

Abstract
Objectives To test the application of statistical
methods to detect data fabrication in a clinical trial.
Setting Data from two clinical trials: a trial of a dietary
intervention for cardiovascular disease and a trial of a
drug intervention for the same problem.
Outcome measures Baseline comparisons of means
and variances of cardiovascular risk factors; digit
preference overall and its pattern by group.
Results In the dietary intervention trial, variances for
16 of the 22 variables available at baseline were
significally different, and 10 significant differences
were seen in means for these variables. Some of these
P values were extraordinarily small. Distributions of
the fmal recorded digit were significantly different
between the intervention and the control group at
baseline for 14/22 variables in the dietary trial. In the
drug trial, only five variables were available, and no
significant differences between the groups for baseline
values in means or variances or digit preference were
seen.
Conclusions Several statistical features of the data
from the dietary trial are so strongly suggestive of
data fabrication that no other explanation is likely.

Introduction
Most statistical analyses of clinical trials are undertaken
on the presumption that the data are genuine. Large
accidental errors can be detected during data
analysis,l 2 but if people are trying to "make up" data
they are likely to do it in such a way that it is not imme-
diately obvious, avoiding any large discrepancies. Nev-
ertheless, fraudulent data have particular statistical
features that are not evident in data containing
accidental errors, and several analytical methods have
been developed to detect fraud in clinical trials.' 4 The
BM] has taken a general interest in this field and has
published a book on fraud and misconduct, now in its
third edition, which has a chapter on statistical
methods of detection of fraud.'

In this paper we use statistical techniques to exam-
ine data from two randomised controlled trials. In one
trial, the possibility of scientific misconduct had been
raised by BM] referees, based on inconsistencies in cal-
culated P values compared with the means, standard
deViations, and sample sizes presented (see p 281). For
comparison, we used the same methods to analyse a
second trial for which there were no such concerns. We
Were not involved in either trial.

Methods
The trial about which doubts were raised (the diet trial)
Was a single blind, randomised controlled trial of the
effects of a fruit and vegetable enriched diet in 831
patients with coronary heart disease, including patients
With angina pectoris, myocardial infarction, or surro-
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gate risk factors. Study participants were stated to be
randomly allocated to the intervention diet (Group I,
n=415) or to the control group, which was the
patient's usual diet (Group C, n = 416). The aim was to
examine the effect of the intervention diet on risk fac-
tors for coronary artery disease after two years. We do
not present data from the two year follow-up, because
differences between groups could arise as a result of
the interventions. After the reviewers had expressed
suspicions about the integrity of the data, the BM]
requested the original trial data. These were provided
by the trial's first author on handwritten sheets, which
we entered on to computer, making appropriate
checks to avoid transcription errors. The data are con-
sidered in the two randomised groups at baseline,
Group I and Group C.

The second ("drug") trial was a randomised
controlled trial of the effects of drug treatment in
21 750 patients with mild hypertension from 31
centres, from which we randomly selected five centres
with 838 patients who had complete data for the
selected variables. Study participants were randomly
allocated to receive the drug (Group I, N = 403) or a
placebo (Group C,N = 435). The aim was to determine
whether drug treatment reduced the occurrence of
stroke, death due to hypertension and coronary events
in men and women aged 35-64 years, when followed
for two years (again we do not present data from the
follow-up). The drug trial data were provided by the
trial investigators as computer files. The data are
presented by treatment group (I or C) at baseline, using
the same notation as for the diet trial. The variables in
this study in common with the diet study are weight,
diastolic blood pressure, systolic blood pressure,
cholesterol measurements, and height Further details
of the methods and results from that trial have been
published.'

Statistical methods
We conducted various tests on the baseline data of the
randomised groups in both trials, looking for patterns
that might indicate that the data in the diet trial were
not generated by the normal process of making and
recording individual measurements on a series of
patients. We used the data from the drug trial for com-
parison, since we expected them to show patterns typi-
cal of data collected normally during a trial.

Using basic descriptive statistics and conventional
statistical significance tests we compared the baseline
data in the randomised groups in both trials. In a ran-
domised trial, the data at baseline should be similar in
the randomised groups. (The mean, the variability, the
shape of the distribution of the data, and the pattern of
data resulting from the methods of measurement must
be similar since the groups can differ from one another
only by chance factors.) This is the reason why in gen-
eral, tests for statistical significance are not conducted
at baseline in genuine trials. If such tests are carried out
about one in 20 of such tests will be significant purely

See also p 281. and
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Tabla 1 Baseline variables in the two trials under comparison

Diet Drug
Intel1lention Control Intervention Control

Weight (kg):
Mean 65.74 65.59 70.27 70.08
Median 66 66 70 69
Mode 65 65 70 61
SO 7.89 7.64 11.6 12.4
Min 40 39 40 36
Max 87 85 111 120

Height (cm):
Mean 165.1 165.28 162.1 162.6
Median 165 165 160 163-_._ .._-------- ....----~----- -------.-.-.--.-.- ..--~---- ..-...-.-
Mode 165 165 160 157
SO 6.91 3.93 9.22 9.14
Min 140 140 138 140
Max 179 178 19U 188----------_ .._

Systolic blood pressure (mm Hg):
Mean 134.2 131.9 184.4 184.6
Median 130 130 185 184
Mode 130 130 186 181
SO 18.5 16.9 12.2 12.9
Min 100 100 160 160
Max 200 195 209 210

Diastolic blood pressure (mm Hg):
Mean 86.5 86.7 91.8 91.2
Median 86 85 92 91
Mode 80 85 101 90
SO 9.98 9.2 10.8 11.4
Min 60 60 46 50
Max 112 120 114 115

Cholesterol (mmoIA):
Mean 5.46 5.43 6.68 6.57
Median 5.48 5.48 6.6 6.5....-.----~---.--..- ----- 5.43--

5.43 6.4 6.1Mode
SO 0.352 0.296 1.26 1.21
Min 4.53 2.95 3.6 3.7
Max 6.52 6.00 12 10.8

by chance. We used t tests to compare the means of the
randomised groups and F tests to compare the
variances (standard deviations).

Data that are recorded (or invented) by people (as
opposed to machines) tend to show preferences for cer-
tain numbers, such as rounding to the nearest 5 or 10.
This is seen in the last recorded digit of numbers, and is
called "digit preference:' This digit preference should be
similar between groups formed just by a chance
process-randomisation. We used X' tests to examine
whether there was any tendency for the last digit to take
on particular values and whether any observed digit
preference was the same in the two groups created by
randomisation. Digit preference can occur in all
legitimate data based on human recording, but any pat-
tern of this preference should be similar between groups
formed using randomisation. We used SPSS, version
12.0.1 (Chicago, USA), for our data analysis.

Results
Table 1 shows descriptive summaries of variables com-
mon to both trials for both groups in each trial. The
drug trial values show what might be expected in a
randomised trial, but the diet trial shows notable differ-
ences in standard deviations for height and cholesterol
measurements.
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Table 2 shows for each trial the results of t and F
tests, for differences in means and also in variances
between the intervention and control groups at base-
line for all available variables. In a genuine trial,
correctly randomised, any such differences would be
due to chance. Usually P values should not be quoted
to greater precision than P<0.00 1,but because of the
extreme nature of these P values, their exact value is
given. In the diet trial, differences in variances were
significant for 16 of the 22 variables that were
available, as were 10 differences in means for these
variables. Several of the P values were extraordinarily
small. The expectation is that about 5% of such
comparisons would have P < 0.05, and extremely
small P values should not occur. In the drug trial, none
of the baseline means and none of the baseline
variances showed statistically significant differences
between the two groups, though only five variables
were compared.

Table 3 shows the analysis of digit preference,
assuming a uniform distribution of last digits. In the
diet trial, all of the X' values were highly significant,
indicating that all the variables showed strong digit
preference, although some preference is not unex-
pected Digit preference was also evident for the results
of a laboratory cholesterol test, which is unexpected
since human estimation of the results is not usual.
Measurements of height were not supplied for the diet
trial (they were derivable from body mass index and
weight for means, but this is not relevant for digit pref-
erence). In the drug trial, the X' value was highly
significant for height (indicating strong digit prefer-
ence as might be expected) but not for any of the other
measures Blood pressure measurement used a
random zero machine, intended to remove digit
preference. Table 4 shows the results of X' testing for a
difference in the pattern of digit preference between
the two groups created by randomisation. This allows
for the fact that digit preference can occur, but this
should show a similar pattern in each of the
randomised groups. In the diet trial, the final digit dis-
tributions are significantly different between the inter-
vention group and the control group at baseline for all
variables apart from cholesterol, fasting blood glucose,
caffeine, carotene, and vitamin A. In the drug trial, the
two randomised groups are far from being significantly
different in terms of the final digit

Discussion
The data from the diet trial have various anomalous
statistical features that are not present in the data from
the drug trial. These features are differences in means,
and, even more noticeable, in variances at baseline and
in differences in pattern of digit preference between
randomised groups.

Magnitude of P values
These differences in the means and variances between
baseline variables in the diet trial indicate that the two
groups simply carmot have been formed as a result of
random allocation as the authors claim. The magni-
tude of the P values derived from t tests of these differ-
ences for several variables is not compatible with a
chance effect One or two variables might show a small
effect, but several of these P values are extreme.
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Tabla 2 Baseline comparison of the two intervention groups, diet trial and drug trial

Diet trial
levene's F test for

Itest for equality of means equality of variances
Significance
(two tailed) Significance

-0.508 0,612 0,054 0,82
0,284 0,776 2.46 0,12
1,89 0,06 2,45 0,12

-0,27 0,788 0,89 0,35

Drug trial
levene's F test for equality

of vartances lIest for equality of means

0,652

Significance
I (two failed)

0,82 0,411
-0,227 0,82
0,206 0,84

-0,679 0,497

Significance
Height 71.15
Weight 0,204
Systolic blood 4,81

pressure
Diastolicblood 4,366
pressure

Cholesterol 28,77
Fasting blood 8,21
glucose

Total cholesterol 0,043
Triglycerides 21,98
Energy 0,98

l.4xlO-"

0,029

0,037

0,004 -0,57 0,566

0,835
3xlo-'

-0,35 0,729
·--0~,48~4--~··O.6:-:2:O-8---------------------

0,322 -1,57 0,118
Total carbohydrate 1,97 0,161
Compi8X--~----12,86----O:0004-

carbohydrate

0,236 0,814
14,8 6xl0'"

Protein 15,18--- .. - .__ .._ .._-,,------
Fat 20,5
Saturated 15,2
Fibre 94,23
Soluble fibre 10,13
Caffeine 2,41
Salt 39,72
VitaminC 0,007
Carotene 51,06
VitaminE 25,7
VitaminA 51.42

0,0002 5,02 6xlO-'

0,0001 3,9 0,0002
4xl0-21 -8,47 2xl0-"

0,121 0,957
7xl0-"
0,339

0,002 -6,95

-,377 0,706
0,931
2xl0-"

-5,6 3xl0-'

5xl0·' 5,9 5xlO-'
2xl0-" 4,49 8xl0-6

Similarly, the significant difference in the pattern of
digit preference between the randomised groups
provides additional evidence that this is not a truly ran-
domised trial.

Randomisation process
If this is not a randomised trial then how did these
data arise? One possibility is that the data themselves
are genuine but that the randomisation process has

been subverted. This might explain, for example, some
of the differences between the means of the variables
at baseline. Had there been subversion of the
randomisation process, in order for example to create
differences between the groups at baseline, then
smaller differences would have occurred and would
also have been more consistent between the variables
that are medically related-such as the different meas-

Tabla 3 X' value (with P value) for the final digit at baseline, diet trial and drug trial

Diet trial'
Intel'l8ntion Control

Drug trial
Intervention Control

Height
Welg~ht-~--~-- - ·-------128(4;iO':"-) ----~-2:i(O~,00~65~5)---·------·

._~239 (1,8xl0"')
7,3 (0,60)

251 (7,2x10"')
6,5 (0.69)

Systolic blood pressure 1796 (U) 1470 (U) 7,6 (0,58) 9,1 (0.43)
Diastolicblood pressure 763 (2xl0-''') 820 (hl0-''')
Cholesterol 554 (2xlO-''') 430 (6xl0-61) 16,23 (0,062)

8,1 (0,52) 13,8 (0,13)
5,76 (0,76)

Total cholesterol 1053 (6xl0-221) 1522 (U)
Fasting blood glucose 478 (4xl0-91) 538 (5xlO-'1O)

Triglycerides 642 (MO-"') 963 (2xl0-20')
Energy 2151 (U) 2630 (U)
Total carbohydrates 207 (lxl0"') 927 (7xl0-19')
Complexcarbohydrates 231 (MO"') 939 (MO-''')Protei;,--------···------~--54(2~104---····-··-·---25i--(5;;jo::<;) --.----------.- ..----~-------.----~---
Fat 229 (M 0"') 437 (2x10"')
Saturated 123 (4xl0 22) 98 (MO-")
Fibre 263 (2xl0-") 1127 (9xlO-"')
Soluble fibre 273 (MO"') 1086 (6xlO-22')
Caffeine 613 (MO-"') 694 (MO-"')
Sail 288 (9xl0-51) 301 (2xl0-")
VitaminC 304 (5xl0-60) 411 (6xl0-03)
Carotene 1470 (U) 1156 (5xlO-"')

The X' value has 9 degrees of freedom,
• Umeans that the P value is too small for calculation,
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Table 4 X' value (with P value) for the final digit at the baseline in the diet and drug
trials between the two randomised groups

Diet trial Drug trial
x' test (P value)x'test (P value) df

Height 5 (0.83)
Weight 36 (3xl0'S) 10 (0.31)

Systolic blood pres~IJrB~~ ~_6_(0_.0_0_01_9)_.. _
Diastolic blood pressure 16 (0.046)

c::7_('c-0.cc69c'-)~~_9
10 (0.38)

Cholesterol 13 (0.182) 7 (0.60)
Fasting blood glucose 12 (0.2)
Total cholesterol 46 (5.10")
Triglycerides 48 (MO")
Energy 16 (0.064) 9
Total carbohydrate 154 (2.10.28)
Complex carbohydrate 135 (1.4.10''')
Protein 43 (2.10-6)

~_~ ._~_._~~_.____~ (6.4.10:.') ..... _. ~ _
15 (0.08)Saturated

Fibre 157 (8.10")
Soluble fibre 175 (6.5.10")
Caffeine 15 (0.059)
Salt 28.5 (0.001)
Vitamin C 18 (0.03)
Carotene----_- ...~~~~_
Vitamin E

10 (0.266)
20 (0.017)

Vitamin A 9.5 ;0.4) 9

The degrees of freedom are less than 9 when one or more digils do not appear.

ures of cholesterol that show entirely different
patterns between the groups. As it is, some are
extreme and others are no different between the
groups. What is more difficult to explain on the basis
of subversion of the randomisation is the difference in
the variability at baseline. Here we have highly signifi-
cant differences in some variables both for the
variances and the means, whereas for height, complex
cholesterol, and triglyceride, there are highly signifi-

Data fabrication is a rare form of scientific
misconduct in clinical trials, but when it does
occur it has serious consequences

Most papers are published without their data
being independently verified, and there have been
calls for data to be made available for scrutiny

Statistical methods for the detection of
misconduct have been described, but few
examples of their application have been published

It has been stated that statistical methods alone
cannot prove data fabrication

Statistical methods can be applied to detect large
scale fabrication of data in a randomised trial
where data are available

Certain patterns of data are incompatible with
randomisation, especially when a trial is "blind"

This paper shows the fabrication or falsification of
data in a particular trial
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df

cant differences in the variances but not in the means.
Had there been a tendency to put patients with, say,
higher blood pressures into one group, then we might
have found significant differences in the mean values
but with no difference in variance. However, we did
not find this. Furthermore, no clear differences were
apparent in the means for variables that would be
readily available to a physician or health professional
at the time of recruitment

Digit preference
Digit preference in itself is not evidence of misconduct It
is conceivable that the different patterns of digit prefer-
ence between the two randomised groups may have
arisen had one person recorded data for the treatment
group and another recorded data for the control group.
However, it is claimed that the trial was single blind,
meaning that those recording data should not know to
which group patients had been allocated. We would not
expect differences therefore in digit preference between
the randomised groups. But perhaps the trial was not
single blind as described, and those recording the data
were separated into groups according to whether they
were dealing with patients allocated to either treatment
or control. This could lead to differences in digit prefer-
ence between randomised groups for variables where a
human element of judgment was required. This would
still not explain the differences in means and variances
between the two groups since the effect of digit
preference on the means and variances would only be
slight The combination of the differences in means,
variances, and digit preference between the randomised
groups is strong evidence that data fabrication took
place in the diet trial.

Conclusion
We conclude that the data from the diet trial were
either fabricated or falsified and that the strength of
the evidence is such that appropriate steps should be
taken to deal with this matter.
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