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Abstract 
We have studied a physical system composed oftwo interacting endohedral fullerene 

molecules for quantum computational purposes. The mutual interaction between these 

two molecules is determined by their spin dipolar interaction. The action of static mag

netic fields on the whole system allows us to encode the qubit in the electron spin of the 

encased atom. 

We present a theoretical model which enables us to realize single-qubit and two

qubit gates through the system under consideration. Single-qubit operations can be achieved 

by applying to the system time-dependent microwave fields. Since the dipolar spin inter

action couples the two qubit-encoding spins, two-qubit gates are naturally performed by 

allowing the system to evolve freely. This theoretical model is applied to two realistic ar

chitectures of two interacting endohedrals. In the first realistic system the two molecules 

are placed at a distance of 1.14nm. In the second design the two molecules are separated 

by a distance of 7nm. In the latter case the condition b..wP > > g( r) is satisfied, i.e. the 

difference between the precession frequencies of the two spins is much greater than the 

dipolar coupling strength. This allows us to adopt a simplified theoretical model for the 

realization of quantum gates. 

The realization of quantum gates for these realistic systems is provided by studying 

the dynamics of the system. In this extent we have solved sets of Schrodinger equations 

needed for reproducing the respective gates, i.e. phase-gate, 1r-gate and CNOT-gate. For 

each quantum gate reproduced through the realistic. system, we have estimated their reli

ability by calculating the related fidelity. The presented two-qubit gates are characterized 

by very high values of fidelity. The value of minimum fidelity related to the realization of 

a CNOT-gate is :F = 0.9995, which differs from the ideal value :F = 1 by of the order of 

w-2%. 

We also present suggestions regarding the improvements on systems composed of 

endohedral fullerenes in order to enable the experimental realization of quantum gates. 

This would allow these systems to become reliable building blocks of a quantum com

puter. 
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Introduction 

In recent years there has been strong progress in mode ling physical realizations of a quan
tum computer. Many quantum physical systems have been investigated for the realization 
of quantum gates. The most remarkable studies were related to systems associated with 
Quantum Optics Ion Traps, to Quantum Electrodynamics in Optical Cavities, and to Nu
clear Magnetic Resonance. All these experiments are aimed at realizing a quantum gate. 
The first type of experiments is based on trapping ions in electromagnetic traps, where the 
ions, which encode the qubit in the charge degrees of freedom are subjected to the mu
tual electrostatic interaction and to a state selective displacement generated by an external 
state dependent force [1, 2, 3, 4]. Cavity quantum electrodynamics (QED) techniques 
are based on the coherent interaction of a qubit, generally represented by an atom or 
semiconductor dot system, with a single mode or a few modes of the electromagnetic 
field inside a cavity. Depending on the particular system, the qubit can be represented by 
the polarization states of a single photon or by two excited states of an atom. Although 
cavity QED experiments are very promising, they have only been accomplished for few 
qubits [5, 6, 7, 8]. In the third experiment, nuclear spins represent qubits. These spins 
can be manipulated using nuclear magnetic resonance techniques. Through the study of 
the quantum behavior of spins, quantum operations are realized. However, the number 
of spins which can be collected in a system is very limited, and this forbids the building 
up of a scalable quantum computer [9, 10, 11, 12]. From the study of such systems, we 
learn that the decoherence phenomenon is the main issue which prevents the realization 
of quantum gates. 

We herein focus on physical systems which are promising candidates for producing 
realistic quantum gates. The basic elements of our system are fullerene molecules with 
encapsulated atoms or ions, which are called buckyballs or endohedralfullerenes. Each 
of the trapped atoms carries a spin. By applying static magnetic fields, we can encode 
a qubit in this spin, which is associated with electronic degrees of freedom, see Sec. 
3.1. The mutual interaction between two buckyballs is determined by the dipolar spin 
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interaction, see Refs. [43, 44, 45]. It has been shown experimentally [43] that these 
endohedral systems provide a long lifetime for the trapped spins, and that the fullerene 
cages represent a good shielding environment for the very sensitive spins trapped inside. 

These endohedral systems are typically characterized by two relaxation times (see 
Sec. 2.2.2). These are described as Tt. which is due to the interactions between a spin 
and the surrounding environment, and T2 which is due to the dipolar interaction between 
the qubit encoding spin and the surrounding endohedral spins randomly distributed in 
the sample. It has been experimentally proven that both the relaxation time, TI> and the 
coherence time, T2 , are temperature dependent [55], and that there is a correlation between 
them, T2 ~ ~ T1, which is constant over a broad range of temperature. This relationship 
suggests that both relaxation times are determined by the same physical process, which 
is well described by an Orbach relaxation mechanism. The outstanding result of this 
research is the observation of a coherence time T2 up to 0.25ms. 

Another remarkable feature of systems composed of buckyballs is that they can 
be easily maneuvered (see Sec. 2.2.1). It is experimentally allowed to assemble many
buckyballs systems such as dimers or arrays [46], which can open a new road for building 
up scalable systems for the realization of quantum computers [ 46]. 

In this study we present a physical system composed of two endohedral fullerene 
molecules for the realization of single-qubit and two-qubit gates. Single qubit-gates are 
performed by applying to the system time-dependent microwave fields, which allow the 
rotation ofthe spin of the encoded particle. Two-qubit gates are naturally realized through 
the mutual dipolar spin interaction by allowing the system to evolve freely (Chap. 4, 
Chap. 5, Chap. 6). We also provide the study of the fidelity related to each quantum gate 
(Secs. 5.4, 5.5). The fidelity determines the reliability of the produced realistic gates in 
comparison with the theoretical predictions. 

In Chapter 1, we present an overview on the basic concepts of Quantum Computa-
tion. 

In Chapter 2, we present some technical and physical properties of fullerenes endo
hedral fullerene molecules. The most important features which characterize these mole
cules are their easy maneuverability (see Sec. 2.2.1) and their long relaxation times (see 
Sec. 2.2.2). 

In Chapter 3, we introduce theoretical tools needed to perform quantum computa
tions on our two-buckyball system. We show how to encode a qubit (Sec. 3.1) and how 
to single address each qubit (Sec. 3.2). We also introduce the concept of concurrence 
(Sec. 3.3) which measures the degree of entanglement of a two-qubit state. We calcu-
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late the concurrence for two realistic systems. The first described by a time-independent 
Hamiltonian (Sec. 3 .4.1) and the second described by a time-dependent Hamiltonian (Sec. 
3.4.2). 

In Chapter 4, we present a theoretical model for the realization of quantum gates 
with a system composed of two particles interacting via dipolar spin interactions. We 
present a theory for realizing a two-qubit rr-gate (Sec. 4.3) and a CNOT-gate (Sec. 4.4). 

In Chapter 5, we apply the theoretical model presented in Chapter 4 to a realistic 
system composed of two endohedral fullerene molecules. Both single-qubit (Sec. 5.1), 
and two-qubit gates such as phase-gate (Sec. 5.3.1), rr-gate (Sec. 5.3.2) and CNOT
gate can be realized by studying the time-evolution of the system, i.e. by solving sets of 
Schrodinger equations which define each transformation. To check the reliability of each 
gate operation, we have calculated the quantum gate fidelity (Sec. 5.4) and the quantum 

state fidelity (Sec. 5.5). 

In Chapter 6, we present a different design of a realistic system composed of two 
endohedral molecules. We consider a two-distant-buckyball system which allows to sim
plify the theory involved in the study for the realization of quantum gates presented in 
Chap. 5. For this system we perform quantum gates and calculate their related fidelity. 

In Chapter 7, we present the conclusions and suggestions on the future directions 
which could be followed in order to enable the experimental realization of quantum gates 
and allow two-buckyball systems to be reliable components of quantum computers. 



Chapter 1 

Introduction to Quantum Computation 

Quantum computers operate with the use of Quantum Gates. Quantum gates are defined 
as quantum computer elements that act on the computational basis states and may be 
presented as unitary transformations. In our system, each spin represents one qubit and 
the two computational basis states for each qubit are represented by the two orthogonal 
spin z-component states. We will present the single-qubit gates and analyze the two
qubits gates which we want to realize with our realistic systems in Chap. 5 and Chap 6. 
We will describe examples of quantum operations which involve complex sets of quantum 
gates such as multiple-qubit quantum gates, no-cloning theorem, quantum teleportation 
and Deutsch algorithm. We will present DiVincenzo criteria, which is a set of conditions 
to be satisfied by a quantum system in order to efficiently implement a quantum computer. 

1.1 Qubits and Quantum Circuits 

The model of quantum computation which best fits the design of algorithms and a concrete 
physical realization is based on quantum logic circuits. In this chapter, we present the 
basic elements of quantum logic circuits: qubits, quantum logic gates and other simple 

components [12, 13, 14, 15]. 

A quantum bit, called for simplicity qubit [16], is a two-level quantum system, 

whose states are called I 0) and I 1). Unlike a classical bit, which can acquire only the 
discrete values 0 or 1, due to the superposition principle, a qubit can exist in an arbitrary 
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superposition of state I 0) and 11). The state describing a qubit can be written as follows 

(1.1) I '1/J) =a I 0) + !311), a, {3 complex numbers. 

In matrix form, states I 0) and 11) are represented by 

(1.2) 

and the general state I 'lj;) is given by 

(1.3) I .P) = ( ; ) , I a I'+ I li I'= t. 

A qubit can be conveniently described in the so called Bloch sphere, a sphere of unit 

radius in a tri-dimensional space, see Fig 1.1. An arbitrary qubit can be parametrized as 

10) 

ll) 

Figure 1.1: Bloch's sphere. () is the polar angle and r.p is the azimuthal angle. 

follows 

(1.4) I '1/J) =cos~ I 0) + et'Psin~ 11), 

where e and r.p are real numbers which describe a point on the Bloch sphere. 

A quantum register is given by the tensor product of qubits. A natural number x = 

Xn_
1
2n-l + ... + x12 1 + x02°, with Xi E {0, 1} is represented by state I Xn-1, ... , X1, xo). 
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An important property of a quantum register is that it can simultaneously store more than 

one number. For example, the following register 

(1.5) 

~(I o)+ 11))® I o) 0 ~(I o)-11))® 11) 

=~(I oom)- 1 ooll)+ 11001)- I lOll)) 

= Hl1)-l3)+ 19)-lll)), 

simultaneously represents numbers 1, 3, 9 and 11. 

Considering a system composed of two qubits, the computational basis of the space 

containing the two qubits is represented by the following states 

(1.6) I oo), I o1), 110), Ill), 

whose vector form is 

(1.7) 
1 0 0 0 

I oo) = 
0 

, I o1) = 
1 

, 110) = 
0 

, Ill)= 
0 

0 0 1 0 

0 0 0 1 

An arbitrary two-qubit state can be written as follows 

(1.8) I '1/J) = aoo I 00) + a01 I 01) + a10 110) + au Ill), 

whose vector form is 

(1.9) I '1/J) = 

where the normalization condition implies I aoo 12 + I a10 12 + I a01 12 + I au 12= 1. 

A very important example of two-qubit state is the so called EPR pair, where EPR 

stands for Einstein-Podolsky-Rosen, also known as the Bell state 

(1.10) 
1 

I '1/JEPR) = yl2(1 00)+ Ill)). 

An EPR pair cannot be written as a tensor product of two single qubit states. A quantum 

state which cannot be written as a product of the states which compose the system is called 
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an entangled state. The entanglement is a very important feature of quantum states, as 
it demonstrates if the state is a good candidate for carrying quantum information. The 
results of a measurement on the first and second qubit of an EPR pair are correlated. The 
degree of entanglement of the two-qubit state is described by the extent of correlation of 
the measured results. A detailed discussion about entanglement is presented in Sec. 3.3. 

1.2 Single-Qubit Gates 

A single-qubit quantum gate is, in general, a linear unitary operator U, represented by a 
two by two matrix which acts on a qubit I '1/J) and transforms it into another qubit I '1/J'). In 
the classical case, only one single-qubit gate known as the NOT-gate exists. Its action is 
the swapping ofbits, i.e. 0 ~ 1 and 1 ~ 0. However, in the quantum case there are many 

non-trivial single-qubit gates. Since the unitarity is the only constraint on quantum gates, 
any unitary matrix can represent a reliable quantum gate. Single-qubit rotations are the 
most general unitary transformations which can represent a quantum gate. The definition 

of a single-qubit rotation of an angle () about ii axis is expressed by the following 

(1.11) 
d)fi. iJ 

Rn(()) = exp[-
2 

], 

where iJ is the vector of Pauli matrices 

(1.12) 

where 

(1.13) ax = ( O 
1 

) , ay= ( O -t ) , az = ( 
1 

0 ) . 
1 0 z 0 0 -1 

Among the several single-qubit rotations which define a quantum gate, we show the most 
useful. The quantum counterpart of a classical NOT is a gate represented by the follow-

ing transformation 

(1.14) I o) ~11}, 11} ~1 o). 

The operator corresponding to the previous transformation is 

(1.15) X ~I 0)(11 + 11)(0 I~ ( ~ ~) ' 
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which is the a x Pauli matrix. 

If we consider Pauli matrix a z. which is given by 

(1.16) z ="·=I o)(o 1-11)(11= ( ~ ~1 ) , 
we can see that it leaves unaltered state I 0) and it changes the sign of state 11), 

(1.17) z: 1 o) -+I o)~ 11) --+ - 11). 

A very useful single-qubit quantum gate is the so called Hadamard Gate. Its unitary 

matrix is given by 

(1.18) 

and its action over the qubit states is given by 

(1.19) 11)--+(I0)-11)) 
../2 I 

which can be generally written as 

(1.20) H: I x)--+ ~(I 0) + (-1Y 11)) =~(I 0) + emx 11))1 X E {01 1} 

Since the Hadamard gate is a unitary transformation on a qubit, it can be represented as 

the composition of rotations, see Eq. (1.26). 

Another important single-qubit gate is the phase-gateS, given by 

(1.21) s- ( 1 0 
) I o) -+I o)~ - 0 et<P I 

ll) --+et</> 11) 1 

whose action can be synthesized as follows 

(1.22) S: I x)--+ etx</> I x)~ x E {0~1}. 

A particular case of aS-gate is the so called i-gate, T, described by the following matrix 

(1.23) 
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al0)+,8l1) -0- ai1)+,8IO) 

aiO) + ,811) -0- aiO)- ,811) 

aiO) + ,811) 

Figure 1.2: Examples of single-qubit quantum gates. 

Fig. 1.2 presents the most important single-qubit gates. 

There are many two by two unitary matrices, each of which defines a single-qubit 

quantum gate. However, it is possible to understand the properties of the complete set 
through the analysis of the properties of a much smaller set. It is possible to prove, see 
Ref. [12], that an arbitrary single-qubit unitary gate can be decomposed as a product of 

rotations 

(1.24) 

and of the z-axis rotation gate 

(1.25) 

( 
cos ~ - sin ~ ) 
sin :r cos 1. 2 2 

( e-:/2 e•~/2 ) 

together with a global phase shift of the form e'a, where a, {3 and 1 are real numbers. 
Finally, an arbitrary two by two unitary matrix, and thus an arbitrary single-qubit quantum 

logic gate can be decomposed as follows 
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The previous statement is generalized through Bloch 's theorem. For any single qubit 

transformation U, there exist real numbers a, {3, 1 and 8 such that 

(1.27) 

which shows that any single-qubit transformation can be realized using a sequence of 

rotations about just two axes. 

We conclude this section by showing how a quantum register can be built starting 
from only one element of the computational basis of n elements. For simplicity, we 
consider only three qubits and apply in parallel three Hadamard gates to the state I DDD) 

ID) --{}D-

IO) --{}D-

ID) --{}D-

The final state is 

IO)+Il) ®IO)+Il) 0 IO)+Il) 
J2 v'2 J2 

(1.28) 
=~(I DDO)+ 1 D01)+ I o1D)+ 1 o11)) 

+ I1DD)+ 1101)+ I11D)+ 1111)) 

=~(I D)+ 11)+ 12)+ 13)+ 14)+ 15)+ 16)+ 17)). 

In general, by applying in parallel n Hadamard gates (we call this transformation as 

Hadamard transform), to the state I x), with x E {0, l}n, we obtain 

(1.29) 
1 

fi®n: I x)-+ 2n/2 I: ( -l)xy I y), 
yE{O,l}n 

where, ifx = Xn_12n-l + ... +x121 +xo2° and y = Yn-12n-l + ... +y121 +yo2°, product 

xy is 

(1.30) xy = Xn-IYn-1 + ... + X1Y1 + XoYo· 
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1.3 Two-qubit Gates 

Two-qubit quantum gates are unitary transformations which act on a two qubit state. They 
are described by four by four unitary matrices, and they do not have a direct classical 
counterpart. Indeed, in the classical case, two-bit gates are non-invertible operations, i.e. 
by knowing the output of the gate it is not possible to infer the input bits. For this reason, 
we cannot have a parallel correspondence between classical and quantum gates with more 
than one input element. To realize the quantum counterpart of a AND, NAND, 0 R or 
X 0 R classical gate, we need to introduce a control qubit, whose value conditions the 

action of the gate. 

1.3.1 CNOT-gate 

The most important two-qubit quantum gate is the Universal Two-Qubit Quantum Gate 

called controlled-NOT (CNOT), which corresponds to the classical XOR. Fig. 1.3 
shows the scheme of a CNOT-gate; qubit I x) is the control qubit and qubit I y) is the 
target qubit. The CNOT operation is defined by the following four by four unitary matrix 

Figure 1.3: Circuit which describes a C NOT -gate. 

1 0 0 0 

0 1 0 0 
(1.31) UcNOT = 

0 0 0 1 

0 0 1 0 
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Its action over the computational basis states reads 

(1.32) I oo) ---+ I oo) 

(1.33) 1 o1) ---+ I o1) 

(1.34) 110) ---+ Ill) 

(1.35) Ill) ---+ 110) 

(1.36) 

that is, if the control qubit is in the state I 1), then the target qubit is swapped. The 
synthetic expression which describes the action of a C NOT over the computational basis 

is given by the following 

(1.37) CNOT: I x) I y) --+I x) I y EEl x), 

where x, y E {0, 1} and EEl represents the addition modulo 2. It is clear that the target 

qubit realizes an XOR: yXORx = y EEl x. 

C NOT is the prototype of controlled gates. A general controlled gate is represented 

by the following circuit 

-u 

whose action is 

(1.38) I o) I y) --+I o) I y); 11) I y) --+I1)(U I y) ). 

Another very useful quantum gate is the phase-gate, see Fig. 1.4, whose action is given 

by the following 

(1.39) cS= I x) I Y) ---+ etxy</J I x) I y), x,yE{0,1}, 

and its matrix form is 

I 1 0 0 0 

0 1 0 0 
(1.40) S= 

0 0 1 0 

0 0 0 et<P 
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lx) -------- lx) 

IY) s 

Figure 1.4: Circuit representing a two-qubit phase-gate 

A particular case of the two-qubit phase-gate is the so called 1r-gate, Gn. Its action 

can be summarized as follows 

(1.41) Gn: I x) I y) ~ ( -1)xy I x) I y), x,yE{0,1}, 

and its matrix form is given by 

1 0 0 0 

Gn = 
0 1 0 0 

(1.42) 
0 0 1 0 

0 0 0 -1 

Following [12], we are able to give a very important universality result about the 

CNOT-gate, which explains its property as a universal quantum gate: 
Any multiple qubit logic gate may be composed from CNOT and single-qubit gates. Since 
an arbitrary unitary operator U on a single qubitcan be decomposed as U = et<P AX BXC, 
with ABC = I (I is the identity matrix) [12], it is trivial to prove that circuit in Fig 1.5 

realizes a controlled-U. 

The aim of our study is to evaluate a C NOT -gate through the analysis of the dy-

namics of our two-qubit system. In order to achieve our goal, it is easier to write the 

C NOT- gate in its factored form 

1 1 0 0 1 0 0 0 1 1 0 0 

(1.43) 
1 -1 0 0 0 1 0 0 1 -1 0 0 

CNOT=72 
1 

0 0 1 1 0 0 1 0 72 0 0 1 1 

0 0 1 -1 0 0 0 -1 0 0 1 -1 

where it can be seen that the CNOT-gate is given by an Hadamard gate on the second 
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Figure 1.5: An arbitrary controlled-U realized via the combination of C NOT and single-

qubit gates. 

qubit, whose matrix is given by 

1 1 0 0 

1 1 -1 0 0 
(1.44) l®H=-

/2 0 0 1 1 

0 0 1 -1 

followed by a 1r-phase gate, which is in turn followed again by an Hadamard gate on the 
second qubit, I® H. In order to realize the universal two-qubit C NOT -gate, we therefore 

need to realize two single qubit Hadamard gates and the two qubits 1r-phase gate. Fig. 
1.6 illustrates the circuit which represents a CNOT through the combination of a 1r-gate 

and two Hadamard gates. 

I 
Figure 1.6: Realization of a CNOT though the combination of a 1r-gate and two 

Hadamard gates. 

In the following section we will explain in detail the very useful two-qubit 1r-gate. 
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1.3.2 Quantum Phase Gate 

This section gives a more detailed account for the phase-gate, see Eq. (1.40). 

As shown in the previous section, then-gate, a particular case of the phase-gate, is 
very important. This is because by combining it with single qubit gates, it is possible to 
realize a C NOT -gate. Considering decomposition ( 1.43), the n-gate is the only two-qubit 

gate involved in the realization of a CNOT. In Chap. 4, we will show that a two-qubit 
gate is naturally realized through the mutual interaction between the two particles which 
encode the qubit. Therefore, a n-gate can be accomplished through the study of the time 

evolution of the two-particle system. 

The explicit action of a phase-gate on the computational basis states is given by 

(1.45) 

lOO) - lOO) 

101) - 101) 

110) - 110) 
Ill) - ei19 lll), 

where only state I ll) acquires a phase 1J. When 1J = n, the resulting quantum gate is 

called an-gate. 

If the computational basis states I ij), i, j = 0, 1 are all energy eigenstates, the 

action of the time evolution on the four states belonging to the computational basis is the 

following 

lOO) - ei<f>oo lOO) 

101) - eicf>oll01) 
(1.46) 

110) eic/>10110) -
Ill) - eicf>u Ill). 

In order to obtain the the action of the ideal quantum phase gate, Eqs. ( 1.45), following 
[4] we have to apply to the set of states in Eq. (1.46) the following local operator 

(1.47) 

where 

(1.48) 

(1.49) 

fh =I O)I (0 I ets~+ 11)1 (1 I e'si 

S2 =I 0)2(0 I etsg+ 11)2(1 I ets~ 
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and the phases s{ are defined as follows 

so 1 = -ifJoo/2 
s1 = -ifJw + ifJoo/2 

(1.50) 
1 

so -ifJoo/2 2 -

s1 
2 = -ifJm + ifJoo/2, 

After a straightforward calculation we obtain the desirable phase 

(1.51) {) = ifJu - ifJw - ifJm + ifJoo· 

When phase {) = ±1r the resulting phase-gate is the 1r-gate, and its action on the compu

tational basis states is the following 

(1.52) 

lOO) ~ lOO) 

IOl) ~ IOl) 
110) ~ 110) 
ill) ~ -111). 

This is the two-qubit gate we are performing through the study of the time evolution of 

the physical system under consideration. In Chap.4 we will present a theoretical model 

which describes the procedure to follow for the realization of this two-qubit gate. 

1.4 Multiple-qubit gates 

A controlled gate may have more than one control qubit. The most important example of 

a multiple-controlled gate is the Toffoli gate, see Fig. 1. 7, which is a C NOT with two 

control qubits. The target qubit I z) is swapped only if control qubits I x) and I y) are 
both equal to I 1), otherwise I z) is left unaltered. Therefore, the action of a Toffoli gate 

can be summarized as follows 

(1.53) I x,y) I z) ~1 x,y) I zE9xy), x,y,z E {0,1}. 

In particular, it gives 

(1.54) 

(1.55) 

I x, y) I o) ~1 x, y) I xy), 

1 x, y) ll) ~1 x, y) 1 xy). 



CHAPTER 1. INTRODUCTION TO QUANTUM COMPUTATION 17 

lx) lx) 

IY) IY) 

lz) iz E9 xy) 

Figure 1.7: Toffoli gate. 

From this, we can see that ifthe input target qubit is I 0), in output it becomes I xy) and the 
Toffoli gate realizes an AND, see Fig. 1.8. If the input target qubit is 11), the Toffoli gate 

realizes aN AN D. If one ofthe two control qubits (for example, I x)) is equal to 11) and 

the input target qubit is I 0), in output it will be equal to the other control qubit, i.e. I y). 
This scheme describes the so called FAN OUT, see Fig. 1.9 We observe that unlike the 
classical AND, NAND and FAN OUT, which are non-invertible, the quantum NAND 
and FAN OUT, realized with Toffoli gates are reversible and invertible. This is due to 

the introduction of extra qubits called ancillas, with a fixed value equal to I 0) or 11). 

Classical NAND and FAN OUT gates are universal classical gates. Circuits con

taining a combination of these two gates can reproduce all the classical gates. The fact 
that a Toffoli gate allows the reversible reproduction of these two elements shows that 

a quantum computer can perform any operation which can be computed on a classical 

computer. 

1.5 No-Cloning Theorem 

The no-cloning theorem, due to Dieks [17] and Wooters and Zurek [18], states that a 

quantum state cannot be copied. 

Consider a system, an ideal copying machine, composed of two components A and 

B. A is in the state I '1/J) (the state which has to be copied), and B is in its starting state 
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lx) lx) 

IY) IY) 

IO) lxy) 

Figure 1.8: A reversible AND gate realized with a Toffoli gate. 

I s). The initial state ofthe system is described by 

(1.56) 17/J) Is). 

Suppose that there exists an unitary operator U, which copies I 7j;) on B, i.e. 

(1.57) U(l 7/J) I s)) =I 7f;) I 7/J), V 17/J). 

Since this operation must be valid for all I 'lj;), for another arbitrary state I </J) it has to be 

satisfied, i.e. 

(1.58) U(l </J) I s)) =I </J) I </J). 

If we multiply Eq. (1.57) and Eq. (1.58), for the unitarity of U, we obtain 

(1.59) (7/J I <P) = ((7/J I <P)?. 
This equation implies that states I 7/J) have to be equal or orthogonal to each other. There

fore, the unitary transformation for copying quantum states defined in Eq. (1.57) does not 

hold for all possible quantum states. This allows us to conclude that there is no universal 

device able to copy an arbitrary quantum state. 

1.6 Quantum Teleportation 

Quantum teleportation is a technique for transferring quantum states, or more appropri

ately for transferring the information needed to reproduce such states [19]. Consider two 
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ll) ll) 

IY) IY) 

IO) IY) 

Figure 1.9: Reversible FAN OUT realized with a Toffoli gate. 

parties, traditionally called A/ice and Bob. Suppose that Alice wants to send Bob a qubit 

11/JA)· As it is shown in Sec. 1.5, state 11/JA) cannot be copied. Furthermore, since state 

11/J A) is a superposition 

(1.60) 11/JA) =a I 0) + /311), 

where a and f3 are complex numbers, an infinite amount of classical information would 

be necessary to describe the state. 

To transfer a quantum state, each of the two parties needs to posses a qubit in a Bell 

state 

(1.61) 
I B) = I 0) I 0)~ 1) 11). 

The first qubit in I B) belongs to Alice and the second belongs to Bob. 

The starting state is I Wo) =11/JA) I B), i.e. 

(1.62) I Wo) = ~[a I O){l 0) I 0)+ 11) 11)) + /311)(1 0) I 0)+ 11) 11) )]. 

The first two qubits belong to Alice and the third belongs to Bob. Alice applies a CNOT 
to her two qubits, using the first as control qubit. Therefore, the state of the system 

becomes 

(1.63) I w1) = ~[a I o)(l o) I o)+ 11) 11)) + f3 11){11) I o)+ I o) 11) )]. 
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At this stage, Alice applies a Hadamard gate to her first qubit, consequently obtaining 
(1.64) 

I w2) = ~[a(l O)+ 11))(1 o) I O)+ 11) 11)) + ,6(1 o)-11))(11) I o)+ I o) 11))]. 

Rearranging I w2) to put in evidence Bob's qubit, we obtain: 

(1.65) 
I w2) = ~[I o) I o)(a I o) + ,611))+ I o) l1)(a 11) + ,61 o)) 

+ 11) I O)(a I 0)- ,611) )+ 11) l1)(a 11)- ,61 0) )]. 

20 

After these operations, if Alice measures the first two qubits, Bob's qubit (which we call 
I '1/J 8 )) collapses in a state which depends on the results of the measurement performed by 
Alice. The four possible results are the following: 

(1.66) measured 00 ---+ I '1/JB) =a I 0) + ,611), 
(1.67) measured 01 ---+ I '1/JB) =a 11) + ,61 0), 
(1.68) measured 10 ---+ I '1/JB) =a I 0) - ,611), 
(1.69) measured 11 ---+ I '1/JB) =a 11) - ,61 0). 

In the next step Alice needs to classically communicate to Bob the result of her mea
surement. Finally, Bob applies a quantum gate (X or Z), which allows him to transform 
state I 'lj;8 ) into I '1/JA)· For example, if Alice sends Bob the classical information 01, 
Bob may obtain I '1/JA) = a I 0) + ,6 I 1) through the action of an X -gate on its qubit 
I 'lj;8 ) =a I 0) + ,6 I 0). This is the way to realize the teleportation of state I '1/JA) from 
Alice to Bob. It is important to observe that quantum teleportation includes a classical 

communication of the results of measures: this forbids the superluminal transmission of 
signals. A final remark is that quantum teleportation does not violate the no-cloning the
orem. Since at the beginning of the process, the first qubit is in state I '1/JA), after the 
teleportation it collapses into I 0) or 11), therefore state I '1/J A) is not copied. 

1. 7 Deutsch Algorithm 

In 1985 Deutsch showed that there are problems which can be solved more rapidly with a 
quantum algorithm, rather than a classical one [20]. The scheme considered by Deutsch 
is the following. Consider a boolean function f of the form f : {0, 1} ---+ {0, 1 }. Consider 
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four functions of this type: 

(1.70) 

(1.71) 

(1.72) 

(1.73) 

f(O) = f(1) = 0, 

f(O) = f(1) = 1, 

f(O) = 0, f(1) = 1, 

f(O) = 1, !(1) = 0. 

21 

The first two functions are constant, and the other two are balanced, i.e. half of the values 

are equal to 0 and the other half is equal to 1. The problem consists in finding out whether 

f is constant or balanced, through the minimum number of evaluations. 

From a classical point of view, we can have a certain answer only through two 

evaluations of J(x), i.e. computing both f(O) and !(1). However, quantum Deutsch 

algorithm allows us to instead solve the problem with only one evaluation of f(x). The 

circuit which describes Deutsch algorithm is presented in Fig. 1.1 0. The input state is 

IO) 

ll) 

Figure 1.10: Circuit representing Deutsch algorithm. 

(1.74) 11/Jo) =I 0) 11). 

The Hadamard transform produces 

(1.75) I1/J1) = ~(I 0)+ 11) )(I 0)- 11) ). 

The effect of U 1 leaves unaltered the target qubit if f ( x) = 0 and swaps its sign if f ( x) = 
1. Its action can be summarized as follows 

(1.76) U1: I x)(l 0)- 11))-+ ( -1)f(x) I x)(l 0)- 11) ). 
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In the present case, the effect of u, is to generate the following state 

(1.77) I1/J2) = ~[( -1)f(O) I 0) + ( -1)1(1) 11)](1 0)- 11) ). 

Acting with an Hadamard gate on the first qubit, the output state is (up to a global sign) 

(1.78) I1/J3) =I 0) ( 10>;J1>) if f(O) = !(1), 

(1.79) I1/J3) =11) ( 10>;J1>) if f(O) =I= f(l). 

Therefore, a measurement of the first qubit allows us to know if the function f ( x) is 
constant or balanced. Unlike the classical case, this result has been obtained through only 
one evaluation of f(x) with the use of U1. 

The shown algorithm is a recent version [21] of Deutsch algorithm [20]. This al
gorithm can be easily generalized for the case of constant or balanced functions of the 
type f : {0, 1 }n ~ {0, 1 }. This generalized algorithm is known as the Deutsch-Jozsa 
algorithm. Fig. 1.11 presents the circuit which describes the quantum algorithm which 
allows to know if f(x) is constant or balanced through only one evaluation (i.e. through 
only one operation of U 1 ). The action ofthe algorithm is the following. The starting state, 

11) H 

Figure 1.11: Circuit representing Deutsch algorithm for functions f : {0, 1 }n ~ {0, 1 }. 

composed by n + 1 qubit, is 

(1.80) 11/Jo) =I o) ... I o) 11), 

where the first n qubits (all equal to I 0)) form the control register of oracle U1. The n 
Hadamard gates in parallel transform 11/Jo) in the following state 

(1.81) I1/J) = _1 """'I x) (I 0)- ll)) . 
1 V2n L- V2 

X 
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As prescribed by Eq. (1.76), the action of Ut produces a phase dependent on f(x), giving 
the following state 

(1.82) 11/J) = _1_z)-1)f(x) I x) (I 0)-11)). 2 
ffn X y'2 

Using Eq. (1.29), the final set ofHadamard transformations of the control register gives 

(1.83) 11/Ja) = ;n L L(-1)f(x)+xy I y) c 0)~ 1)). 
X y 

The amplitude of state I 0) 0 n is 

(1.84) 
±1 ifj(x) is constant 

0 if f ( x) is balanced 

Therefore, a measure of the first n qubits allows us to know if f is constant or balanced. 
It is important to observe that the oracle Ut is applied only once. On the other hand, a 
classical algorithm requires in the worst case a number of evaluations of J(x) equal to 
2n /2 + 1. It is clear that the quantum algorithm is much faster and more efficient than its 

classical counterpart. 

1.8 Physical Realization of Quantum gates 

In previous sections, we showed quantum gates by a theoretical point of view. If we want 
to experimentally implement a quantum gate, we have to face many obstacles. In the 
following sections we will show the main features which arise when we experimentally 
manipulate quantum systems. We will introduce the decoherence phenomenon, which 
is one of the most important problems which appears in quantum experiments. We will 
also show the well-known DiVincenzo criteria, which have to be satisfied by a quantum 
system when we want to perform quantum gates. 

1.9 Decoherence 

A quantum gate can be interpreted as the result of the time evolution of a qubit system. 
By definition, the time evolution of a quantum state has to be unitary. Therefore, the 
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superposition principle and the possibility of interference between quantum states have 

to be preserved. When a quantum computation is performed, the qubit is not isolated 
by the surrounding environment, and we have to take into account the coupling between 
qubits and the environment. This coupling generates deviations from the unitarity of the 

time evolution of qubits. This phenomenon is known as decoherence. Following [27], 

we will show the decoherence process through a simple example. Suppose that the qubit

environment joint system induces a time evolution of the form 

(1.85) la)® lE)--+ la)® IEa(t)), 
U(t) 

where la) is the qubit state, lE) is the initial state of the environment and U(t) is the 
time evolution operator of the qubit-environment joint system. If the initial state of the 

qubit is a superposition of the basis state I 0) and I 1), the time evolution generates an 
entanglement between the qubit and the environment, 

(1.86) 

Decoherence arises from the qubit-environment entanglement. To show the non unitarity 
of the time evolution of the qubit, we need to consider the reduced density matrix related 

to the qubit. The density matrix of the qubit-environment joint system can be written as 

(1.87) 

Performing the trace over the environment degrees of freedom, we obtain the qubit re

duced density matrix 

(1.88) 

The off-diagonal terms in matrix (1.88) are the so called coherences. Therefore, we need 

to check the effect of the environment on these terms. The product between I E0 (t)) 
and I E1 ( t)) describe the loss of information of the qubit state into the environment. In 

general, these states become increasingly more orthogonal with time as described by the 

following equation 

(1.89) (Eo(t)IEI (t)) = e-r(t) 

where r(t) is a time dependent function whose specific form depends on the specific cou

pling between the qubit and the environment. The typical decoherence time varies from 
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104 for nuclear spins in a paramagnetic atom to 10-12 for electron-hole excitations in the 
bulk of a semiconductor. Therefore, due to the entanglement, the off-diagonal terms in 
Eq. (1.88) tend to vanish, but the diagonal terms remain unaffected. The decoherence phe
nomenon is the main problem to overcome in the realization of quantum gates. Preferable 
systems are characterized by long decoherence times in comparison to the operational 
time required to perform a quantum gate. 

1.10 DiVincenzo Criteria 

In order to manipulate the quantum information encoded in a quantum system certain 
criteria have to be fulfilled. Following DiVincenzo [28], at least five conditions have to 

be satisfied by a quantum system to efficiently implement quantum computation. These 

criteria are: 

( 1) The quantum system must be scalable with well defined qubits and offer the oppor
tunity to perform a quantum register (which is a collection ofqubits). 

(2) We need to initialize the state of the qubits in a desirable state. 

(3) The operational time t needed to perform a quantum operation has to be much 
smaller than the decoherence time T, which is determined by the interaction be
tween the qubit and the environment. The ratio nop = T jt is the maximum number 
of operations that can be implemented by the quantum gate. 

(4) A universal set of quantum gates is needed, which allows us to perform all the 
possible unitary operations on a qubit register. This set can be composed of C NOT 

and of single-qubit quantum gates. 

(5) There should be the capability of measuring the output qubits. 

During the development of the study of realistic systems for the realization of quan
tum gates, we will discuss the fulfillment of DiVincenzo criteria. 



Chapter 2 

Fullerene and Endohedral Fullerene 

Molecules 

After their discovery in 1985 by a joint research between Sussex and Rice Universities, 
fullerenes opened up an amazing new branch of chemistry. The experimental group was 
headed by Harry Kroto, Richard Smalley and Bob Curl, who, for their discovery, shared 
the 1996 Nobel prize in chemistry [29]. Many relevant applications of fullerenes have 
been suggested. They show promising applications in medicine and they can be used as 
lithographic films, lubricants, catalysts and in solar cells or batteries. Moreover, relevant 
to our interest, is their recent application for quantum computation. 

In this chapter we present an overview on fullerene molecules and endohedral 
fullerenes. We will talk about their discovery and introduce their general features. 

2.1 Fullerene Molecules 

The path which led to the discovery of fullerenes started in the early seventies with studies 
on the chemistry of unsaturated carbon configurations. This research was led by Harry 
Kroto and David Walton at the University of Sussex. They developed methods for synthe

sizing long chain polyynes and they studied their dynamics by microwave spectroscopy. 
Their results found an application in molecular radioastronomy, which led to the detection 
of these molecules in the cloud material of the interstellar medium. 

A decade later, Richard Smalley and Bob Curl at Rice University were performing 

26 
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experiments on the production of atom clusters. Their experiments were based on the 
laser vaporisation of several different targets in order to produce clusters of atoms. Kroto 
suggested the use of a graphite target which subsequently resulted a collaboration between 
Sussex and Rice University research groups. 

Following Ref. [30], we will describe the fullerene discovery experiment and their 
general properties. While performing mass-spectroscopy analysis of carbon vapor, were 
observed the presence of even-numbered clusters of carbon atoms in the range C30 - 0 100 

[29, 31, 32]. The experiment is carried out by directing a pulsed laser beam onto the 
surface of a rotating-translating graphite disk. The released vapor of carbon atoms is then 
mixed with a stream of helium gas. Therefore, clusters of fullerenes are spontaneously 
generated. The gas is then led into a vacuum chamber where it expands and is cooled 
to some degrees above absolute zero. The carbon clusters can then be analyzed by mass 
spectrometry, which subsequently reveals their molecular structure. The practical syn
thesis of fullerenes in larger quantities is due to the astrophysicists D. R. Huffman and 
W. Kratschmer in 1990 [33]. Their experiment was simply based on the evaporation of 
a graphite electrode. Two graphite rods are heated to a high temperature by an electric 
arc discharge in an atmosphere of helium at a pressure of 13kPa. The resulting carbon 
cluster vapor is composed mainly of C60 and C70 fullerenes. 

Fullerenes are a family of molecular, geodesic structures in the form of cage-like 
spheroids. The carbon atoms are bonded together in highly symmetrical hexagons and 
pentagons. Each fullerene contains 2(10 + M) carbon atoms corresponding to exactly 
12 pentagons and M hexagons, therefore the smallest fullerene which can exist is the 
C20 • Fullerenes are edgeless, charge-less, and have no dangling bonds and no unpaired 
electrons. A remarkable property of C60 is their wave-particle duality which has been 
discovered in outstanding experiments by Amdt et al [34]. 

C60 is the first stable and the most abundant fullerene to be discovered, see Fig 2.1. 
The C60 is also known as Buckminsterfullerene, or buckyball, after the engineer and archi
tect Richard Buckminster Fuller, as the molecule shares the architecture of his geodesic 
domes. A buckyball resembles a sphere and it is composed of twenty hexagons, in addi
tion to the usual twelve pentagons. Each hexagon is connected to alternating hexagons 
and pentagons, and each carbon atom is shared by one pentagon and two hexagons. It 
was the discovery of the C60 fullerene which led the Sussex-Rice group being awarded 
the Nobel Prize in 1996. 
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Figure 2.1: The C6o buckyball. 

2.2 Endohedral Fullerene Molecules 

The great interest in fullerene molecules allowed the investigation into new structures 
composed of these molecules. Experiments based on the ion bombardment of fullerene 
molecules led to the discovery of more complex structures known as endohedralfullerene 
molecules. An endohedral fullerene molecule is a composite molecule given by a fullerene 
cage which hosts an atom. Examples of endohedral molecules are Alkali fullerenes [35], 
noble gas fullerenes [36]. We herein focus our attention on N@C60 endohedrals, see Fig. 
2.2. 

N@C60 was discovered by Almeida Murphy et al. [37], and successively inves
tigated by other groups [38, 39, 40, 41, 42]. Endohedral N@C60 is produced by ion 
implantation procedures. Ion implantation is a very powerful technique, which in princi
ple allows the encasement of any element inside the fullerene, but the main concern is the 
stability of the produced molecule. A remarkable property of N@C60 is that the encased 
nitrogen atom retains all of its characteristics as a free atom along with a greater stability 
toward its outside environment. The experimental set-up is shown schematically in Fig. 
2.3. C60 fullerenes are evaporated from an effusion cell onto a copper substrate and si
multaneously irradiated with nitrogen ions from an ion source. In a five hour run, 2 to 

4J.Lm thick films are produced [40]. Subsequently, the irradiated material is removed from 
the copper substrate and is dissolved in toulene and filtered. This material is then investi
gated by Electron Paramagnetic Resonance (EPR). The inset of Fig. 2.3 shows the three 
sharp 14 N EPR lines of the sample irradiated with 14 N ions (nuclear spin I = 1). The 
line splitting is due to the hyperfine interaction with the nuclear spin. For more technical 
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Figure 2.2: N@C6o endohedral fullerene molecule. 

ion source 
0 

0 

0 

·effusion cell 

Figure 2.3: Implantation of nitrogen atoms into fullerene molecules. The inset on the left 

shows the the EPR lines of N@C60 (taken from http: I /www. hmi. de) . 
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details regarding this experiment see references [40, 42]. 

The observed sharp lines in the EPR spectrum indicate that the system is spherically 
symmetric, i.e. the fine-structure and quadrupole interactions are zero and the g factor and 
the hyperfine interaction are isotropic. Experiments and theoretical calculations suggest 
that there is a repulsive exchange interaction between the fullerene and the electronic 
cloud of the encapsulated atom [ 43, 44]. Therefore, the nitrogen atomic electrons are 
more tightly bound than in the free atom. Furthermore, studies on the charge distribution 
show a symmetrical charge contraction of the nitrogen electronic cloud. These findings 
along with the chemical inertness ofthe system show that the nitrogen can be considered 
as an independent particle encased within the C60 cage, and the experimentally observed 
spherical symmetry shows that the nitrogen sits in the centre of the shielding fullerene. 

The most remarkable feature of N@C60 is that a nitrogen atom, which is very re
active as a free atom, is stabilized in its electronic ground state and occupies a central 
position inside the hosting fullerene. Therefore, C60 can be considered as an ideal trap for 
the atomic nitrogen because it protects the hosted atom from the outer environment with
out introducing any charge transfer processes. Since charge interactions are completely 
screened, the only physical quantity of interest is the spin of the trapped particle. A ni
trogen atom can be effectively described as a ~-spin particle. This spin is associated with 
its electronic degrees of freedom. We will consider a more simple model assuming that 
the encased atoms are described as ~-spin particles. The encased nitrogen atom therefore 
serves as a good candidate for encoding a qubit. 

Other features which allow an endohedral fullerene to be considered as a good can
didate as a building block for quantum computation is that they can be very easily maneu
vered, see Sec. 2.2.1, and they are characterized by remarkably long relaxation times, see 
Sec. 2.2.2. The discussion related to these features is presented in the next two sections. 

2.2.1 Assemblage of scalable systems 

One of the most challenging requirements for reliable and useful quantum computation 
relies on the the possibility of building up scalable systems of qubits. With the use of 
buckyballs as encoding elements for qubits, it is possible to build up dimers or arrays [ 46] 
ofbuckyballs in nanotubes [46, 47, 48, 49]. The system composed offullerenes arranged 
inside a nanotube is called peapod, see Fig. 2.4. Fullerenes can be assembled into ordered 
arrays in single walled nanotube (SWNT). Upon suitable heating conditions, fullerenes 
spontaneously enter nanotubes to form peapods [47]. Fullerene in SWNT locally alter 
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Figure 2.4: The schematic picture of the peapod: a nanotube filled with four endohedrals. 

the electronic states of the nanotube [48, 49]. If the electronic states of the fullerene 

and the nanotube are coupled, then this effect could be used as a mechanism for distant 
qubits to interact through the nanotube. A pepapod can be seen as a molecular network, 

characterized by periodicity and geometry which are dictated by molecular interactions 
(usually non-covalent bonding). 

For fullerene spins to be controlled locally by gates they need to be spaced at suit
able distances which can allow the single addressing of each fullerene. It is possible 

to attach functional groups to N@C60 , which can be used as spacers so that the dis
tance between fullerenes can be controlled [ 46]. Alternatively, it can be used as a global 

spin-addressing scheme [50, 51]. This addressing scheme, called Quantum Cellular Au
tomaton (QCA) consists of an array of alternate species of endohedral fullerenes given by 
three [50] (ABCABC ... ) or two [51] (ABAB ... ) different types of qubits. An example of a 

QCA can be built through the use of the three endohedral fullerenes 14 N@C60 , 15 N@C60 

and 31 N@C60 • In this setup, the addressing of qubits can be performed by utilizing the 

different resonance frequencies of the nitrogen and phosphorous atoms. 

Fullerenes inside nanotubes are quasi one-dimensional systems. The fullerene can 

orient themselves relatively to the nanotube sidewall and to their nearest neighbors. Gen

erally, the ordering of C60 fullerenes arrays is controlled by non-directional Van der Waals 
interactions. A new technique of low-temperature filling, see [ 46], after the insertion of 

functionalized fullerenes into a nanotube, leaves the functional groups and the electron 
spin unaltered and allows the formation of spin active arrays. 

Endohedral fullerenes can not only be easily maneuvered to allow the possibility of 

building scalable systems, but they are also characterized by remarkably long relaxation 

times, see Sec. 2.2.2. Since in a peapod the nanotube acts as a shield to the encapsulated 
array ofbuckyballs from the outer environment, it is believed that relaxation times of the 

encased particles could be reduced. A detailed discussion about relaxation processes is 
presented in the next section. 
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2.2.2 Decoherence Times 

It has been shown that endohedral systems provide a long lifetime for the trapped spins 
and that the fullerene molecules represent a good sheltering environment for the very 
sensitive spins trapped inside [43]. These endohedral systems are typically characterized 
by two relaxation times, T1 and T2 • 

Early studies on relaxation processes in endohedral fullerenes [52, 53], show that 
the first relaxation time T1 is due to the interactions between a spin and the surrounding 
environment. The second T2 is due to the dipolar interaction between the qubit encoding 
spin and the surrounding endohedral spins randomly distributed in the sample. While T1 

is dependent on temperature, T2 is practically independent of it. The experimental mea
sure ofthe two relaxation times shows that T1 increases with decreasing temperature from 
about lOOJ.Ls at T = 300K to several seconds below T = 5K, and that the value of the 
other relaxation time T2 remains constant, that is T2 ~ 20J.Ls [52, 53]. In comparison 
with T2, the value of T1 is very large, therefore the system decoherence is determined by 
the spin-spin relaxation processes. It is supposed that the value of T2 can be increased 
if it could be possible to design a careful experimental architecture, which could screen 
the interaction of the spins with the surrounding magnetic moments. It is believed that in 
a system composed of arrays of endohedrals encapsulated in a nanotube [54] or bucky
balls embedded on a substrate, it should be possible to reduce the relaxation time of the 
system due to the random spin-spin interactions. The above systems should be reliable 
for the realization of quantum gates. In such architectures the decoherence time for each 
encapsulated spin should be longer. 

New findings about the relaxation processes of N@C60 molecules have been re
cently published by Morton et al., [55]. They found that both the relaxation time, T1, 

and the coherence time, T2 , are temperature dependent and that there is a correlation be
tween them, T2 ~ ~T1o which is constant over a broad temperature range. These findings 
suggest that both relaxation times are influenced by the same physical process. Fig. 2.5 
(taken from [55]) shows the electron spin relaxation times (T1 and T2) of N@C60 diluted 
in CS2• The ratio T2 ~ ~T1 is constant over the full temperature range for which the 
solvent remains liquid. At temperatures below l60K, the CS2 solvent freezes as a poly
crystal leaving regions ofhigh fullerene concentrations around the grain boundaries. This 
dramatically increases the local spin concentration, and T2 becomes extremely short due 
to dipolar spin coupling, which is due to the instantaneous diffusion effect [56, 57, 58]. 

In early studies investigating the relaxation of N@C60 diluted in solvents, [59] the 
dominant process was found to be due to zero field splitting (ZFS) fluctuations. These 
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Figure 2.5: Electron spin relaxation times, T1 and T2 , of N@C6o in CS2. The ratio 

T
2 
~ ~T1 is constant over the full temperature range for which the solvent remains liquid. 

At temperatures below 160K, the CS2 solvent freezes as a polycrystal, leaving regions 

ofhigh fullerene concentrations around grain boundaries. This dramatically increases the 

local spin concentration, and T2 becomes extremely short due to dipolar spin coupling 

(taken from [55]). 
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Figure 2.6: Temperature dependence ofT1 of N@C60 is linear in Arrhenius coordinates, 

consistent with the Orbach relaxation mechanism (taken from [55]). 

fluctuations are due to deformations of the spherically symmetrical N@C60 cage caused 
by collisions with the molecules of the diluting solvent. Nevertheless, ZFS processes 
cannot explain the temperature dependence of both T1 and T2 and their correlation. 

It was found that the physical process which describes the temperature dependence 

of relaxation times is well described by an Orbach relaxation mechanism, see Fig. 2.6 
(Taken from [55]). This is a two-phonon relaxation process whose energies are resonant 
with a transition to an excited electronic state, such as a vibrational or orbital state which 
lies outside of the space considered by the spin Hamiltonian. The remarkable result pro
vided by this research is the observation of a coherence time T2 up to 0.25ms, the longest 
for any molecular electron spin. As presented in Chapter 6, such times allow to perform a 
number proportional to 104 of high fidelity quantum gate operations, which subsequently 

allow us to meet the requirements for quantum error correction [60]. 

2.2.3 Readout 

The possibility of measuring single spins is one of the most challenging aspects for endo

hedral fullerene molecule systems. 

One of the most frequent technologies used for the study of buckyball systems are 

ESR experiments, which exploit the free induction decay of ensembles containing anum
ber of molecules of the order of 104• Many other technologies developed so far can be 
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adopted as candidate for measuring single spins. The use of micro-SQUIDs (supercon
ducting quantum interference devices) allows the measurement of small magnetic fields, 
but they limit current sensitivity to l::lms = 30, which corresponds to the flipping of 30 
electron spins [61]. Another promising experiment is based on magnetic resonance force 
microscopy (MRFM). It has been successful for detecting a single electron spin in silicon 
dioxide [62], but the process is slow. STM (scanning tunnel microscopy) assisted EPR 
allows the tunneling current to be modulated at the Larmor frequency of the individual 
spin to be detected, but since this does not allow vector measurements, it cannot make a 
projective measurement of an electron spin qubit [63]. As suggested in reference [64], 
electrical measurements could be exploited for single spin readout. At suitable low tem
peratures and magnetic fields, in a molecular-nanoelectronics hybrid device constituted 
by a fullerene molecule connected to a pair of electrical contacts [65], it may be possible 
to use Coulomb blockade to measure an endohedral electron spin [66]. 

Optical experiments seem to offer a valid alternative to electrical experiments for 
the detection of single spins. Actually, the direct optical detection of a spin in N@C60 and 
P@C60 is forbidden because the transition to the first excited state in atomic nitrogen falls 
far into the ultraviolet region (which cannot be measured with standard optics apparatuses) 
and well inside the primary absorption range of the C60 cage [64]. Other optical exper
iments could be improved for modeling optical readout devices for endohedral spins. In 
ODMR (Optically Detected Magnetic Resonance) experiments a sample (titanium-doped 
silicon carbide [67]) is irradiated with a magnetic field and its luminescence, due to tran
sitions between electronic spin states is used to detect the electron spin. Other possible 
optical experiments can be based on spin to photon conversion [68], or on the coupling 
of the endohedral spin to solid-state magnetic optical dipole such as nitrogen-vacancy 
centres in nanocrystalline diamond [69, 70]. 

As suggested from a work by Benjamin et al. [64], promising candidates for optical 
single electron spin detection are erbium-doped fullerene. For example, a class of these 
fullerenes, the so-called TNT fullerenes (composed of a planar trigonal tri-lanthanide 
nitride group enclosed in a 78, 80 or 82-carbon cage) give a very good response in ex
periments aiming to single-spin readout. Examples of TNT fullerenes used in such ex
periments are ErSc2N@C80, Er2 ScN@C80 and Er3 N@C80 [71]. These experiments 
are based on cage-mediated photoluminescence. The cage states, which absorb the ex
citing visible laser source, are subsequently subjected to non-radiative relaxation to the 
ion and intra the ion, with a final luminescent decay. The uncontrolled and complex 
relaxation processes involved in these kind of experiments make them unsuitable as a 
readout scheme, which requires us to be able to perform precise coherent manipulations 
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of the ionic states. However, recent experiments show the possibility of direct excitation 
of ionic states in TNTs [72], which opens the opportunity of identifying useful readout 
transition and also to coherently and selectively excite these transitions. 

Furthermore, recent experiments [72] show that, under the application of suitable 
external magnetic fields on TNT samples, the observed spectrum splits, confirming that 
the Er3+ ion maintain a two-fold degeneracy in its quantum states (Kramer ion), even 

under complete crystal-field splitting. This allows the encoding of a qubit in the aris
ing pseudo-~-spin, and the possibility of exciting selective luminescent transitions could 
allow the detection of individual spin states in this species of endohedral fullerene mole
cules. 

Quantum computing through the study of doped fullerene systems has been investi
gated in many works [44, 70, 73, 74, 75, 76, 77]. Although we have followed many ideas 
suggested in these previous papers, we consider a different approach for the realization of 
quantum gates, which is presented in the following chapters. 



Chapter 3 

Physical System 

Following the description presented in the previous chapter, if we consider an N@C60 

molecule, the only physical quantity of interest is the spin of the encased nitrogen atom. 

Spin Dipole 
Interaction 

( ) 

r 

Figure 3.1: Our system: two interacting N@C60 buckyballs. Each fullerene molecule hosts a nitrogen 

atom. 

Our system is composed of two interacting N@C60 buckyballs, see Fig.3.1, where 
we indicate the left spin as spin 1 and the right spin as spin 2. In the two-buckyball system 
any charge interaction is screened and the fullerene cage does not contribute towards the 
interaction process [43]. Therefore, the mutual interaction between the two buckyballs is 
given only by the interaction between the spins of the two trapped nitrogen atoms. The 
Hamiltonian of the system can be written as 

(3.1) 

where J0 is the exchange interaction coupling constant, §1 and §2 are the Pauli matrices 
2 

related respectively to spin 1 and spin 2 , g(r) = 'Yl'Y2 ~0::.f is the dipolar interaction 

37 
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coupling constant, where J.Lo is the diamagnetic constant, JLB is the Bohr magneton and r 
is the distance between the two trapped atoms, and fi is the unit vector in the direction of 
the line joining the centers of the two encased atoms. 

The most abundant N@C60 molecules encase a 14 N nitrogen atom, whose electron 

spin is S = ~· For the sake of simplicity, we will assume that the trapped nitrogens are 
~-spin particles, therefore they can be treated as electrons. Although the theoretical study 

is related to a simplified theoretical model, it gives a reliable overview on the behaviour 
ofthe system. 

In the case where the trapped particles are electrons, the gyromagnetic ratio is given 
2 

by 'Y ~ 2, and g(r) = ~a;f. The study of fullerenes' spectra in ESR (Electron Spin 

Resonance) experiments, and theoretical studies [43, 44, 45], show that the exchange 
interaction is very small. Therefore, in Eq. (3.1), we can neglect the exchange term pro

portional to J0, leaving the spin dipole-dipole interaction as the leading term ofthe mutual 

interaction between the two endohedrals. Therefore, the Hamiltonian of two interacting 
N@C60 buckyballs is given by only the mutual dipole-dipole interaction between the spin 

of the two encased nitrogen atoms. Its expression is the following 

(3.2) 

Choosing the direction of vector fi parallel to the x axis, the dipole-dipole interaction 

Hamiltonian is simplified as follows 

(3.3) 

and its matrix form is the following 

(3.4) H= 

g(r) 

0 

0 

-3g(r) 

0 

-g(r) 

-g(r) 

0 

0 

-g(r) 

-g(r) 

0 

-3g(r) 

0 

0 

g(r) 
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The eigenvalues and eigenvectors of matrix (3.4) are 

(3.5) 

(3.6) 

(3.7) 

(3.8) 

0 

-1 

1 

0 

1 

0 

0 

1 

0 

1 

1 

0 

-1 

0 

0 

1 
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If we assume that the two buckyballs are embedded on a silicon substrate, see [77], the 

suggested value for the distance between their centers is r = 1.14nm. Therefore, the 

numerical value of the energy related to each eigenvalue is 

(3.9) 

(3.10) 

(3.11) 

A1 - OeV 

A2 = A3 = 7.25 x 10-8eV 

A4 - 1.45 x 10-7 eV 

These are the eigenvalues of the starting Hamiltonian (3.3), which describes the 

dipolar mutual interaction always present between the two spins. 

In order to perform any quantum computation on our system we need to encode the 

qubit in our particles. In the following section we describe a way to represent a qubit with 

a spin particle. 
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3.1 Encoding a Qubit 

Quantum computation and quantum information are based on the concept of the qubit. 
The qubit is the quantum counterpart of the classical bit. Any quantum computational 
operation can be performed by manipulating qubits. A qubit is a hi-dimensional Hilbert 

space whose basis is generally indicated as {I 0), I 1) }. Therefore, to encode a qubit, 
we need a two-level system. Since our candidates for representing qubits are ~-spin par

ticles, a straightforward way to obtain a two level system is to apply to the particles a 
static magnetic field directed along the z axis. The Hamiltonian which describes a ~-spin 
particle in a static magnetic field B = (0, 0, B0) directed along z is given by the following 

expression 

(3.12) Ho= 

where /-LB is the Bohr magneton, 'Y is the gyromagnetic ratio, B0 is the amplitude of the 

static magnetic field and 

which is the z-Pauli matrix. Since we are supposing that the spin-particles are electrons, 

the gyromagnetic ratio 'Y ~ 2, and equation 3.12 simplifies into 

(3.13) 

The interpretation ofEq. 3.13 is that due to the Zeeman effect, the spin z-component will 

be split into two sub-components whose quantum numbers are ms = -~and m 8 = +~. 
The arising two-level system is adopted as the two-level system which represents the 

qubit, see Fig.3.2. State I 0) corresponds to the spin-down component and its energy is 

E_ = -J.L8 B0, and state I 1) corresponds to the spin-up component E+ = J.LaB0 • The 
difference in energy between these two state, known as the Zeeman splitting, is 

(3.14) 

from which we can derive the precession frequency of the spin 

(3.15) Wp = 2wo. 

The importance of the precession frequency will be relevant in performing single-qubit 

operation, see Chap. 4, which can be performed by applying resonant microwave fields. 
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From hereon, we assume that 1i = 1. Therefore, Eq. 3.13 becomes 

(3.16) 

Since the spin of a N@C60 molecule encodes a qubit, an array of N@C60 molecules 

can be considered as a multiple-qubit system. We limit our study to an array composed 

of two buckyballs, see Fig. 3.1, which represents a two-qubit system when it is subjected 

to a static magnetic field along the z axis. 

The strength of the static magnetic field B0 produces the splitting of energy levels. 

EPR spectrum of N@C60 molecules consists of three lines. Generally, pulsed EPR are 

done using the center line of the EPR spectrum [78]. A sharp line triplet is observed with 

static magnetic field amplitudes B0 in the range 0.36T- 0.39T. Therefore, the angular 

resonance frequency of the spin Wp, calculated through Eq. (3.15), is characterized by 

values in the range 63.3G H z - 68.6G H z. 

A system composed of two qubits can be described by a four dimensional Hilbert 

space. As a basis of this space, we consider the standard two-qubit computational basis, 

which is given by the set ofvectors {I 00), I 01), 110), Ill)}, where 

(3.17) I oo) = 

(3.18) I o1) = 

(3.19) 110) = 

(3.20) Ill)= 

1 

0 

0 

0 

0 

1 

0 

0 

0 

0 

1 

0 

0 

0 

0 

1 
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Figure 3.2: Two level system which encodes the qubit. It arises after applying a static 

magnetic field along the z-direction on a ~-spin particle. 

The wave-function of the system can be written as a superposition of the basis states in 

the following form 

(3.21) 11/J) =a: I oo) + ,e I o1) +, 110) + 8111), 

where a:, ,6, 'Y and 8 are complex coefficients which satisfy the probability normalization 

condition I a: 12 + I ,6 12 + I 'Y 12 + I 8 12= 1. 

In a system composed of two N@C60 molecules, the qubits are represented by the 

spins ofthe two encased nitrogen atoms. We assume that each of the two spins is subjected 

to a different static magnetic field along z, i.e. spin 1 is subjected to a static magnetic field 

of amplitude B01 , and it is described by Hamiltonian 

(3.22) 

and spin 2 is subjected to the amplitude B5, which allows this spin to be described by 

Hamiltonian 

(3.23) 

The complete Hamiltonian of a two-qubit system represented by two interacting 

N@C
60 

molecules, subjected to static magnetic fields directed along the z axis and to the 

always present mutual dipolar interaction, see Eq. (3.3), is the following 

(3.24) 

H' = H + Ho1 + Ho2 

= g(r)(crzl ® a-z2 + cryl ® cJy2 - 2crxl ® a-x2) 

-J1BBo1 0'z1 ® !2- Jl,BBo2l1 ® O'z2 
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We observe that the mutual interaction between the two spins naturally allows us to 

perform two-qubit operations by simply allowing the two-qubit system to evolve in time. 
Single-qubit transformations can be instead performed by applying suitable microwave 

fields on the system (see Chap. 4). However, the achievement of single-qubit operations 

relies on the possibility of acting distinctly on each single qubit. The description of a 
convenient single-qubit addressing scheme is presented in the following section. 

3.2 Single addressing of each qubit 

Our system is composed of two spins which interact with a static magnetic field. Applying 

a static magnetic field oriented in the direction of the z axis, for the Zeeman effect, we 

obtain the splitting of the spin z component into the spin-up and spin-down components. 

The difference between the energies of the two levels provides the resonance frequency 
of the particle. However, when we apply a static magnetic field on the whole sample, 
all the particles will have the same resonance frequency. To perform manipulations on 

each buckyball, we need to be able to distinguish between each of them. This setup 
leads to the most relevant experimental disadvantage for systems composed of arrays 

of buckyballs, which resides in the difficulty in addressing each of the qubit-encoding 

particles. This problem can be overcome by the use of external field gradients which can 
shift the electronic resonance frequency of the qubit-encoding spins [75, 77]. Magnetic 

field gradients can be generated by considering wires through which a current flows. If we 

place two parallel wires outside our two buckyball system, an additional magnetic field 

is generated in the space between the wires, Fig. 3.3. As described in a publication by 
Groth et al. [79], with the help of atom chip technology, wires with a high current density 
can be built. Recalling the Biot-Savart law, the magnetic field amplitude at a distance R 
from a long straight wire carrying a current I is given by the following equation 

Jlo I 
(3.25) Bg = 2rr R. 

As explained in the afore publication [79], if we choose the current intensity I = 0.3A, 
the distance between the two wires d = 1J1m, and the radius of each wire p = 1J1m, a 
buckyball at a distance x from the origin of the axes will be subjected to a magnetic field 

given by 

(3 26) B - J1o I( 
1 + 1 

) 
• g - 27r X+ p + d/2 X - p - d/2 . 

With the choice I = 0.3A, d = 1J1m and p = 1J1m, applied to (3.26) as a numerical 
computation, we obtain the magnetic field distribution shown in Fig. (3.4). Since the 
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Figure 3.3: Schematic arrangement of the physical apparatus for the realization of a mag

netic field gradient. 

distance between the atoms encased in the two buckyballs is r = 1.14nm, the distance 
of the left particle from the origin of axes is x 1 = -0.57nm and it is subjected to the 
gradient field amplitude Bgl = 6.8 X w-5T, while the right particle is placed at a distance 
x2 = 0.57nm from the origin and it is subjected to B92 = -3.04 x w-5T. We could not 
consider a current greater than I = 0.6A because the wires would face a too high heating 
process and eventually they could be destroyed. On the other hand, we could not consider 
currents smaller than 10-1 A because the arising magnetic field gradient would be too 
small for each buckyball. In this case, the resonance frequencies related to the buckyballs 
would differ by only a few M H z, which could be a too small gap to be realized by a 
frequency resonator. 

Finally, the total static magnetic field strength on each particle is B01 = Bz + B91 

for spin 1 and B02 = Bz + B92 for spin 2, where Bz is the amplitude of a static magnetic 
field directed along the z axis, which is applied on the whole system. The Hamiltonian 
describing a two-N@C60 system is given by Eq. (3.24) where we have to substitute the 
static magnetic fields B01 and B02 as defined above. 
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Figure 3.4: Magnetic field generated by two lJLm-radius wires at a distance d = lJLm, 

which carry a current I= 0.3A. The two buckyballs are placed at a symmetrical distance 

x with respect to the origin of the axes. 

3.3 Concurrence 

When we consider a !-spin particle as the encoding system for the qubit, it may undergo 

to a spin-flip process. This phenomenon consists of the swapping between the spin-up 

and spin-down components, that is 

(3.27) 

(3.28) 

I o) -t 11), 

ll) -t I o). 

Ifwe consider, for example, the two-qubit state, known as EPRpair 

(3.29) 
I oo)+ 111) 

.;2 
we can see that it is unaffected by the spin-flip of both qubits. This state, for this fea

ture, is said to be maximally entangled. Therefore, we can define the entanglement as the 

property of quantum states, which shows if the state is good enough for carrying quan
tum information. The most entangled is the quantum state and it is the most reliable for 

transferring quantum information. In our case, we will consider the concurrence, see Ref. 
[80] as a measure of the entanglement of the state describing the two-qubit system. 

A pure state of a two-particle quantum system is said to be entangled if it cannot 

be factorisable, that is to say that it cannot be written as the direct product of the states 
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describing each particle. A mixed state is entangled if it cannot be represented as a mixture 

offactorisable pure states. In this Section we will refer to the entanglement offormation, 
which is intended to quantify the resources needed to create a given entangled state [81]. 

In order to show the definition of entanglement of formation, see Ref. [81] , we can 

consider a system composed oftwo subsystems, A and B. In the general case of a mixed 

state, the density matrix describing the whole system is given by 

(3.30) 

where the ensemble of pure states {I 1/Ji) }, with the respective probabilities Pi give all the 

possible pure state decomposition for the density matrix p. For each pure state I 1/Ji) (1/Ji I, 
the entanglement of formation is defined as the von Neumann entropy ofboth subsystems 

A and B. The von Neumann formula, which defines the entanglement of a pure state, 

I 1/J), is described by the following equation 

(3.31) E('l/J) = -Tr(pA log2 PA) = -Tr(ps log2 Ps). 

where 

(3.32) PA = Trs(l 1/J) (1/J I) 

and 

(3.33) 

The entanglement of formation of the mixed state p is then defined as the average entan

glement of the pure states of its decomposition, minimized over all decompositions of p, 

that is 

(3.34) 

In our system, in order to evaluate the degree of entanglement between the two particles, 

we consider the so called "spin-inversion" transformation, which, for a ~-spin particle, 

is the standard time reversal transformation, see Ref. [82]. If we consider a single qubit 

pure state I 1/J), which is expressed in the standard computational basis, the spin-inversion 

transformation is defined as follows 

(3.35) 

where a • = ( ~ ~· ) is the Pauli y-matrix, and I .p•) is the complex conjugate of I .P). 

Since the state describing our system is a two-qubit pure state, we can neglect mixed states 
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and focus our attention on the definition of entanglement for pure states as described by 
equation (3.31 ). We can now introduce the definition of concurrence, see Ref. [80], as 

(3.36) C(V;) =I (1/J I{;) I, 

and the corresponding entanglement reads 

(3.37) E(V;) = j(C(1f;)), 

where the function j(C(V;)) is given by 

(3.38) j(C(V;)) = h(1 + \/1; C(1f;)2), 

(3.39) h(x) = -x log2 x- (1- x) log2(1- x). 

The function j(C(1j;)) increases monotonically from 0 to 1 as C(1j;) ranges from 0 to 1, 
consequently we can consider the concurrence as a measure of the entanglement. 
The state describing our two-qubit system can be written as a superposition of the standard 

two-qubit computational basis states, which is described by the relation 

(3.40) 11/J) =cl I 00) + c2 I 01) + c3 110) + c4 Ill). 

To evaluate the concurrence of this state, we start with the evaluation of the complex 

conjugate of the state as follows 

(3.41) 11/J*) =cl* I 00) + c2* I 01) + c3* 110) + c4* Ill). 

Then we apply the fry transformation to the state (3.41), that is to say that we need to act 

on it with the following two-body operator 

(3.42) 

Recalling that the action of the fry matrix on the standard computational basis states is 

(3.43) u, 1 o) - ( ~ ~· )( ~) ~ • ( ~ ) * u, I o) ~ • 11), 

(3.44) u, I I) - ( ~ ~· ) ( ~ ) ~ -• ( ~ ) * u, I I)~ -• I o), 

we obtain 

(3.45) 

s 1 oo) = 

s 1 o1) = 

S 110) = 

sIll)= 

-Ill) 

I 10) 

I o1) 
-I 00). 
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Finally, the spin-inversion transformation on the state I '1/J) reads 

(3.46) I ;fi) =-cl* Ill)+ c2'" 110) + c3* 1 01)- c4* 1 oo). 

Therefore, by substituting states {3.40) and (3.46) in equation {3.36), we obtain the con

currence for our system, whose normalized value is given by the following equation 

(3.47) 
21 c2*c3*- cl*c4* I 

C('lj;) =I cll2 +I c312 +I c312 +I c412' 

The result obtained in equation (3.47) will be very useful to know the degree of entangle

ment of our system during the time evolution. When the concurrence related to a wave

function reaches its maximum value, i.e. C('lj;) = 1, the state is maximally entangled. 

Therefore, we can expect that the concurrence of the wave function, which describes our 

system, reaches its maximum or, at least, a value close to it in a shorter time in comparison 
to the decoherence time T2 • 

3.4 Entanglement of the realistic system 

The goal of any quantum computational proposal is the entanglement of the state of the 

system under consideration. For this purpose, it is interesting to study the concurrence, see 

Sec. 3.3. The knowledge of the degree of entanglement allows us to know if the quantum 

state is good enough for carrying quantum information, i.e. if it is a reliable state to be 

considered in a quantum channel for performing eventual quantum operations. We have 

studied the degree of entanglement of our two-qubit state in the case of a time-independent 

Hamiltonian, Sec. (3 .4.1 ), and in the case of a time-dependent Hamiltonian, Sec. (3.4.2), 

obtained by applying time-dependent oscillating magnetic fields, see [73, 74]. 

3.4.1 Entanglement: Time Independent Hamiltonian 

Considering the dipole-dipole interaction Hamiltonian ofEq. (3.3), the added static mag

netic field along the z-direction, see Sec. 3.1, and the gradient field amplitudes, see Sec. 

3.2, the resulting Hamiltonian ofthe system is given by the following equation 

(3.48) 

H = g(r)(azl ® aZ2 + ayl ® ay2 - 28-:q ® B-x2) 

-f-LBBo1az1 ® f2 

-f-LBBo2ll ® az2, 
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where f-LB is the Bohr magneton, B01 = (Bz + B9J and Bo2 = (Bz + B92 ) are the 
static magnetic fields acting on spin I and spin 2 respectively. Bz is the static magnetic 

field directed along the z axis which acts on the whole system, B91 and B92 are the field 
gradient amplitudes. The Hamiltonian matrix form is given by the following matrix 

g(r) + m1 0 0 -3g(r) 

(3.49) H= 
0 -g(r) +m2 -g(r) 0 

0 -g(r) -g(r)- m2 0 

-3g(r) 0 0 g(r)- m1 

where 

(3.50) m1 = -f-LB(Bo1 + Bo2 ) 

and 

(3.51) m2 = -f-LB(Bo1 - Bo2 ), 

are the static magnetic field terms. 

In order to check the degree of entanglement of the system during the time evo

lution, we need to evaluate the concurrence of the two-qubit quantum state through Eq. 
(3.47). Therefore, we need to check the time evolution of the wave-function of the two

qubit system. According to Eq. (3.21), we can write the wave-function of the system at a 

general time t as follows 

(3.52) I 'lj;(t)) = c1(t) I 00) + c2(t) I 01) + c3(t) 110) + c4(t) Ill), 

where ci(t), i = 1, .. 4, are the complex coefficients related to each computational basis 

state, which satisfy the condition L:t=l I ci(t) 1
2= 1. 

In order to calculate the concurrence, we need to evaluate the time evolution of each 

complex coefficient ci(t), i = 1, .. 4 and arrange them as in Eq. (3.47). 

To obtain coefficients Ci(t), we need to solve the Schrodinger equation 

(3.53) z :t I 'lj;(t)) = H I 'lj;(t)), 

where the vawe-function I 'lj;(t)) is given by Eq. (3.52), and the Hamiltonian H by Eq. 
(3.48). From the Schrodinger equation we obtain the following differential equation sys-
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tern 

c1 (t) - -z[(g(r) + m1)c1(t)- 3g(r)c4(t)]; 

c2(t) - -z[(-g(r) + m2)c2(t)- g(r)c3(t)]; 
(3.54) 

c3(t) -z[-g(r)c2(t) + ( -g(r) - m2)c3(t)]; -

c4(t) - -z[-3g(r)c1 (t) + (g(r) - m1)c4(t)], 

whose solution gives coefficients Ci(t). The system of Eq. (3.54), is composed of two 

pairs of coupled first order linear differential equations. It can be solved analytically by 

integrating the pair Cl(t) and c4(t) and the pair c2(t) and c3(t). The analytical solution, 

which has been found by using a Mathematica programme, is the following: 

(3.55) 
cl(t) = 1 ((ze(-tg(r)-..j-9g(r)Lmntm1 _ ze(-tg(r)+..j-9g(r)2-mntm1 

2..j-9g(r)Lm~ 

+e(-tg(r)-..j-9g(r)LmntJ-9g(r)2 _ mi 
+e< -tg(r)+..j -9g(r)2-mnt J -9g(r )2 _ mi)a) 
_

32
( ( e< -tg(r)-..j -9g(r)Lmnt _ e< -tg(r)+y'~-9-g-(r)-2--m~nt)g( r ),8)), 

c
4
(t) = 1 (( _ 3z(e(-tg(r)-..j-9g(r)Lmnt 

(2..j -9g(r)Lmf) 
-e< -tg(r)+..j -9g(r)Lm~)t)g( r )a) 

+( -ze< -tg(r)-..j -9g(r)Lmntm1 + ze< -tg(r)+..j -9g(r)Lmntm1 

+e(-tg(r)-..j-9g(r)2-mf)tJ-9g(r)2 _ mi 
+e(-tg(r)+..j-9g(r)Lmf)tJ-9g(r)2 _ mi),B)), 

where a and f3 are constants of integration. In analogy, integrating c2(t)and c3(t), their 

solution is 

(3.56) 

c
2
(t) = 1 ((ze(tg(r)-J-g(r)Lm~)tm2 _ ze(tg(r)+..j-g(r)Lm~)tm2 

2..j -g(r)Lm~ 

+e(tg(r)-..j-g(r)Lm~)tJ-g(r)2 _m~ 

+e(tg(r)+..j-g(r)Lm~)tJ-g(r)2- m~)a) 

-z( ( e(tg(r)-..j -g(r)Lm~)t _ e(tg(r)+..j--g-(r-)2-_-m-::-~.)t)g(r ),B))' 

c
3
(t) = 1 (( -z(e(tg(r)-..j-g(r)Lm~)t 

(2..j -g(r)2-m~) 

-e< -tg(r)+..j -g(r)Lm~)t)g(r )a) 
+( -ze(tg(r)-..j -g(r)Lm~)tm2 + ze(tg(r)+..j -g(r)Lm12)tm2 

+e(tg(r)-..j-g(r)Lm~)t J -g(r)2 _m~ 

+e(tg(r)+..j-g(r)Lm~)tJ-g(r)2 _ m~),B)). 
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We have numerically solved the differential equation system (3.54) with the Math

ematica programme concurrence-time-independent .nb, see App. C.l. The 
numerical values chosen for the physical quantities involved in the calculations are r = 
1.14nm for the distance between two buckyballs embedded on a silicon substrate, Bz = 
10 x 10-2T for the static magnetic field amplitude along the z -direction, B91 = 6.08 x 
l0-5T and B

92 
= -6.08 x 10-5T for the gradient field amplitudes on the left and right 

particle respectively. 

The solution of the Schrodinger equation allows to calculate coefficients c; ( t), which 

can be finally arranged as in Eq. (3.47). Therefore, we can plot the time-evolution of the 
concurrence C( 'lj;) from t = 0 to t = tmax = 9.1 x 10-9 s, where tmax is the time at which 
the concurrence reaches its maximum, see Fig. 3.5. From this picture we observe that the 

0. 2. 4. 6. 8. 
1. 1. 

0.75 0.75 

\..) 0.5 0.5 

0.25 0.25 

0. 0. 
0. 2. 4. 6. 8. 

time (ns) 

Figure 3.5: Time evolution of the concurrence, C('f/J). In this case the two buckyballs, separated by a 

distance r = 1.14nm, are subjected to static magnetic fields directed along the z axis, whose amplitude is 

Bz, + B
9
., i = 1, 2. The numerical values chosen for these amplitudes are Bz = 10 x w-2T, B9 , = 

6.08 x w-5T and B
92 

= -6.08 x 10-5T. The dipolar coupling constant is g(r) = 5.505 x 107 Hz and 

the spin precession frequencies are Wp 1 = 2wo1 = 1. 7599 x 1010 s-1 and Wp2 = 2wo2 = 

1. 7577 x 1010 s-1
• 

concurrence monotonically ranges from zero to its maximum C('!j;(tmax)) = 0.88, which 
is reached at timet= tmax· Since the maximum concurrence differs from the ideal value 
C = 1 of a 12% error, allowing the time evolution for a time interval equal to tmax. the 
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system acquires a good degree of entanglement. Therefore, it can be considered as a good 

candidate for storing and carrying quantum information. 

This result has been found for the chosen set of initial conditions c1 = 1/3, c2 = 
/712/3, c3 = 1/3, c4 = /712/3. However, we did many trials for different nu
merical values of the set £;(0), i = 1, . .4. In all these cases, the concurrence shows a 
monotonically increasing behaviour in the time interval [0, tmax]and the resulting times 

tmax (at which C(1j;) reaches its maximum) are all in the same range, which is of the 
order of 10-8 s. 

We need to comment on the particular choice that we made for the physical quan
tities involved in the calculations. The numerical value of the distance between the two 

buckyballs, r, is a fixed value which depends on the substrate where the buckyballs reside. 

Since we suppose that the buckyballs are embedded on a silicon substrate, the suggested 

distance is indeed r = 1.14nm, see [77]. The amplitude of the static magnetic field, Bz, 
has been found by considering the allowed experimental limits for its realization. The 
chosen value for this amplitude has been found by checking the response of the system, 

i.e. the concurrence after some trials. Therefore, we can say that tmax. the time which 
corresponds to the maximum value of concurrence depends on the distance between the 
two buckyballs and on the amplitude of the static magnetic field, but it is independent of 

the choice ofthe initial values £;(0), i = 1, . .4. 

If we compare tmax to the shortest decoherence time, T2 ~ 0.25ms, evaluating their 

ratio t~!, ~ 2 x 104, we can deduce that it possible to generate entangled states and to 
eventually perform many manipulations on them (for example considering them as the 

starting state for two-qubit quantum gates) before the system relaxes. 

It is convenient to investigate other system configurations, in order to check if it is 
possible to improve the concurrence. In the next Section, we will analyze the case of an 

additional magnetic field, which oscillates in time in the x-y plane. 

3.4.2 Entanglement: Time Dependent Hamiltonian 

In this Section, we apply to our system an additional time dependent magnetic field. 

To induce the transitions between the two Zeeman energy levels, we need to apply an 

oscillating magnetic field in the x - y plane with angular frequency w, equal to the spin 

resonance frequency. 

In the case of a transverse linear oscillating magnetic field, the total applied mag-
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netic field is given by 

(3.57) B(t) = (Bl coswt, Bl coswt, (Bz + B9 )). 

The Hamiltonian of the system reads 

H = g(r)(az1 ® O"z2 + O"yl ® O"y2- 2axl ® O"x2) 

-f.J,aBolO"zl ® /2 

-f.J,aBo2ft ® r7z2 

-f.J,aBh (ax 1 cosw1t + r7y1 cosw1t) ® /2 

+It® ( -f.J,aBl2(r7x2 cosw2t + r7y2 cosw2t)), 

53 

where w1 and w2 are the resonance frequencies of the left and right spin, respectively. 

From now on, as a shorthand we omit symbol ® for indicating tensor products. 

Knowing the total static magnetic field applied on each particle, we can evaluate the 

respective resonance frequencies through equation w = 2fl~8·, which gives 

(3.58) w1 = 2f-LaBo 1 = 1.7599 X 1010Hz 
li 

and 

(3.59) 

The Hamiltonian matrix form is given by 

g(r) +m1 e2(t) e1 (t) -3g(r) 

(3.60) H= 
d2(t) -g(r) + m2 -g(r) e1 (t) 

dl (t) -g(r) -g(r)- m2 e2(t) 

-3g(r) dl (t) d2(t) g(r)- m1 

where 

(3.61) 
dl(t) = -J-LaBh (cosw1t + z cosw1t) 

d2(t) = -J-LaB12 (cosw2t + zcosw2t) 

and 

(3.62) 
e1(t) = -J-LaBh(coswlt- zcosw1t) 

e2(t) = -J-LaB12 (cosw2t- zcosw2t). 
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As in the time independent case, see Sec. 3.4.1, by solving the Schrodinger equation 

(3.53), where the Hamiltonian is given by Eq. (3.60), we obtain the four differential 

equation system 

i:l(t) - -z[g(r)cl(t) + e2 (t)c2(t) + e1(t)c3(t)- 3g(r)c4(t)] 

c2(t) -
(3.63) 

C3(t) -

-z[d2(t)cl(t)- g(r)c2(t)- g(r)c3(t) + e1(t)c4(t)] 

-z[d1(t)cl(t)- g(r)c2(t)- g(r)c3(t) + e2 (t)c4(t)] 

c4(t) - -t[-3g(r)cl(t) + d1(t)c2(t) + d2(t)c3(t) + g(r)c4(t)], 

whose solution gives coefficients c;(t), i = 1, . .4, each of which is related to a computa

tional basis state. 

According to Eq. (3.47), we evaluated the concurrence related to the two-qubit sys

tem. In Fig. 3.6, it is represented the time evolution of the concurrence, C('lj;(t)) from 

9. 
1. 

0. 
1. 

3. 6. 

0.75 0.75 

C,) 0.5 0.5 

0.25 0.25 

3. 6. 
0. 

9. 
0. 

0. 
time (ns) 

Figure 3.6: Time evolution of the concurrence, C('l/J). In this case, the total magnetic field applied on 

each buckyball is B(t) = (B1, cosw;t, B1, cosw;t, Bb), i = 1, 2. The choice of the numerical values 

is Bz = 10 X w-2T, Bgl = 6.08 X w-5T, Bg. = -6.08 X w-5
T, B,l = B,. = 5 X w-

4
T, 

w1 = 1.7599 x l010Hzandw2 = 1.7577 x 10
10

Hz. 

t = 0 to t = tmax = 9.8 x 10-9 s, which has been numerically evaluated with the Math

ematica programme concurrence-time-dependent . nb, see A pp. C.2. It shows 

a monotonic behaviour and its maximum value, reached at time t = tmax• corresponds to 
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C('lj;(tmac)) = 0.96, which differs from the ideal value C = 1 of a 4% error. Therefore, it 

characterizes a highly entangled state. 

Through the comparison between the value of the concurrence obtained in the time

dependent case, see Fig. 3.6, and the value obtained in the time-independent case, see 
Fig. 3.5, it can be seen that an additional linearly polarized oscillating field in the x - y 

plane allows the system to be characterized by a better degree of concurrence. 

In conclusion, the maximum value of concurrence is C ~ 0.88 in the time indepen
dent case and C ~ 0.96 in the time dependent one. Both values are acceptable because 
they are both related to a very high degree of entanglement for the state describing our 
two-qubit system. We can conclude that the best configuration for our system is the time 
dependent one, because it allows the two-qubit state to reach an high degree of entangle
ment described by the concurrence C( 1/J) ~ 0.96 in a very short time, tmax = 9.8 x 10-

9 s. 

The possibility of obtaining highly entangled states in a time of the order of 10-8 s, 
which is much shorter than the shortest decoherence time T2 , allows the use of these 
entangled states before the occurrence of relaxation processes. For example, they could be 
considered as input states of two-qubit quantum gates, or they could be used as elements 

for carrying information in quantum channels. 



Chapter 4 

Theoretical Realization of Quantum 

Gates 

In this chapter we investigate our two-buckyball system from a purely theoretical point of 

view. In order to perform two qubit operations with a two-spin system, we borrow many 
ideas from NMR quantum computers, see [12, 22]. As in NMR quantum computers, our 
system is composed of two spins, but here, we are dealing with the electron spin of the 

particles. Single-qubit operations (spin rotations) can be performed using classical mi
crowave pulses while two-qubit operations can be realized through the naturally existing 

exchange or dipolar interactions. In our two-spin system, the mutual interaction is dom

inated by the spin dipolar interaction, see discussion in Chap. 3. Therefore, under free 
evolution, the spin dipolar interaction allows to perform two-qubit gates. 

When a sample of molecules exhibit paramagnetism as a result of unpaired electron 

spins, transitions between spin states can be induced by applying a magnetic field and then 

supplying electromagnetic energy, usually in the microwave range of frequencies. The 
resulting absorption spectra are described as Electron Spin Resonance (ESR) or Electron 

Paramagnetic Resonance (EPR). Therefore, when the frequency of the microwave field 
is equal to the precession frequency of the spin, i.e. they are in resonance, each spin can 
be controlled by means of ESR techniques. The range of frequencies of a microwave 

radiation is V m ~ 1.6G H z- 30G H z. Since the precession frequency of the spin is w0 = 

p,8 B0 , the microwave range of frequencies implies that the range, where the amplitude of 
the static magnetic field applied to the spin along the z axis should lie is B0 ~ 0.05T -
l.lT 

56 
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4.1 Spin-Microwave Field Interaction: 

Single-Qubit gates 

The state of a ~-spin particle in a static magnetic field B0 along the z axis, described 
by the Hamiltonian (3.16), can be manipulated by applying a microwave field Bm = 

Bm(cos(wmt + 4>),- sin(wmt + 4>), 0), which rotates in the x-y plane at a frequency Wm 
and is characterized by a phase 4> and amplitude Bm. When the frequency of the applied 
microwave field is in resonance with the spin precession frequency, i.e. Wm = 2w0, it is 
possible to perform rotation of the spin about the x-y plane. The Hamiltonian describing 
a single spin subjected to a microwave field Bm is analogous to the spin-static magnetic 
field Hamiltonian, Eq. (3.16), and is represented by the following formula 

(4.1) 

where O'x and uy are the x and y Pauli matrices, respectively. In Eq. (4.1) we observe that 
the minus sign in front of the sine term allows the MW field to evolve in the same sense 
of the spin evolution under H0 , Eq. (3.16). The total Hamiltonian of a ~-spin particle 

subjected to both static and microwave fields is described by 

H = Ho+Hm 
(4.2) = -f.LBBoO'z- f.LBBm[cos(wmt + c/>)ux- sin(wmt + cj>)uy] 

= -WoO'z- Wa[cos(wmt + c/>)ux- sin(wmt + cj>)uy], 

where wa = /LBBm· Hamiltonian (4.2) is described in the usual laboratory coordinate 
system. The motion of a single electron spin, described by ( 4.2), can be simplified by 
changing the coordinate system to a rotating frame. The rotating frame is a coordinate 
system which rotates about the z axis at a frequency Wr, and is defined by the following 

transformation: 

(4.3) 

By replacing the new definition of I 1/J) in the Schrodinger equation 

(4.4) 

with H given by Eq. (4.2), we obtain the Schrodinger equation for I 1/Jrot: 

tft I 1/J)rot = -(wo- Wr)O'z 

(4.5) -wa[cos[(wm- 2wr)t + c/>]ux 

- sin[(wm - 2wr )t + cj>]uy]l 1/J)rot. 
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We define 

which is the Hamiltonian transformed in the rotating frame. The complete derivation of 
Eq. (4.5) is presented in A. I. 

If we choose a frame rotating at a frequency Wr = w0, Hamiltonian ( 4.6) simplifies 
as follows 

where the Zeeman term has been canceled and only the microwave field terms are left. 
We notice that a single-qubit rotation, Eq. (1.11), can be implemented in the rotating 
frame by using microwave pulses. If in Hamiltonian ( 4. 7) a microwave field is applied 
at Wm = 2w0 , i.e. it is in resonance with the spin Larmor frequency, the Hamiltonian 
becomes time-independent and the spin time evolution operator is given by 

(4.8) 

where timet represents the duration of the microwave pulse. Transformation U(t) de
scribes a rotation of an angle (),proportional to wat, about an axis in the x-y plane which 
is determined by the phase 4>. It is possible to vary with time both the amplitude Bm and 
the phase 4> of a microwave field. On the other hand, the Larmor frequency depends on 
the amplitude of a static magnetic field, which cannot be varied with time. Therefore, 
Hamiltonian (4.7) can be considered as a control Hamiltonian, because it allows single
qubit rotations by controlling the microwave field amplitude and phase. For example, if 
we want to perform a 7r -rotation about y, we need to choose 4> = -21r, which gives 

(4.9) U(t) = exp[zwacryt], 

and we need to allow this evolution for a time t = 4w7r = -4 7r:8 , which finally gives 
a iJB m 

(4.10) 

From this we understand that the duration of time of an applied microwave field, required 
for performing a single-qubit rotation, depends on the inverse of the microwave field 
amplitude Bm. This example will be very useful to understand the realization of a single
qubit rotation when we solve the complete dynamics of the coupled two-spin system, see 
Chap. 5. 
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4.2 1\vo-Spin System 

If we consider a system composed oftwo uncoupled spins, each one subjected to a differ
ent static magnetic field along the z axis, B01 for the first spin and B02 for the second one, 
and to a different microwave field which rotates in the x-y plane, Bm1 = Bm1 ( cos(wm1 t + 
</J), -(sin(wm1 t+<P)), 0) and Bm2 = Bm2(cos(Wm2t+</J), -(sin(wm2 t+</J)), 0), the Hamil
tonian in the laboratory frame is the following 

Hus = -wo1az1- Wo20"z2 

(4.11) -Wa1 [cos(wm1 t + </J)ax1 - sin(wm1 t + </J)ay1] 

-Wa2[cos(wm2t + </J)ax2 - sin(Wm2 t + </J)ay2], 

where Wo1 = JLaBo
1 

and Wo2 = flaBo2, Wa 1 = fl,aBm 1 and Wa2 = fl,aBm2 for the first 
and second spin respectively. In the rotating frame, defined by transformation 4.3, after 
having chosen Wr1 = w01 and Wr2 = w02 the Hamiltonian of two uncoupled spins reads as 

follows: 

(4.12) 
H[/J = -Wa

1 
[cos[(wm1 - 2Wo1)t + </J]ax1 - sin[(wm1 - 2Wo1)t + </J]ay1] 

-Wa
2
[cos[(wm2 - 2Wo2)t + </J]ax2 - sin[(wm2 - 2wo2)t + </J]ay2 ], 

where for Hus the subscript means that this is the Uncoupled-Spins Hamiltonian. 

4.2.1 Spin Mutual Interaction 

In a system composed of two endohedral fullerene molecules, their mutual interaction is 
the spin dipole-dipole interaction, see Eq.(3.2). If we consider the case in which vector n 
is parallel to the z axis, the dipole-dipole Hamiltonian becomes 

(4.13) 

The matrix related to Hamiltonian (4.13) is the following 

-2g(r) 0 0 0 

0 2g(r) 2g(r) 0 
(4.14) Hvv= 

0 2g(r) 2g(r) 0 

0 0 0 -2g(r) 

whose eigenvalues and eigenvectors are 
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0 1 

(4.15) 61 = 0 -+1 h)= 
-1 

62 = -2g(r) -+ll2) = 
0 

1 0 

0 0 

0 0 

(4.16) 63 = -2g(r) -+ll3) = 
0 

64 = 4g(r) -+ll4) = 
1 

0 1 

1 0 

Whenever we consider two neighboring buckyballs, the mutual dipole-dipole in

teraction, Eq. (4.13), is always present. As described in Sec. (3.1), in order to encode 
the qubit in the spin, we need to apply a static magnetic field along the z axis on both 
particles. Therefore, in addition to the mutual spin dipolar interaction also the interac
tion between static magnetic fields along z and the spins, Eq. (3.16), is always present. 
The fundamental Hamiltonian describing a system composed of two buckyballs, each of 

which encode a qubit, is the following 

where Ho
1 

= -wo
1 

O"z
1 

and Ho
2 

= -Wo20"z2 describe the interaction of a static magnetic 

field along the z axis with the first and second qubit, respectively. 

The matrix form of Hamiltonian ( 4.17) is given by 

-2g(r) + m1 0 0 0 

0 2g(r) + m2 2g(r) 0 
(4.18) Ht = 

0 2g(r) 2g(r)- m2 0 

0 0 0 -2g(r)- m1 

where m 1 = -wo
1 

- w
02 

and m2 = -w01 + Wo2 • The eigenvalues and eigenvectors of 
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matrix ( 4.18) are the following 

1 

(4.19) 11 = -2g(r) + m1 --tl n1) = 
0 

0 

0 

0 
ffi2-E 

(4.20) /2 = 2g(r)- E --tl n2) = 2g(r) 

1 

0 

0 
m2+E 

(4.21) 13 = 2g(r) + E --tl n3) = 
2g(r) 

1 

0 

0 

(4.22) 14 = -2g(r)- m1 --tl n4) = 
0 

0 

1 

where E = J4g(r)2 + (m2) 2• Fig. (4.1) shows the energy levels that are allowed for a 

system of two buckyballs subjected to static magnetic fields along the z axis. 

4.2.2 Complete Hamiltonian 

Considering Eq. (4.11) and Eq. (4.13), in the laboratory frame the complete Hamiltonian 
for a system composed of two spins, which interact via the dipole-dipole interaction and 

subjected to static and microwave fields, is given by 

H =Hus+Hvv 

(4.23) -Wa
1 
[cos(wm1 t + <fJ)ax1 - sin(wm1 t + <fJ)ay1 ] 

-Wa
2
[cos(wm2 t + <fJ)ax2 - sin(wm2 t + <fJ)ay2 ] 

+g(r)(ax1 ax2 + ay1 ay2 - 2az1Uz2 ). 
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Figure 4.1: Energy-level diagram (in li units) for two spins coupled by Hamiltonian 

( 4.17). The dipole-dipole interaction is the mutual interaction between the two spin, each 

of which is subjected to a static magnetic field along z. 

To transform Hamiltonian (4.23) to the rotating frame, where we have already chosen 
Wr

1 
= w

01 
and Wr

2 
= wo

2
, we need to perform the following change of coordinate on 

Hamiltonian Hvv (4.13) 

(4.24) 

which describes the change of coordinate to the rotating frame for both particles. There

fore, the dipole-dipole Hamiltonian in the rotating frame system is the given by following 

expression 

whose complete derivation can be found in A.2. 

Finally, we can write the total Hamiltonian of our two-spin system in a frame rotat

ing at w0 as 

(4.26) 

H(t) = H[~f = H[)b + H[fJ 
= g(r)(cos[(2wo1 - 2Wo2 )t1(ax1 D"x2 + O"y1 0"y2 )- 2az10"z2 ) 

-Wa
1
[cos[(wm1 - 2woJt + cf>]ax1 - sin[(wm1 - 2wo1)t + cf>]ay1 ] 

-Wa
2
[cos[(wm2 - 2wo2 )t + cf>]ax2 - sin[(wm2 - 2Wo2 )t + cf>]ay2 ]. 



CHAPTER 4. THEORETICAL REALIZATION OF QUANTUM GATES 63 

4.3 Quantum Computation: realization of a 1r-gate 

To perform quantum computations we need to be able to perform unitary transformations. 
In Eq. ( 4.8) we showed that in the case of a system composed of only one qubit, it is 
allowed to perform single-qubit gates by controlling the applied microwave field. This 
idea can be extended to a two-qubit system. Allowing the system to transform under 
single-qubit rotations, arbitrary unitary transformations can be performed on the two

qubit system. 

We recall that the time evolution operator related to a time independent Hamiltonian 

His simply (in fi units) 

(4.27) U(t) = exp[-zHt]. 

Otherwise, if the system is described by a time dependent Hamiltonian H(t), the associ

ated time-evolution operator is given by (in fi units) 

(4.28) U(t, t0 ) = Texp[-z t H(tt)dtt], 
}to 

where T is the time ordering operator. 

In order to easily perform unitary transformations we need to write the time evolu
tion operator as in Eq. ( 4.27). To do this we need to cancel the time dependence in Eq. 
(4.25). Therefore, we assume w01 = w02 , i.e. the resonance frequencies of the two spins 
are equal. This allows the dipole-dipole Hamiltonian in the rotating system, Eq.(4.25), to 

simplify into the Hamiltonian in the laboratory system, Eq. (4.13). 

Consider the two-spin Hamiltonian in the rotating frame, Eq. ( 4.26), with the 
choices w

01 
= Wo

2 
and Wm

1 
= 2wo1 and Wm2 = 2wo2 • These choices allow the Hamil

tonian to be time-independent and its related time-evolution operator can be easily written 

as 

(4.29) U(t) = exp[-zHt]. 

We assume that when a large microwave field is applied, we can make the following 

approximation 

(4.30) exp[-zHt] = exp[-z(Hvv + Hus)t] ~ exp[-zHustJ, 

where Hvv is now given by Eq. (4.13), and Hus by Eq. (4.12). This approximation 
prescribes that the microwave field-spin interaction terms dominate the time evolution, 
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i.e. when a microwave is applied, H DD becomes a small perturbation and its effect can 

be neglected. Therefore, single-qubit rotations can be performed because the coupling 
effect of the dipolar interaction is negligible. This approximation is true in the case of a 

single spin. Indeed, considering Eq. (4.8) at the resonance Wm = 2w0, the B0 contribution 
becomes negligible, and a small change in Bm can cause a considerable change in the 

state, corresponding to rotations about an axis in the x-y plane. Approximation (4.30) 

allows us to perform single-qubit operations on our two-qubit system. 

Being able to perform single-qubit transformations on our spins, we can make use of 

a technique known as refocusing, which allows the removal of the off-diagonal coupling 
terms of H DD. Eq. ( 4.13). The sequence of unitary transformations which allow the 

refocusing of HDD is given by 

(4.31) 

U(t) = exp[-zHDDt] exp[-z~CTz2 ] exp(-zHDDt] exp[t~CTz2 ] 

= Ub(t) exp(-t~CTz2]Ua(t) exp[t~O"z2 ] 

= exp(t4g(r)CTz1CTz2 t], 

whose matrix form is 

et4g(r)t 0 0 0) 

U(t) = 
0 e-t4g(r)t 0 0 

(4.32) 
0 0 e-t4g(r)t 0 

0 0 0 et4g(r)t 

where exp[-z~CTz2 ] and exp[z~CTz2 ] correspond respectively to a 1r and -1r rotation about 
the z axis of the second spin. Ua(t) and Ub(t) represent the time evolution when the 

system is allowed to evolve in time under the action of static magnetic fields along the z 
axis and the dipole-dipole interaction. Since the dipole-dipole interaction couples the two 

spins, transformations Ua(t) and Ub(t) can be interpreted as two-qubit operations. Fig. 

(4.2) shows the scheme of the gate-circuit represented by the sequence of transformations 

which define U(t) in Eq. (4.31). The proofof(4.31) is presented in A.3. 

Matrix (4.32) is diagonal and we can compare it to the definition of a phase-gate, 

see Sec. 1.3 .2. From Eq. ( 4.32), by summing the phases of each term of matrix ( 4.32) as 

prescribed by Eq. (1.51), we can evaluate phase '13. In this case, we obtain '13 = l6g(r)t. 
By imposing the condition '13 = 1r, the 1r-gate is performed (up to ~rotation ofboth spins 

about the z axis and up to a global phase) by allowing evolution U ( t) for a timet = 16;(r), 

i.e. 
7r 

(4.33) '13 = l6g(r)t = 1r t = l6g(r)" 
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qubit 1 

qubit 2 

Figure 4.2: Schematic representation ofthe gate-circuit corresponding to the sequence of 

transformation in (4.31). Transformations (ZJ? = exp[t~az2 ] and (Z2 )
2 = exp[-t~az2 ] 

are respectively a -1r and a 1r rotation of the second qubit about the z axis. Ua(t) and 

Ub(t) represent the time evolution ofthe system under the action of only the dipole-dipole 

interaction, and they can be described as two-qubit operations. 

Allowing the system to evolve for a time t = 16;(r}, the output time-evolution matrix 

naturally realizes a ~-phase-gate, whose expression is given by 

el~ 0 0 0) 

1f 0 e-l~ 0 0 
(4.34) U PG = U(t = --) = e-l~ 16g(r) 0 0 0 

0 0 0 el~ 

where the explicit numerical values for the exponentials are exp[t~] = 0.707107 + 
0.707107t and exp[-t~] = 0.707107- 0.707107t. Therefore, ifwe allow evolution U(t), 
Eq. (4.32), to evolve for a timet = 16;(r)' it gives a ~-phase-gate, which allows us to 
achieve a 1r-gate, up to a ~ rotation of each qubit about the z axis and up to an overall 

phase, by combining the phases of each output state as in Eq. (1.51). 

Alternatively, if after the refocusing, Eq. ( 4.31 ), we consider a ~-rotation about the 

z axis of both qubits, we can exactly perform a 1r-gate without summing the phases as in 
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(1.51). This set of transformations is accomplished through the following expression 

(4.35) 

Grr = y'iexp[-z~O"z1 ] exp[-z~O"z2]U(t = 16;(r)) 

1 0 0 0 

0 1 0 0 

0 0 1 0 

0 0 0 -1 

The circuit representing the set of transformation ofEq. (4.35) is shown in Fig. (4.3). 

qubit 1 ___ _. ____ ---li z1 

qubit 2 

Figure 4.3: Schematic representation of the gate-circuit for the realization of a 1r-gate, 

which corresponds to the sequence of transformation in (4.35). UreJ(t) represents the 

sequence of single and two-qubit operations which define the refocusing, Eq. (4.31). 

Transformations Z2 = exp[-'/,~O"z2 ] and Z1 = exp[-'/,~O"z1 ] are ~-rotations about the z 

axis on the second and first qubit, respectively. 

In equation (4.35), y'i = exp[z~] is an overall phase, which is irrelevant, and 

(4.36) exp[-•iu,,] =cos i- •siniu., = ~ ( 1 ~ 1 

1 ~, ) 
1

, 

is a~ rotation about the z axis on the first qubit (denoted by footer 1), and analogously 

(4.37) 
1r 1 (1-z 0 ) exp[-z-
4

0"z2] = !<\ , 
v2 0 1+z 

2 
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is a~ rotation about z on the second qubit (footer 2). 

Since 

-z 0 0 0 

(4.38) 
71' 71' 0 1 0 0 

exp[-t40"z1 ] exp[-z40"z2 ] = 
0 0 1 0 

0 0 0 z 

and 

1+~ 0 0 0 
..j2 

71' 0 1-~ 0 0 
(4.39) U(t- ) - ..j2 

- 16g(r) - 0 0 1-~ 0 ..j2 

0 0 0 1+~ 
..j2 

thus the matrix products in (4.35) are explicitly given by the following expression 

-z 0 0 0 1+~ 0 0 0 
..j2 

0 1 0 0 0 1-~ 0 0 
Gn = exp[z%] 

..j2 

0 0 1 0 0 0 1-~ 0 ..j2 

0 0 0 z 0 0 0 1+~ 
..j2 

1-z 0 0 0 

= exp[z%]~ 
0 1- z 0 0 

0 0 1-z 0 

0 0 0 -(1- z) 
(4.40) 

1 0 0 0 

= exp[z%] ~(1- z) 
0 1 0 0 

0 0 1 0 
~ 
=exp(-~*J 0 0 0 -1 

1 0 0 0 

0 1 0 0 
-

0 0 1 0 

0 0 0 -1 

Finally, we found that the theoretical procedure of refocusing allows the realization of a 

71'-gate. The refocusing ofthe dipole-dipole Hamiltonian has been performed by assuming 
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two approximations. We will need to check if in the realistic system treated in Chap. 5 

these assumptions are satisfied. 

4.4 Quantum Computation: realization of a CNOT-gate 

As described in Sec. 1.3, the CNOT-gate is the universal two-qubit quantum gate, 
through which along with single-qubit rotations, any two-qubit quantum gate can be built. 
Once a two-qubit 1r-gate is performed, a C NOT -gate can be accomplished by perform
ing single-qubit operation in addition to a 1r-gate. The sequence of single-qubit operations 
involved in the realization of a C NOT -gate can be single qubit Hadamard gates, see Eq. 
(1.43), [12]. Alternatively, following [22], the sequence of transformations which can be 

adopted to perform a C NOT -gate is given by 

(4.41) 

which differs from a 1r-gate by a 1r rotation about the z axis of the first qubit (control 
qubit), represented by exp[-z~O"z1 ], and by a basis change of the second qubit (target 
qubit), represented by transformation exp[z~uy2]G7T exp[-z~O"y2]. The schematic circuit 
which represents the sequence of transformations for the realization of a C NOT -gate, 

Eq. ( 4.41 ), is shown in Fig. ( 4.4). 

Substituting the definition of Grr (given by Eq. (4.35)) in Eq. (4.41), we obtain the 

following expression 

(4.42) 

CNOT = zexp[-z~O"z1 ] exp[·t~O"y2 ] 
Jiexp[-t~O"z1 ] exp[-t~O"z2]U(t = l6;(r)) 

exp[-z~uy2 ] 

= exp[z 3:J exp[-z 3
; O"z1] exp[-z~O"z2 ] exp[z~O"x2 ] 

U(t = 16;(r)) 

exp[-z~O"y2 ] 

1 0 0 0 

0 1 0 0 

0 0 0 1 

0 0 1 0 

The sequence of calculations involved in Eq. ( 4.42) is presented in Appendix A.4. 
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qubit 1 

qubit 2 

Figure 4.4: Schematic representation of the gate-circuit for the realization of a C NOT

gate, which corresponds to the sequence of transformation in (4.41). Grr realizes a 71"-gate. 

Transformation ( Z1 )
2 = exp[ -z~u z1] is a 7r rotation about the z axis of the first qubit. 

Transformations Y2 = exp[-z%uy2 ] and Y2t = exp[z%o-y2 ] are respectively a ~ and a-~ 

rotations about the y axis of the second qubit. 

In this chapter we have presented a theoretical model which shows a way of per
forming quantum gates. In the next chapter we apply this theory to a realistic system 
composed of two interacting endohedral fullerene molecules subjected to external mi
crowave fields. Through the study of the dynamics of the realistic system, which requires 
the solution of Schrodinger equations, we present how it could be possible to perform 
single-qubit rotations and two-qubit operations. As a proof of the reliability of these 
transformations with respect to their theoretical definition, we present a study of the fi

delity of the achievable two-qubit operations. 



Chapter 5 

Realistic Dynamics 

In this chapter we investigate the possibility of realization of single-qubit and two-qubit 

gates by considering the realistic dynamics of a two-buckyball system. In Chapter 4 we 
presented a theoretical model for the implementation of single-qubit and two-qubit gates. 

This theory is based on two approximations, i.e. that when we apply a sufficiently large 

microwave field we can neglect the dipolar spin interaction, see Eq. (4.30), and that the 

resonance frequencies of the two particles are equal, i.e. w01 = Wo2 , in order to have a 
time-independent Hamiltonian. In the actual context, we cannot take into account these 
two assumptions because they are generally not satisfied in a realistic system. Therefore, 
we will perform our study by considering the complete Hamiltonian of the two-qubit 

system given by Eq. ( 4.26), which well describes a realistic situation. However, after 

having studied the dynamics of the realistic system, we will check if in this case the two 

assumptions are satisfied, see Secs. 5.6-5.7 and the comments on matrices (5.31), (5.43) 

and (5.50). 

For performing quantum gates, we provide sets of transformations which are based 

on the theoretical model of quantum-gates presented in Chap. 4. The transformations in 

this chapter are intended to reproduce a ~-phase gate (Eq. ( 4.34)), a 1r-gate (Eq. (1.42)) 

and a CNOT-gate (Eq. (1.31)). 

Since the Hamiltonian of the system is time dependent, we cannot provide an ana

lytical solution of its time evolution. Therefore, we have to solve the Schrodinger equation 

(5.1) 

70 
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where the wave-function I 'l/JYot can be expanded over the computational basis as 

(5.2) I 'if; rot= c1(t) I 00) + c2(t) I 01) + c3(t) 110) + c4(t) Ill). 

Notice that the Schrodinger equation is a system of four differential equations, one for 

each coefficient Ci(t), i = 1, .. , 4. 

The numerical results of the Schrodinger equation will be compared to the theoret

ically predicted outcomes. From this comparison and from the study of the gate fidelity, 
see Sec. 5.4, we will show the agreement between the scheme for reproducing quantum

gates through a realistic system and the theoretical predictions. 

5.1 Single-Qubit Rotations 

In order to perform quantum-gates, we need to refocus the Hamiltonian as prescribed in 

Eq. ( 4.31 ). The re focusing procedure requires to perform single-qubit rotations about the 

z axis. These transformations can be realized by applying microwave fields on the system, 

whose action on uncoupled spins is described by Hamiltonian H[fJ, see Eq. (4.12). The 

terms contained in H[fJ are proportional to ax1,2 and ay1,2 • Therefore, it is convenient to 

express a rotation about the z axis in terms of rotations about x and y axes. From Bloch's 

theorem, see Eq. (1.27), a single-spin 0-rotation about the z axis can be decomposed in 

terms of rotation about the x and y axes in the following way: 

e rr e rr 
exp[-z2az] = exp[-z4ay] exp[z2ax] exp[z4ay]· (5.3) 

For example, a single-spin rr-rotation about the z axis is given by 

(5.4) 

The scheme which represents the realization of a rr-rotation about the z axis as a circuit 

composed of rotations about the x and y axes, Eq. (5.4), is shown in Fig. (5.1). 

If we want to perform rotations on the second qubit, we can switch off the inter

action between the microwave field and the first qubit. Therefore, in Eq. (4.26) we take 

Bm
1 

= 0, which implies Wa
1 

= 0. From an experimental point of view, the interaction 

between the microwave field and the first qubit can be neglected if the microwave pulse, 

whose frequency is in resonance with the precession frequency of the second qubit, i.e. 

Wm
2 

= 2w
02

, is characterized by a very tight spectral bandwidth. This allows the second 

qubit to be rotated and leaves the first qubit unaltered, see the discussion in Sec. 5.7. 
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Figure 5.1: In the upper line (Z) 2 = exp[-z~az] represents a n-rotation about the z 

axis. In the lower line it is shown the sequence of rotations about the x and y axis, which 

corresponds to exp[-z~az]. Transformation yt = exp[z~ay] represents a 21r -rotation 

about they axis, Y = exp[-z~ay] is a ~-rotation about they axis, and (Xt)2 = exp[z~ax] 

is a -n-rotation about the x axis. 

Therefore, the Hamiltonian to be inserted in the Schrodinger equation, whose solution 

provides the time evolution matrix intended to reproduce a rotation of the second qubit, 

is the following 

(5.5) 
HsQn2 (t) = g(r)(cos[(2wo1 - 2wo2 )t](ax1 ax2 + ay1 ay2 ) - 2az1 az2 ) 

-Wa
2
[cos[(wm2 - 2Wo2 )t + </>]ax2 - sin[(wm2 - 2Wo2 )t + </>]ay2], 

where the footer SQR2 means single-qubit rotation of the second qubit. As shown in Eq. 
( 4.8), the microwave field has to be in resonance with the spin precession frequency, i.e. 

Wm
2 

= 2w02 • Therefore, equation (5.5) simplifies into 

(5.6) 
Hs'QR2(t) = g(r)(cos[(2wo1 - 2wo2 )t](ax1ax2 + ay1ay2 )- 2az1az2 ) 

-Wa2 [cos(</>)ax2 - sin(</>)ay2], 

where Bm
2

, contained in Wa
2 

= 118 Bm2 , and</> are the only parameters that we can control 
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in order to perform single qubit rotations. Its matrix form is given by 

-2g(r) -wa2J 0 0) 

(5.7) Hs(jR2(t) = 
-Wa21* 2g(r) 2g(r)l(t) 0 

0 2g(r)l(t) 2g(r) -Wa21 

0 0 -Wa21* -2g(r) 

where l(t) = cos[(2w
01

- 2w02 )t], f = cos(<P) + ~sin(<P) and f* is its complex conjugate. 

If we want to perform a single-qubit rotation on the first particle, we can switch off 

the interaction between the microwave field and the second particle by choosing Bm2 = 

0 in Eq. ( 4.26). With this choice, we obtain the Hamiltonian to be considered in the 

Schrodinger equation for the reproduction of a rotation on the first qubit 

(5.8) 
HsQRI(t) = g(r)(cos[(2wo1 - 2Wo2)t](ax1lTx2 + lTy1 lTy2 )- 2lTz1 lTz2 ) 

-Wa
1 
[cos[(wm

1 
- 2wo1 )t + <P]ax1 - sin[(wm1 - 2wo1 )t + <P]ay1], 

which at the resonance, Wm1 = 2w01 , becomes 

(5.9) 
H8(;jRI(t) = g(r)(cos[(2wo1 - 2wo2 )t](ax1lTx2 + lTy1 lTy2)- 2az1 lTz2) 

-Wa1 [cos(<P)ax1 - sin(<P)ayJ 

The matrix form of Hamiltonian (5.9) is given by 

-2g(r) 0 -WalJ 0) 

H8(jRl(t) = 
0 2g(r) 2g(r)l(t) -Wall 

(5.10) 
-WalJ* 2g(r)l(t) 2g(r) 0 

0 -Wall* 0 -2g(r) 

To perform rotations on the second and first qubits, we need to solve the Schrodinger 
equation Eq. (5.1), with the Hamiltonians given respectively by Eq. (5.6) and by Eq. 

(5.9). 

As examples of single-qubit rotations, we consider the sequence of transformations 

in Eq. ( 4.31 ), which has to be read from right to left. The first transformation is a -n
rotation of the second qubit about the z axis. By virtue ofEq. (5.4), we can write 

(5.11) 

which expresses a -n-rotation about z in terms of rotations about the y and x axes. The 

sequence of transformations in (5.11) starts with a-~ rotation of the second qubit about 
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the y axis. In order to perform this rotation, we have to remove the dependence on a x 2 

from the Hamiltonian, which can be realized by choosing cp = - ~. Under this condition, 

the Hamiltonian becomes 

(5.12) 
H(t) = g(r)(cos[(2wo1 - 2wo2)t](ax1Ux2 + ay1Uy2)- 2az1Uz2) 

-Wa2 [ay2 ], 

and considering Eq. (5.7), its matrix form is 

-2g(r) '/,Wa2 0 0) 

(5.13) H(t) = 
-'/,Wa2 2g(r) 2g(r)l(t) 0 

0 2g(r)l(t) 2g(r) tWa2 

0 0 -'/,Wa2 -2g(r) 

By integrating the Schrodinger equation with the Hamiltonian given by Eq. (5.13) for a 
time interval 6.t = 4wrr = 

4 
~ , we find the time evolution matrix which performs a a2 /1-B m2 

-~-rotation about the y axis of the second qubit. The time interval 6.t has been found 
following the procedure considered for the theoretical transformation ofEq. (4.9). 

The next single-qubit rotation in Eq. (5.11) is a 1r-rotation about the x axis of the 
second qubit. Analogous to what we did for the previous single-qubit rotation, in this 
case we need to remove the dependence on ay2 which can be accomplished with the 

choice cp = 1r. The related Hamiltonian becomes 

(5.14) 
H(t) = g(r)(cos[(2wo1 - 2Wo2)t](ax1 0'x2 + Uy1Uy2)- 2az1 0'z2) 

whose matrix form is 

-2g(r) Wa2 

(5.15) H(t) = 
Wa2 2g(r) 

0 2g(r)l(t) 

0 0 

0 

2g(r)l(t) 

2g(r) 

0) 

0 

-2g(r) 

Allowing the time evolution for a time interval 6.t = 2 ~ , a 1r-rotation about the 
/1-B m2 

x axis of the second qubit can be accomplished. 

The same procedure can be adopted for the realization of a ~-rotation about the y 

axis, which requires cp = ~ and gives 

(5.16) 
H(t) = g(r)(cos[(2wo1 - 2wo2)t](ax1Ux2 + O'y10'y2)- 2az10'z2) 

-Wa2 [-ay2 ], 
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whose matrix form is 

-2g(r) -ZWa2 0 0) 

(5.17) H(t) = 
ZWa2 2g(r) 2g(r)l(t) 0 

0 2g(r)l(t) 2g(r) -ZWa2 

0 0 ZWa2 -2g(r) 

with the related integration time interval 6t = 4 ~ • P.B m2 

For the realization of -1r-rotation about the x axis, we need to choose if> = 0 whose 

choice gives 

(5.18) 
H(t) = g(r)(cos[(2wo1 - 2wo2 )t](ux1 CTx2 + CTy1 CTy2)- 2CTz1 CTz2 ) 

-Wa2[ux2], 

and whose matrix form is 

-2g(r) -Wa2 0 0) 

(5.19) H(t) = 
-Wa2 2g(r) 2g(r)l(t) 0 

0 2g(r)l(t) 2g(r) -wa2 

0 0 -Wa2 -2g(r) 

In this case, to perform a -1r-rotation about the x axis of the second qubit, the time 

evolution matrix can be found through the integration of the Schrodinger equation for a 

time interval 6t = 2 ~ • 
lLB m2 

5.2 Two-Qubit Interaction 

Transformation (4.31) contains two two-qubit transformations, Ua(t) and Ub(t), due to 
the interaction of the two spins that are subjected only to the action of static magnetic 

fields oriented along the direction of the z axis. In the absence of any applied microwave 
field the dominant term in the Hamiltonian of the system is H DD· i.e. the dipole-dipole 
interaction term. Since the dipole-dipole term describes the mutual interaction which 

couples the two spins, transformations Ua(t) and Ub(t) can be interpreted as two-qubit 
gates. These transformations can be obtained by solving the Schrodinger equation (5.1), 

with H(t) given by H/Jb, see Eq. (4.25). The integration time is given by condition 

(4.33). Therefore, in order to perform Ua(t) and Ub(t) we need to solve for each of them 

the related Schrodinger equation for a time interval 6t = 16;(r). 
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5.3 Realization of Transformation U ( t) 

To reproduce the series of transformations in Eq. (4.31) with the final goal of the im
plementation of a 1r-gate, we need to solve a set of Schrodinger equations. Each trans
formation can be evaluated by solving a Schrodinger equation of the form (5.1), with a 
suitable choice for the Hamiltonian, according to the transformation which is intended to 
be reproduced. We present the set of Hamiltonians which have to be considered in the 

Schrodinger equation at each step and the related integration time. 

-~-rotation of the second qubit about they axis, exp[t~uy2]: 

-2g(r) 'LWa2 0 0) 

H1(t) = 
-'LWa2 2g(r) 2g(r)l(t) 0 7r 

(5.20) 
0 2g(r)l(t) 2g(r) 

, ,6.tl = 4 B 
'lWa2 J.LB m2 

0 0 -'lWa2 -2g(r) 

1r-rotation of the second qubit about x, exp[-t~Ux2 ]: 

-2g(r) Wa2 0 0) 

Wa2 2g(r) 2g(r)l(t) 0 7r 

(5.21) H2(t) = 
0 2g(r)l(t) 2g(r) 

, ,6.t2 = 2 B 
Wa2 J.LB m2 

0 0 Wa2 -2g(r) 

~-rotation of the second qubit about they axis, exp[-z~uy2 ]: 

-2g(r) -'LWa2 0 0) 

'lWa2 2g(r) 2g(r)l(t) 0 7r 

(5.22) H3(t) = 
0 2g(r)l(t) 2g(r) 

, ,6.t3 = 4 B 
-ZWa2 J.LB m2 

0 0 'LWa2 -2g(r) 

The two-qubit transformation Ua(t) can be realized by allowing the two-spin system sub-
jected only to a static magnetic field along z direction to evolve for a time ,6.t4. Since the 
mutual dipole-dipole interaction couples the two spins, it naturally realizes a two-qubit 

gate. 

-2g(r) 0 0 0) 

0 2g(r) 2g(r)l(t) 0 7r 

(5.23) H4(t) = 
0 2g(r)l(t) 2g(r) 0 ',6.t4 = l6g(r) 

0 0 0 -2g(r) 
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-~-rotation of the second qubit about they axis, exp[z~ay2 ]: 

(5.24) 

-7r-rotation ofthe second qubit about x, exp[z~ax2 ]: 

-2g(r) -Wa2 0 0) 

(5.25) H6(t) = 
-Wa2 2g(r) 2g(r)l(t) 0 

0 2g(r)l(t) 2g(r) -Wa2 

0 0 -Wa2 -2g(r) 

~-rotation ofthe second qubit about y, exp[-z~ay2 ]: 

(5.26) 

The system is subjected to Hamiltonian HJJb for the realization of transformation Ub(t) 

(5.27) 

The set ofSchrodinger equations which descends from the substitution of matrices (5.20-

5.27) is explicitly presented in App. B, Eqs. (B.l-B.8). 

Fig. (5.2) shows the quantum gate which is represented by the unitary transforma

tion obtained through the solution of the realistic Schrodinger equations (with matrices 

given by (5.20-5.27)) as a global unitary transformation. 

5.3.1 Realization of a 7!'-gate: First approach 

The first approach that we consider towards performing a 7r-gate is based on the realization 

of a ~-phase gate ofEq. ( 4.34), where the output phases are arranged as prescribed in Eq. 

(1.51). In order to evaluate phase -a, see Eq. (1.51), we had solved the set ofSchr6dinger 

equations with the Hamiltonians (5.20-5.27) four times, i.e. for each component of the 

wave-function (5.2). This corresponds to set a different input state at each time, i.e. 

C1 = 1, Cz = C3 = C4 = 0 ::::} 1 in) =I oo) 

c 2 = 1, Cl= C3 = C4 = 0 ::::} I in) =I o1) 
(5.28) 

C3 = 1, c 1 = c 2 = c 4 = 0 ::::} I in) =110) 

C4 = 1, C1 = Cz = C3 = 0 ::::} I in) =Ill) 
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!in) 
U(t) 

lout) 

Figure 5.2: Schematic representation of the gate operation which is represented by the 

set of transformations (5.20-5.27). The input state I in) and the output state I out) are 

two-qubit states. 

Therefore, in order to check if equations (5.20-5.27) allow a phase-gate to be real

ized, we have to evaluate {)(tout). as follows 

(5.29) {)(taut) = Arg[cn(tout))]- Arg[c22(tout))]- Arg[c33(taut))] + Arg[c44(taut)], 

where taut is the output time, and cii(taut). i = 1, .. 4, are the diagonal elements of the 
numerical output matrix (see Eqs. (A.42) and (5.31)) .The output time tout is given by the 

sum of the integration intervals in (5.20-5.27), i.e. 

(5.30) 

with i = 1, .. 8. 

In order to see if the time evolution performs a 11"-gate we have to check iftJ(taut) = 
11". The numerical values chosen for the physical quantities involved in the calculations 

are the following: 

• for the distance between the two buckyballs r = 1.14nm 

• for the static magnetic field along the z axis B01 = Bz+ B91 = (0.3+3.04 x 10-5)T, 
B

02 
= Bz+ B

92 
= (0.3-3.04 x 10-5)T, where B91 and B92 are due to the magnetic 

field gradient, see Sec. 3.2; 

• for the angular frequencies Wm1 = 2wo1 = 27l"v1 = 21l"{LsBo1 = 5.2769 x 10
10

Hz 
and Wm

2 
= Wo

1 
= 21l"v2 = 21l"{LsBo1 = 5.2758 x 1010Hz, from which Vt = 

8.398G H z and v2 = 8.396G H z, which are in the range of microwave frequencies; 



CHAPTER 5. REALISTIC DYNAMICS 79 

• for the amplitude of the microwave fields Bm1 = 0 and Bm
2 
= 0.5T. 

With this choice for the numerical quantities we have used the Mathematica programme 

Phase-gate. nb, see App. C.3, to solve the set of Scrhrodinger equations (5.20-5.27). 
The realistic time-evolution matrix which reproduces a ~-phase gate obtained through the 
numerical calculations is the following 
(5.31) 

Urrl = 

0.703 + 0.71h 0.003 + 0.002t -0.002 + 0.006t 0.002 + 0.002t 

-0.002 + 0.002t 0.704- 0.7102 0.001 - O.OOh -0.002 - 0.004t 

0.002 + 0.006·t -0.001 + O.OOh 0.703- 0.71h -0.005 + 0.0022 

-0.002 - 0.002·t 0.002 - 0.0042 0.005 + 0.002t 0.703 + 0.7lh 

From a comparison between matrix Un1 and matrix Upc, Eq. (4.34), we notice that 
the realistic time-evolution introduces in each term of matrix (5.31) a phase. In partic
ular, the off-diagonal terms of (5.31) are all different from zero. This means that the 
output state after the realistic time-evolution is a superposition of all the computational 
basis states. This is due to the fact that through the study of the realistic dynamics of 
the system, single-qubit rotations are performed under the influence of the dipole-dipole 
interaction which couples the two spins. In order to perform a single-qubit operation 
in perfect agreement with the ideal theoretical single-qubit rotation, the system should 
not be affected by any mutual interaction term. In our case, we cannot switch off the 
mutual dipole-dipole interaction because it is naturally always present. Therefore, the 
presence of the mutual interaction influences any single-qubit rotation (and in turn two
qubit gates like a 1r-gate and a CNOT-gate, which by definition are composed also of 
single-qubit rotations) by introducing phases as presented in Unl. which prevent this ma
trix to be exactly equal to a ~-phase gate. However, since the dipolar coupling constant 
g(r) = 5.505 x 107 Hz is much smaller than the spin-microwave field interaction term 
Wa1,2 = /1BBm1,2 = 4.397 x 1010 Hz, the dipolar interaction can be considered as a per
turbation which influences the achievement of the desirable quantum gate. This outcome 
allows approximation ( 4.30) to be satisfied. Further comments on the dipolar interaction 
as a perturbative term are presented in Sec. 5.7. Another source of error is the intrinsic 
numerical error due to the precision of the programming software. However, this error is 
estimated to be of the order of 10-4%- 10-7%, which is negligible in comparison with 
the influence of imperfect single-qubit rotations. 

With the study of the fidelity (Sec. 5.4), which allows a quantitative comparison 
between the realistic time evolution Un1 and the ideal ~-phase gate, we will know the 
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degree of agreement between them. 

According to Eq. (5.30), with the presented choice for the numerical quantities, we 

can evaluate the output time tout. whose numerical value is 

(5.32) 

The numerical calculations show that 

(5.33) '!9(tout) = 3.16167. 

Since the expected value is '!9(tout) = 1r, we find that the calculated value of19(tout) differs 
from the expected by an error of 2%. Since this error is very small, we can conclude that 

the realistic dynamics of the sytem reproduces a 1r-gate in very good agreement with 

the theoretical predictions. This result allows us to confirm that approximation ( 4.30) is 
valid in the realistic system composed of two interacting buckyballs. Finally, the dipolar 

interaction weakly influences the perfect realization of single-qubit rotations, but it is 

essential for the realization of two-qubit gates because it couples the two qubits. 

5.3.2 Realization of a 1r-gate: Second Approach 

Here, to perform a 1r-gate we consider the set of transformations in Eq. (4.35). Therefore, 

in addition to the set of differential equation systems whose Hamiltonians are given by 
Eqs. (5.20-5.27), we consider two more single-qubit rotation, i.e. a ~ rotation about the z 

axis on each qubit. Following Eq. (5.4), these two single-qubit rotations are given by 

1r n n n 
(5.34) exp[-z·rTz1] = exp[-z

4
ay1] exp[z4ax1 ] exp[z4D"y1], 

for the first qubit, and for the second qubit 

(5.35) 

The set of rotations (5.34) on the first qubit can be realized by solving the Schrodinger 

equation where the Hamiltonian is given by Eq. (5.9). 

The sequence of rotations involved in the matrix tensor product 

(5.36) 

can be reproduced by solving a set ofSchrodinger equations ofthe form (5.1) where the 

Hamiltonian are the following : 
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-~-rotation of the second qubit about they axis, exp[z~ay2 ] 

(5.37) 

-~-rotation on the second qubit about the x axis, exp[z~ax2]: 

-2g(r) -Wa2 0 0) 

(5.38) Hw(t) = 
-Wa2 2g(r) 2g(r)l(t) 0 1f 

0 2g(r )l( t) 2g(r) 
'b.tw = 4 B 

-Wa2 JlB m2 

0 0 -Wa2 -2g(r) 

~-rotation on the second qubit about they axis, exp[-z~ay2 ]: 

(5.39) Hu(t) = H3(t) , b.tu = b.t3 

-~-rotation about they axis on the first qubit, exp[z~ay1 ] 

-2g(r) 0 2Wal 0) 

H12(t) = 
0 2g(r) 2g(r)l(t) 2Wal 1f 

(5.40) 2g(r)l(t) 2g(r) 0 
,b.h2 = 4 B 

-2Wa1 
JlB m1 

0 -2Wal 0 -2g(r) 

-~-rotation on the first qubit about the x axis, exp[z~ax1 ]: 

-2g(r) 0 -Wal 0) 

H13(t) = 
0 2g(r) 2g(r)l(t) -Wa1 1f 

(5.41) 2g(r)l(t) 2g(r) 0 
, b.t13 = 4 B 

-Wal 
JlB m1 

0 -Wa1 0 -2g(r) 

~-rotation on the first qubit about they axis, exp[-z~ayJ 

-2g(r) 0 -2Wal 0) 

H14(t) = 
0 2g(r) 2g(r)l(t) -1-Wal 1f 

(5.42) 2g(r)l(t) 2g(r) 0 
,b.h4 = 4 B 

1-Wal 
JlB m1 

0 1-Wal 0 -2g(r) 

The set ofSchrodinger equations with Hamiltonians (5.20-5.27) together with those char
acterized by Hamiltonians (5.37-5.42) has been solved with the Mathematica programme 
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Pi-gate. nb, see App. C.4. The explicit expressions of the set of Schrodinger equa
tions with Hamiltonians (5.37-5.42) is presented in App. (B), Eqs. (B.9-B.14). The 
numerical values chosen are the same as in Sec. 5.3.1. In Hamiltonians (5.40-5.42) a 
microwave field acts on the first qubit and we set Bm2 = 0 and Bm

1 
= 0.5T. 

By solving the presented set of Schrodinger equations with the numerical Math
ematica programme we obtain the realistic time-evolution matrix. From Eq. ( 4.35), 
through the study ofthe actual dynamics of the system, we can reproduce a 1r-gate up to a 
Vi = exp[2~] global phase, which is irrelevant. Therefore, the calculated time-evolution 
matrix is the following 
(5.43) 

U1r2 = J'iUreaz(tout) = 

0.9999 + 0.01002 0.0058 + 0.00402 0.0075 + 0.00852 0.0005 - 0.000022 

-0.0057 + 0.00402 0.9999- 0.009h -0.0024- 0.00442 0.0061 - 0.002h 

-0.0075 + 0.00852 0.0023 - 0.00452 0.9999 - 0.01092 -0.0025 + 0.00222 

0.0005 + 0.000042 0.0061 + 0.002h -0.0025 - 0.00232 -0.9999 - 0.010h 

We notice that the realistic time evolution affects each term of U7r2 by introducing phases, 
which prevent the realization of the perfect G1r matrix, Eq. (4.35). Also in this case, 
the account for these phases resides in the reproduction of single-qubit rotations through 
the study of the actual realistic dynamics of the system. Indeed, in order to produce a 
single-qubit rotation in perfect agreement with the theoretical prediction, the two spins 
should not be coupled by any mutual interaction, see Sec. 4.1. In our realistic system, the 
two spins under consideration are always subjected to the mutual dipole-dipole coupling. 
However, as discussed above for matrix (5.31), the dipolar coupling constant is much 
smaller than the interaction between the spin and the microwave field, i.e. g(r) << Wa1,2 , 

and it can be considered as a perturbation which weakly influences the dynamics of the 

system when it is subjected to external microwave fields. 

A quantitative evaluation of the degree of agreement between the realistic time evo
lution U.rr2 and a theoretical1r-gate is provided by the study of the fidelity, see Sec. 5.4. 

With the presented choice for the numerical quantities, the time required for per
forming a 1r-gate can be evaluated through Eq. (5.30), which gives 

(5.44) 7r 7 7l" + 3 7l" 7l" 7l" 
tout= 4!-LBBm

2 
4!-LBBm

1 
+ 22!-LBBm

2 
+ 216g(r) = 7'38ns. 

By comparing the gate time t'~ut = 7.38ns with the shortest decoherence time T2 rv 

0.25ms, see Sec. 2.2.2, it is allowed to perform a number of quantum 1r-gates equal to 
n = T2jt~:;or ::::: 3 x 104 before the occurrence of decoherence processes. This is a 
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very important outcome in the frame of quantum error correcting. It is believed that in 

order to apply error correcting codes (which would be essential in any realistic quantum 

computer for the safe transmission of quantum information and for ensuring fault tolerant 

gates), it is required to be able to perform on the system a number of quantum operations 

of the order of 104 • Therefore, from a theoretical point of view, the system considered is 

a very good candidate as a building block for quantum computers. It presents very short 

operational times (of the order of 10-9 s ), which allow the completion of a large number 

of quantum operations (of the order of 104) before the occurrence of relaxation processes. 

This also allows error correcting codes to be reasonably applied, with a resulting reduction 

of the errors due to the action of faulty gates or faulty quantum channels and opens the 

possibility of building a scalable system composed ofbuckyballs. 

5.3.3 Realization of a C NOT -gate 

The set of transformation in Eq. (4.42) allows us to perform a CNOT-gate. The set of 

transformations involved in the realization of a C NOT -gate, up to a exp[z~] global phase, 

is given by the composition of a ~ rotation about the y axis of the second (target) qubit, 

exp[-ziay2 ], followed by a 1r-gate G'Tr, followed by a -~-rotation about the y axis of 

the second qubit, exp[ziay2 ], finally followed by a 1r-rotation about the z axis of the first 

(control) qubit. We need to reproduce these transformations by solving the dynamics of 

the system through the solution of suitable Schrodinger equations. 

The first transformation that we need to reproduce is exp[-z~ay2 ]. This can be 

achieved by solving the Schrodinger equation (5.1 ). Since we want to reproduce a ~

rotation of the second qubit about the y axis, in Hamiltonian ( 4.26) we choose Wa 1 = 0 

and <P = ~· From these choices, the Hamiltonian which has to be inserted in the related 

Schrodinger equation whose solution allows the reproduction the second qubit ~-rotation 

about the y axis, is the following 

(5.45) 
-2g(r) -2Wa2 0 0) 

H15(t) = H3(t) = 
'lWa2 2g(r) 2g(r)l(t) 0 

, ~t15 = ~t3 
0 2g(r )l( t) 2g(r) -2Wa2 

0 0 2Wa2 -2g(r) 

In Eq. (4.41) the ~-rotation about they axis on the second qubit is followed by 

the transformation represented by matrix G'Tr, Eq. (1.42), which represents a 1r-gate. The 

set of Schrodinger equations whose solution reproduces a 1r-gate up to a exp[zi] global 
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irrelevant phase, which has been presented in Secs. (5.3.1) and (5.3.2), is given by the set 

of differential equations (B.l-B.8) followed by equations (B.9-B.14). 

After the transformation represented by G.,o in Eq. (4.41) we find a -~-rotation 
about the y axis of the second qubit. This transformation can be reproduced with all the 
same choices made for the realization of a ~-rotation about the y axis with a different 
choice of cp = -~. The Schrodinger equation resulting from these choices has to be 

integrated for a time interval D.t16 and contains the following Hamiltonian 

(5.46) 
-2g(r) 2Wa2 0 0) 

H16(t) = H1(t) = 
-2Wa2 2g(r) 2g(r)l(t) 0 

0 2g(r)l(t) 2g(r) 
, D.t16 = D.tl 

2Wa2 

0 0 -2Wa2 -2g(r) 

Finally, in order to complete the procedure which allows us to perform a C NOT
gate up to a global phase exp[2~], we need to reproduce the last transformation in Eq. 
(4.41), which is represented by a 1r-rotation about the z axis on the first qubit. Following 

Eq. (5.4), a 1r-rotation about the z axis can be represented as the composition of a -~
rotation about they axis, followed by a -1r-rotation about the x axis, finally followed 

by a ~-rotation about the y axis. To perform a rotation of only the first qubit, we need 
to switch off the microwave field interaction with second qubit and to switch it on with 

the first particle by choosing B02 = 0 and B01 = 0.5T respectively. The Hamiltonian 
which describes this situation is given by Eq. (5.9). Following the procedure described 

in Sec. 5.1, the set of three rotations which correspond to a 1r-rotation about the z axis of 

the first qubit can be reproduced by solving a Schrodinger equation with the Hamiltonian 

given by Eq. (5.9) and by choosing cp = -~ to perform a -~-rotation about they axis, 
cp = 1r to perform a -1r-rotation about the x axis and finally cp = ~to realize a ~-rotation 
about the y axis. The set of Hamiltonians to be inserted into the Scrhodinger equations 

for reproducing a 1r-rotation about the z axis of the first qubit is the following: 

-~-rotation about they axis: 

(5.47) 

-1r-rotation about the x axis: 

-2g(r) 0 

H1s(t) = 
0 2g(r) 

(5.48) 2g(r)l(t) -Wal 

0 -Wal 

-Wal 

2g(r)l(t) 

2g(r) 

0 

0) 

-Wal 

0 

-2g(r) 

7r 
, D.t1s = 2 B 

f..LB m1 
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~-rotation about the y axis: 

(5.49) 

With the numerical choices already presented, we have used the Mathematica programme 
CNOT-gate. nb, see App. C.5, which allows us to evaluate the time-evolution matrix 
for the realization of a CNOT-gate. Eq. (4.42) represents the set of transformations 
which have been reproduced through the study of the realistic evolution of the system for 
performing a C NOT -gate. Therefore, the realistic time-evolution matrix which is able to 
reproduce a CNOT-gate up to a global phase equal to exp[2 3;J is given by the following 

matrix 
(5.50) 

UcNreat = exp[2 3
:JUreal(taut) 

0.9998 + 0.00942 0.0058 - 0.00882 0.0071 0.0032 - 0.00202 

-0.0056 - 0.00882 0.9998 - 0.00852 -0.0048 - 0.00972 0.0065 + 0.00762 

-0.0032 - 0.00212 -0.0064 + 0.00772 0.0026 + 0.00982 0.9999 - 0.00512 

-0.0072 - O.OOOh 0.0046 - 0.00972 0.9998 + 0.00432 -0.0026 + 0.00982 

Even in this case, all terms of the realistic time evolution UcNreal (Eq. (5.50)) differ from 
the ideal CNOT-gate (Eq. (1.31)) for a phase. The dipolar interaction is responsible 

for these phases and it prevents to perform single-qubit rotations in perfect agreement 
with the theory. Indeed, the mutual dipolar interaction between the two spins is always 
present and cannot be switched off for performing single-qubit rotations. However, the 
spin dipolar coupling constant g( r) is estimated to be weaker than the strength of the spin
microwave field interaction. Therefore, the mutual coupling term can be considered as a 
perturbation in comparison with the interaction between the spin and the microwave field, 
which is the term responsible for performing a single-qubit rotation. The reliability of the 
quantum system for the realization of a C NOT -gate through the realistic transformation 

UcNreat can be estimated with the study of the minimum fidelity, see Sec. 5.4, which 
allows us to make a comparison between the realistic and theoretical matrices. 

The time required to complete a CNOT-gate can be evaluated through Eq. (5.30). 

The numerical value obtained is the following 

tCNOT _ 9 7r + 5 7r 
out - 4JLaBm2 4JLaBm1 

(5.51) +2 71" + 71" +2-'~~"-
2JLaBm2 2JLaBm1 16g(r) 

= 7.49ns. 

From a comparison between the gate time tC:Ul'[0 T = 7.49ns and the shortest decoher
ence time T2 ~ 0.25ms, see Sec. 2.2.2, before the system relaxes we could perform on 
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our system a number of quantum operations equal ton= T2jt~0T ~ 3 x 104
• As dis

cussed above for the case of a 1r-gate, the possibility of performing a number of operations 
n ~ 104 enables the application of error correcting codes. Error correcting codes allow 
the detection and correction of faulty gates and enable the safe transmission of quantum 

information. 

We have presented a theory which allows the realization of C NOT -gates and single

qubit operations through which we can build a set of universal quantum gates. This find
ing, which is a requirement of DiVincenzo criteria, see Sec. 1.1 0, allows the fulfillment 
of other two criteria. Indeed, a large number of quantum operations can be performed 
before the system relaxes, and also, since buckyballs can be easily maneuvered, they are 

good elements for building scalable quantum systems, see Sec. 2.2.1. 

The results obtained so far are related to the rapidity in performing a two-qubit 

quantum operation and to the possibility of repeating many quantum operations before the 
relaxation of the system. We still need to have an insight into the quality of the performed 
quantum operations. Does the actual realistic transformation reproduce well a ~-phase 
gate, a 1r-gate and a C NOT -gate? In the following two sections we theoretically present 
and numerically calculate the .fidelity, which quantifies how reliably these quantum gates 

work. 

5.4 Quantum Gate Fidelity 

To check the efficiency and the reliability of a quantum gate we need to compare the 
realistic output state, evolved through the actual dynamics of the system, with the ideal 
output state. The quantity we need to evaluate is the quantum gate .fidelity. Its definition 

can be derived starting from a more general definition of fidelity. 

Following [12], the fidelity is defined as a measure of the distance between two 

states. The classical definition of fidelity of two probability distributions {Px} and { qx} 

is given by 

(5.52) 
X 

from which it is clear that when the two probability distributions are equal, the fidelity is 

maximum and equal to one. 

The analogous quantum measure of fidelity for two quantum states described by 
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their density matrices CJ and p is given by 

(5.53) F(p, u) = tn/ pl/2upl/2. 

Despite the apparent asymmetry in its expression, the fidelity is symmetric in its inputs p 
and CJ, and has many other properties. For example, it is invariant under unitary transfor-

mations 

(5.54) 

whose proof is given in Ref. [12]. An important example is the fidelity between a pure 
state I 1/J) and an arbitrary state described by the density matrix p. In this case, the 

expression which defines the fidelity simplifies to 

(5.55) 
F(l 1/J),p) = trJ('l/J I PI 1/J) I 1/J)('l/J I 

= J('l/J I PI 1/J). 

Another example is the fidelity between two pure states I 1/J) and I </>),whose formula is 

given by 

(5.56) F(I1/J), I</>)) =I (</>I 1/J) I, 

which is simply the overlap between the two states. 

Since the fidelity quantifies the distance between two quantum states, i.e. how much 
they differ from each other, we can use it to compare the realistic output state with the 
ideal output state which is intended to be reproduced through the realistic unitary evo
lution of the system. Therefore, the fidelity between these two states gives information 

about how well the quantum gate operates. 

An arbitrary starting state describing our two-qubit system can be written as 

(5.57) 
I 1/J) = Coo I 00) +Col I 01) + c10 110) +en Ill) 

=La Ca I a). 

In a realistic situation, the input state of a quantum control sequence is better de

scribed by a density matrix 

(5.58) u =I 1/J)(1/J I · 

The realistic output density matrix is given by applying to CJ the unitary evolution 
U. The derivation of matrix U is presented in App. A.5. The formula which describes the 

realistic output density matrix is the following 

(5.59) (J/ = u uut 
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From Eq. (5.55) which defines the fidelity between a pure state and a density matrix, 

we can evaluate the fidelity between the ideal pure state I '1/J)ideal and the realistic output 

density matrix 

(5.60) 
F(l '1/J)ideal, at) = Videal('I/J I at I '1/J)ideal 

= Videal('I/J I u I '1/J)('I/J I ut I '1/J)ideal· 

Generally, in a realistic situation we do not know in advance what is the initial state 

of the system I '1/J). However, we can evaluate the minimum fidelity, which minimizes 
over all possible initial states. This quantity quantifies the worst-case behaviour of the 

quantum gate and is described by the following expression 

(5.61) :F = min F(l '1/J)ideal, at), 
Ca 

where the minimization is over coefficients ea: of the initial state, Eq.(5.57). 

Since through the study of the dynamics of our two-buckyball system we have re

produced a ~-phase gate (5.31), a 1r-gate (5.43) and a CNOT-gate (5.50), we have eval

uated the minimum fidelity for these three cases. 

In each of these three cases the ideally transformed state I '1/J)ideal can be found by 

acting on the starting state I '1/J) with the ideal matrix which describes the transformation 

(respectively, matrices (4.34), (1.42) and (1.31)), and its expression is given by 

I '1/J)ideal = Upc I '1/J) 
et~ 0 0 0) Coo 

0 e-t~ 0 0 Col 
(5.62) - e-t~ 0 0 0 ClQ 

0 0 0 et~ en 

for the ~-phase gate, 

I '1/J)ideal = Grr I '1/J) 
1 0 0 0 Coo 

0 1 0 0 Col 
(5.63) -

0 0 1 0 ClQ 

0 0 0 -1 en 

=Coo I 00) +col I 01) + c10 110) -en Ill), 
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for a 1r-gate, and finally 

I 1/J)idea! = UcNoT I 1/J) 
1 0 0 0 Coo 

0 1 0 0 Col 
-

0 0 0 1 ClQ 
(5.64) 

0 0 1 0 cu 

=Coo I 00) +cm I 01) + cu 110) + c10 Ill), 

for a C NOT -gate. 

The minimum fidelity has been evaluated through Mathematica programmes. Pro
gramme fidelity-phase-gate. nb allows us to evaluate the minimum fidelity for 

the ~-phase gate, see App. C.6, programme fidelity-pi-gate. nb for the 1r-gate, 
see App. C.7, and programme fidelity-CNOT-gate .nb for the CNOT-gate, see 
A pp. C.8. The set of initial values for coefficients eo: has been found by generating random 
numbers while matrix U, which has been reconstructed by solving the set of Schrodinger 

equations, is given by matrix U1r 1 (Eq. (5.31)) for the ~-phase gate, by matrix U7r2 (Eq. 
{5.43)) for the 1r-gate and by matrix UcNreal {Eq. {5.50)) for the CNOT-gate. 

The calculated value for the minimum fidelity is 

(5.65) F1r1 = 0.999892, 

for the ~-phase gate 

(5.66) F1r2 = 0.999664, 

for the 1r-gate and 

(5.67) FcNreal = 0.999525, 

for the C NOT -gate. The ideal value of the minimum fidelity is F = 1. The difference 
between the calculated values ofF in all three cases and the ideal value 1 is ofthe order of 
10-2%. The calculated values are very close to the ideal value even if they represent the 

worst case scenario. Therefore, the realistic transformations considered for the realization 
of a ~-phase gate, a 1r-gate and a C NOT -gate are in high accordance with the theoretical 

predictions. However, we can observe that the numerical value of the minimum fidelity 
decreases on going from a ~-phase gate to a CNOT-gate, see Eqs. (5.65-5.67). This 
behaviour is due to the fact that for the realization of a 1r-gate and a C NOT -gate we need 
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to add more single-qubit rotations with respect to the number of single-qubit rotations 

required for achieving a ~-phase gate. Following the comments made for the numerical 
error in the realistic time-evolution matrices u11"h u11"2 and UcNreal' any single-qubit rota
tion cannot be performed perfectly because ofthe always present spin dipolar interaction. 

Therefore, the decreasing of the fidelity is attributed to the impossibility of reproducing 

perfect single-qubit rotations. 

In conclusion, the realistic transformations u11"1· u11"2 and UcNreal are in very high 
agreement with the respective ideal transformations. By increasing the number of single
qubit rotations, the numerical value of the minimum fidelity shows a slight decrease. 
However, this decrease of the fidelity is of the order of 10-2%, see Eq. (5.65-5.67), and 
we can conclude that the presented two-qubit transformations can be reproduced with 
a very high fidelity (within a 10-2% error in comparison with the ideal value :F = 1) 
through the study of the proper realistic time-evolution of the system. Therefore, the 
system composed of two buckyballs is highly reliable for reproducing two-qubit gates 
and it could be considered in a quantum circuit or in a quantum channel for reproducing 

complex sets of quantum operations. 

5.5 Quantum State Fidelity 

In this section we focus on a particular case of fidelity, the quantum state fidelity, see 
[12]-[22]. In this case, we treat the study of the fidelity for only the case of a CNOT-gate 
because it is the most complete two-qubit gate which naturally includes single-qubit gates 

and ~-phase gates. 

For the study of the quantum gate fidelity, Sec. 5.4, we considered the most general 

realistic input state described by a density matrix (5.58). For the study of the quantum 
state fidelity, we assumed to be able to select the computational basis states as realistic 
input states. This is an ideal situation which generally cannot be experimentally realized, 
but through which we can have a further knowledge of the behaviour of our realistic 

CNOT-gate. 

The quantum state fidelity allows us to compare the realistic output state I '1/J)out = 
UcNreal I '1/J) with the ideal output state I '1/J)ideal• Eq. (5.64). Since both I '1/J)out and 
I '1/J)ideal are pure states, from Eq. (5.56), which defines the fidelity between two pure 

states, we obtain the following expression 

(5.68) F(l '1/J)ideal, I '1/J)out) =lideal ('1/J I '1/J)out I · 
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As described in Refs. [22, 23], we will consider as quantum state fidelity the square of 

Eq. (5.68). This is very convenient because F(l 1/J)ideaz, I 1/J)out)2 can be interpreted as the 
probability that a system described by state I 1/J)out can be found to be in the state I 1/J)ideal· 

In our case, the output state I '1/J)out can be written as a general superposition of all 

computational basis states 

I 1/J)out = UcNreal I 1/J) 
= C1 (tout) I 00) + c2(tout) I 01) + cs(tout) 110) + c4(tout) Ill). 

(5.69) 

Since we assume to know exactly the input state I 1/J), the ideal output state I 1/J) out is 

automatically known as follows 

I 1/J) =I oo) =? I 1/J)ideal =I 00); 

1 1/J) =I o1) =? I 1/J)ideal =I 01); 
(5.70) 

I 1/J) =110) =? I 1/J)ideal =Ill); 

I 1/J) =Ill) =? I 1/J)ideal =110). 

Therefore, for each input state I 1/J) the quantum state fidelity F2 = F(l 1/J)ideaz, I 1/J)out)2 

can be easily calculated as follows 

I 1/J) =I oo) =? F~o = F(l 1/J)ideal, I 1/J)out) =I CI(tout) 12; 

I 1/J) =I o1) =? F~l = F(l 1/J)ideal, I 1/J)out) =I c2(tout) 12; 
(5.71) 

I 1/J) =110) Fro= F(l 1/J)ideal, I 1/J)out) =I c4(tout) 12; =? 

I 1/J) =Ill) =? Frl = F(l 1/J)ideal, I 1/J)out) =I cs(tout) 12 . 

From the solution of programme CNOT-gate. nb, see App. C.5, we obtain the numeri

cal values for coefficients ci(tout), i = 1, .. , 4 

(5.72) 

cl(tout) = -0.700368- 0.713657t, 

c2(tout) = -0.713016- 0.7009132, 

c4(tout) = -0.703959- 0.710049z, 

cs(tout) = -0.710656- 0.703384t, 

from which we obtain the numerical values of the quantum state fidelity for each input 

state: 

(5.73) 

F~0 = 0.9998; 

F~1 = 0.9997; 

Fro = o.9998; 

Fr1 = 0.9997. 
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Since all values of fidelity Fl, i = 00, .. 11, differ from the ideal value 1 by of the order 
of 10-2%, we can conclude that the output state I '1/J)out represents the transformed state 

I '1/J)idea! with a very high fidelity. 

By knowing F2 = F(l '1/J)ideah I 'I/J)out)2, we can easily evaluate the error com
mitted by the realistic quantum operation U in order to reproduce a C NOT -gate. The 

probabilistic error is defined as follows 

(5.74) E = 1- F2 = 1- F(l '1/J)ideal' I '1/J)out? = 1- !ideal ('1/J I '1/J)out 1
2
, 

and it gives an estimate of the gate failure probability. From the numerical values of the 

fidelity we obtain the following results for the probabilistic error 

(5.75) 

Eoo = 1 - 0.9998 = 0.0002; 

E01 = 1 - 0.9997 = 0.0003; 

E10 = 1 - 0.9998 = 0.0002; 

Eu = 1 - 0.9997 = 0.0003, 

which in each case is of the order of 10-4
• 

The definition of the error probability E gives the upper limit to the probability of 

failure per quantum operation, p, i.e. 

(5.76) p:::; E = 1- F 2 

The importance of the probabilistic error is related to the accuracy threshold of a quantum 
operation, for what concerns the application of error correcting codes. This is an alter
native to check if the realistic system is suitable for the application of error correcting 

codes. 

To build a system which could perform reliable quantum gates, the probability of 

error per operation, p, has to be below the threshold accuracy Pth· When the condition 
p < Pth is satisfied, a quantum error correcting circuit can be built using unreliable com
ponents. The error introduced by faulty gates is compensated by the error correcting 

codes. 

The generally accepted theoretical value of Pth is 10-4 [24, 25] and a more op
timistic estimate rises it up to 10-3 [26]. Since the calculated E for the completion of a 
CNOT-gate is of the order oflo-4 , from Eq. (5.76) the probability of failure is p:::; 10-

4
• 

Therefore the condition p :::; Pth is verified and the proposed system composed of two
buckyballs could be a reliable system for building quantum circuits. This result also 
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allows us to conclude that on a quantum circuit composed of buckyballs we could apply 
error correcting schemes which would ensure fault tolerant quantum gates. Furthermore, 
this result opens a new road for the design of a scalable quantum computer composed of 

endohedral fullerene molecules. 

5.6 Check of Approximations 

In Sec. 4.3, in order to perform the refocusing we needed to cancel the time dependence in 
the Hamiltonian ( 4.26). We assumed that the resonance frequencies of the two particles 
are equal to each other, i.e. w01 = w02 • This assumption allows the time dependent 

function in Eq. (4.26), given by l(t) = cos(2(w01 - w02 )t], to be constantly equal to one. 

With this choice for the resonance frequencies of the two particles, in Secs. 4.3-4.4 we 
were able to develop the theory which leads to the realization of 1r-gates and C NOT-

gates. 

In this Chapter we have checked the validity of the theory by considering the real 
dynamics of the two-qubit system through the solution of the Schrodinger equation. We 
need now to check if the assumption, which states that l(t) is constant, is well approxi
mated in the actual physical system. With the numerical choices (5.3.1) for the physical 
quantities we evaluate the evolution in time of function l(t). Fig. (5.3) shows the profile 
of l( t) during the time evolution up to the time value t~u!fOT = 7.49ns, which is the time 
required to perform a C NOT -gate. From this picture, we observe that the time profile 
of function l(t) shows a deviation less than 1% with respect to the ideal profile which 
is constantly equal to one. Therefore, in very good approximtion, function l(t) is con

stant in the time interval [0, t~0T], which coincides with the time needed to perform a 
C NOT -gate. This justifies the study of the actual dynamics of the system by applying 
the theory presented in Secs. 4.3-4.4. Furthermore, since function l(t)is approximately 
constant in the time interval [0, t~0r], we are allowed to integrate each step of the set of 
Schrodinger equations, whose Hamiltonians are given by Eqs. (5.20-5.27,5.37-5.42,5.45-

5.46), starting from the integration timet= 0. 

5. 7 Comments and Considerations 

This Section presents some considerations with respect to theoretical and experimental 

limits which can be encountered in performing single-qubit operations. 
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Figure 5.3: Time dependence of function l( t) = cos[(w01 -w02 )t] up to the time t~ljOT = 

7 .49ns. The profile of l ( t) shows a deviation less than 1% with respect to the ideal profile 

which is constantly equal to one. 

Firstly, we investigate the theoretical possibility of performing single-qubit opera
tions. We need to make a comparison between the time required to perform a single-qubit 

rotation and the period of action of the mutual dipolar interaction. With the choice made 
for the numerical values of the physical quantities involved in the calculations, the time 

required for completing a single-qubit rotation is tsq = 2 ; = 3.57 x 10-
11 

s for J.'B mt,2 

a 1r-rotation of spin 1 or spin 2, and tsq = 4 ; = 1. 79 x 10-11 
s for a 1!:2 -rotation. 

J.LB mt,2 

The period of time in which the system is influenced by the spin dipolar interaction is 
T = 9~;) = 1.14 x 10-7 s, where the coupling strength g(r) is in fi units. We can observe 

that tsq « T, i.e. the time required for performing a single-qubit rotation is much smaller 

than T. Therefore, during the completion of a single-qubit operation we can consider the 

system as being unaffected by the mutual spin interaction. During a time equal to tsq, 
the dipole-dipole interaction can be considered as a small perturbation, and the two spins 
behave as two uncoupled particles, which can be described by Hamiltonian ( 4.11 ). These 

considerations allow assumption (4.30) to be satisfied in the realistic system. 

Since the two spins are characterized by different resonance frequencies, see Sec. 

3.2, during the short time interval tsq, the possibility of controlling microwave fields 
could allow us to act separately on each single spin. The control ofthe interaction between 
the microwave field and the particle can be accomplished by centering the microwave 

pulse on the resonance frequency of the particle whose spin has to be rotated. However, 
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even if in the considered time interval the direct coupling is weak, we notice that, when 
centering the microwave pulse on the resonance frequency of one particular particle, the 
other one could also be excited. Therefore, in this case the system would undergo a 
rotation of both spins, and the single spin rotation could not be performed. 

In order to be sure that only the selected particle is rotated, the microwave pulse has 
to be characterized by a very tight spectral bandwidth l:lf. An estimate of the bandwidth 
can be performed by comparing it with the difference between the resonance frequencies 
of the two particles, l:lv = v1 - v2 = 2M H z. If the experimental device can achieve 
a spectral bandwidth l:lf :::; l:lv, the other particle should not be affected by the applied 
microwave pulse. However, the bandwidth theorem implies that any wave phenomenon 
that occurs over a time intervall:lt has to have a spread of frequencies l:lf given by: 

(5.77) 
1 

l:lf ~ l:lt' 

In our case the time intervall:lt corresponds to the time required for performing a single
qubit rotation tsQ· Since the time interval of interest for performing a single-qubit rotation 
is of the order of 10-11 sand the upper limit of the frequency bandwidth is l:lv = 2M H z, 
the bandwidth theorem is not satisfied. To satisfy the bandwidth theorem, we can consider 

the following two cases: 

• if tsQ ex: 10-11 s ' the microwave pulse frequency bandwidth should be l:lf ex: 
1011 Hz. This implies that the difference between the resonance frequencies of the 

two spins has to be l:lv ~ 1011 Hz; 

• if the frequency bandwidth is l:lf ~ 2M H z, the time required for performing a 

single-qubit operation should be tsQ ~ 0.5JLS. 

According to the single addressing scheme of Sec. 3.2, the considered values for the 
resonance frequencies of the two particles correspond to the maximum experimentally 
achievable. Therefore, it is experimentally forbidden to achieve a value l:lv ~ 10

11
Hz. 

Nevertheless, the case where l:lf ~ 2M H z and tsQ ~ 0.5Jl.S is in agreement with the 
experimental ranges, but the time required for performing a single-qubit rotation is very 
long in comparison with the relaxation time T2 • Furthermore, since the aim of our study 
is to perform the universal quantum C NOT -gate, we need to perform at least 17 single
qubit rotations (see Sec. 5.3.3), which would raise the output time of a CNOT-gate 
to approximately t~![OT ~ 10J1.S, see Eq. (5.51). This allows a number of quantum 
operations n = T2jt~0T ~ 20 before the occurrence of relaxation processes. Since in 
order to apply error correcting codes we need to perform at least 104 quantum operations, 
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the calculated value of n is very small for allowing the system to be a reliable component 
of a quantum circuit. 

However, in recent experiments [78], the typical time for performing a single-qubit 
rotation is t~~ ~ 32ns. A(} rotation can be realized by applying an on-resonance mi
crowave pulse of amplitude Bm for a time duration tsQ, which can be calculated through 
the following expression 

Oli 
tsQ = ---=:--

gJ-LBBm 
(5.78) 

In order to rise the calculated time required for a single-qubit rotation tsQ ~ 3.57x w-11 s 

to a numerical value equal to the experimental typical timet~~~ 32ns, considering Eq. 
(5.78) we see that we should reduce the strength of microwave pulse from the actual 
considered value Bm = 0.5T (see Sec. 5.3.1). For performing a 1r /2 rotation we should 
reduce Bm to a value that is at least equal to Bm ~ 0.28mT. From hereon, in our 
calculations we will switch the value of microwave amplitude to Bm ~ 0.28mT. With 
this value for the microwave pulse amplitude we can perform single-qubit rotations within 
the experimental limits. 

In order to satisfy the bandwidth theorem, the frequency bandwidth of a microwave 
pulse for the realization of a single-qubit rotation in a time interval !::l.t = 32ns has to 
be equal to C:l.f = 31.25M H z, which implies that the difference between the resonance 
frequencies of the two spins has to be !::l.v 2:: 31.25M H z. This value of !::l.v differs from 
the experimentally achievable value !::l.v = 2M H z of one order of magnitude. In order 
to enable the realization of single-qubit rotations with the system under consideration, we 
need to provide an addressing scheme which would allow the achievement of the desirable 
difference between the two resonance frequencies, i.e. C:l.v 2:: 31.25M H z. The possible 
alternative designs which can be investigated are the following: 

• Quantum Cellular Automaton: different species of encased particles. 

Consider different encased particles, characterized by resonance frequencies whose 

difference has to be ofthe order of C:l.v 2:: 31.25M H z. This is an example ofQCA, 
see Sec. 2.2.1, which provides an alternative way of addressing qubits. Since the 
resonance frequency of a particle in a static magnetic field 8 0 is wP = 2J-L8 B0 , we 
should apply static magnetic fields with a strength of the order of a few Tesla, but the 
two particles have to be characterized by a very different value of the gyromagnetic 
ratio g. 

• New design for the magnetic field gradient. 
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The design of a new experimental architecture for addressing each single spin. For 
example, a more steep magnetic field gradient could be realized. This would subject 

the two particles to very different magnetic field amplitudes. 

The study of these two architectures could allow us to set the numerical value of 

the physical quantity ~v in the desirable range and, finally, enable the control of single 

qubits. 



Chapter 6 

Quantum Gates with two Distant 

Buckyballs 

In this chapter we investigate a system composed of two N@C60 buckyballs separated by 
a greater distance with respect to the system treated before. 

Here we suppose that the buckyballs are placed inside a nanotube. To increase 
the distance which separates the two buckyballs, we suppose to place between them a 
sequence of empty fullerene molecules. Following Ref. [83], the diameter of a buckyball 
is d ~ 0.7nm, and, due to van der Waals forces, the distance between two buckyballs 
in a nanotube is dist ~ 0.3nm. Therefore, if we place nine empty fullerenes between 
the two buckyballs, the distance between the two buckyball-encased Nitrogen atoms is 
approximately r = 7nm. With such a distance, the coupling constant of the dipole-dipole 

2 

interaction (in li units) is g(r) = ~O::.f = 2.38 x 105Hz. 

Furthermore, in this case, by applying a magnetic field gradient as described in Sec. 
3.2, the two encased particles would be subjected to a higher magnetic field amplitude 
in comparison with the previous case, where the two spins were separated by a distance 
r = 1.14nm. With the use of Eq. (3.26), by choosing a distance x = r = 7nm and 
a current intensity I = 0.3A, the two encased particles are respectively subjected to the 
magnetic field amplitudes Bgl = 1.87 X w-4T and Bg2 = -1.87 X w-4T. Since the two 
particles are also subjected to a static magnetic field in the z axis direction Bz1 = Bz2 = 
0.3T, which acts on the whole sample, the total static magnetic field on each particle is 

Bol = BZ1 + Bgl = (0.3 + 1.87 X w-4)T for the first particle, and Bo2 = BZ2 + Bg2 = 
(0.3 - 1.87 x w-4)T for the second. Knowing the value of the static magnetic field 

98 
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strength, the resonance frequencies of the particles are respectively vJ = 2w01 /27r = 
8.40 x 109 Hz for the first spin, and v5 = 2w02 /27r = 8.39 x 109 Hz for the second. 

From the comparison between the difference of the angular resonance frequencies 

b:.wp =I Wp
1 

- Wp
2 

1=1 2Wo
1 

- 2Wo2 I= 6.28 x 107Hz and the dipole-dipole interaction 

coupling constant strength g(r) = 2.38 x 105Hz, we see that 

(6.1) Wp » g(r). 

When this condition is satisfied, the transverse coupling terms in the dipole-dipole Hamil
tonian, Eq. (3.2) can be omitted, see [22], and the mutual interaction Hamiltonian can be 

approximately written as 

(6.2) 

where e is the angle between the static magnetic field and the direction of the line joining 

the centers of the buckyballs, fi. In our system, since the static magnetic field and ii are 

parallel and in the same direction, we obtain e = 0. Therefore, the mutual interaction 

Hamiltonian is given by the following equation 

(6.3) 

which is a diagonal matrix 

1 0 0 0 

Happrox = -2g(r) 
0 -1 0 0 

(6.4) 0 0 -1 0 

0 0 0 1 

Since this matrix is diagonal, its eigenvectors are represented by the computational basis 

states {I ij); i,j = 0, 1}, and its eigenvalues are two double degenerate energy levels 

lh = 82 = -2g(r) and 83 = 84 = 2g(r). 
To encode the qubit, see Sec. 3.1, we need to apply the already mentioned static 

magnetic field along the z axis, Bz
1 

on the first particle and Bz2 on the second. To single 
address each qubit, see Sec. 3.2, we apply a magnetic field gradient which allows each 

particle to be subjected to the additional amplitudes B91 and B92 for the first and second 

spins respectively. The Hamiltonian which describes the interaction between a ~-spin 
particle and a static magnetic field is given by Eq. (3.16). Therefore, from Eq. (3.16) and 
Eq. (6.3), the total Hamiltonian which describes two distant buckyballs subjected to static 

fields along the z axis is 
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,;;:;t;;);:;;;::;lot} 
2o~ ~.Jg(r) 

Figure 6.1: Energy-level diagram (in !i units) for two uncoupled spins (light lines), and 

two spins coupled by a Hamiltonian of the form ofEq. (6.5)(solid lines). 

where w01 ,
2 

= JLBBo1,2 and its matrix form is 

-2g(r) + m1 0 0 0 

0 2g(r) + m2 0 0 

(6.6) Happrox = 
0 0 2g(r)- m2 0 

0 0 0 -2g(r)- m1 

where m1 = -wo
1 

- Wo
2 

and m2 = -Wo
1 
+ Wo2 • We notice that the approximated matrices 

(6.4) and (6.6) are respectively equal to matrices (4.14) and (4.18), with the off-diagonal 

terms dropped. The eigenvectors of matrix (6.6) are the computational basis states and 

its eigenvalues are given by the elements on the diagonal, i.e. A1 = -2g(r) + mt. A2 = 
2g(r) + m

2
, A

3 
= 2g(r)- m2, A4 = -2g(r)- m1• The meaning of the scalar coupling 

term in Eq. (6.3) is that a spin feels a static magnetic field along the ±z axis produced 
by the neighboring spins, in addition to the externally applied Bz1,2 field. This additional 

field shifts the energy levels as in Fig. (6.1). 
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6.1 Microwave fields 

As described in Sec. 4.1, the state of a ~-spin particle in a static magnetic field Bz directed 

along the z axis can be manipulated by applying an electromagnetic field Bm(t), which 

rotates in the x-y plane at the resonance frequency Wm = 2w0 • Following the discussion 

presented in Sec. 5.7, according to experimental limitations, the chosen numerical value 

for the microwave pulse amplitude is Bm = 0.28mT. The Hamiltonian of a single spin 

interacting with a microwave field is given by Eq. (4.1). 

From Eq. ( 4.11 ), which describes two uncoupled spins each interacting with a 

microwave field, and from Eq. (6.3), which describes the mutual interaction for two 

distant buckyballs, we can write the Hamiltonian of two distant buckyballs subjected to 

static fields along the z axis and interacting with a microwave field rotating in the x-y 

plane 

(6.7) 

H = Happrox + Hus 

= -2g(r)£Tz1lTz2 - Wo1lTz1 - Wo2£Tz2 

-Wa
1
[cos(wm1 t + c!J)o-x1 - sin(Wm1 t + c/J)£Ty1 ] 

-Wa
2
[cos(wm2 t + c/J)£Tx2 - sin(Wm2 t + cP)lTy2 ], 

where all quantities have the same meaning as in Sec. 4.1. 

6.2 Rotating Frame 

To simplify the motion of our two-spin system, as in Sec. 4.1, we can perform a change 

of coordinates for both spins to a system of coordinates rotating at a frequency w01 for the 

first particle and w02 for the second, which is defined by 

(6.8) 

Under this change of coordinates, the uncoupled spin Hamiltonian H us transforms as Eq. 

(4.12), while the mutual interaction Hamiltonian Happrox• Eq. (6.3), is left unchanged be

cause, since its matrix is proportional to lTz1lTz2, it obviously commutes with both exp[o-z1 ] 

and exp[o-z
2
], which give the matrix structure of the rotating frame transformation, Eq. 

(6.8). 
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Therefore, the Hamiltonian of our system in the rotating frame becomes 

H - H +Hrot - approx US 

= -2g(r)G"ztG"z2 
(6.9) 

-Wa1 [cos[(wm1 - 2wo1)t + cfJ]G"x1 - sin[(wm1 - 2woJt + cfJ]G"y1] 

-Wa2[cos[(wm2 - 2wo2)t + cfJ]G"x2 - sin[(wm2 - 2wo2)t + </>]G"y2 ]. 

When the microwave field and the spin resonance frequencies are in resonance, i.e. wm1 = 

2wo
1 

and Wm
2 

= 2w02 , the matrix form of the Hamiltonian is given by 

-2g(r) + m1 -Wa2J -Watf 0 

(6.10) H= 
-Wa2J* 2g(r) + m2 0 -Watf 

-Watf* 0 2g(r)- m2 -wa2f 

0 -Watf* -Wa2J* -2g(r)- m1 

where f = cos cjJ + z sin cjJ and f* is its complex conjugate. 

6.3 1\vo-Qubit Gates 

The mutual spin dipolar interaction couples the two spins and it gives rise to the most 

general two-qubit gate. The time evolution operator related to Hamiltonian (6.3), which 

has the same form in the laboratory frame and the rotating frame, represents the most 

straightforward two-qubit gate. From Eq. (4.27), the expression of the time evolution 

operator related to H approx is 

(6.11) 

and its matrix form is 

e2tg(r)t 0 0 0 

U(t) = 
0 e-2tg(r)t 0 0 

(6.12) 
0 0 e-2tg(r)t 0 

0 0 0 e2tg(r)t 

If we allow this time evolution to occur for a timet = 89(r), we obtain a controlled phase 
gate up to a ~-phase shift on each qubit and an overall and thus irrelevant phase. This 

treatment is similar to what we did for the re focusing in Eqs. ( 4.31-4.32). Since in this 

case the dipolar Hamiltonian is already diagonal, see Eq. (6.3), we do not need to perform 

the refocusing procedure. 



CHAPTER 6. QUANTUM GATES WITH TWO DISTANT BUCKYBALLS 103 

6.3.1 Realization of a 1r-gate 

To obtain the 1r-gate, we can evaluate '19, Eq. (1.51), which combines the phases of each 
state at the end of the time evolution, or we can perform the complete transformation 

(4.35) where, in addition to transformation (6.12) with t = 89(r)' we need to carry out a 

~-rotation about the z axis of the second and first spins. 

The set of rotations included in transformation (4.35) can be evaluated following 

the treatment shown in Sec. 5.3.2. In this case, the controlled phase gate can be achieved 
by allowing the time-evolution, which is represented by matrix (6.12), to evolve for a time 

t = 
89

(r}' Therefore, Eq. (4.35) becomes 

Grr = y'i exp[-~~O"z1 ] exp[-~~O"z2]U(t = 89(r)) 

1 0 0 0 

(6.13) 0 1 0 0 
-

0 0 1 0 

0 0 0 -1 

where U(t = 
89

(r)) is obtained by allowing matrix (6.12) to evolve for a timet= 89(r)' 

The set of transformations in Eq. (6.13) can be reproduced (up to a global phase 

equal to y'i) by solving a set ofSchr6dinger equations whose Hamiltonians and the related 

integration times are presented below. 

The realization of the controlled phase-gate U(t = 89(r}) is obtained by allowing 

the system to evolve freely: 

-2g(r) 0 

0 2g(r) 
(6.14) 0 0 

0 0 

0 

0 

2g(r) 

0 

0) 

0 

0 

-2g(r) 

-~-rotation about they axis on the second qubit, exp[~~<Ty2]: 

-2g(r) ZWa2 0 0) 

-~Wa2 2g(r) 0 0 
(6.15) H2(t) = 

0 0 2g(r) ~Wa2 

0 0 -~Wa2 -2g(r) 

7r 

,b.t2 = 4 B 
f.LB m2 
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-~-rotation on the second qubit about the x axis, exp[t~ax2 ]: 

-2g(r) -Wa2 0 0) 

(6.16} Ha(t) = 
-Wa2 2g(r) 0 0 1f 

0 0 2g(r) 
'!:lta = 4 B 

-Wa2 /-LB m2 

0 0 -Wa2 -2g(r) 

~-rotation on the second qubit about they axis, exp[-t~ay2 ]: 

-2g(r) -tWa2 0 0) 

(6.17) H4(t) = 
tWa2 2g(r) 0 0 1f 

0 0 2g(r) 
'!:lt4 = 4 B 

-tWa2 /-LB m2 

0 0 'lWa2 -2g(r) 

-~-rotation about they axis on the first qubit, exp[t~ay1 ] 

-2g(r) 0 'lWal 0) 

H5(t) = 
0 2g(r) 0 'lWal 1f 

(6.18) 
0 2g(r) 0 

'f:lts = 4 B 
-tWa1 

/-LB m1 

0 -tWal 0 -2g(r) 

-~-rotation on the first qubit about the x axis, exp[t~axJ 

-2g(r) 0 -Wal 0) 

H6(t) = 
0 2g(r) 0 -Wal 1f 

(6.19) 
0 2g(r) 0 

'!:lt6 = 4 B 
-Wal /-LB m1 

0 -Wa1 0 -2g(r) 

~-rotation on the first qubit about they axis, exp[-t~ayJ 

-2g(r) 0 -tWal 0) 

H1(t) = 
0 2g(r) 0 -tWal 1f 

(6.20} 
0 2g(r) 0 

'!:lt7 = 4 B 
'lWal /-LB m1 

0 'lWal 0 -2g(r) 

To check the theoretical predictions through the study of the realistic time evolution of 

the system, we numerically solved the set of Schrodinger equations with Hamiltonians 
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(6.14-6.20) through the Mathematica programme Pi-gate-distant .nb, see App. 

C.9, which allows us to calculate the realistic matrix intended to reproduce a 1r-gate. The 
numerically calculated matrix is the following 
(6.21) 

U1r2 = .JiUreal(tout) 

0.998 + 0.038t 

-0.019 + 0.020t 

-0.020 + 0.019t 

8 X 10-12 + O.OOh 

0.019 + 0.020t 

0.998 - 0.039t 

-0.001 - 1 X 1Q-11t 

0.019- 0.020t 

0.020 + 0.019t 

-0.001 + 3 X 10-11t 

0.998- 0.039t 

0.020 - 0.019t 

-3 X 10-11 + O.OOh 

0.019 + 0.020t 

0.020 + 0.019t 

-0.998- 0.039t 

From a comparison between the realistic time-evolution matrix ( 6.21) and the ideal matrix 

(1.42), we observe that all terms of U1r2 differs from those ofG7r for a phase. These phases 

are due to the fact that the realistic transformations intended to reproduce single-qubit ro

tations also contain the spin dipolar coupling term. Theoretically, a single-qubit rotation 
can be performed by manipulating a microwave field which acts on a single particle. Nev
ertheless, in the realistic system, the mutual interaction between the two spins is always 

present and this prevents the exact reproduction of any single-qubit transformation. This 
subsequently influences the achievement of a perfect 1r-gate, because by definition its re

alization includes single-qubit rotations. Values proportional to 10-11 - 10-12 are due to 
intrinsic errors of the software used to perform the calculations. 

In this case, the time required to complete a 1r-gate is 

(6.22) 7r 3 7r +3 7r 7r 4 tout = 4 B + 8g(r) = 1.8 ps. /-lB m2 4J-lBBm1 

By calculating the ratio between the operational time t;ut and the relaxation time T2 , it is 

allowed a number of quantum operations equal ton= T2 ftr:rut ~ 102 • However, in order 

to apply quantum correcting codes we need to be able to perform a number of operations 

at least equal to 104• Such a limited number of possible quantum operations is due to 

the value of the operational time t~t· We observe that in this case the time required for 
performing a 1r-gate is greater than in the case treated in Chap. 5, see (5.44). The dominant 

terms in calculating the output time of two-qubit gates are those related to the realization 

of controlled phase gates, Eq. (6.14), which are proportional to glr). Since in this case the 
two buckyballs are separated by a larger distance, the spin dipolar coupling constant g(r) 
acquires a smaller value with respect to Chap.S. This outcome justifies that here we need 
a longer operational time to perform a 1r-gate with respect to Chap. 5. However, if the 

decoherence time T2 can be increased of two orders of magnitude, the number of allowed 
quantum operations n would meet the requirements for the application of error correcting 
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codes. In order to achieve such a value of T2 , we propose to investigate experiments 

for the study of relaxation processes based on architectures composed of buckyballs in 
a nanotube. This setup would reduce dipolar interactions between the encased spin and 
the randomly distributed spins in the sample and the nanotube would represent a further 

shield for the encased spin against the outer environment. 

Also, in this case, we have evaluated the quantum gate fidelity, see Sec. 5.4, with the 

Mathematica programme fidelity-pi-gate-distant. nb, see App. C.ll. The 
minimum quantum gate fidelity which gives the worst numerical value acquired by the 

gate fidelity is 

(6.23) :F = 0.998. 

Since the calculated value of :F differ from the ideal value 1 of a 0.2%, we observe that 

the realistic transformation Ureat(tout) is in very good agreement with the ideal 7!"-gate. 
Therefore, the system considered is higly reliable for reproducing a 7!"-gate through the 
study of its time evolution when the system is subjected to the set of transformations 

presented in Eq. (6.13). 

6.3.2 Realization of a C NOT -gate 

To perform a CNOT-gate we need to reproduce the set of transformation ofEq. (4.41). 

These transformations differ from a 7!"-gate for a change of base of the second qubit and 
a phase shift on the first as in Eq. ( 4.42). In this case, analogous to Eq. ( 4.42), the set of 

transformations required for performing a C NOT -gate is the following 

CNOT = zexp[-z~Uz1 ] exp[z~Uy2 ] 
vzexp[-z~uz1 ] exp[-·t~Uz2]U(t = s;(r)) 

exp[-ziuy2 ] 

= exp[2 3;) exp[-z 3; O"z1] exp[-z~Uz2 ] exp[z~ux2l 

(6.24) 
U(t = SgCr)) 
exp[-ziuy2] 

1 0 0 0 

0 1 0 0 
-

0 0 0 1 

0 0 1 0 
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Therefore, in addition to the realization of a ?T-gate we need to solve a set of 

Schrodinger equations which reproduce the needed single-qubit rotations. 

Considering Eq .( 6.24), the first transformation we need to reproduce is exp [ -z ~ u y2]. 

The Hamiltonian which has to be inserted in the related Schrodinger equation for repro

ducing this transformation and the related integration interval are 

-2g(r) -ZWa2 0 0) 

(6.25) Hs(t) = H4(t) = 
ZWa2 2g(r) 0 0 

0 0 2g(r) 
,~ts = ~t4 

-ZWa2 

0 0 ZWa2 -2g(r) 

In Eq. (6.24), after the realization of a ?T-gate represented by matrix G1r, we find a 

- ~ rotation of the second qubit about they axis. The Hamiltonian through which we want 

to perform this single-qubit rotation and the integration time of the Schrodinger equation 

are the following 

-2g(r) 'l.Wa2 0 0) 

H9(t) = H2(t) = 
-'l.Wa2 2g(r) 0 0 

.~tg = ~t2 (6.26) 
0 2g(r) 0 'l.Wa2 

0 0 -'l.Wa2 -2g(r) 

The last transformation required to achieve a C NOT -gate up to a global phase 

exp[t~], see Eq. (6.24), is a ?T-rotation of the first qubit about the z axis. Starting from 
the right, this rotation can be represented by the composition of a -~-rotation about they 
axis, followed by a -?T-rotation about the x axis, finally followed by a ~-rotation about the 

y axis, see Eq. (5.4). Therefore, a ?T-rotation about the z axis of the first spin is performed 
by the composition of three separate rotations. In order to reproduce this set of rotations, 

the Hamiltonians which have to be inserted in the Schrodinger equations and the related 

integration time intervals are presented below. 

-~-rotation of the first spin about they axis: 

(6.27) H10(t) = Hs(t) , ~t10 = ~ts 
-?T-rotation of the first spin about the x axis: 

-2g(r) 0 -Wal 0) 

Hn(t) = 
0 2g(r) 0 -Wal 1T 

(6.28) 
0 2g(r) 0 

.~tn = 2 B 
-Wal JiB m1 

0 -Wal 0 -2g(r) 
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~-rotation of the first spin about the y axis: 

(6.29) 

With the use of the Mathematica programme CNOT-gate-distant. nb, see 
A pp. C.1 0, we numerically calculated the time evolution of the system. The numeri
cal time-evolution matrix intended to reproduce a CNOT-gate (up to a global exp[z 3;J 
phase) is 
(6.30) 

UcNreal = exp[z 3;JU(t) = 

0.999 + 0.0572z 0.0196 - 0.0568z 0.0182 + 0.0212t 0.0192 + 0.0003z 

-0.0197- 0.0575z 0.9958- 0.0592z -0.0199- 0.0003t 0.0197 + 0.0174z 

-0.0185 - 0.0008z -0.0185 + 0.0215z -0.0179 + 0.0585z 0.9969- 0.0372z 

-0.0207 + 0.0170't 0.0192 - 0.00004z 0.9968 + 0.039h 0.0178 + 0.0593z 

We notice that the realistic time evolution affects each term of UcNr.al (Eq. (6.30)) by 
introducing phases different from zero. This prevents the realization of a perfect C NOT
gate (Eq. (1.31)). However, in this case, not only is the imperfection in reproducing 
single-qubit rotations a source of errors, but also the small value of the amplitude of the 
applied microwave field. Indeed, we have runned the Mathematica programme taking 
as the amplitude of the microwave field a value larger of one order of magnitude, i.e. 
Bm = 0.28 x 10-2T. In this case, the source of error is smaller. However, there is 
an experimental limit which does not allow us to consider an amplitude larger than the 
chosen one (Bm = 0.28 x 10-3T) because of the limit on the shortest time for realizing a 
single-qubit rotation [78], see the related discussion in Sec 5.7. 

The gate-time, i.e. the time needed to complete a C NOT -gate is 

(6.31) tCNOT _ 5 7r + 5 7r + 7r 7r 
out - 4 B 4 B 2 B + 8g(r) = 2.03jLS. 

/LB m2 JLB m1 /LB m1 

Even for the realization of a C NOT -gate the related output time acquires a value greater 
than in the case treated in Chap. 5, see Eq. (5.51). The order ofmagnitude of the gate 
time t~JfOT is determined by the time required for performing the controlled phase gate 
U(t = 

89
(r) ), Eq. (6.14), which is t = 

89
(r). Indeed, this transformation requires a longer 

time to be performed with respect to single-qubit rotations included in the C NOT. Since 
a larger separation distance between the buckyballs implies a smaller value for the dipolar 
coupling constant g(r) and since the order of magnitude of the output time is dependent 
on glr), the outcome of longer operational times is explained. 
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From a comparison between the operational time tC::0
T ~ 2.03J.Ls and the shortest 

decoherence time T2 ~ 0.25ms, we see that it could be possible to perform about n = 

TdtC::0 T ~ 102 quantum operations before the system decoheres. This does not allow to 
meet the requirements for the application of error correcting codes. The limited number 
of quantum operations n depends on the value of the operational time tC::0

T, which, as 
discussed above, acquires a value too large with respect to the case treated in Chap 5. 

Considering the treatment presented in Sec. 5.4, we calculated the the minimum of 
the quantum gate fidelity, which allows us to obtain a quantitative evaluation of the degree 
of agreement between the realistic and theoretical transformations. In this case we have 

obtained the following numerical value 

(6.32) :FcNreal = 0.990944. 

This result has been found with the use ofMathematica programme 
fidelity-CNOT-gate-distant. nb, see App. C.12. The difference between the 
calculated value of :F and the ideal value 1 is less than 1%. Therefore, the realistic trans
formation, whose output matrix is given by Eq. (6.32), and the ideal CNOT-gate (Eq. 

(1.31)) are in very good agreement. 

Finally, from the results obtained for the fidelity related to a 1r-gate and a C NOT
gate, see Eqs.(6.23) and (6.32), we can conclude that the two-buckyball system is highly 

reliable for performing two-qubit gates. However, since the number of allowed quantum 
operations before the occurrence of relaxation processes is too small (n ~ 10-

2
), the 

system is not suitable for the application of error correcting codes, unless the decoherence 

time T2 could be reduced of two orders of magnitude. 

6.4 Comments and Considerations 

In this section we present comments and considerations on the possibility of realization 

of single-qubit rotations. 

Suppose we want to perform a single-qubit rotation of the first spin. To accomplish 

the rotation we need a selective spin microwave pulse centered at the precession frequency 
of spin 1, i.e. wp

1 
= 2w

01 
(see Chap. 4), and characterized by a frequency bandwidth 

which has to cover the range of frequencies 2w01 ±4g(r) and not overlap the range 2wo2 ± 
4g(r) (which corresponds to the range of frequencies for the excitation of the second spin). 



CHAPTER 6. QUANTUM GATES WITH TWO DISTANT BUCKYBALLS 110 

Within the range of frequencies 2w01 ± 4g(r), the first spin is excited, see Fig. 6.1, while 
the second is unaffected by the microwave pulse. 

In this case, the frequency bandwidth is given by the absolute value of the difference 
between the upper and lower values of the range of frequencies which allow the swap of 
the selected spin, i.e. 

(6.33) ~n =l2wo1 + 4g(r)- (2wo1 - 4g(r)) I= 8g(r). 

From Eq. (6.33) we see that the frequency bandwidth is only dependent on the dipole 
coupling constant g( r ). For the particular architecture considered in this chapter we obtain 
~n = 8g(r) = 1.9M H z. As we discussed in Sec. 5.7, since the typical time of a single
spin rotation is 32ns, according to the bandwidth theorem ~n has a too small value. 
Since ~n refers to angular frequencies, here the bandwidth theorem has to be read as 
~n~t:::::: 27r. In order to satisfy the bandwidth theorem we have two options 

• if tsQ = 32ns, the microwave pulse frequency bandwidth should be ~n = 1.96 x 
108 Hz, 

• if the microwave pulse frequency bandwidth is ~n = 1. 9M H z, the duration of a 
single-qubit operation should be tsQ = 3.3J.Ls. 

The first option is preferable because it allows single-qubit operations in a shorter time. 
Therefore, we present the following comments regarding this favourable configuration. 

The frequency bandwidth depends on g(r). Since the time for performing a single
spin rotation is given, the bandwidth theorem allows us to give a constraint on g(r) and 
consequently on r, the distance between the two encased particles. 

According to the bandwidth theorem, since the typical time for performing single 
qubit rotations is 32ns, the frequency bandwidth of the microwave pulse (see Eq. (6.33)) 
has to be ~n = 1.96 x 108 Hz. From Eq. (6.33), we see that ~n depends only on the 
dipolar coupling constant g(r). These considerations put a constraint on g(r). Therefore, 
according to the bandwidth theorem, the dipolar coupling constant numerical value has to 
be g(r) = 2.45 x 107Hz, which implies that the two particles are separated by a distance 
r = 1.5nm. Following [83], the distance between two C60 cages in a nanotube is due 

to Van der Waals forces and is equal to 0.3nm, while the diameter of a C60 is 0.7nm. 
This implies that the smallest distance between the two encased particle is r = lnm. 
As described in Sec. 2.2.1, by attaching functional groups as spacers to N@C60 we can 
achieve the desirable distance r = 1.5nm. 
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However, in order to apply the theory treated in this chapter, i.e. the dipolar Hamil
tonian is diagonal in the computational basis, we need to satisfy condition (6.1). Since 
the calculated value for the coupling constant is g(r) = 2.45 x 107Hz, the difference 
between the resonance frequencies of the two spins has to be 6.wp 2: 1010Hz. Since we 
cannot achieve such values for 6.wp with the addressing scheme presented in Sec. 3.2, we 
need to consider other possible architectures for the addressing ofthe spins encased in the 
buckyballs. The possible alternative architectures for the single addressing of each qubit 
have been already discussed in Sec. 5.7. Therefore, a well designed Quantum Cellular 
Automaton or a more steep magnetic field gradient could allow us to set the numerical 
values of the physical quantities 6.wp and g(r) in the desirable range and subsequently 
enable the realization of single-qubit rotations by controlling each single spin. 



Chapter 7 

Conclusions 

In this thesis we have studied a system composed of two endohedral fullerene molecule 
for the realization of quantum gates. An endohedral fullerene molecule or buckybal/ is 
composed of a fullerene cage which hosts an atom. The spin of the encased atom encodes 
a qubit. By applying static and microwave fields we were able to perform quantum gates. 

In Chapter 1, we presented an introduction to quantum computation. We presented 
single-qubit and two-qubit quantum gates, see Secs. 1.2 and 1.3. We presented examples 
of quantum operations which involve complex sets of quantum gates such as multiple
qubit quantum gates, no-cloning theorem, quantum teleportation and Deutsch algorithm 
and we introduced DiVincenzo criteria, Secs. 1.4-1.8. 

In Chapter 2, we showed the principal features which characterize endohedral 
fullerene molecules as promising building blocks for quantum computers. We have pre
sented an introduction to the fullerenes' discovery, Sec. 2.1, and an overview on endohe
dral fullerenes' physical and chemical properties, Sec. 2.2. Among the several features, 
there is the ability to easily maneuver buckyballs, which could allow the building up of 
scalable systems, Sec. 2.2.1. Another remarkable feature is the long decoherence time 
T2 ~ 0.25ms, which represents an outstanding advantage in comparison with many other 
physical systems whose short relaxation times limit the realization of quantum computa
tions, Sec. 2.2.2. However, the weakness of systems composed of endohedrals resides in 
the difficulty of the readout of the spin of the encased atom, Sec. 2.2.3. Recent experi
ments provide promising results which give hope for the realization of efficient devices 
for the detection of the encased electron spin [64, 71, 72]. 

In Chapter 3, we started the theoretical treatment of a system composed of two 

112 
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N@C6o molecules. We presented how the qubit can be encoded in the electron spin of 
the encased atom by applying static magnetic fields on the whole system, Sec. 3.1. We 
presented the single-qubit addressing scheme based on the realization of a static mag
netic field gradient which allows each of the two spins to be subjected to different static 
magnetic field amplitudes, and, therefore, to be characterized by different resonance fre
quencies, Sec. 3.2. Each spin can be addressed by applying microwave fields tuned on 
to the respective resonance frequency. We introduced an overview on the entanglement 
by introducing the concept of concurrence, Sec. 3.3. We made calculations of the degree 
of entanglement acquired by the state describing our two-qubit system during the time 
evolution for the a time-independent case, Sec. 3.4.1, and for a time-dependent one, Sec. 
3.4.2. These calculations show that in both cases the maximum degree of entanglement, 
which corresponds to the maximum value of concurrence, is reached in a time of the order 
of 10-8 s. However, the time-dependent case is more convenient for creating entangled 

states because the maximum value of concurrence is C('l/J(tmax)) = 0.96 which is larger 
in comparison with the related value in the time-independent case C('!fJ(tmax)) = 0.88. 
Since in the time-dependent case C('!fJ(tmax)) differs from the ideal value 1 of a 4% error, 
the arising states are highly entangled and very reliable against spin flip transformations. 
Therefore we could use these states as starting states of quantum gates or consider them 
as elements of a quantum channel for the safe transport of quantum information. 

In Chapter 4, we presented a theoretical model which explains how to realize single
qubit and two-qubit quantum gates. Considering a two buckyball system, where the qubit 
is encoded in the spin of the encased atom, a single-qubit gate is represented by a rota
tion of the respective spin, Sec. 4.1. Single-qubit gates can be realized by applying on 
resonance microwave fields. By making the frequency of the microwave field equal to 
the resonance frequency of a spin, we can perform rotations on it. On the other hand, to 
realize a two-qubit gate, the two buckyballs need to be coupled through a mutual interac
tion, Sec. 4.2. Because the mutual spin dipolar interaction is always present between the 
two buckyballs, the most general two-qubit gate can be realized by allowing the system 
to evolve freely in time (only under the action of static magnetic fields needed to encode 
a qubit and under the naturally present spin dipolar interaction). The first step performed 
in the realization of two-qubit quantum gates is the refocusing of the Hamiltonian, Sec. 
4.3. The refocusing consists of a series of transformations which allows us to remove the 
effect of the off diagonal terms of the Hamiltonian. With the refocusing procedure, the 
realization of a i-phase gate is straightforward. Being able to perform single-qubit gates 
and controlled phase-gates, any other two-qubit gate, such 7!'-gate and a C NOT -gate, Sec 
4.4, can be realized. 
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In Chapter 5, we apply the theory described in Chapter 4 to a realistic system. 
We consider two buckyballs at a distance r = 1.14nrn. Single-qubit operations can be 
realized by alternatively selecting the frequency of a microwave field in resonance with 
the Larmor precession frequency of the spin that we want to rotate, Sec. 5.1. In order to 
perform the desirable two-qubit gates, Sec. 5.2, we need to reproduce a set of theoretical 
transformations through this realistic system. To realize single-qubit and two-qubit gates, 
we study the realistic dynamics of system by solving a set of Schrodinger equations, 
Sec. 5.3. The Hamiltonian in each Schrodinger equation is constructed following the 
guidelines given by the theoretical model of Chap. 4. For the realization of a 1r-gate 
we considered two approaches, Secs. 5.3.1 and 5.3.2. Through numerical computations, 
the operational time of a 1r-gate is tout = 7.277ns through the first approach, and t~t = 

7.38ns through the second approach. The realization of a CNOT-gate, Sec. 5.3.3, is 
characterized by an output time tc;,:or = 7.49ns. Through a comparison between the 
gate time t~:;or and the relaxation time T2 (which is estimated to acquire values up to 
0. 25ms ), we see that before the occurrence of relaxation processes, a number of quantum 
of operations of the order of n = T2/t~ur;_or :::::: 3 x 104 are allowed. This is a very 
important result in the frame of error correction. Indeed, it is believed that, in order to be 
able to apply error correcting codes, we should be able to perform a number of quantum 
operations of the order of 104• To check if the realistic reproduction of these quantum 
gates is reliable, we calculated the quantum gate fidelity, Sec. 5.4. For each gate we 
obtained a value of minimum fidelity F which differs from the ideal value F = 1 by 
of the order of 10-2%. These results show that the realistic system composed of two 
buckyballs is a highly reliable system for reproducing quantum gates. The small error 
in the numerical value of the fidelity is due to the imperfect reproduction of single-qubit 
rotations because of the always present mutual spin dipolar coupling. Finally, since the 
shortest operational time required for performing a single-qubit rotation is of the order 
oft ex 10-2ns and the difference between the resonance frequencies of the two spins 
is !:::..v :::::: 2M H z, the bandwidth theorem is not satisfied, Sec. 5.7. To overcome this 
problem, we would need a difference between the resonance frequencies of the order of 
!:::..v ;::: lOOG H z or an operational time for the fastest single-qubit rotation of the order of 
t;::: 10-6s. 

In Chapter 6, we investigated another realistic system composed of two buckyballs. 
In this case the two molecules are placed at a distance r = 7nrn. This allows the differ
ence between the angular resonance frequencies !:::..wp to be much greater than the dipolar 
coupling constant g(r). This condition simplifies the theoreticat"treatment by omitting 
the off diagonal terms in the dipolar Hamiltonian, Secs. 6.1 and 6.2. Since the dipolar 
Hamiltonian is diagonal, in this case we do not need to perform the refocusing procedure 
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and the number of transformations required to reproduce a 1r-gate and a C NOT -gate is 
reduced with respect to the case presented in Chapter 5, Sec. 6.3. Also in this case, 
through the study of the dynamics of the systems, we have reproduced single-qubit and 
two-qubit gates with the final goal of realizing a 1r-gate and a C NOT-gate. By solving 
a set of Schrodinger equations dictated by the theoretical model presented in Chap. 4, 
we have reproduced these two-qubit quantum gates. The operational time for the repro

duction of a 1r-gate is t~t = 1.84J.Ls and for a CNOT-gate is tfulf0 T = 2.03JLS. The 
difference between the calculated values of the minimum fidelity :F and the ideal value 1 
is less than 1% for both quantum gates. These results show that the two-buckyball sys
tem is highly reliable for performing quantum gates. In this case an additional source of 
error is the small value of the amplitude of the microwave field Bm = 0.28mT, which 
is limited by the shortest experimentally achievable operational time for the realization 
of a single-qubit rotation, Sec. 6.4. Finally, according to the bandwidth theorem the fre
quency bandwidth l::,.v = 1.9M H z acquires a too small value. Therefore, to satisfy the 
bandwidth theorem we need a frequency bandwidth equal to l::,.fl ~ 3.125 x 107Hz. 

In conclusion, the system presented in Chap. 5 is preferable because it allows two
quit gates in a shorter time Ctout ex 10-8 s) and with a better value of minimum fidelity 
(:F = 0.999). Furthermore, in this case the number of operations allowed before the 
occurrence of relaxation processes is n ~ 3 x 104

, which meets the requirements for 
applying error correcting codes. These results allow the system to be a reliable element for 
building quantum circuits or quantum channels for the safe transport and manipulation of 
quantum information. However, the time required for performing single-qubit operations 
is of the order of 10-11 s. The possibility of realizing a single-qubit rotation in such a short 
time relies on the technological improvements of ESR and EPR experiments. 

On the other hand, in the system presented in Chap. 6 the number of quantum oper
ations realizable before the occurrence of decoherence processes is n ~ 102, which does 
not allow the application of error correcting codes. A number of operations equal to 104 

can be achieved if the decoherence time T2 is increased by two orders of magnitude. In 
order to improve this relaxation time, we suggest to perform experimental studies of endo
hedral fullerenes in nanotubes. Indeed, this device would reduce the dipolar interactions 
between the encased spin and the randomly distributed spins in the sample. Furthermore, 
since a nanotube is a shield for the encased spin, it would provide further protection to it 

against the outer environment. 

Nevertheless, in order to satisfy the bandwidth theorem, for both models we need 
to provide a single-qubit addressing scheme which would allow the difference between 
the resonance frequencies to be l::,.v ~ 31.25M H z and l::,.v ~ 31.19M H z for the first 
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and second system respectively. A convenient addressing scheme can be represented by 
a QCA (Quantum Cellular Automaton) with different encased particles in neighbouring 
fullerenes (which should be characterized by very different values of the gyromagnetic 
ratio g) or by a device which could realize a more steep magnetic field gradient with 

respect to that presented in Sec. 3.2. 
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Calculations 

A.l Single-Spin Schrodinger equation in the Rotating Frame 

In this section we show the derivation of the Schrodinger equation in the rotating frame, 

see Eq. (4.5). If we substitute Eq. (4.3) in the Scrodinger equation (4.4), we obtain the 

following equation 

(A. I) 

Solving the time derivative in the left hand side ofEq. (A.1) we obtain 

(A.2) 
t(tWrO"z exp[twrtO"z]l 'lj;)rot + exp[twrtO"zl!t I 'lj;)rot) 

= -WrO"z exp[twrtO"z]l 'lj;)rot + 2 exp[twrtO"zl!t I 'lj;)rot), 

and the complete Schrodinger can be arranged as follows 

(A.3) 
texp[·twrtO"z]!t I 'lj;)rot = ( -(wr- Wr)O"z- wi[cos(wmt + </l)O"x 

- sin(wmt + <fl)ay]) exp[twrtO"z]l 'lj;)rot. 

In order to cancel terms exp[twrtO"z], we need to multiply both sides ofEq. (A.3) on the 

left by exp[-zwrtO"z]· The result of the left hand side ofEq. (A.3) is straightforward. In 

order to find the result of the right hand side, we need to calculate the following expres

sions: 

(A.4) 
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and 

(A.5) 

We start with transformation (A.4), and here it follows the calculations needed to express 

it in its explicit form: 

(A.6) exp[-zwrtCTz]CTx exp[zwrtCTz] = 

(A.7) - (cos(wrt)- zsin(wrt)CTz)CTx(cos(wrt) + zsin(wrt)CTz) 

(A.8) - (cos2 (wrt)- sin2(wrt))CTx + 2cos(wrt) sin(wrt)CTy 

(A.9) - cos(2wrt)CTx +sin (2wrt)CTy, 

where in (A. 7) we used the property of exponential Pauli matrices 

exp[-zwrtCTz] =cosh( -zwrt) + sinh( -zwrt)CTz 

(A.lO) = cos( -wrt) + z sin( -wrt)CT z 

= cos(wrt)- zsin(wrt)CTz, 

and in (A.8) we used the following property ofPauli matrices 

(A.ll) 

Analogously, we calculate the matrix product (A.5), as follows 

(A.12) 

(A.13) 

(A.14) 

(A.15) 

exp[-zwrtCTz]CTy exp[zwrtCTz] = 

- ( cos(wrt) - z sin(wrt)CTz)CTy( cos(wrt) + z sin(wrt)CT z) 

(cos2 (wrt)- sin2 (wrt))CTy- 2 cos(wrt) sin(wrt)CTx 

- cos(2wrt)CTy -sin (2wrt)CTx, 

where in (A.l4), we used the property 

(A.16) 

Therefore, considering transformations (A.6-A.9) and (A.12-A.l5), the Schrodinger equa

tion can be finally written in the form ofEq. (4.5). 

A.2 Dipole-Dipole Hamiltonian in the Rotating Frame 

In this section we show the calculations which lead to Eq. (4.25). In order to calculate 

the explicit expression oftransformation (4.24), we need to evaluate the following matrix 
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products 

(A.17) 

and 

(A.18) 

From (A.6-A.9), transformation (A.17) becomes 

(A.19) 

and from (A.12-A.15), we obtain the following expression for (A.18) 

(A.20) 

Summing terms (A.19) and (A.20), we obtain 
(A.21) 
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exp[-zwo1 taz1 ] exp[-zwo2 taz2](ax1 ax2 + ay1 ay2 ) exp[-zwo1 taz1 ] exp[-zwo2 taz2 ] = 

= ( cos(2wo1 t) cos(2wo2 t) + sin(2wo1 t) sin(2wo2 t))(ax1 ax2 + ay1 ay2 ) 

= cos[(2wo1 - 2wo2 )t](ax1ax2 + ay1ay2 ). 

Substituting the previous transformation into (4.13), Eq. (4.25) is proved. 

A.3 Refocusing of the Dipole-Dipole Hamiltonian 

We show the calculations which allow us to refocus Hvv ofEq.(4.13). 

Considering matrices a x1 a x2 , a y 1 a y2 and a z1 a z2 , and considering their commutator 

(A.22) 

with i 1,j1 = x1 , y1, z1 and i 2,j2 = x2 , y2 , z2 . Pauli matrices properties can be condensed 
into the form 

(A.23) aiak = -akai + Ojkl = z L Ejklal + Ojkl, 
l 

where Ejkl is antisymmetric with respect to the interchange of any two of its indexes. It 
is equal to Ejkl = 0 if the indexes j, k, l are not all different, E = 1 if j, k, l is an even 
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permutation of x, y, z, and Ejkl = -1 if j, k, l is an odd permutation of x, y, z. Therefore, 
commutator in Eq. (A.22) can be evaluated as follows 

(A.24) 

[crj1 CTja, CTk1 CTk2 ] = CTil CTjaCTk1 CTk2 - CTk1 CTk2CTil CTja 

= ailahCTk1 ak2- [(-aj1akJ(-crhcrk2 ) = 
= ail ajaCTkl ak2 - ail CTjaCTkl CTk2 = 0. 

This shows that matrices er x1 a x2, a y1 a y2 and a z1 a z2 all commute with each other, therefore 
we can write 

from which we obtain 

(A.26) 

exp[-z~az2 ] exp[-zHnnt] exp[z~CTz2 ] = 

= exp[-z~CTz2 ] exp[-zg(r)crx1 CTx2 t] exp[z~az2 ] 

exp[-z~az2 ] exp[-zg(r)cry1 ay2t] exp[z~CTz2 ] 

exp[-z~cr z2] exp[2zg(r )a z1 a z2 t] exp[z~cr z2]. 

Since by virtue of the properties of Pauli matrices, see Eqs. (A.l 0), (A.ll) and (A.16), 
we can write 

(A.27) 

we obtain 

(A.28) 

exp[-z~az2 ] exp[-zg(r)crx1CTx2 t] exp[z~az2 ] 

= exp[ -z~a z2]( cos[g( r )t] - z sin[g(r )t]a x1 ax2) exp[z~a z2] 

= { cos[g(r )t] + z sin[g(r )t]ax1 CTx2) = exp[zg(r )a x1 CTx2 t], 

from which we can see that this transformation allows us to cancel exp[-zg(r)crx1 CTx2 t]. 
Since the same holds for exp[-zg{r)ay1 ay2t], the only term which survives in Eq. (A.26) 
is exp[2zg{r)az1 az2 t]. Finally, we show the result of the complete transformation (4.31): 

(A.29) 
U(t) = exp[-zHnnt] exp[-z~CTz2 ] exp[-zHnnt] exp[z~CTz2 ] 

= exp[4zg(r)crz1 CTz2 t]. 
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A.4 Series of Transformations which Realize a CNOT

gate 

We show the explicit matrix products in Eq. (4.42), which lead to the CNOT-gate. 

First, we show the explicit matrix product ofEq. (4.41) 

1 0 0 0 ( _, 0 ) , ( I : ) ' 0 1 0 0 ' ( I ~I), CNOT=~ O 72 1 0 0 1 0 72 1 z -
1 

0 0 0 -1 

1 1 0 0 1 0 0 0 1 -1 0 0 

-1 1 0 0 0 1 0 0 1 1 0 0 
(A.30) -1 

-2 
0 0 -1 -1 0 0 1 0 0 0 1 -1 

0 0 1 -1 0 0 0 -1 0 0 1 1 

1 0 0 0 

0 1 0 0 

0 0 0 1 

0 0 1 0 

In order to show the equivalence between Eq. (4.41) and Eq. ( 4.42), we need to 
focus on the matrix product 

(A.31) 

(A.32) 

(A.33) 

M = exp[-z~O"z1 ] exp[zia-y2 ] exp[-ziO"z1 ] exp[-ziO"z2 ] 

= exp[-ziuz1 ] exp[-z~O"z1 ] exp[ziuy2 ] exp[-ziuz2 ] 

exp[-t 3; O'zd 
37r 7r 7r 

= exp[-z4 uz1 ] exp[z4uy2 ] exp[-z4a-z2], 

~'------v----~-
=M1 =M2 

where in line (A.32) matrices exp[ziuy2 ] and exp[-ziuz1 ] have been swapped because 

they commute, since they act on different Hilbert spaces. Considering the following ma-
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trix product in line (A.33) 

(A.34) 

(A.35) 

M2 = exp[ziay2 ] exp[-ziaz2 ] 

(A.36) 

(A.37) 

(A.38) 

= (~ + ~ay2)(~- ~Uz2 ) 
1 2 t 1 

= 2 + 2ay2 -2az2 + 2ay2az2 
~ '---v--" 

= (~- ~Uz2)(~ + ~Ux2 ) 
= exp[-ziaz2 ] exp[ziax2 ], 
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where in line (A.36) we used properties (A.23) of Pauli matrices. Substituting in Eq. 

(A.33) the result obtained in line (A.38) for M2, gives 

(A.39) 
37r 7r 7r 

M= M1 ® M2 = exp[-z4az1 ] exp[-z4az2 ] exp[z4ax2 ], 

and, since z.fi = exp[z~] exp[zi] = exp[z 3;J, the equivalence between Eq. (4.41) and Eq. 
( 4.42) is verified. 

A.S Realistic Unitary Transformation U 

We show the derivation of matrix U, see Sec. 5.4. 

Matrix U represents the realistic unitary transformation which acts on the two

buckyball system in order to reproduce a C NOT -gate. We present the procedure which 

allows us to obtain matrix U, starting from the set ofScrodinger equations (5.20-5.27,5.37-

5.42,5.45-5.49). The sequence of these Schrodinger equations can be incorporated in only 
one expression given by 

(A.40) z :t 11/J(t)) = u 11/J(t)), 

which is simply the Schrodinger equation of a system described by a wavefunction I 'lj;(t)) 
and subjected to the unitary transformation U. 

We numerically solved the presented set of Schrodinger equations with the use of 

the Mathematica programme CNOT. nb. Choosing a set of initial conditions for coeffi

cients ea. see Eq. (5.57), the programme allows us to calculate the time evolved coeffi

cients ea:( taut), see Eq. (5.69). If we choose the computational basis states as input states, 
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running the programme for each of these states, the action of the programme provides the 

following results 
(A.41) 

11/J) =I 00) =>11/J)out = cu(tout) I 00) + C2l(tout) I 01) + CJl(tout) llO) + C4l(tout) Ill) 

11/J) =I 01) =>11/J)out = Ci2(tout) I 00) + c22(tout) I 01) + CJ2(tout) 110) + C42(taut) Ill) 

11/J) =110) =>11/J)out = ClJ(tout) I 00) + C23(tout) I 01) + C33(tout) 110) + C43(tout) Ill) 

11/J) =Ill) =>11/J)out = cl4(tout) I 00) + C24(tout) I 01) + CJ4(tout) 110) + C44(tout) Ill) 

from which matrix U can be reconstructed as follows 

Cu (tout) C12( tout) Ci3(tout) Ci4(tout) 

(A.42) U= 
C21 (tout) C22(tout) C23(tout) C24(taut) 

C31 (tout) C32(tout) C33(tout) C34(tout) 

C41 (taut) C42(tout) C43(tout) C44( tout) 
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Schrodinger equations 

B.l Realization of a ~-phase gate 

The following set of Schrodinger equations allows to reproduce the refocusing of H DD· 

Eq. (4.31), which leads to the realization of a %-phase gate, Eq.(4.34). Each of the 
following sets of differential equations is obtained by substituting the Hamiltonians (5.20-

5.27) into the Schrodinger equation, Eq. (5.1 ). 

(B.1) 

-~-rotation of the second qubit about they axis, exp[·t%uy2]: 

c1(t) = -z(-2g(r)ct(t)- ZWa2c2(t)) 

C2(t) = -z(zWa2Ct(t) + 2g(r)c2(t) + 2g(r)l(t)c3(t)) 

C3(t) = -z(2g(r)l(t)c2(t) + 2g(r)c3(t)- ZWa2C4(t)) 

c4(t) = -z(zwa2c3(t)- 2g(r)c4(t)) 

1r-rotation ofthe second qubit about the x axis, exp[-z~ux2 ]: 

(B.2) 

Ct(t) = -z(-2g(r)ct(t) +wa2 C2(t)) 

C2(t) = -z(Wa2Ct(t) + 2g(r)c2(t) + 2g(r)l(t)c3(t)) 

c3(t) = -z(2g(r)l(t)c2(t) + 2g(r)c3(t) + Wa2C4(t)) 

c4(t) = -z(wa2c3(t)- 2g(r)c4(t)) 

124 

1f 
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4p,BBm2 
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~-rotation of the second qubit about they axis, exp[-ziay2 ]: 

(B.3) 

c1(t) = -z(-2g(r)cl(t) + 1,Wa2 C2(t)) 

c2(t) = -z( -ZWa2CI(t) + 2g(r)c2(t) + 2g(r)l(t)ca(t)) 

Ca(t) = -z(2g(r)l(t)c2(t) + 2g(r)ca(t) + 2Wa2C4(t)) 

c4(t) = -z( -ZWa2Ca(t)- 2g(r)c4(t)) 
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Evolution when the system is subjected to Hamiltonian H!Jb, which is intended to repro

duce transformation Ua(t) 

(BA) 

(B.S) 

-~-rotation of the second qubit about they axis, exp[ziay2 ]: 

c1(t) = -z(-2g(r)ct(t)- 2Wa2C2(t)) 

c2(t) = -z(zwa2cl(t) + 2g(r)c2(t) + 2g(r)l(t)ca(t)) 

ca(t) = -z(2g(r)l(t)c2(t) + 2g(r)ca(t)- 2Wa2C4(t)) 

c4(t) = -z(zwa2ca(t)- 2g(r)c4(t)) 

-1r-rotation of the second qubit about the x axis, exp[z~ax2 ]: 

(B.6) 

Ct(t) = -z( -2g(r)ct(t)- Wa2 c2(t)) 

C2(t) = -z( -Wa2Ct(t) + 2g(r)c2(t) + 2g(r)l(t)ca(t)) 

Ca(t) = -z(2g(r)l(t)c2(t) + 2g(r)ca(t)- Wa2C4(t)) 

C4(t) = -z( -Wa2Ca(t)- 2g(r)c4(t)) 

~-rotation of the second qubit about they axis, exp[-ziay2 ]: 

(B.?) 

Ct(t) = -z( -2g(r)ci(t) + 2Wa2 C2(t)) 

C2(t) = -z( -ZWa2Ct(t) + 2g(r)c2(t) + 2g(r)l(t)ca(t)) 

ca(t) = -z(2g(r)l(t)c2(t) + 2g(r)ca(t) + 2Wa2C4(t)) 

C4(t) = -z( -2Wa2Ca(t)- 2g(r)c4(t)) 
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Evolution when the system is subjected to Hamiltonian H/Jb, which is intended to repro

duce transformation Ub(t) 

(B.8) 

B.2 Realization of a 1r-gate 

We present the set of Schrodinger equations obtained by substituting the Hamiltonians 

(5.37-5.42). The solution of these sets of differential equations, in addition to the solution 

ofEqs. (B.l-B.8), are intended to reproduce a 1r-gate, which is defined by Eq. (4.35). 

-~-rotation about they axis on the second qubit, exp[z~ay2 ]: 

(B.9) 

C1(t) = -z( -2g(r)cl(t)- ZWa2C2(t)) 

c2(t) = -z(zwa2cl(t) + 2g(r)c2(t) + 2g(r)l(t)c3(t)) 

C3(t) = -z(2g(r)l(t)c2(t) + 2g(r)c3(t)- ZWa2C4(t)) 

c4(t) = -z(zwa2c3(t)- 2g(r)c4(t)) 

-~-rotation on the second qubit about the x axis, exp[z~ax2 ]: 

(B.IO) 

C1(t) = -z( -2g(r)cl(t)- Wa2 C2(t)) 

c2(t) = -z( -Wa2Cl(t) + 2g(r)c2(t) + 2g(r)l(t)c3(t)) 

C3(t) = -z(2g(r)l(t)c2(t) + 2g(r)c3(t)- Wa2C4(t)) 

C4(t) = -z( -Wa2C3(t)- 2g(r)c4(t)) 

~-rotation on the second qubit about they axis, exp[-z~ay2 ]: 

(B.ll) 

c1(t) = -z( -2g(r)cl(t) + ZWa2C2(t)) 

c2(t) = -z( -ZWa2Cl(t) + 2g(r)c2(t) + 2g(r)l(t)c3(t)) 

C3(t) = -z(2g(r)l(t)c2(t) + 2g(r)c3(t) + ZWa2C4(t)) 

C4(t) = -z( -ZWa2C3(t)- 2g(r)c4(t)) 
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-~-rotation about they axis on the first qubit, exp[z~ay1 ] 

(B.l2) 

c1(t) = -z( -2g(r)cl(t)- 'lWa1C3(t)) 

c2(t) = -z(2g(r)c2(t) + 2g(r)l(t)c3(t)- 'lWa1 C4(t)+) 

c3(t) = -z(zwa1 c1(t) + 2g(r)l(t)c2(t) + 2g(r)c3(t)) 

c4(t) = -z(zwal c2(t)- 2g(r)c4(t)) 

-~-rotation on the first qubit about the x axis, exp[z~axJ 

(B.l3) 

c1(t) = -z(-2g(r)cl(t)- Wa1 C3(t)) 

c2(t) = -z(2g(r)c2(t) + 2g(r)l(t)c3(t) + Wa 1 C4(t)) 

c3(t) = -z(wa1 c1 (t) + 2g(r)l(t)c2(t) + 2g(r)c3(t)) 

c4(t) = -z( -Wa1 c2(t)- 2g(r)c4(t)) 

~-rotation on the first qubit about they axis, exp[-z~ayJ 

(B.l4) 

cl(t) = -z(-2g(r)cl(t) +zwalc3(t)) 

c2(t) = -z(2g(r)c2(t) + 2g(r)l(t)c3(t) + 'lWa 1 C4(t)) 

c3(t) = -z( -'lWa1cl(t) + 2g(r)l(t)c2(t) + 2g(r)c3(t)) 

C4(t) = -z( -'lWa1C2(t)- 2g(r)c4(t)) 

B.3 Realization of a C NOT -gate 
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In this section we present the last sets of Schrodinger equations for the realization of 
a C NOT -gate. The solution of the following differential equations, together with the 
solution ofEqs. (B.l-B.8) and ofEqs. (B.9-B.14), performs the transformations included 
in Eq. ( 4.42). These differential equations are obtained by considering the Hamiltonians 

(5.45-5.49). 

The Schrodinger equation, whose solution allows to reproduce a ~ rotation of the 
second qubit about the y axis, is given by the following: 

(B.15) 

c1(t) = -z( -2g(r)cl(t) + ZWa2 C2(t)) 

c2(t) = -z( -ZWa2 CI(t) + 2g(r)c2(t) + 2g(r)l(t)c3(t)) 

c3(t) = -z(2g(r)l(t)c2(t) + 2g(r)c3(t) + ZWa2 C4(t)) 

C4(t) = -z( -ZWa2CJ(t)- 2g(r)c4(t)). 
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After the transformation represented by Grr (Eq. (4.41)) we find a -~ rotation about 

the y axis of the second qubit. This transformation can be reproduced with all the same 

choices made for the realization of a ~ rotation about the y axis, with a different choice 
of if> = -~. The resulting Scrodinger equation gives the following set of differential 
equations: 

(B.16) 

c1(t) = -z(-2g(r)cl(t)- ZWa2C2(t)) 

c2(t) = -2(2Wa2 CI(t) + 2g(r)c2(t) + 2g(r)l(t)ca(t)) 

Ca(t) = -z(2g(r)l(t)c2(t) + 2g(r)ca(t)- 2Wa2C4(t)) 

c4(t) = -z(zwa2ca(t)- 2g(r)c4(t)) 

In order to complete the procedure which allows us to perform a C NOT -gate up to 

a global phase exp[z~]. we need to reproduce the last transformation in Eq. (6.24) which 
is represented by a 1r rotation about the z axis on the first qubit. The set of Scrhodinger 

equations which represent a 1r-rotation about the z axis of the first qubit is the following: 

-~-rotation about the y axis: 

(B.17) 

c1(t) = -z(-2g(r)cl(t)- 2Wa1 Ca(t)) 

C2(t) = -z(2g(r)c2(t) +2g(r)l(t)ca(t)- 2Wa1C4(t)+) 

ca(t) = -z(zwatcl(t) + 2g(r)l(t)c2(t) + 2g(r)ca(t)) 

c4(t) = -z(zwatc2(t)- 2g(r)c4(t)) 

-1r-rotation about the x axis: 

(B.18) 

c1(t) = -z(-2g(r)cl(t)- Wa 1Ca(t)) 

c2(t) = -z(2g(r)c2(t) + 2g(r)l(t)ca(t) + Wa 1 C4(t)) 

ca(t) = -z(wal cl(t) + 2g(r)l(t)c2(t) + 2g(r)ca(t)) 

C4(t) = -z( -Wa1 c2(t)- 2g(r)c4(t)) 

~-rotation about they axis: 

(B.19) 

c1(t) = -z(-2g(r)cl(t)+zWa1 Ca(t)) 

C2(t) = -z(2g(r)c2(t) + 2g(r)l(t)ca(t) + ZWa 1C4(t)) 

Ca(t) = -z( -2Wa1CI(t) + 2g(r)l(t)c2(t) + 2g(r)ca(t)) 

C4(t) = -z( -'tWa1C2(t)- 2g(r)c4(t)) 
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Appendix C 

Mathematica programmes 

C.l concurrence- time- independent. nb 

mo = 9.10939 * 10-3
\ 

lo = 1.88973 * 1010
; 

to= 4.13414 * 1016
; 

Vo = 0.0367493; 

mb = 9.27402 * 10-24
; 

no = 0.000669176; 

q = 1.60218 * 10-19
; 

h = 1.05459 * 10-34
; 

teso = 4.25438 * 10-6
; 

w1 = 1. 75986 1010 /to; 

w2 = 1. 75772 1010 /to; 

Ill = 1; 

llz = wz/w1; 

r = 1.14 * 10-9 * (lo); 

/1 = 1/2; 

n = no/(4 * 1r); 

gr = J12 * n/(r3); 
8 1 = (1000 * 10-4 + 0.0000608) * teso; 

B2 = (1000 * 10-4
- 0.0000608) * teso; 
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ml = -p(81 + 82); 

m2 = -p(81- 82); 

G=w1; 

solution! = 

NDSolve[ 

{y'[t] == --l;((gr + ml) * y[t]- 3 * gr * p[t]), 

x'[t] == --l;((-gr+m2) *x[t]- gr* z[t]), 

z'[t] == --l;(( -gr- m2) * z[t] - gr * x[t]), 

p'[t] == --l; * ((gr- ml) * p[t]- 3 * gr * y[t]), 

y[O] == 1/3, x[O] == Sqrt[7 /2]/3, z[O] == 1/3, p[O] == Sqrt[7 /2]/3}, 

{y[t], x[t], z[t], p[t]}, { t, 0, 10000}, MaxSteps --+ 1000000] 

c= 

Plot[ 

Evaluate[ 
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2 * Abs[(Conjugate[x[t]] * Conjugate[z[t]]) - (Conjugate[y[t]] * Conjugate[p[t]])]/ 

(Abs[y[t]]2 + Abs[x[t]]2 + Abs[z[t]]2 + Abs[p[t]]2)/.solutionl], { t, 0, 200}, 

PlotRange--+ { {0, 173}, {0, 1} }, FrameTicks--+ Automatic, 

FrameLabel--+ {"time (atomic units)", "C('!f;)", 

None, None}, Frame --+ True] 

C.2 concurrence- time-dependent. nb 

mo = 9.10939 * 10-31
; 

lo = 1.88973 * 1010
; 

to = 4.13414 * 1016
; 

Vo = 0.0367493; 
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mb = 9.27402 * 10-24
; 

no = 0.000669176; 

q = 1.60218 * 10-19
; 

h = 1.05459 * 10-34
; 

teso = 4.25438 * 10-6
; 

WI = 1. 759861010 jto; 

w2 = 1.757721010 /to; 

ll} = 1; 

v2 = w2/w1; 

r = 1.14 * 10-9 * (Io); 

1-l = 1/2; 

n = no/(4 * 1r); 

gr = J-L2 * n/(r3); 
B1 = (1000 * 10-4 + 0.0000608) * teso; 

B2 = (1000 * 10-4
- 0.0000608) * teso; 

Bll = 3 * 10-4 * teso; 

B12 = 3 * 10-4 * teso;; 

ml = -J-L(BI + B2); 

m2 = -J-L(BI- B2); 

G=w1; 

solution! = 

NDSolve[ 

{y'[t] == 
-"l;((gr + ml) * y[t] 
-J-L * B12 * (cos[v2 * t + 'Y/w1]- z * cos[v2 * t + 'Y/w1]) * x[t]-

1-" * Bll * (cos[v1 * t + 'Y/w1]- z * cos[v1 * t + 'Y/w1]) * z[t] 
-3 * gr * p[t]), 
x'[t] == -"l;(( -gr + m2) * x[t]-

1-" * B12 * (cos[v2 * t + 'Y/w1] + z * cos[v2 * t + 'Y/w1]) * y[t] 
-gr * z[t]-
1-l * Bll * (cos[v1 * t + 'Y/w1]- z * cos[v1 * t + 'Y/w1]) * p[t]), 
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z'[t] == -1;(( -gr- m2) * z[t]-

J.l- * Bll * (cos[v1 * t + r/w1] + t * cos[v1 * t + r/w1]) * y[t] 

-gr * x[t]-

J.l- * B12 * (cos[v2 * t + r/w1]- 2 * cos[v2 * t + r/wt]) * p[t]), 

p'[t] == -1; * ((gr- ml) * p[t]-

J.l- * Bll * (cos[v1 * t + r/w1] + 2 * cos[v1 * t + r/w1]) * x[t] 

-3 * gr * y[t]-

Jj * B12 * (cos[v2 * t + r/wd + t * cos[v2 * t + r/w1]) * z[t]), 
y[O] == 1/3, x[O] == Sqrt[7 /2]/3, z[O] == 1/3, p[O] == Sqrt[7 /2]/3}, 

{y[t], x[t], z[t], p[t]}, { t, 0, 10000}, 

MaxSteps-+ 1000000] 

c= 

Plot[ 

Evaluate[ 
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2 * Abs[(Conjugate[x[t]] * Conjugate[z[t]]) - (Conjugate[y[t]] * Conjugate[p[t]])]/ 

(Abs[y[t]]2 + Abs[x[t]]2 + Abs[z[t]]2 + Abs[p[t]]2)/.solutionl], { t, 0, 200}, 

PlotRange-+ { {0, 173}, {0, 1} }, FrameTicks-+ Automatic, 

FrameLabel-+ {"time(atomicunits)", "C('!j;)", 

None,None},Frame-+ True] 

C.3 Phase-gate .nb 

mo = 9.10939 * 10-31 ; 

lo = 1.88973 * 1010; 

to= 4.13414 * 1016; 

Vo = 0.0367493; 

mb = 9.27402 * 10-24 ; 

no = 0.000669176; 

q = 1.60218 * 10-19; 
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h = 1.05459 * w-34
; 

teso = 4.25438 * w-6
; 

r = 1.14 * w-9 * (lo); 

1-£ = 112; 

n = nol(4 * 11'); 

gr = J-£2 * nl(r3); 
B01 = (0.3 + 0.0000304) * teso; 

B02 = (0.3- 0.0000304) * teso; 

B1 = 0.5 * teso; 

BM = 0.5 * teso; 

BT = {BM, BM, BM, 0, BM, BM, BM, 0}; 

BN = {0,0,0,0,0,0,0,0}; 

time= {0, 11'1(4 * 1-£ *BM)* G, 11'1(2 * 1-£ *BM)* G, 

11'1(4 * 1-£ *BM)* G, 11'1(16 * gr) * G, 11'1(4 * 1-£ *BM)* G, 

11'1(2 * 1-£ *BM)* G, 11'/(4 * 1-£ *BM)* G, 11'1(4 * 1-£ *BM)* G, 

11'1(4 * 1-£ *BM)* G, 11'/(4 * 1-£ *BM)* G, 11'1(4 * 1-£ *BM)* G, 

11'1(4 * 1-£ * B1) * G, 11'1(4 * 11 * B1) * G}; 

tintb = {11'1(4 * 1-£ *BM)* G, 11'/(2 * 1-£ *BM)* G, 

11'/(4 * 1-£ *BM)* G, 11'/(16 * gr) * G, 11'1(4 * 1-£ *BM)* G, 

11'/(2 * 1-£ *BM)* G, 11'/(4 * 1-£ *BM)* G, 11'1(16 * gr) * G, 

11'1(4 * 1-£ *BM)* G, 11'/(4 * 1-£ *BM)* G, 11'1(4 * 1-£ *BM)* G, 
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11' I ( 4 * 1-£ * B 1) * G, 11' I ( 4 * 11 * B 1) * G, 11' I ( 4 * 1-£ * B 1) * G, 11' I ( 4 * 1-£ * BM) * G, 

11'1(4 * 11 * B1) * G, 11'1(2 * 11 * B1) * G, 11'1(4 * 1-£ * B1) * G}; 

<P = { -11' 12, 11', 11' 12, 11' 12, -11' 12, 0, 11' /2, 11' /2, -11' 12, -11' 12, 0, 11' 12}; 

a= (2 * mb * B01Itesolh)jto; 

(J = (2 * mb * B02Itesolh)jto; 

G=a; 

w1 =a/a; 

w2 = fJ/a; 
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For[bl = {O,al,al,al,al,al,al,al}; 

b2 = {0, a2, a2, a2, a2, a2, a2, a2}; 

b3 = {1,a3,a3,a3,a3,a3,a3,a3}; 

b4 = {0, a4, a4, a4, a4, a4, a4, a4}; 

ta = 0; tb = 0; i = 1, i < 9, 

c/>[[i]]; 

BT[[i]]; 

BN[[i]]; 

tintb[[i]]; 

tb+ = tintb[[i]]; 

n12[L] = -11 * BN[[i]](cos[cf>[[i]]] +I* sin[c/>[[i]]]); 

nll [L] = -11 * BN[[i]]( cos[cf>[[i]]] - I* sin[c/>[[i]]]); 

n22[L] = -11 * BT[[i]](cos[cf>[[i]]] +I* sin[c/>[[i]]]); 

n2l[L] = -11 * BT[[i]](cos[cf>[[i]]]- I* sin[cf>[[i]]]); 

solution! = NDSolve[{ 

y'[t] == 

-~/G(( -2 * gr) * y[t] + n22[L] * x[t] + n12[L] * z[t]), 
x'[t] == 
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-~/G(n21 [L] * y[t] + (2 * gr) * x[t] + 2 * gr * cos[(w1 - w2) * t] * z[t] + n12[L] * p[t]), 
z'[t] == 

-z/G(nll [L] * y[t] + 2 * gr * cos[(w1 - w2) * t] * x[t] + (2 * gr) * z[t] + n22[L] * p[t]), 
p'[t] == 
-z/G(nll [L] * x[t] + n21 [L] * z[t] - (2 * gr) * p[t]), 
y[O] == bl [[i]], x[O] == b2[[i]], z[O] == b3[[i]], 

p[O] == b4[[i]]}, {y[t], x[t], z[t],p[t]}, 
{ t, 0, tintb[[i]]}, MaxSteps --t 1000000]; 

all = y[t]j.solutionlj.t --t tintb[[i]]; 

a21 = x[t]j.solutionlj.t --t tintb[[i]]; 

a31 = z[t]/ .solution!/ .t --t tintb[[i]]; 

a41 = p[t]j.solutionlj.t- > tintb[[i]]; 
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al =all [[1]]; 

a2 = a21 [[1]]; 

a3 = a31[[1]]; 

a4 = a41 [[1]]; 

i++l 
ala= al; 

a2a = a2; 

a3a = a3; 

a4a = a4; 

ala 

a2a 

a3a 

a4a 

C.4 Pi -gate. nb 

mo = 9.10939 * w-31
; 

lo = 1.88973 * 1010
; 

to= 4.13414 * 1016
; 

Vo = 0.0367493; 

mb = 9.27402 * w-24
; 

no = 0.000669176; 

q = 1.60218 * 10-19
; 

h = 1.05459 * 10-34
; 

teso = 4.25438 * 10-6
; 

r = 1.14 * 10-9 * (Io); 

J1 = 1/2; 

n = no/(4 * 1r); 

gr = J1,2 * nj(r3); 
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BOI = {0.3 + 0.0000304) * teso; 

B02 = {0.3- 0.0000304) * teso; 

BI = 0.5 * teso; 

BM = 0.5 * teso; 

BT = {BM, BM, BM, 0, BM, BM, BM, 0, BM, BM, BM, 0, 0, 0}; 

BN = {0, 0, 0,0, 0, 0,0, 0,0, 0, O,Bl, Bl, Bl}; 

tintb = {7rl(4 * J-L *BM)* G, 1rl(2 * J-L *BM)* G, 

1rl(4 * J-L *BM)* G, 1ri(I6 * gr) * G, 7rl(4 * J-L *BM)* G, 

1rl(2 * J-L *BM)* G, 1rl(4 * J-L *BM)* G, 1ri(I6 * gr) * G, 

7rl(4 * J-L *BM)* G, 7rl(4 * J-L *BM)* G, 1rl(4 * Jt *BM)* G, 

1r I ( 4 * J-L * B I) * G' 1r I ( 4 * J-L * B I) * G' 1r I ( 4 * J-L * B I) * G}; 

<P = { -'!r 12, 1r' 1r 12, 1r 12, -7r 12, 0, 1r 12, 7r 12, 

-1r 12, 0, 7r 12, -7r 12, 0, 7r 12}; 

a= {2 * mb * BOIItesolh)lto; 

(3 = {2 * mb * B02Itesolh)lto; 

G=a; 

wl =ala; 

w2 = f31a; 
For[bi = {0, ai, al, al, ai, al, al, al, al, al, al, al, al, al }; 

b2 = {O,a2,a2,a2,a2,a2,a2,a2,a2,a2,a2,a2,a2,a2}; 

b3 = {l,a3,a3,a3,a3,a3,a3,a3,a3,a3,a3,a3,a3,a3}; 

b4= {O,a4,a4,a4,a4,a4,a4,a4,a4,a4,a4,a4,a4,a4}; 

ta = O;tb = O;i = l,i < 15, 

<P[[i]]; 

BT[[i]]; 

BN[[i]]; 

tintb[[i]]; 

tb+ = tintb[[i]]; 

n12[L] = -JL * BN[[i]](cos[</J[[i]]] +I* sin[</J[[i]]]); 

nll [L] = -J-L * BN[[i]]{ cos[<P[[i]]] - I* sin[<P[[i]]]); 

n22[L] = -J-L * BT[[i]](cos[ci>[[i]]] +I* sin[</J[[i]]]); 

n21 [L] = -J-L * BT[[i]]{cos[ci>[[i]]] -I* sin[</J[[i]]]); 
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solution! = NDSolve[ { 

y'[t] == 

-z/G(( -2 * gr) * y[t] + n22[L] * x[t] + n12[L] * z[t]), 

x'[t] == 
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-z/G(n2l[L] * y[t] + (2 * gr) * x[t] + 2 * gr * cos[(w1- w2) * t] * z[t] + nl2[L] * p[t]), 

z'[t] == 

-z/G(nll [L] * y[t] + 2 * gr * cos[(w1- w2) * t] * x[t] + (2 * gr) * z[t] + n22[L] * p[t]), 

p'[t] == 

-'t/G(nll [L] * x[t] + n21 [L] * z[t] - (2 * gr) * p[t]), 
y[O] == bl [[i]], x[O] == b2[[i]], z[O] == b3[[i]], 

p[O] == b4[[i]]}, {y[t], x[t], z[t],p[t]}, 

{ t, 0, tintb[[i]]}, MaxSteps-+ 1000000]; 

all = y[t]j.solutionlj.t-+ tintb[[i]]; 

a21 = x[t]j.solutionlj.t-+ tintb[[i]]; 

a31 = z[t]j.solutionlj.t-+ tintb[[i]]; 

a41 = p[t]j.solutionl/.t- > tintb[[i]]; 

al = all[[1]]; 

a2 = a21[[1]]; 

a3 = a31[[1]]; 

a4 = a41 [[1]]; 

i++l 
ala=al; 

a2a = a2; 

a3a = a3; 

a4a = a4; 

ala 

a2a 

a3a 

a4a 
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C.S CNOT-gate.nb 

mo = 9.10939 * 10-31
; 

lo = 1.88973 * 1010
; 

to = 4.13414 * 1016
; 

Vo = 0.0367493; 

mb = 9.27402 * 10-24
; 

no = 0.000669176; 

q = 1.60218 * 10-19
; 

h = 1.05459 * 10-34
; 

teso = 4.25438 * 10-6
; 

r = 1.14 * 10-9 * (lo); 

1-£ = 1/2; 

n = no/(4 * 1r); 

gr = JL2 * n/(r3); 
BOI = (0.3 + 0.0000304) * teso; 

B02 = (0.3- 0.0000304) * teso; 

Bl = 0.5 * teso; 

BM = 0.5 * teso; 

BT = {BM, BM, BM, BM, 0, BM, BM, BM, 0, BM, BM, BM, 0, 0, 0, BM, 0, 0, 0}; 

BN = {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, O,Bl, Bl, Bl, 0, Bl, Bl, Bl}; 

tintb = {7r/(4 * 11 *BM)* G, 7r/(4 * 11 *BM)* G, 1rj(2 * J1 *BM)* G, 

7r/(4*JL*BM) *G,7r/(16*gr) *G,7r/(4*JL*BM) *G, 

1rj(2 * 11 *BM)* G, 7r/(4 * 11 *BM)* G, 1rj(16 * gr) * G, 

1rj(4 * 11 *BM)* G, 7r/(4 * J1 *BM)* G, }; 

<P = { 71" /2, -71" /2, 71"' 71" /2, 71" /2, -71" /2, 0, 71" /2, 71" /2, 

-71" /2, 0, 71" /2, -71" /2, 0, 71" /2, -71" /2, -71" /2, 0, 71" /2}; 

a= (2 * mb * BOlftesofh)fto; 

{3 = (2 * mb * B02jtesojh)jto; 

G=a; 

w1 = afa; 

w2 = {Jja; 
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For[bl = {O,al,al,al,al,al,al,al,al,al,al,al,al,al}; 

b2 = {O,a2,a2,a2,a2,a2,a2,a2,a2,a2,a2,a2,a2,a2}; 

b3 = {1,a3,a3,a3,a3,a3,a3,a3,a3,a3,a3,a3,a3,a3}; 

b4= {O,a4,a4,a4,a4,a4,a4,a4,a4,a4,a4,a4,a4,a4}; 

ta = O;tb = O;i = 1,i < 20, 

cf>[[i]]; 

BT[[i]]; 

BN[[i]]; 

tintb[[i]]; 

tb+ = tintb[[i]]; 

n12[L] = -p, * BN[[i]](cos[cf>[[i]]] +I* sin[cf>[[i]]]); 

nll [L] = -p, * BN[[i]](cos[cf>[[i]]]- I* sin[cf>[[i]]]); 

n22[L] = -p, * BT[[i]]( cos[cf>[[i]]] + I * sin[cf>[[i]]]); 

n21[L] = -p, * BT[[i]](cos[cf>[[i]]]- I* sin[cf>[[i]]]); 

solution! = NDSolve[ { 

y'[t] == 

-z/G(( -2 * gr) * y[t] + n22[L] * x[t] + n12[L] * z[t]), 

x'[t] == 
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-z/G(n21 [L] * y[t] + (2 * gr) * x[t] + 2 * gr * cos[(w1 - w2) * t] * z[t] + nl2[L] * p[t]), 

z'[t] == 

-z/G(nll [L] * y[t] + 2 * gr * cos[(w1 - w2) * t] * x[t] + (2 * gr) * z[t] + n22[L] * p[t]), 
p'[t] == 

-z/G(nll [L] * x[t] + n21 [L] * z[t] - (2 * gr) * p[t]), 
y[O] == bl [[i]], x[O] == b2[[i]], z[O] == b3[[i]], 

p[O] == b4[[i]]}, {y[t], x[t], z[t], p[t]}, 
{ t, 0, tintb[[i]]}, MaxSteps --+ 1000000]; 

all = y[t]j.solutionl/.t--+ tintb[[i]]; 

a21 = x[t]j.solutionlj.t--+ tintb[[i]]; 

a31 = z[t]j.solutionlj.t--+ tintb[[i]]; 

a41 = p[t]/.solutionlj.t- > tintb[[i]]; 

al = all[[1]]; 

a2 = a21[[1]]; 

a3 = a31 [[1]]; 

a4 = a41[[1]]; 

i ++] 
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ala= al; 

a2a = a2; 

a3a = a3; 

a4a = a4; 

ala 

a2a 

a3a 

a4a 

C.6 fidelity-phase-gate .nb 
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B = { {0. 703528 + 0. 710625z, 0.00284812 + 0.00176065z, -0.00225219 + 0.00620788z, 

0.00177297 + 0.00175457z}, 

{ -0.00283919 + 0.00178207z, 0. 704164 - 0. 7100h, 0.00148651 - 0.00152784z, 

-0.00229008- 0.00428019z}, 

{0.00227697 + 0.00619767z, -0.00148485 + 0.00154229z, 0.702892- 0.71124z, 

-0.0052997 + 0.00178061z}, 

{ -0.00177293- 0.00175158z, 0.00227543 - 0.00428633z, 0.0053118 + 0.0017513h, 

0.703528 + 0.710625z} }; 

a = Array[F, 998]; 

For[j = 1,j < 1000, 

sl =Random[]; 

s2 =Random[]; 

s3 =Random[]; 

sll = sl * 2 * 1r; 

sl2 = s2 * 2 * 1r; 

s13 = s3 * 2 * 1r; 

eO= cos[sll] * sin[s12] * sin[s13]; 

cl = sin[sll] * sin[s12] * sin[s13]; 

c2 = cos[sl2] * sin[s13]; 
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c3 = cos[s13]; 

B2 = Conjugate[Transpose[B]]; 

s= {{cO},{cl},{c2},{c3}}; 

sl = {c0,cl,c2,c3}; 

id= {{exp[I * 7r/4] *eO}, {exp[-I * 7r/4] *cl}, 

{exp[-I * 7r/4] * c2}, {exp[I * 7r/4] * c3}}; 

idl = {exp[-l*7r/4] *CO,exp[I*7r/4] *Cl, 

exp[I * 7r /4] * c2, exp[-I * 7r /4] * c3}; 

F[j- 1] = Re[(idl.B.s) * (sl.B2.id)]; 

j++l 
fm = Flatten[a]; 

min[fm]0.99989 

C.7 fidelity-pi-gate. nb 
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B = { {0.714082- 0.699934z, 0.00692515- 0.00128067z, 0.0113218 + 0.00065449h, 

0.000364076- 0.000393688't}, 

{ -0.00123931 + 0.0068975z, 0.700573- 0.713499z, -0.00485227- 0.00143465z, 

0.00282855 - 0.00580356z}, 

{0.00069303 + 0.0113412z, -0.00156419- 0.00477428z, 0.699282- 0.71473z, 

-0.000216576 + 0.003386z }, 

{0.000402374- 0.000347015z, 0.00580285- 0.00280803z, -0.00340598 + 0.000200908z, 

-0.714165 + 0.699939z} }; 

a= Array[F, 998]; 

For[j = 1, j < 1000, 

sl =Random[]; 

s2 = Random[]; 

s3 =Random[]; 
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sll = sl * 2 * 1r; 

sl2=s2*2*7r; 

s13 = s3 * 2 * 1r; 

eO= cos[sll] * sin[sl2] * sin[s13]; 

cl = sin[sll] * sin[s12] * sin[s13]; 

c2 = cos[sl2] * sin[s13]; 

c3 = cos[s13]; 

B2 = Conjugate[Transpose[B]]; 

s = {{cO},{cl},{c2},{c3}}; 

sl ={eO, cl, c2, c3}; 

id= {{eO}, {cl}, { c2}, { -c3}}; 

idl = {eO, cl, c2, -c3}; 

F[j- 1] = Re[(idl.B.s) * (sl.B2.id)]; 

j++l 

fm = Flatten[a]; 

min[fm] 

0.999673 

C.8 f ideli ty-CNOT-gate. nb 
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B = { {-0.700368- 0.713657t, -0.0103758 + 0.002129412, -0.00505261- 0.00505082t, 

-0.00375702 - 0.0008521062}' 

{ -0.00213618 + 0.0103302z, -0.713016- 0.700913z, -0.00347813 + 0.0102535t, 

0.000736186- 0.0100269z}, 

{0.000733605 + 0.00373919z, 0.00999176 - 0.000949307z, 0.005046- 0.00879934z, 

-0.710656- 0.703384z }, 

{0.00503255 + 0.0051884t, -0.0101818 + 0.0036070h, -0.703959- 0.710049t, 

0.00872855- 0.00510289z} }; 
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a= Array[F, 9998]; 

For[j = 1,j < 10000, 

sl = Random0; 

s2 = RandomO; 

s3 = RandomO; 

sll = sl * 2 * 1r; 

s12 = s2 * 2 * 1r; 

s13 = s3 * 2 * 1r; 

eO= cos[sll] * sin[s12] * sin[s13]; 

cl = sin[sll] * sin[s12] * sin[s13]; 

c2 = cos[s12] * sin[s13]; 

c3 = cos[s13]; 

B2 = Conjugate[Transpose[B]]; 

s = { {eO}, { c 1}, { c2}, { c3}}; 

sl = {cO,cl,c2,c3}; 

id= {{cO},{cl},{c3},{c2}}; 

idl = {c0,cl,c3,c2}; 

F[j- 1] = Re[(idl.B.s) * (sl.B2.id)]; 

j++l 

fm = Flatten[a]; 

min[fm] 

0.999536 

C.9 Pi-gate-distant. nb 

mo = 9.10939 * w-31
; 

lo = 1.88973 * 1010
; 

to = 4.13414 * 1016
; 
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Vo = 0.0367 493; 

mb = 9.27402 * 10-24
; 

no = 0.000669176; 

q = 1.60218 * 10-19
; 

h = 1.05459 * 10-34
; 

teso = 4.25438 * 10-6
; 

r = 7 * 10-9 * (Io); 

1-l = 1/2; 

n = no/(4 * 1r); 

gr = JL2 * n/ (r3); 

BOI = (0.3 + 2.67 * 10-4
) * teso; 

B02 = (0.3- 2.67 * 10-4
) * teso; 

Bl = 0.28 * 10-3 * teso; 

BM = 0.28 * 10-3 * teso; 

BT = {0, B1, B1, B1, 0, 0, 0}; 

BN = {0, 0, 0, 0, BM, BM, BM}; 

tintb = {'rr/(8 * gr) * G, 7r/(4 * p, *BM)* G, 

7r/(4 * p, *BM)* G, 7r/(4 * p, *BM)* G, 7r/(4 * p, *BM)* G, 

1rj(4 * p, * Bl) * G, 7r/(4 * p, * Bl) * G}; 

cP = { -7r /2, -1f /2, 0, 1f /2, -7r /2, 0, 1f /2}; 

a= (2 * mb * BOI/teso/h)/to; 

(3 = (2 * mb * B02/teso/h)/to; 

G=a; 

w1 =a/a; 

w2 = (3/a; 

For[bl = {1,al,al,al,al,al,al}; 

b2 = {0, a2, a2, a2, a2, a2, a2}; 

b3 = {O,a3,a3,a3,a3,a3,a3}; 

b4 = {0, a4, a4, a4, a4, a4, a4}; 
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ta = 0; tb = 0; i = 1, i < 8, 

rp[[i]]; 

BT[[i]]; 

BN[[i]]; 

tintb[[i]]; 

nl2[L] = -p * BN[[i]](cos[r/>[[i]]] + z * sin[rp[[i]]]); 

nll[L] = -p*BN[[i]](cos[rf>[[illJ-z*sin[r/>[[i]]]); 

n22[L] = -p * BT[[i]](cos[rp[[i]]] + z * sin[r/>[[i]]]); 

n21 [L] = -p * BT[[i]]( cos[r/>[[i]]] - 't * sin[r/>[[i]]]); 

Print[solutionl = NDSolve[{ 

y'[t] == -z/G(( -2 * gr) * y[t] + n22[L] * x[t] + nl2[L] * z[t]), 

x'[t] == -z/G(n21 [L] * y[t] + (2 * gr) * x[t] + nl2[L] * p[t]), 

z'[t] == -z/G(nll [L] * y[t] + (2 * gr) * z[t] + n22[L] * p[t]), 

p'[t] == -z/G(nll [L] * x[t] + n21 [L] * z[t]- (2 * gr) * p[t]), 

y[O] == bl [[i]], x[O] == b2[[i]], z[O] == b3[[i]], 

p[O] == b4[[i]]}, {y[t], x[t], z[t], p[t]}, 

{ t, 0, tintb[[i]]}, MaxSteps --+ 1000000]]; 

all = y[t]j.solutionlj.t--+ tintb[[i]]; 

a21 = x[t]/.solutionlj.t--+ tintb[[i]]; 

a31 = z[t]/.solutionlj.t--+ tintb[[i]]; 

a41 = p[t]j.solutionlj.t- > tintb[[i]]; 

al =all [[1]]; 

a2 = a21 [[1]]; 

a3 = a31[[1]]; 

a4 = a41 [[1]]; 

i++l 

ala= al; 

a2a = a2; 

a3a = a3; 

a4a = a4; 
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ala 

a2a 

a3a 

a4a 

C.lO CNOT-gate-distant. nb 

mo = 9.10939 * 10-31
; 

lo = 1.88973 * 1010
; 

to = 4.13414 * 1016
; 

Vo = 0.0367493; 

mb = 9.27402 * 10-24
; 

no = 0.000669176; 

q = 1.60218 * 10-19
; 

h = 1.05459 * 10-34
; 

teso = 4.25438 * 10-6
; 

r = 7 * 10-9 * (lo); 

J.L = 1/2; 

n = no/(4 * 1r); 

gr = J.L2 * n/(r3); 

BOl = (0.3 + 2.67 * 10-4
) * teso; 

B02 = (0.3- 2.67 * 10-4
) * teso; 

Bl = 0.28 * 10-3 * teso; 

BM = 0.28 * 10-3 * teso; 

BT = { B1, 0, B1, B1, B1, 0, 0, 0, B1, 0, 0, 0}; 

BN = {0, 0, 0, 0, 0, BM, BM, BM, 0, BM, BM, BM}; 

tintb = {1rj(4 * J.L *BM)* G, 1rj(8 * gr) * G, 

7rl(4 * J.L *BM)* G, 7rl(4 * J.L *BM)* G, 1rl(4 * J.L *BM)* G, 

7f I ( 4 * JL * BM) * G' 7f I ( 4 * JL * B 1) * G' 7f I ( 4 * JL * B 1) * G' 

7rl(4 * J.L * Bl) * G, 7rl(4 * J.L *BM)* G, 1rj(2 * J.L * Bl) * G, 

7f I ( 4 * J.L * B 1 ) * G}; 
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1J = { rr /2, -rr /2, -rr /2, 0, 1r /2, -rr /2, 0, 1r /2, -rr /2, -rr /2, 0, rr /2}; 

a= (2 * mb * BOljtesojh)jto; 

f3 = (2 * mb * B02jtesojh)jto; 

G=a; 

w1 = aja; 

w2 = f3/a; 
For[bl = {1,al,al,al,al,al,al,al,al,al,al,al}; 

b2 = {O,a2,a2,a2,a2,a2,a2,a2,a2,a2,a2,a2}; 

b3 = {O,a3,a3,a3,a3,a3,a3,a3,a3,a3,a3,a3}; 

b4 = {0, a4, a4, a4, a4, a4, a4, a4, a4, a4, a4, a4 }; ta = 0; tb = 0; i = 1, i < 13, 

qy[[i]]; 

BT[[i]]; 

BN[[i]]; 

tintb[[i]]; 

nl2[L] = -J.L * BN[[i]](cos[qy[[i]]] + t * sin[1J[[i]]]); 

nll[L] = -J.L * BN[[i]](cos[1J[[i]]] -t * sin[1J[[i]]]); 

n22[L] = -J.L * BT[[i]](cos[1J[[i]]] + t * sin[1J[[i]]]); 

n2l[L] = -J.L * BT[[i]](cos[1J[[i]]] -t * sin[qy[[i]]]); 

Print[solutionl = NDSolve[{ 

y'[t] == -z/G(( -2 * gr) * y[t] + n22[L] * x[t] + nl2[L] * z[t]), 
x'[t] == -z/G(n21[L] * y[t] + (2 * gr) * x[t] + nl2[L] * p[t]), 
z'[t] == -z/G(nll [L] * y[t] + (2 * gr) * z[t] + n22[L] * p[t]), 

p'[t] == -z/G(nll[L] * x[t] + n21[L] * z[t]- (2 * gr) * p[t]), 
y[O] == b 1 [[i]], x[O] == b2[[i]], z[O] == b3 [[i]], 

p[O] == b4[[i]]}, {y[t], x[t], z[t], p[t]}, 
{t, 0, tintb[[i]]}, MaxSteps- 1000000]]; 

all = y[t]j.solutionl/.t- tintb[[i]]; 

a21 = x[t]j.solutionlj.t- tintb[[i]]; 

a31 = z[t]j.solutionl/.t- tintb[[i]]; 

a41 = p[t]j.solutionl/.t- > tintb[[i]]; 

al = all[[1]]; 

a2 = a21[[1]]; 

a3 = a31[[1]]; 

a4 = a41[[1]]; 
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i + +] 
ala=al; 

a2a = a2; 

a3a = a3; 

a4a = a4; 

ala 

a2a 

a3a 

a4a 

C.ll fidelity-pi-gate-distant. nb 

149 

B5 = { {0.732885- 0.679252t, 0.0273477 + 0.000519169t, 0.0273474- 0.000537343t, 

0.000527238 + 0.0005272382}' 

{0.000537387 + 0.0273474z, 0.678765- 0.733339z, -0.000525058 + 0.000525058z, 

0.0272343 + 0.000535122z}, 

{ -0.000519125 + 0.0273477z, -0.000529428 + 0.000529428z, 0.678765- 0.733339z, 

0.0272345- 0.00051702z}, 

{0.000527238 + 0.000527238t, -0.000516979 - 0.0272345z, 0.000535163- 0.0272343z, 

-0.733794 + 0.678279z} }; 

a = Array[F, 98]; 

For[j = 1,j < 100, 

sl =Random[]; 

s2 = Random[]; 

s3 =Random[]; 

sll = sl * 2 * 1r; 

sl2 = s2 * 2 * 1r; 

s13 = s3 * 2 * 1r; 

eO= cos[sll] * sin[s12] * sin[s13]; 

cl = sin[sll] * sin[s12] * sin[s13]; 

c2 = cos[s12] * sin[s13]; 
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c3 = cos[s13]; 

B6 = Conjugate[Transpose[BS]]; 

s = {{cO},{cl},{c2},{c3}}; 

sl = {eO, cl, c2, c3}; 

id= {{eO}, {cl}, { c2}, { -c3}}; 

idl = {eO, cl, c2, -c3 }; 

F[j- 1] = Re[Sqrt[(idl.BS.s) * (sl.B6.id)J]; 

j++l 
fm = Flatten[a]; 

min[fm] 

C.12 fidelity-CNOT-gate-distant. nb 
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B3 = { { -0.663803- 0.744719~, -0.0540428 + 0.0262495~, 0.00210103- 0.0278197~, 

-0.0133703- 0.0138546~}, 

{ -0.0266872 + 0.0546016~, -0.746046- 0.662294~, 0.0138532 + 0.0143693~, 
-0.00162589- 0.0262202~ }, 

{0.0125269 + 0.0136849~, 0.0282937- 0.00208078t, 0.054004 - 0.0287346z, 

-0.73116- 0.678612~ }, 

{0.0267219 + 0.00263023~, -0.01359- 0.0135228~, -0.67715- 0.732495~, 

0.029359- 0.0544827~} }; 

a= Array[F, 98]; 

For[j = 1,j < 100, 

sl = Random0; 

s2 = RandomO; 

s3 = RandomO; 

sll=sl*2*7r; 

sl2 = s2 * 2 * 1r; 

s13=s3*2*7r; 
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eO= cos[sll] * sin[s12] * sin[s13]; 

cl = sin[sll] * sin[s12] * sin[s13]; 

c2 = cos[s12] * sin[s13]; 

c3 = cos[s13]; 

B4 = Conjugate[Transpose[B3]]; 

s = {{cO},{cl},{c2},{c3}}; 

sl = {cO,cl,c2,c3}; 

id= {{cO},{cl},{c3},{c2}}; 

idl = {cO,cl,c3,c2}; 

F[j- 1] = Re[{idl.B3.s) * (sl.B4.id)]; 

j++] 

fm = Flatten[a]; 

min[fm] 
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