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Abstract

The automotive industry is currently driven to reithg fuel consumption in internal

combustion (IC) engines and hence much researobitg done into alternative fuels and
power sources. Thermal energy recovery from ICregyhas proved to be of considerable
interest within the automotive industry. The mativa is that fuel consumption can be

reduced with a minimal effect on the “host” tectogy of the vehicle.

This thesis reports on a project that aimed tostigate the architecture and control of a
thermal energy recovery system, working towardipgthis novel system concept. This
was achieved by the use of software modelling teglas and experimental tests on
various components of the system, namely heat exena and steam expanders. Various
modelling toolboxes were used to model a) a hykdHticle configuration and b) steam
expanders. The hybrid vehicle modelling began laasic model to demonstrate the hybrid
application and configuration of the steam systana, was further developed to control and
optimise the system in such a way that the fuehenyy, the overall efficiency of the IC
engine and the heat recovery system were all magniStandard drive cycles were used
to run the hybrid vehicle models. The steam expami®lelling was performed in order to
validate the results from a series of experimetasts and also to deduce if the expander

models could be scaled up to predict results fgelaexpanders.

The fuel consumption for the initial modelling shedva reduction of between 8% and
36%, depending on drive cycle and modelling toolliged. With the development of a
simple PID controlled system, the fuel consumptweas further reduced resulting in a
range of 26% to 41%, again depending on drive cyeld modelling tool box. The

experiments on steam expanders point to a uni-flomfiguration being the most suitable.
The expander modelling presents the groundworkdéveloping expander models to be
used for validating the experimental results; agaenuni-flow arrangement gave the most

promising results.

This thesis presents the results and draws coodsisirom each project step; these

conclusions are summarised together with some re@dations for future work.
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1.1 Introduction and outline dhe thesis

1.1 Introduction and outline of the thesis

The research that forms the foundation for thisithevas carried out as part of a joint
project between the University of Sussex and Looghigh University called the
HYSTOR project. This project was supported by thK Bngineering and Physical

Sciences Research Council under Grant reference 1ISR1D/01.

This chapter aims to give an overview of the proj@tie background and the motivation
for the research will be discussed along with acogroduction to the HYSTOR system
concept. The technologies and theoretical backgr@ue also covered. A literature review
of the current research relating to the fieldshafrinal recovery, hybrid vehicle modelling

and control will be presented. Finally the aims abgkctives of the thesis will be detailed.

Chapter 2 details the simulation tools and architecthat were used to model various
hybrid configurations. The different configuratipnsleveloped using two software
modelling toolboxes, QSS-TB and PSAT, are preseal@iy with a description of how the
components of the HYSTOR system were developedvanified using the Matlab and

Simulink environment. Details of the drive cyclesed to run the simulations are also
presented in this chapter. Results for fuel condiompare tabulated for each of the

modelling tools used.

A detailed study of the expander testing is presknh Chapter 3; small (circa 4 cc)
expanders were tested with compressed nitrogen séeain to determine a suitable

expander for the system.

The development of expander simulations using gnenmodelling toolbox, GT-SUITE,
is described in Chapter 4. The results of the edpatests are graphically presented along
with a discussion on how the results could be mtitising GT-SUITE simulations and if
they could be used to a) predict results for larggpanders and b) predict results for

different media sources.



1.1 Introduction and outline dhe thesis

Chapter 5 describes the development of a contrstlesy for the thermal recovery and

energy management of the HYSTOR concept.

Optimisation strategies are presented and discus<gdapter 6.

Finally Chapter 7 presents a summary of the trasislusions, along with a review of the

thesis objectives ending with some discussion turéurecommendations for further work.



1.2 Reducing automotive emissions and fuel consiompt

1.2 Reducing automotive emissions and fuel consumption

There are increasing environmental concerns widpeet to exhaust emissions from
internal combustion (IC) engines, such as partteutaatter and nitrogen oxides that both
damage air quality and contribute to the greenhaiffext. The total effect of IC engine
emissions and emissions from other sources, sucindasstrial plants, is potentially
contributing to global warming.

Environmental concerns have led to the developmkstrict governmental regulations for
restricting emissions of carbon monoxide (CO), oarldioxide (CQ), nitrogen oxides
(NOy), and unburned hydrocarbons (HC). In Europe the Ewamework of regulation of
test specifications regulates tailpipe emission®ugh the Emission Standards for the
European Commission [1].

The Commission has recently proposed legislateiision CO, emissions as a reaction to

the failure of the voluntary agreement. The indusésponded well by increasing diesel
production. However, the progress towards the YR dleet average had evidently stalled
by early 2006. The Commission is currently formulgtthe new legislation that will

impose limits and fines on car companies thatttadomply.

A further reason for lowering IC engine emissiossdue to their contribution to air
pollution in urban areas which has been cited asngaa detrimental effect on public
health (for example asthma). The Californian AirsReces Board (CARB - [2]) gives a
good overview of what causes air pollution and wéféct it can have on public health.
CARB cites that asthma cases in California havenrtsy 75% since 1980 and it is thought
that some of this increase is attributed to a dgesgren air quality. CARB has a research
division that is attempting to discover the reatuna of the connection between air

pollution and asthma, especially with respect titdodén’s health.



1.2 Reducing automotive emissions and fuel consiompt

There is also a drive towards reducing oil dependeand hence, a reduction in fuel
consumption. This is due to the depletion of avddaoil supplies, commonly known as
‘the olil crisis’. There is a lack of obtainable G#lds/reserves left in the world with many
fields either hard to exploit (for example Sibema)ound in countries of a volatile political
nature (for example Iraq) and so cannot be reliedwith robust confidence. British
Petroleum (BP) provides a statistical review of i@anergy [3]. In this report the world’s
oil reserves, production and consumption are ptesdelt is particularly interesting to note
that the areas consuming large amounts of oil hedateas producing large amounts are
not necessarily the same, meaning vast amounts afeoimported and exported everyday,
which is leading to more fuel consumption and emissinvolved with the transportation.

The production/consumption data for 2007 is visealiin Figure 1-1.

Q| Production per area, Gl Consumption per area,
million tonnes, 2007 million tonnes, 2007

Asian Pacific
9.7%

North America

North America, Asian Pacific
28.7% 30%

Africa

12.5%
South & Central

America
8.5%

South & Central Africa
America 3.5%
Europe & Eurasi 6.4%

22% Middle East

30.8% -
Europe & Eurasia

24%

Figure 1-1 Oil production and consumption, milliontonnes, per area, 2007 [3]

The need to reduce oil dependence and fuel consumigtparticularly relevant within the
current climate with the increasing concern overriking price of barrels of oil and is an
important driver in reducing use, and size, of pager vehicles, even in America,

previously seen as a gas-guzzling nation.



1.2 Reducing automotive emissions and fuel consiompt

With these combined issues of the need to cutdoleéumption and reduce emissions from
IC engines, the majority of the automotive indusgycurrently investing in research for
alternative energy sources and technologies thalread these issues. The Energy
Foundation is a partnership that funds researahfirgl efficiency and renewable energy
and their 2002 annual report [4] provides reasoos dutting emissions and fuel

consumption.

For automotive applications, the main research metmvering energy is electrical via a
motor/generator/battery configuration in the shapeHybrid Electric Vehicles (HEVS).
Examples of HEVs that are now available on the etadte the Toyota Prius and the
Honda Civic Hybrid, additionally other automotivernspanies are planning development
and production of HEVs, for example Ford, BMW, NissMazda. A HEV configuration
uses less fuel than a conventionally fuelled vehahd, when running on electric power
only, cuts emissions, and consumption, to zero.

Alternative fuel research includes fuel cell tedogy and fuel cell electric vehicles
(FCEV). Both HEV and FCEYV technologies use eleatrgiorage via battery, flywheel or
super capacitor. The HEV configuration is heav@ifant on the electric battery as energy
storage and research is being carried out to ingthe performance, life and reduce the
cost of the battery to make HEVs more desirable affatdable. Lithium-ion batteries are
currently of great interest and a number of anneorents by car manufacturers have been
made. General Motors (GM) Volt series hybrid cortdegypical. The use of fuel cells is
an emerging technology and with increasing reseaalid prove to be a cost effective and
efficient alternative to HEVs. Some of the resegpcbsented in the literature review of
Sections 1.4 and 1.5 has been carried out on &liehgbrid applications. As well as HEVs
and FCEVs, there is a drive to research furtheerr@ditives; one of the emerging
technologies is heat recovery from the IC engineaest waste. The energy recovered can
be turned into electric energy, using thermo-eledevices, or to use the recovered heat to
generate thermal energy in the form of steam. thislatter idea that the HYSTOR system

concept, and hence this thesis, is based upon.
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1.3 Heat recovery and the HYSTOR system concept

The HYSTOR system concept explored in this projgdises the heat that is rejected
through the IC engine exhaust. A typical IC engiaa waste up to 70% of the fuel energy

as heat, with up to 44% of this is via the exhgbtFigure 1-2 shows the distribution of
heat in a small (1.4 litre) IC engine.

1500rpm - 25% load 4500rpm - Full Load

10%

18% Other losse.

Other losse;

18%
Engine Cooling

42%

Engine Cooling

19%
Engine Outpu

44%
Exhaust Waste Heat

21%
Exhaust Waste Heat

Figure 1-2 Heat balance of a 1.4l spark ignition egine [5]

As can be seen in Figure 1-2, the available heatefmovery is in between 20% and 44%,
depending on speed and load. If the system welbe fmart of the cooling system for the IC
engine, then this could increase to around 60%.

The recovered energy will be stored in the fornbath hot water at saturation conditions
and water vapour, which has been generated by egogvthe heat from the exhaust gas
waste. A heat exchanger was developed by the priojethis purpose. The steam will then
either be used (expanded) immediately or storedniraccumulator and expanded, when

required, to generate work. A suitable expanderbéo used for this purpose was
investigated during the project.



1.3 Heat recovery and the HYSTOR system concept

The initial HYSTOR system concept was presentedBayley [6]. The merits of using a
vapour expander in a hybrid configuration are exjgld and the paper details the use of a
steam accumulator and vapour expander in a pakajlalid vehicle. The overall system

configuration for the original concept is showrFigure 1-3.

Throtitle

Exhaust 1\

Reserve

Computer
Control |

Fuel

: !
I
1
© I Exhaust
A Engine
|T0 —

sEeSTTTL

Figure 1-3 Concept configuration of a parallel stem hybrid vehicle [6]

Combustion
Engine

The main points for this system are the parallalping of the IC engine and vapour
expander, and also the computer control which pedooverall, supervisory control, and
individual control of the system components. Thagpgr uses drive cycles to predict the
fuel consumption reduction for such a system; theedcycles are FUDS (US Federal
Urban Driving Scheme) and FHDS (US Federal Highaying Scheme), which are now
replaced by FTP-75 [7] and USO06 [8], respectiv@lye paper compares the vapour system
with a gas turbine system, a diesel system andeaeldihybrid system, using these

comparisons it is suggested that there will berssicierable reduction in fuel consumption



1.3 Heat recovery and the HYSTOR system concept

for the FUDS cycle (up to 75% when comparing gabite to vapour) but little reduction

for the FHDS cycle (approximately 12.5% reduction).

Stobart & Weerasinghe [9] further review technigdies recovering heat from exhaust

gases using a bottoming cycle such as the Rankile.devices used for such a process

are presented — expanders and condensers, for Exanhhs paper goes on to develop a

simple model using QSS-TB (Quasi Static Simulafl@olBox, see Section 1.5 for more

information). This simple model was used to demmastthe expected fuel consumption

reduction when implementing the heat recovery syst€he basis of the heat recovery

system uses the closed loop power cycle based erehporation and expansion of a

working fluid commonly known as the Rankine cyd&eT-s diagram and a system diagram

are presented, in Figure 1-4.
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Figure 1-4 Rankine cycle, (a) T-s diagram from [1]) (b) schematic

This thermodynamic cycle will further be investigatand modelled in this thesis. An ideal

Rankine cycle is made up of four sequential preegshese are:
1-2: Isentropic compression, this takes place énpiimp;
2-3: Constant pressure heat addition in the babeumulator;
3-4: Isentropic expansion, this takes place inetkigander;

4-1: Constant pressure heat rejection in the casaten
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The control issues for the HYSTOR concept are dised by Stobart et al. [11] using the
notions of availability and exergy for the systélrhis paper develops the availability using
a system with the temperature points as shown entémperature distribution diagram

illustrated in Figure 1-5.

400
Exhaust gas

g
250 &

=]

S &

() ; S
128 & O
60 |

0 Length scale L

Figure 1-5 Temperature distribution for the heat exhange process [11]

Referring to Figure 1-5, the exhaust temperatutersrthe heat exchanger at 400°C, and
falls to 128°C on exit, the water is heated to isdion temperature of 250°C,
corresponding to a working pressure of 40 bar. ahalability for such a temperature
distribution, with an isentropic efficiency of 8095, calculated to be 150 kJ/kg. The paper
concludes that the expected steam sub-systemeeifigishould be within 20%. Stobart
[12] further investigates the availability approatth thermal recovery concluding that

acceptable efficiencies are available at safe dipgraressures — nominally 32% at 20 bar.

El Chammas & Clodic [5] also discuss the use ofdmning cycles for recovering thermal
energy from an exhaust pipe. The expander of cheasa steam turbine. Different fluids,
along with water, were investigated for their dility. Whereas alternative

thermodynamic fluids may give better efficiencig®re were instability and environmental

issues with them. This paper also defines a netorffaalled “Achievable Carnot Factor”

10
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(ACF) in order to compare different fluids. The AC&culates, for each fluid, the ratio of
a standard Rankine cycle efficiency to the maxinmdeal Carnot efficiency. In this way
the ACF provides a better analysis than efficiemmsy its own when analysing the
performance of the various working fluids considevethin the paper. The example given
is for and organic fluid R-245ca (also known as,2,2,3-pentafluoro-propane) with an
efficiency of 16% when used in a Rankine bottongggle, but when calculating the ACF,
the result is that the Rankine cycle can delivetauip3% of the maximum possible work,

which can lead to a different conclusion on theadility of the working fluid.

Publications from the automotive industry, suchiHasda and BMW indicate the interest in
this area. From his keynote address at the InstidditMechanical Engineers (IMechE),
VTMSS8 (Vehicle Thermal Management Systems) confegeRump [13] announced that
fuel consumption can be improved by up to 20% usiegBMW turbo-steamer concept.
Endo et al. [14] presented Honda’s concept fora henagement system, including heat
exchanger design and choice of expander. This paperts a thermal efficiency increase
from 28.9% to 32.7%, which equates to an overalprowement of 13.2%. Exact fuel

consumption improvements were not given.

The initial system configuration shown in Figur& Ivas superseded by the configuration
shown in Figure 1-6 which has some small, but irtguralterations. This configuration
shows the high pressure (HP) and low pressure (W&gr feeds and also includes the

system as part of the engine cooling control.

11



1.3 Heat recovery and the HYSTOR system concept
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Figure 1-6 Overall HYSTOR system concept

The overall HYSTOR system concept is describedbsws; heat is recovered, via a heat
exchanger, from the IC engine exhaust and storéakifiorm of accumulated hot water and
steam. Shaft work is produced by the steam expardkused to either:

(a) Assist the IC Engine driven vehicle, by addiogjue to the driveshatt, thereby
reducing fuel consumption and emissions, accunmgaéiny excess energy as
required,

(b) Drive an auxiliary power unit (APU), if the emggris not required by the vehicle
(for example the vehicle is braking or idling) tosere the energy is not wasted,
any excess energy can be used generate electiaitgharge an electric storage
device;

(c) Provide all the required torque to the drivefshmasulting in emissions free

driving for inner-city areas.

12



1.3 Heat recovery and the HYSTOR system concept

The exhausted, expanded, steam will then be coadeasd passed through the engine
cooling system or circulated directly to a pump doef being fed back into the heat

exchanger.

The choice of how best to utilise the steam expagdeerated work, items (a), (b) or (c) in
the previous list, will depend upon the architeetdeveloped or the mode that the vehicle
is being driven in. Possible labels for these mpdesesponding to the previous list, are:

(a) Motor Assist Mode;

(b) Charge Mode;

(c) Steam Only Mode.

These modes correspond to the HEV operating moetedet! in the next section.
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1.4 Control and optimisation strategies for hylwadhicles

1.4 Control and optimisation strategies for hybrid vehicles

Much research has been documented on the topi&bféhergy management and control
of the powertrain and energy management. As stptediously, the HYSTOR system

concept is the use of a steam system as an alterpatwer source in a hybrid vehicle. The
storage (battery) and driver (electric motor) af HiEV configuration is analogous with the

accumulator and expander, respectively, of thexstegorid configuration.

Some of the methods for controlling HEVs and FCEMantioned in this section could be
applied to the HYSTOR concept and so are furtheearched for their applicability to the

heat recovery concept.

An overview of the power management and controliregnents of HEVs is given by
Chau & Wong [15], the four main HEV configuratiomsere presented and discussed.
These configurations are:

(a) Series Hybrid;

(b) Parallel Hybrid;

(c) Series-Parallel Hybrid;

(d) Complex Hybrid.

These configurations were discussed in detail witthie paper, along with the power
control strategies that need to be employed forh ezanfiguration. This paper also
highlights some key issues that need to be coreddehen designing the control strategy
for a hybrid vehicle, these issues are related E/$] but can be considered for the
HYSTOR configuration, the issues are as follows:

() Optimal Engine Operating Point — on the torgpef&d plane;

(i)  Optimal Engine Operating Line — for differenbywer demands;

(i)  Optimal Engine Operating Region — with respexfuel efficiency;

(iv)  Minimum Engine Dynamics — to regulate the emgispeed to avoid fast

fluctuations;

14



1.4 Control and optimisation strategies for hylwadhicles

v)

(vi)

(vii)

(viii)

(ix)

x)

Minimum Engine Speed — low speeds usually meanflel efficiency so a
threshold should be derived to avoid this;

Minimum Engine Turn-on Time — to avoid repeatedning on and off on
the IC engine as this could result in low fuel@éncy;

Proper Battery Capacity — so that the battsryised efficiently (this could
relate to steam accumulator capacity for the HY SToORCept);

Safety Battery Voltage — to prevent damagthg battery (this could relate
to steam pressure for the HYSTOR concept, the preshould be kept at a
safe level not just for the steam accumulator diga for passenger safety);
Relative Distribution — of power generated bgtIC engine and the electric
motor correctly distributed over drive cycles (tkuld relate to the steam
expander for the HYSTOR concept);

Geographical Policy — if electric only driving required for emissions free
driving (this could relate to steam only driving tbe HYSTOR concept).

On a similar note, Walters et al. [16] gave an wmsv of various powertrain configurations

either in production (at the time of writing — 200for example the Toyota Prius and
Honda Insight, or under development, the GM Predeptd P2000 and DaimlerChrysler
ESX3. These HEV configurations are compared withiveational vehicle configurations,

namely the Chevrolet Impala, DaimlerChrysler Codeoi~ord Taurus, Honda Accord and

Toyota Camry.

Hochgraf et al. [17] introduce and discuss twdedént control strategies for a series HEV

configuration, these control strategies are:

Power-tracking where the engine/alternator output follows the @ow
demand from the road/driver;

Load-Levelling where the output of the engine/alternator is @mtsand any
excess power is used to charge a battery.

The characteristics and efficiencies were examine@ach strategy and it was concluded

that the Load-Levelling strategy yields better f@fficiency. This could relate to the
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1.4 Control and optimisation strategies for hylwadhicles

HYSTOR concept in that the output from the IC eegand steam expander, coupled, is
constant and any excess energy is used to gersteat@ which is stored in an accumulator

for use when the power demand increases.

These strategies are also mentioned by Walterma8j {vho additionally presents a
hierarchical control structure, with respect tecesies HEV configuration, which consists of
an upper level of outer, or global, control loops@ading down to inner, or local, control
loops. The local control loops are faster thanglodal control loops because the dynamics
are higher. The upper level structure, the globalp(s), is used for developing
optimisation. The lower, local, levels consist bktreal components, for example IC
engine, generator, battery and so on, whilst thepufevels include the energy management
and drivetrain management. This thinking could lgds applied to the HYSTOR concept,
with the local controls relating to control of thgstem components, for example, the pump
and expander. The global control will relate toeswsory control of the overall system

and this will include optimisation algorithms.

Wittmer et al. [19] discuss operating modes witspet to a parallel HEV configuration. A
set of clutches were employed within the drivetsahich determine how the IC engine and
the Electric Motor (EM) are connected within theygotrain, to the flywheel or directly to
the transmission. This paper also discusses casttaibgies that are as follows:

(a) Electric Based,

(b) Fuel Based;

(c) Combination of Fuel and Electric Based.

These control strategies were developed and usddtesmine which strategy is the best

for achieving the optimum fuel efficiency for th&M vehicle.

Zhang et al. [20] also discuss operating modes twhave slightly different titles, these
modes are:
(a) Electric Motor only;

(b) IC Engine only;
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(c) Combined Electric Motor / IC Engine;
(d) Electric CVT,;

(e) Energy recovery (charging);

(f) Standstill.

The control issues discussed were to optimisedoesumption and emissions with respect
to which modes are used. Operational modes (g)(¢band (e) were also investigated by
Schouten et al. [21], who introduced an additiomalde for regenerative braking. These
operating modes could be considered for controltimg HYSTOR concept; the system
should be able to operate in modes (a), (b), €3)ad (f).

Real Time Control Strategy (RTCS) was discusseddtwson et al. [22] and was used to
optimise both fuel efficiency and emissions, widspect to a parallel HEV configuration,

by considering the dynamic vehicle operating coodg such as recent events, relating to
torque demands, and battery status. A set of dovdrables were detailed which relate to
the battery state of charge (SOC), torque thresha@ldd battery status. A stepwise

algorithm was presented for the RTCS.

Another strategy introduced by Montazeri-Ghi ef28] is Electric Assist Control Strategy
(EACS) where a genetic algorithm was developed witeost, or fitness, function to

minimise fuel consumption and emissions. This eeldb a parallel HEV configuration.

One of the goals in the control of hybrid vehiclasd the HYSTOR concept, is to reduce
fuel consumption, a strategy that has been developeassist this goal is the Equivalent
Consumption Minimization Strategy (ECMS) which wiasroduced by Paganelli et al.
[24] and further developed by Paganelli et al. |[d%his strategy converts power flow into
an equivalent fuel cost for parallel HEV configuoais. The basis of the strategy is that
when the HEV is charging the electric battery a#i a®providing mechanical power to the
vehicle, more fuel will be consumed than when thtdny is being discharged and hence

the electric motor is contributing to the power foe vehicle. The following diagrams are
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1.4 Control and optimisation strategies for hylwadhicles

re-created from [24]. Figure 1-7 shows the enetgw ffor when the HEV is discharging
the battery and Figure 1-8 shows the energy flawioen the HEV is charging the battery.

Equivalent motor
fuel flow
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~ ~
future power ~T——-—
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Instantaneous
engine fuel flow

¥ Fuel Tank
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IC Engine
Mechanical
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Motor

Jlnstantaneous

electric power

Figure 1-7 Energy route for the equivalent fuel flov consumption of the electric motor for a positive

current (discharge
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Figure 1-8 Energy route for the equivalent fuel flov consumption of the electric motor for a negative
current (charge case) [24]

Rodatz et al. [26] investigates the ECMS stratagyher for fuel cell vehicles as does
Paganelli et al. [27], the latter states that EGIMS be used for other hybrid configurations.
Sciarretta et al. [28] validates the ECMS strategpinst previous strategies and cost
functions. Guezennec et al. [29] compare ECMS aitla priori method of control and
optimisation to determine the best strategy fortmdimg Fuel cell and FCEV models. A
later article from Sciarretta [30] gave an overvieiv HEV control and optimisation
techniques including ECMS, the article concludesshgting that feedback control and
ECMS provide good optimisation, compared to dynapmmgramming techniques, which
primarily use drive cycles for optimisation. Thigiele also suggests that future control and
optimisation will use outside information from, faxample, a GPS system to gain
knowledge on the possible drive cycle for eachrjeyrand make adaptations to the control

accordingly.

Results reported for the ECMS system are betwee¥d BHnhd 30% fuel economy

improvement compared to a conventional vehicleh &it% improvement when compared
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1.4 Control and optimisation strategies for hylwadhicles

to an HEV using SOC control algorithm. The ECMS am instantaneous control

configuration and hence does not useaapriori knowledge when calculating the cost

function, hence it is highly suitable as a realeiocontroller.

The ECMS could be investigated for the HYSTOR cphcés stated previously the

charging of the electric battery can be likenethstoring of the generated, excess, steam

in an accumulator, in this way the ‘charging’ awlistharging’ of the steam accumulator

can be considered when developing an optimisatigorithm for the system that would

employ the techniques of ECMS. A possible configarais shown in Figure 1-9.
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Instantaneous
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RNt

ExhaUSf IC Engine
E> Mechanical
Heat — Power
Exchanger Reduction
A
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A

»
»

Figure 1-9 Possible configuration for the HYSTOR sgtem using the ECMS control strategy

When the system is in discharge mode, and steabeiisy used by the expander, the

equivalent fuel is being consumed, and when th&esyss in charge mode, steam is being

accumulated and fuel is being saved.
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The use of fuzzy logic to control and manage a idypowertrain has been investigated by
Kheir et al. [31], this paper also uses the ECM&ids part of its engine management
approach. Tzeng et al. [32] and Huang et al. [8Bjp used fuzzy logic. These papers are
linked in using an integrated mechanism for enengynagement. Schouten et al. [21] also
used fuzzy logic to control the different operatimgdes that are presented in the paper.
Lin et al. [34] compared two different control alijoms, one rule based (i.e. using fuzzy
logic) the other a dynamic control algorithm, itdencluded that the dynamic control

algorithm resulted in a lower fuel consumption titfae fuzzy logic based algorithm.

Musardo et al. [35] developed an adaptive contraltesgy that uses ECMS to improve fuel
economy and reduce emissions. The resulting pediocen of the adaptive control is lower
than the global optimum, but it is claimed that steategy developed gives a more robust
real time solution. Another adaptive control scem& presented by Jiang et al. [36] which
presents control strategies related to maximumutudpthe alternative energy source (for
example a battery power source) or maximum effoyear a combination of the two,
which adapts with respect to the state of the gnstgrage (e.g. State of Charge - SOC),

this creates a power sharing control strategy.

A Model Predictive Control (MPC) method is discusdy Vahidi et al. [37], this method
does not use drive cycles apriori knowledge. This paper states that the power demands
can be split into rules based for instant demamub @ptimisation based for long-term

demands.

A key discussion point in much of the research, dgample Paganelli et al. [25] and
Musardo et al. [35], is whether to base controioast on global, or local commands.
Global refers to use @ priori knowledge for example the use of driving cyclesdatrol
and optimise, whilst local refers to current systeariables for example, SOC. Global,zor
priori, actions or commands are not really suitable f&eal Time Control scenario, but
are useful for investigating fuel consumption. Dgrthe modelling phase of a project this
control is usually via a Map Based Control stratebgcal optimisation and control

requires a cost function to be developed with reisfee certain system variables, such as
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1.4 Control and optimisation strategies for hylwadhicles

fuel consumption and, for HEVs, SOC. This resultsa real-time algorithm being

developed.

Delprat [38], investigated and developed two opation algorithms to be used in
controlling an HEV. Both algorithms use torque g@®ar ratio as decision variables, taking
into consideration the SOC of the battery. Whilss ttechnique could be applied to the
HYSTOR system concept, it is probably beyond thepscof this thesis, but should be
considered for future work. The reason for thi;mmgehat the scope of the HYSTOR project
is primarily concerned with the development andtcdof the components of the steam
system, the components of the vehicle (such agdagbox) will be observable, but not

controllable at this stage.

In a paper by Suh & Stephanopoulou [39] the coatilim of control issues for a fuel cell

system is discussed, which states that lack of aomcations between inner control loops,
in this case a fuel cell converter and compredsags to low system performance with
respect to optimisation. When communications ateduced and with good supervisory
control, the performance improves. This is an isthet should be considered when
developing the supervisory control architecturetfm HYSTOR system, it is important to

get the level (global or local) of communicationtiaeen the IC engine system and the

expander system correct to get the best performance

In Scordia [40], an optimisation tool was develgpathitrarily called ‘KOALA’ by its
developer, using dynamic programming and is a goask to predict the possible fuel
consumption reductions for HEVs using drive-cyclesmparisons of different HEV

configurations are possible using the method.

In Stobart [11], an overview of the control coneepor the HYSTOR concept were

investigated and presented. The design of thereeavery system was examined through
the use of energy/heat balance theories. The ai#ifawas discussed and the variables
that affect the availability and overall systemfpanance were considered, these variables

are:
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Exhaust gas temperature;
Exhaust gas mass flow rate;
System operating pressure;

Steam dryness, or quality, fraction.
It is anticipated that these variables will fornethasis of control dynamics so that the

energy production and storage can be controllesloh a way as to ensure the vehicle is

operating at its optimal efficiency, with respaxbibth the IC engine and steam expander.
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1.5 Software modelling tools used for hybrid vehicles

Many different modelling tools have been develomedl utilised in the process of
modelling hybrid configurations and control stragsg A common link between all the
modelling tools, presented in this section, is ttiay have all been developed in a
Matlab/Simulink environment. This is because theldmaenvironment is ideal for creating
and developing mathematical models for engineempglications and solutions, the
Simulink toolbox components include specific iterfts developing controls, signal

processing and real-time programming.

Guzzella et al. [41] and Rizzoni et al. [42] uskd Quasi Static Simulation ToolBox (QSS-
TB), developed at the ETH University in Zurich, &eirland [43]. QSS-TB is a backward
looking simulation toolbox, this means that theu'sa and effect’ calculations are reversed
so that rather than calculating the speed fronkitmsvn acceleration and force, the speed is
used to calculate the acceleration and force requm meet the demands made upon the
vehicle. The drive cycle is fed into vehicle andadpox components that calculate the
torque required from the engine component in otdaneet the drive cycle requirements.
The engine component then calculates the fuel ecopsan. The HYSTOR project began
the software modelling process by using QSS-TB. #énventional (no-hybrid)
configuration is shown in Figure 1-10. How QSS-TBswsed to model HYSTOR Hybrid

models will be further investigated in Chapter 2.

dw_rad
1H100km

L

dr

T_rad

Wehicle IC-Engine

Gearbox

Cyile
Tank

Figure 1-10 Conventional vehicle model using QSS-TB
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An alternative method of calculating the fuel camgtion is for the drive cycle to be fed
into an engine component which uses acceleratidnf@ice calculations to determine the
speed and load required and in turn feeds thesétgderward to the gearbox and vehicle
components, this is how forward looking simulationls operate. An example of a forward
looking simulation modelling tool is Powertrain $ms Analysis Toolbox, PSAT [44],

which was used in research by Kheir et al. [31]APSvas developed by the Argonne
laboratories in Chicago. Argonne hosts the DepartraEEnergy support group for hybrid
and electric vehicle research in the USA. This nodgtool was also used within the
HYSTOR project. PSAT uses the forward looking cqtcand is suited to the dynamic
system of the HYSTOR configuration. Further detaits given in Chapter 2.

Another forward looking simulation tool is ADVISORsed by Johnson et al. [22], Zhang
et al. [20] and Montazeri-Ghi et al. [23]. Thigmsilation tool was developed by the
National Renewable Energy Laboratory (NREL) an@nsadvanced vehicle simulator. It
has now been commercialised and is available omvé#iesite from AVL [45]. ADVISOR
is used to develop models for light and heavy weigkhicles in conventional

configurations and also using hybrid and fuel cetifigurations.

Other examples of modelling tools used in previmsearch include VP-SIM and PSIM.
VP-SIM, used by Rodatz et al. [26] is a modularlaole forward simulation tool box
developed by Ohio State University. PSIM is anofleeward looking simulation tool and
was used by Tzeng et al. [32] and Huang et al. [33]

In a paper produced as part of the HYSTOR projdotyjnsham et al. [46], discuss how
both the QSS-TB and PSAT were used to develop ti8THDR Hybrid vehicle models
and some early results for the system when rundiffgrent lightweight driving cycles
with the models. More detail for the developmenthed HYSTOR system using software
modelling tools can be found in Chapter 2. Thisguagiso discusses the expander test

setup and results which is further discussed inp@&he.
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1.6 Objectives of the thesis

As stated in Section 1.3, the novel heat recovencept utilises the heat that is otherwise
wasted from the IC engine exhaust by recoveringgsnia the form of heat and this is used
to raise steam from water. The HYSTOR project aongstablish scientific aspects of this
novel energy storage through analysis and by usiofjware modelling techniques

supported by experimental validation. The end pebflr the project, as well as test results
and discussion, is to present the strategy andtectire to control such a system, with a

view to optimising fuel consumption whilst retaigimehicle performance.

Two hybrid vehicle modelling toolboxes, QSS-TB dP8AT, were used to develop and
test different hybrid configurations and also wased as a building block to develop and
model the different components for the systemgeb@ample heat exchanger and expander.
Background for these toolboxes is detailed in Cé@ptthe reason for using two separate
toolboxes for the modelling was so that a comparieb results could be made, which
would validate any possible fuel consumption imgments. Also, for reasons given in
Chapter 2, QSS-TB tended to be easier to adaptfasidto execute, whereas PSAT,
although slower, was more suited to the dynamicshef HYSTOR system, and hence
would provide more realistic results. Both modg]litools are capable of working with
drive cycles, such as NEDC — New European Drive€jt7], hence, the results from both

modelling tools were compared and presented.

The MatLab/Simulink environment was used to devellop controls required for the
system. Initially the individual components of thygstem were modelled, for example the
heat exchanger, and individual controls were deyeglofor each component that required
control. Progressing on from this, overall, or sws®ory, control dynamics were developed
for the system. Simulink was used to develop bbéimdividual and overall control, with
the model being validated using the QSS-TB and P8&dels when the control dynamics
performed satisfactorily.
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GT-SUITE, developed by Gamma-Technologies [484 software modelling tool that can
be used to model engine configurations. The HYS@dect used GT-SUITE to initially
model the expander configurations used in the edgramesting phase. This had two
purposes, (i) it can validate the results the HY&T@oject obtained from the expander
testing; (ii) the results can be used to scaléhepekpander models and then be compared to
the medium expander test results; hence provingdigproving, the scalability of the
expander models. GT-SUITE was also used to comadts using different media, for

example steam and compressed air at various pesssur

A mini test facility was developed to test thre#fadent expander configurations (uni-flow,

rotary and counter-flow) to determine which confifion was most suitable for use as a
steam expander. The test facility for the mini testl will be presented along with details
of how the required test data was acquired. Thatsesf the tests will also be presented in

this thesis.

The main objectives of this thesis are as follows:

1) give a review of the expander testing completedyuding discussions of the results;

2) present an overview of the software modellingqremned for the project;

3) discuss, in detail, how the control architectwes developed, designed and tested,;

4) discuss possible optimisation strategies and timy could be applied to the system
concept;

5) summarise the project progress, draw conclusaodsdiscuss future work in this area.

These items will fulfil the aims of the researclojpct to develop a robust and controllable
system that will optimise the fuel consumptiontod HYSTOR system, whilst retaining the
performance of the vehicle and also ensuring teetficiencies of both the IC engine and

steam expander systems are optimised.
The overall aim of this thesis is to fully investig optimal control architectures for the

system and to demonstrate how such a configuratonbe applied to the hybrid vehicle

scenario as specified by the system concept.
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2 Software modelling
and simulation of the
HYSTOR concept
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2.1 Introduction to software modelling

This chapter discusses the two modelling toolbox@SS-TB and PSAT, which were
used to create models of the HYSTOR concept in kaithywehicle application. An in

depth description is given for each of the tooll®awng with how the HYSTOR models
were developed. The reason for using two sepénatboxes for the modelling was so
that a comparison of results could be made, whiohlavassist in validating any fuel

consumption improvements.

This initial phase of modelling was used to devebopl test different heat recovery
systems within a hybrid vehicle configuration. Tdmaventional vehicle models that were
available with the modelling toolboxes were usedaasuilding block to develop and
model the different components for the heat regpsgstem, for example heat exchanger
and expander. The two modelling toolboxes allowesl use of standard drive cycles to
run the models and, hence, compare results, whaech avgood way to determine the
performance of the heat recovery systems. Oncetuels were verified, they were used
to further develop the control strategy, as dedameChapter 5

The main difference between the two modelling tog#s is the way that they handle the
cause-and-effect relationship of the system beindetbed. The conventional strategy is
to calculate the vehicle acceleration from givercés. Having knowledge of the vehicle
acceleration, the wheel, gearbox and engine aatiles can also be calculated and
hence the fuel consumption required to meet theselerations. This conventional

strategy will be referred to as a forward lookingdel. Forward looking modelling is

more suited for modelling dynamic systems, i.eteaysmodels that involve changing
dynamics of a system using differential equatidige alternative to the forward looking

model is a backward looking model, this strategyerses the cause-and-effect
relationship and uses the acceleration data, frorangspeeds at discrete times, to
calculate and the forces required to provide thesmelerations, the calculations then

work back to use engine maps that relate speedlcad to fuel consumption. The
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backward looking model strategy is a fast modeltechnique which makes use of such

“non-causal” models.

The first toolbox used was the Quasi Static SinmaToolBox (QSS-TB) [43], which is
a backward looking hybrid simulation tool developeyg Eidgendssische Technische
Hochschule (ETH) in Zurich. The models developedg€)SS-TB are further discussed
in Section 2.2.

The second toolbox used was Powertrain Systemsysisal oolbox (PSAT) [44], which
is a forward looking toolbox developed by Argonnatidnal Laboratories (that hosts the
Department of Energy support group for hybrid aletteic vehicle research). How the
hybrid model components were adapted from being use¢he QSS-TB model to the
PSAT model is presented in Section 2.3. Sectionpg4ents the drive cycles that were

used to run the software models.

The results for each of the model runs are predemteSection 2.5 for QSS-TB and

PSAT. The results are summarised and conclusi@ngrasented in Section 2.6.
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2.2 Software modelling of the HYSTOR hybrid using QSS-TB

This section will detail the software modellingadegy employed when using the QSS-

TB as a modelling tool.

2.2.1 Introduction to QSS-TB

The QSS-TB is a toolbox developed by ETH in Zuricm, more specifically, the
Measurement and Control Laboratory at the Swissefadnstitute of Technology in

Zurich, Switzerland.

The toolbox uses the Matlab/Simulink platform, avaks developed with the intention of
creating a flexible, easy to use toolbox that sated different powertrains in order to
determine the fuel consumption, moreover the toolisofreely downloadable [43] and
has various different powertrain components suclfuakcell, battery storage, electric
motors and generators, that can easily be appdied iybrid vehicle configuration. As
stated in the introduction to Chapter 2, the QSSH B backward looking simulation

toolbox.

A conventional vehicle model using QSS-TB is shawRigure 2-1.

vi—»lv w_rad *w_rad w_Usb ;
2 rac N I
dv[—® dv dw_Ueb
T_rad 1, T rad 11100km
Vehicle N IC-Engine v L [
i i T_Ueb
Gearbox x tot
x_tot -
Cycle Tank

Figure 2-1Conventional ICE driven vehicle model usig QSS-TB

As can be seen in Figure 2-1, the model is drivem somponent, or Simulink function

block, calledCycle. The standard drive cycle consists of a time vedpeed vector (v)
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2.2 Software modelling of the HYSTOR hybrid usin§®TB

and a gearbox vector (i), on initialising the dakegse vectors are loaded into the Matlab

workspace and the acceleration vector (dv) is tatled as follows:

dv=(v(n)-v(n-1))/h
Where h is the step size used in the simulationendthe Cycle block accesses these
vectors, and outputs the vector elements for eaep, sadditionally the distance is
calculated (x_tot) using the speed and step ddte. outputs of this block are vector
elements representing the following parameters:

v speed (m/s);

dv acceleration (m/s?);

i gear number;

X_tot total distance (m).

The speed and acceleration parameters are fedairitmction block representing the
Vehicle; this block uses these input parameters along wéthicle data stored in the
Matlab workspace, representing the inertia andstasce parameters, to calculate the
torque on the wheel. The block also uses the wiaeilis to convert the speed from m/s

to rad/s and the acceleration from m/s? to rad/isé outputs of th&/ehicle block are as

follows:
w_rad speed of wheel (rad/s);
dw_rad acceleration of wheel (rad/s?);
T _rad torque on the wheel (N m).

The next function block in the model is t@earbox; this block uses the outputs from the
Vehicle block and the gear number from t8gcle block and calculates the speed and
acceleration of the gearbox. Additionally the blockiculates the power direction —

engine to wheel or wheel to engine and in this ey positive or negative torque,

respectively, on the gearbox is calculated. Thepust of theGearbox box are the

following parameters:

w_Ueb speed of the gearbox (rad/s);
dw_Ueb acceleration of the gearbox (rad/s?);
T _Ueb torque on the gearbox (N m).
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The penultimate block in the conventional vehicledel chain is théC-Engine block,
this block uses all the outputs from th&earbox block and calculates the fuel
consumption required by théC-Engine in order the meet the speed and load
requirements determined by tehicle andGearbox. This calculation is done by using
an engine map, or a look up table, that uses tkedspnd load as inputs to find the
corresponding fuel consumption. This map has eibleen calculated, using the Willans
parameter [49], or is a result of real engine ddiae IC-Engine block takes into
consideration idle, deceleration and fuel cut-afints before using the fuel consumption
map. The output from th€-Engine block is simply:

V_Vm consumption (kg/s).

The final block for the model is thEank block, which uses the consumption information
from thelC-Engine and the distance (x_tot) from ti@ycle block to determine the fuel

consumption over the drive cycle, the output ispneed as litres/100 km.

The conventional model is used to compare the reifite fuel consumptions obtained
from the HYSTOR Hybrid vehicles in order to detemmiif the hybrid configuration

improves the fuel consumption, or not.

2.2.2 HYSTOR hybrid model using QSS-TB

The QSS-TB contained some functions for Hybrid telewehicle and fuel cell vehicle
configurations, but not for a steam system hybgfiguration, hence new function
blocks were developed to representHgbrid Interface and theSeam System, this

configuration is shown in Figure 2-2.
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Figure 2-2 The HYSTOR hybrid vehicle model using QS-TB

TheHybrid Interface block is shown in detail in Figure 2-3.
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Figure 2-3 Hybrid interface block

The Hybrid Interface block uses the gearbox speed (w_Ueb) and load €b) U
parameters from th&earbox block, a reduction ratio was used in order to levhe
Seam System block with the engine speed in revolutions peosdc The gearbox speed
is passed along to the steam system as receivexlgdérbox load is converted from
torque (N m) to mep (Pa) using the displacementimel to give the engine load. The
Seam System returns the torque developed which Higbrid Interface subtracts from the

Gearbox Torque and presents the remaining torque (T_GTh)adC-Engine. The outputs
from theHybrid Interface are as follows:

T GT torque demand on IC engine (N m);
engine_speed speed of the gearbox (rad/s);
engine_load load on gearbox (mep Pa);
gearbox_speed speed of expander (revs/s);
torque_demand torque demand from gearbox (N m).
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2.2 Software modelling of the HYSTOR hybrid usin§®TB

The Steam System block uses the engine speed and load data fromdybeed Interface to
determine the exhaust properties in order to perftveat transfer calculations, the
gearbox, or expander, speed is used to calculatendximum possible work from the
steam expander given the heat transfer. The ofitpuit the Sleam System is the torque

developed by steam system (N m).

The Seam System block contains two sub-blocks as can be seengar€&i2-4.

expspeed
. exp speed
engine speed
9 pe ( E } * ¥ expander speed pnwer

gearbox
speed power

Twd
speed
27 engine load i
engine torqua—————®( i )]

engine
speed

Torque
developed

load

Steam Generator Work

Figure 2-4 Steam system block for a basic steam sy

The Seam System consisted of a simple heat exchange calculatimtkbl Seam
Generator which uses the engine load and speed data frordythied Interface block to
determine the exhaust temperature and mass fl@wratiook-up tables. Using this data
a simple heat transfer calculation was performedthvinesulted in a heat output; this
parameter was then used by iWerk block along with the expander speed, to calculate
the maximum possible work a conceptual expandeldcprovide. This was calculated
using the given enthalpies for the upper and losystem pressures (18 bar and 1 bar,
respectively), the different between the two engiesl results in the ideal isentropic work,
allowing for expander efficiency, set at 0.8, theoander work can be calculated. The
work was then converted to torque for tgbrid Interface. The Steam Generator used a

simple boiler model which is visualised in Figur&.2
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Figure 2-5 Simple boiler model

The calculations for thé&eam Generator were based on a three phase heat transfer

between the exhaust gases and the water/vaposiistsinown in Figure 2-6.

T Hot fluid flow
Cold fluid flow

TS&'[

LPhase‘?: Phase 2 Phase!

»la
» <

»
>
1 1 '
' .

Figure 2-6 Three phase heat transfer for the heatxehanger model
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During phase one the water flows into the heat amghr at ambient temperature; T
and is heated to saturation point, phase two mtheesaturated water to saturated vapour
(evaporated, &) and finally, phase three superheats the vaporgaoh T, at the output
of the heat exchanger. Referring to the temperatiatgelled in Figure 2-6, the equations

used are as follows:

Qtotal =m.C pe'(Thi _Tho) (2.1)
Quota =Q +Q, +Q; (2.2)
Q =, (T ~To) (2.3)
Q= rhs'hfg (2.4)
Qs =My Coe(Tep ~ Tzt (2.5)

Where:

I, is the mass flow rate of the exhaust gas, kg/s;
Cpe Is the specific heat of the exhaust gas, kJ/kg K;
m,, is the mass flow rate of water, kg/s;

Cpw IS the specific heat of water, kJ/kg K;

h;, is the latent heat of vaporization at boiler pues<18 bar), kJ/kg;

fg

Cps Is the specific heat of steam at boiler pressugebar), kJ/kg K.

T, was assumed to be at ambient temperatureTgnavas assumed to be equalTy, .

This is referred to as the boiler model. The conep&mulink model files for the boiler

model can be found in Appendix B.1.

Using this model, a simple optimisation task wasied out using different values for the
boiler pressure and to compare the work/torqueuduty each, the optimum value was
chosen to be 18 bar as this gave the best resuliglzer pressures the work output was
not increased, this is due to the larger tempegatiifferences, and hence less heat

transfer.
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2.2 Software modelling of the HYSTOR hybrid usin§®TB

The initial boiler model used the instantaneousirst@s it was generated; hence there
was no control over the steam use. An improvemanthfe control in the model was to
add a simple mechanism when using the steam iNn& block. This used the torque

information from theHybrid Interface and coupled with the following algorithm:

if IC-Torque Required =<0
accumulate steam

else
if IC-Torque Required < Steam-Torque
only develop IC-Torque
accumulate any un-used steam
else
develop Steam-Torque
end-if
end-if

This is referred to as the accumulator model essimulating the accumulation of steam,
whereas the previous models instantaneously uséoeahvailable steam, whether it was
required or not. The complete Simulink model fikes this model can be found in
Appendix B.2.

2.2.3 Running the QSS-TB models

For each of the models created using QSS-TB, lisiiion files were required in order
to run the model. These files can be found in ApipeB.3.

There were two sets of data used, one of whichesgmted the vehicle data for a
Volkswagen (VW) Golf 1.6 litre; the other represshta conceptual small car using a
Ford 13 engine, both of which used a mass=1181thg,is nominally the weight of a

VW Golf, no data for an 13 car was available. M# Golf data was chosen due to this
vehicle being used as a European standard forrodse@he Ford I3 engine data was
obtained experimentally at the test facilities I tUniversity of Sussex. The Ford I3

engine is a 3-cylinder, in-line, Direct-Injectiorp&k-Ignition (DISI) engine with a
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2.2 Software modelling of the HYSTOR hybrid usin§®TB

capacity of 1.1 litres, the engine was suppliedig/Ford Motor Company. The Ford I3
engine was used most recently in the research Hy[90].

For the Golf, the engine maps used to relate teeds@and load of the engine to exhaust
gas temperature and exhaust mass flow rates wesaéedrusing scaled down data from a
7.2 litre Caterpillar diesel engine. This data baén recorded during an earlier research
project, at the University of Sussex, and the teaipee and mass flow rates were scaled
down to represent a smaller passenger vehicle engior the I3 data real engine data

was obtained, at different speed and loads, from Fbrd 13 engine, again at the

University of Sussex, and the engine maps for esthgas temperature and exhaust mass

flow rate were created from the recorded data.

2.2.3.1 VW Golf exhaust data maps

Figure 2-7 shows exhaust maps for the VW Golf. &kleaust temperature and mass flow
rate maps that were used as 2-D lookup tablesitHhSTOR steam system models, the
access vectors are speed (rad/s) and load (bra&e effective pressure, BMEP, in Pa).
These maps were derived from data acquired fordifre, Caterpillar diesel engine,

which was scaled down to represent a smaller pgss@ehicle engine.

Exhaust gas temperature map Exhaust gas mass__flow rate map

1000

e, K
a b
U
5 2 3

@
9
=1

Temperatur
i
m
g

oon speed, rad/s 0o

speed, rad/s mep, Pa

mep, Pa

Figure 2-7 Exhaust gas maps used for the VW Golf nalels
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2.2.3.2Ford I3 engine tests

The Ford I3 engine at the University of Sussex aaslable for the HYSTOR project to

run at varying speeds and loads in order to oletaihaust gas temperature and mass flow
rate data. This data was used to create the exdatestmaps for lookup tables in the
HYSTOR steam system model. Table 2-1 shows thedspee load steps used along with

the data acquired for exhaust temperature and skhaass flow rate. The recording was

done using the INCA measuring and calibration {&dl] system which communicates

with the engine management system.

Engine speed Engine load Exhaust gas Exhaust gas mass
temperature flow rate
rpm rad/s Nm bar °C kals
1000 104.72 13 1.5 229.7 0.0060
35 4.0 403.4 0.0053
64 7.3 596.1 0.0098
2000 209.44 13 15 311.8 0.0121
35 4.0 550.0 0.0098
70 8.0 747.6 0.0177
84 9.6 816.0 0.0197
3000 314.16 13 1.5 397.0 0.0214
35 4.0 621.7 0.0160
70 8.0 800.0 0.0250
89 10.4 888.9 0.0316
4500 417.24 13 1.5 752.4 0.0162
35 4.0 822.2 0.0258
70 8.0 872.2 0.0442
89 10.4 883.8 0.0488
6000 628.31 13 15 833.8 0.0224
35 4.0 883.3 0.0360
66 8.0 883.8 0.0560
73 8.1 888.9 0.0610

Figure 2-8 shows the exhaust maps for the Forch¢gne. The exhaust temperature and
mass flow rate maps that were used as 2-D looKknlpgan the HYSTOR steam system

models, the access vectors are speed (rad/s) addBMEP in Pa). These maps were

Table 2-1 Ford I3 engine test results

created from the Ford I3 engine test results data.
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Figure 2-8 Exhaust gas maps used for the Ford I3 ndels
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2.3 Software modelling of the HYSTOR hybrid using PSAT

Whilst the QSS-TB model was easy to use and devilepHYSTOR model with,

because it is a backward looking model, it could represent the effects of realistic
dynamics. By using PSAT, which is a forward lookirynamic modelling tool, the

results generated would be more realistic. Thisigeevill detail the software modelling
strategy employed when using PSAT as a modelliag to

2.3.1 Introduction to PSAT

The PSAT modelling toolbox was developed by Argomeional Laboratories (that

hosts the Department of Energy support group fdaridyand electric vehicle research).
The toolbox is written using Matlab and Simulinkdahas a wide range of vehicle
applications from small passenger vehicles to largavy duty vehicles. The model
contains a library of vehicle components to cholbeen and also some pre-configured
vehicles to base the models on. The modelling &tsd uses several different powertrain

configurations, for example series hybrid and pekalybrid electric vehicles.

When using the PSAT tool, the first step was tbezitoad one of the pre-configured
vehicles to use as a baseline. Examples of theqgrBgured vehicles are a Honda Civic
1.6 litre parallel hybrid, Ford Focus 1.9 litre am@&UV (Sports Utility Vehicle) Explorer
4 litre series hybrid. The powertrain configurasavailable are as follows:

Conventional,

Electric;

Fuel cell;

Parallel hybrid,;

Series hybrid (IC eng / electric motor);

Series hybrid (Fuel Cell / electric motor);

Power-split.
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2.3 Software modelling of the HYSTOR hybrid usirfgAT

For each of these configurations there are furttheices for two or four wheel drives,
manual or automatic transmission and for hybridfigomations a choice of where the
secondary mover is positioned, for example, prestrassion. The configuration for a
conventional vehicle used for comparison for fuehsumption purposes, is shown in

Figure 2-9.

‘%\i\

9

Gearbox Differential Wheel Vehicle

Mechanical Torque
Accessory Converter

THOH L

Battery Motor cz?;(;w:g

Ek

Electrical
Accessory

Figure 2-9 Conventional vehicle model using PSAT

For each vehicle configuration, there is a choidecomponents available. Each
component has its own Simulink library. The Simklibraries can be adapted to change
the behaviour of the model. The engine componeotsecwith a selection of engine
maps, representing a hot engine or a hot and cgjohe. The models developed all used
a hot and cold engine map, as this is similar eortfaps used within QSS-TB. Figure

2-10 shows an example of a Simulink library for gémgine library component.
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Figure 2-10 PSAT Simulink library for the engine canponent

The eng_map_hot_and_cold block is the actual component Simulink block that
compiled into the vehicle configuration. Thend _eng block sets out the signal
conditioning for the component which means it ispansible for obtaining the inputs,
data and commands, to the component block. @te eng block deals with any
constraints, or operating limits, that the compankas, for example maximum or
minimum speeds.

The conventional vehicle used was for a Honda Clv&litre, the specification for the
vehicle is summarised as follows:

Engine: SI, 1600, engine map hot and cold,;

Wheel: two wheel drive;

Transmission: automatic;

Vehicle Mass: 1230 kg.
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2.3 Software modelling of the HYSTOR hybrid usirfgAT

2.3.2 HYSTOR hybrid model using PSAT

The HYSTOR project team worked closely with Argotoalevelop a new configuration
for the HYSTOR system. A new component was developaled steam system. This
enabled the development of the steam models, ubsgnodels developed using QSS-
TB as a baseline, then updating them so that tleydwvork with the PSAT model. The
new configuration for the HYSTOR system that wasgelilgped by Argonne is shown in
Figure 2-11.

Steam System
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e Accessory Clutch

| e

v
Battery Motor

G

Starter Engimn:

=
-
e
A}

z
8
5
H
g
o
o
g

Differential Wheel Vehicle

Electrical
pc/pc Accessory

Figure 2-11 The HYSTOR hybrid vehicle model using BAT

The Simulink blocks developed for the QSS-TB modetse adapted so that they could
be used for the PSAT models. The main changes twanethe variables are handled
between the Simulink blocks. QSS-TB simply has alidimks between each block, but
with PSAT, each variable that is either to be usgdhe model, for example torque, or
any variable that needs to be recorded, for exammales steam generated, needs to be
multiplexed together into one structure. The PSR system component is shown in
Figure 2-12.
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2.3 Software modelling of the HYSTOR hybrid usirfgAT

The model is almost the same as the one used éoQ®S-TB model, the Simulink
blocks Seam Generator andWork are the same blocks as for the QSS-TB boiler model
The main difference is that there is IHgbrid Interface block, instead the reduction ratio
and subtraction of torque is dealt with inside Sieam System block. The complete
Simulink model files for the QSS-TB boiler modehdae found in Appendix B.1.

For the accumulator model some additional changae wecessary to the PSAT engine
component so that the torque developed by the ssggtem was subtracted within the
engine component rather than in the steam systesnctiange created a closer simulation
of the HYSTOR hybrid. The same Simuli@kntrol block used in the accumulator QSS-
TB model was substituted so that the accumulagerahm was included in the PSAT
model. The changes made to the engine componeshaven in Figure 2-13, this is just

a section to show the addition of an input forgteam developed torquesteamtrg.

=Jeng_on_simu]

engtemp  _ _ _ _ _ | L
el
- | B L =1
|—>eng an
ON/DFF engine
1 —eft |—> eng cmd  eng_stat_simu—
eng cmd L
Engine command
U g1 |—> eng spd
(3 —o ~~ """ =77 T T T T T | eng trq—
ang spd in u vy M steamtrq |
I T T ) —enb trqg calc

Figure 2-13 Section of the adapted PSAT engine compent

The adaptations are shown within the dotted bokks. SimulinkFrom block reads the
pwt_bus and th&elector block (U to Y) identifies which parameter is to tead, in this
casesteam torque_developed_simu. This parameter is a new input into #rg_trq_calc
block. The result of IC engine torque minus theastesystem torque is output as

ic_ss trq, this is passed to theel rate calculation block (not shown in figure).
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Figure 2-14 shows the Simulink bloekg_trq_calc and how the output has been adapted

to subtract the steam developed torque.

Sop
_
Zero fuel
@ »
eng spd = {2 ) torque curve
eng.stat.simu fommmmmmeo :
I @—Dsteam trq I
»HOT)| lsteamtrq ic_ss g |
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- IC trq =
N [ I
I couple steam trq I
@ L I I
eng oh eng trq
# — e mm m mm m mm m— —w
eng cmd
(T )—»{eng temp
Ehg temp wottrq »
P eng spd
flu}
WOT torque curve eng temp
ctttrg » Eng trq calel
= eng spd
CTT torque curve
switch

Figure 2-14 Adapted PSAT block ‘eng_trg_calc’

The adaptations are shown within the dotted box fiéw inputsteamtrq is subtracted

from the final calculated torque. A Simulink bloadquple steam trg, was added so that
the steam is only subtracted when the vehicle ®rgupositive. The algorithm is
summarized below:

if IC-Torque Required =<0

IC-Torque out = IC-Torque Required
else

IC-Torque out = IC-Torque Required — Steam-Torque
end-if

The new Simulink blockgouple steam trq, is shown in Figure 2-15.
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Figure 2-15 Simulink block couple steam trq within the PSAT engine model

As can be seen from Figure 2-15, the algorithmmslar to the algorithm found in the
Control block of the QSS-TB accumulator model which carfidumd in Appendix B.2.

2.3.3 Running the PSAT models

In order to run the PSAT models, a set of filesoasged with each component is
requires, these are:

initialisation;

scaling;

calculation.

The initialisation file contains all the initial tiegs for the component. The initialisation
file used for the newsteam System component was used to set the parameters and
variables used by th&eam System function blocks. Thermodynamic properties were set
for the working pressures of the system along whih variable that sets the reduction
gearbox variable and an alternative speed for wthenengine speed goes below a
nominal value. Additionally the volumes and masaes set for the HYSTOR steam

system. The PSAT initialisation file can be founddppendix B.4.

The scaling file can be used to set different scfeomponents, for example engine size,
the different scales can then be selected whenirgrihe model to compare the results
for different engine sizes, but with the same auniation. For theSteam System

component, no scaling file was used.
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2.3 Software modelling of the HYSTOR hybrid usirfgAT

The calculation file is used to perform additiosalculations using the value set in the
initialisation file; one component can use variocaslculation files to set up the
characteristics of the chosen component. Fofteem System component, no calculation

file was used.

The engine component is supplied with various gsaggipresenting the engine maps, an

example is shown in Figure 2-16.

Fuel Hot Map (Torque) - Points

—— Max Trq
—6— Min Trq
Max Eff (Torque based)
Max Eff (Power based)
@ Fuel Rate Map

8

Torque (N m)
g

Copyright PSAT 6.0
Figure 2-16 PSAT engine map, fuel using torque pois

The vehicle file specification that was used a basdhe Seam System components is
summarised as follows:

Engine: si, 1800, engine map hot and cold;

Wheel: two wheel drive;

Transmission: manual;

Vehicle Mass: 1525 kg;

Hybrid configuration: parallel hybrid, pre-transsion.
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2.4 Drive cycles used for the models

Drive cycles were required to run the models cebageng QSS-TB and PSAT. There are
many standard drive cycles available. They contita over a period of time that

specifies the required speed, acceleration and m@aber. The drive cycle simulates a
typical driving scenario, for example on-highwaydrg where there are high speeds but
not much acceleration or gear change, or urbarindgriwhere there are frequent gear
changes and changes in acceleration but low spééddsse drive cycles are used
throughout the automotive industry in a varietytedt scenarios, for example emissions

testing of passenger vehicles.

Three different, standard drive cycles were usedutothe QSS-TB and PSAT models,
these were:

NEDC — New European Drive Cycle [47];

FTP-75 — Urban Drive Cycle [7];

US-06 — US Highway Drive Cycle [8].

The details for these drives cycles can be fountbpendix A.
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2.5 Results from software modelling of the HYSTOR hybrid

This section presents the results from runningQI&S-TB and PSAT software models
with the drive cycles. The fuel consumption is preed in tabular form followed by
graphs that compare the torque demanded on thelegliom the gearbox, with the
torque developed by the steam system and the todgueloped by the IC engine.

Additionally, graphs of the speed/load point focledrive cycle are presented.

The published data [52] for a VW Golf 1.6 on a camell (NEDC) cycle is between 6.7
and 7.2 1/100 km. The published data [52] for a et €ivic 1.81 on combined (NEDC)
cycle is between 6.4 1/100 km and 6.6 1/100 km.

2.5.1 Results for the boiler model

The boiler model is the model which consisted sfraple heat transfer calculation and
no control over how much steam is used, and heoogué¢ generated. Table 2-2
compares the fuel consumption for the conventiaediicles with (a) QSS-TB model
with the VW Golf configuration, (b) QSS-TB modeltwil3 configuration, and (c) the
PSAT model with the Honda Civic configuration. Tpercentage of improvement in fuel
consumption for each vehicle/drive cycle combinai®also shown. Fuel consumption is

given in litres per 100 km, with the percentageriowvement in brackets.

NEDC FTP-75 US-06
(European) | (Urban) (Highway)
QSS Golf, conventional vehicle 6.51 6.56 6.69
QSS Gaolf, hybrid vehicle 5.65 (13.1%)| 5.46 (16.7% 6.23 (6.89%)
QSS 13, conventional vehicle 5.54 5.59 6.02
QSS 13, hybrid vehicle 4.68 (15.6%)| 4.58 (17.9% 5.52 (8.30%)
PSAT Civic, conventional vehicle 6.70 6.69 7.28
PSAT Civic, hybrid vehicle 5.40 (19.4%)| 4.61 (32.0% 6.74 (7.42%)

Table 2-2 Fuel consumption, litres per 100km, forhe boiler model

The results in Table 2-2 show that there is a reoluen fuel consumption ranging from

7% to 32% for the boiler model. This is a promisiegult for a simple model; the best
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results are for the FTP-75 drive cycle with NEDGnigesecond best, US-06 shows the
least improvement. This is due to the US-06 cygberating at higher temperatures
during the high speed section of the cycle whhst mass flow rate of water through the
steam system model remains constant, if the wat@ssnilow rate were varied in
proportion with the exhaust gas temperatures, there heat would be transferred, more
steam would be generated and hence more work blaila assist the IC engine. These
results agree with the findings of Bayley [6] whes@lier versions of the FTP-75 and
US-06 drive cycles were used, FUDS and FHDS rebbygt

The results for the PSAT model give an overall ioy@ment when compared to the
QSS-TB equivalent model. This is due to PSAT benfprward looking modelling
toolbox and, as stated in the introduction to thapter, a forward looking model is more

suitable for modelling dynamic systems, such a8 TOR steam system.

The graphs contained in Figure 2-17 through Figu&2 show the power data recorded
for each of the drive cycles, using the boiler moBer the QSS-TB model, only the VW
Golf results are given and the results are caledlasing the following three variables:
1) power demanded on the vehicle (T_ueb * w_ueb fioeGearbox block);
2) power developed by the steam system (Torque deseld@xpander speed from
Seam System block);
3) power developed by the IC engine (T_GT * w_ueb fidybrid Interface block).

For the PSAT model, the results are calculatedgusia following three variables:
1) power demanded on the vehicle (accmech_pwr_out ftbe Mechanical
Accessory block);
2) power developed by the steam system (steam_torgquelaphed multiplied by
eng_spd_out_simu froeam System andEngine blocks respectively);
3) power developed by the IC engine (cpl_pwr_in frGhatch block).
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2.5 Results from software modelling of the HY STOR1iid

The graphs presented in Figure 2-17 through Fige22 show that the power developed
by the steam system was a small percentage obtvergplemanded; hence, the IC engine
provided the majority of the torque. The small patage of power developed explains
the reduction of fuel consumption shown in Tabl[2. 2-

Additionally, the graphs show that positive poweaswdeveloped by the steam system
even when there was a negative power demand orsytstem (due to braking for
example), this indicates that the developed powas wasted and did not contribute to

the fuel consumption reduction.

Comparisons of the speed/load points, for eachehtodel/drive cycle combination are

shown in Figure 2-23 through Figure 2-28.
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2.5 Results from software modelling of the HY STOmfid

NEDC, VW Golf data
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FTP-75, VW Golf data
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Us-06, VW Golf data
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As can be seen in Figure 2-23 through Figure 2h28pbsitive load on the IC engine is
decreased compared with the demand, this contsliatéhe fuel reduction. Conversely,
it can also be seen that the negative loads apdradseased, this is due to lack of control

on the torque generation, and this indicates wasteglie. An improvement will be
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2.5 Results from software modelling of the HY STOR1iid

visible when comparing the speed load points far dlscumulator model in the next

section.

2.5.2 Results for the accumulator model

The accumulator model adds the control algorithniclwviminimises the instances where
steam is used and hence only torque is generated pisitive torque is required of the
IC engine. Table 2-3 compares the fuel consumgdtorthe conventional vehicles with
(@) QSS-TB model with the VW Golf configuration,) (IQSS-TB model with 13
configuration, and (c) the PSAT model with the Han@ivic configuration. The
percentage of improvement in fuel consumption mhevehicle/drive cycle combination
is also shown. Fuel consumption is given in litges 100 km, with the percentage

improvement in brackets.

NEDC FTP-75 US-06
(European) | (Urban) (Highway)
QSS Golf, conventional vehicle 6.50 6.56 6.69
QSS Golf, hybrid vehicle 5.25 (19.4%)| 5.07 (22.6% 6.16 (7.96%)
QSS 13, conventional vehicle 5.54 5.59 6.02
QSS 13, hybrid vehicle 4.27 (22.8%)| 4.18 (25.1% 5.45 (9.5%
PSAT Civic, conventional vehicle 6.70 6.69 7.28
PSAT Civic, hybrid vehicle 4.93 (26%) 4.24 (36%) 6.60 (9.4%

Table 2-3 Fuel consumption, litres per 100km, forhte accumulator model

The results in Table 2-3 show that there is a &rtreduction in fuel consumption
ranging from 8% to 36% for this model, comparechwi®o to 32% for the boiler model.
This is a promising improvement for the simple cohalgorithm. As was seen with the
boiler model, the best results are for the FTP-ifedcycle with NEDC being second
best, US-06 shows less improvement. Again, thtdues to the US-06 cycle operating at
higher temperatures during the high speed secfidheocycle whilst the mass flow rate
of water through the steam system model remainstant) if the water mass flow rate
were varied in proportion with the exhaust gas terapres, then more heat would be
transferred, more steam would be generated ancehaoce work available to assist the
IC engine. These results continue to back up thairfgs of Bayley [6], where the FTP-
75 and US-06 drive cycles correspond to FUDS an®%Hespectively. results agree
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2.5 Results from software modelling of the HY STOmfid

with the findings of Bayley [6] where earlier vayss of the FTP-75 and US-06 drive
cycles were used, FUDS and FHDS respectively.

The graphs contained in Figure 2-29 through Fiqu82l show the power data recorded
for each of the drive cycles, using the QSS-TB BBAT models. This data is calculated

using the same variables as for the boiler models.
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Figure 2-30 Power comparison for PSAT accumulator mdel, NEDC

63



2.5 Results from software modelling of the HY STOmfid

FTP-75

— Power demand on vehicle
. Power required of IC Engine -
""""" Power developed by Steam System

Power, Watts

1000
Time, s

Figure 2-31 Power comparison for QSS-TB accumulatomodel, FTP-75

ad FTP-75
B T T T T
Power demanded on vehicle
----- Power required of IC Engine
JL Power developed by Steam System

Power, Watts

Figure 2-32 Power comparison for PSAT accumulator mdel, FTP-75

64



2.5 Results from software modelling of the HY STOmfid

Power, watts

x 10" US-06
‘ — Power demand on vehicle
----- Power required of IC Engine
e~ Power developed by Steam System

: T
—— Power demand on vehicle

----- Power required of IC Engine

""""" Power developed by Steam System

B _—
B —
Tz

Figure 2-34 Power comparison for PSAT accumulator rmdel, US-06

65



2.5 Results from software modelling of the HY STOR1iid

The graphs presented in Figure 2-29 through Fige8d show that the power developed
by the steam system was a noticeably larger pexgentf the power demanded, when
compared to the power developed by the boiler madesome instances the power
developed by the steam system was more than therpdeveloped by the IC engine.
This increase in power developed by the steam syseplains the increase in the

reduction of fuel consumption shown in Table 2-3.

The graphs also show that positive power was pretomtly developed by the steam
system when there was a positive power demandeoaystem and very little power was
developed by the steam system when there was divegawer demand on the system
(due to braking for example). This indicates thaeey small percentage of the developed

power was wasted; moreover the fuel consumptionfuréiser reduced.

Comparisons of the speed/load points, for eachehtodel/drive cycle combination are

shown in Figure 2-35 through Figure 2-40.
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NEDC, VW Golf data
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FTP-75, VW Golf data
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Us-06, VW Golf data
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As can be seen in Figure 2-35 through Figure 2h&0pbsitive load on the IC engine is
decreased compared with the demand, this contsliatehe fuel reduction. Additionally,
it can also be seen that the majority of the negdtiads are the same, this was due to the

improvement of control on the torque generations thdicates there was less wasted
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2.5 Results from software modelling of the HY STOR1iid

power when compared to the boiler model, and thatsimple algorithm implemented
was an improvement. When comparing the graphs Kighre 2-23 through Figure 2-27
in the previous section it can be seen that thern@ine load points have been bought

closer to the zero axis indicating that less steamue has been wasted.
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2.6 Summary and conclusions for software modelling and
simulation

The results for the software modelling showed thataddition of the thermal recovery
system, in a hybrid vehicle application, leads tceduction in fuel consumption with

both modelling toolboxes for the three drive cyalssd.

Table 2-4 summarises the fuel consumption forledl $oftware models developed with
QSS-TB and PSAT. The results are shown in litreslp@ km, for each drive cycle, with

the percentage of improvement in brackets.

Configuration NEDC FTP-75 US-06
1/200 km (%) 1/200 km (%) 1/200 km (%)
Conventional QSS-TB/Golf 6.51 6.56 6.69
QSS-TB/I3 5.54 5.59 6.02
PSAT 6.70 6.69 7.28
Boiler QSS-TB/Golf 5.65 (13.1) 5.46 (16.7) 6.23 (6.89
QSS-TB/I3 4.68 (15.6) 4.58 (17.9) 5.52 (8.30
PSAT 5.40 (19.4) 4.61 (32.0) 6.74 (7.42
Accumulator | QSS-TB/Golf 5.29 (19.4) 5.07 (22.6) 6.16 (7.96
QSS-TB/I3 4. 27 (22.8) 4.18 (25.1) 5.45 (9.50
PSAT 4.93 (26.0) 4.24 (36.0) 6.60 (9.40

Table 2-4 Summary of fuel consumption for the softare models

As can be seen from Table 2-4 the results improvesamilar rate as the thermal model
is improved from the boiler model to the accumulatmdel. Interestingly, looking at the
NEDC and FTP-75 results, the PSAT model fuel rednas substantially larger than for
the QSS model. This is due to the dynamic propediehe PSAT tool being more suited
to the thermal energy recovery system. This caattibuted to PSAT being a forward
looking modelling toolbox and, as stated in theadtiction to this chapter, a forward
looking model is more suitable for modelling dynamiystems, such as the HYSTOR

steam system.

A different picture appears for the US-06 resuith the improvement being similar for
QSS and PSAT. This agrees with the conclusions rhgdgayley [6] who reported that
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2.6 Summary and conclusions for software modebind simulation

the FUDS drive cycle gave a better performance tharFHDS drive cycle with respect
to fuel consumption reduction; FUDS and FHDS amliexaversions of FTP-75 and US-
06, respectively. This is due to the US-06 cyclerapng at higher temperatures during
the high speed section of the cycle whilst the nflasg rate of water through the steam
system remains constant causing saturation conditim be met more readily than for the
NEDC and FTP-75 cycles. If the water mass flow veg¢ee controlled in such a way that
any fluctuations in exhaust gas conditions causaeportional fluctuation in mass water
flow rate, then more heat would be transferred, amsteam would be generated and
hence more work available to assist the IC englheiill be seen in Chapter 5, where the
control of the system is further developed, andntiass flow rate of water was taken into
consideration, that an improvement and further e¢édno in fuel consumption was

observed.

The improvement from implementing the simple acclaton algorithm can be visualised
by comparing the US-06 results. Figure 2-21 arglife 2-22 are for the boiler model,
during the negative power sections, the steam sy&estill generating power, however
looking at the accumulator model results in Fig@r83 and Figure 2-34, the power
developed is only by the steam system in the pesjpower sections, which decreases
the fuel consumption.

This is confirmed by looking at the speed/load cangon graphs. For the boiler model
results, the loads are reduced for both positivé aegative points, whereas for the
accumulator model the loads are only reduced ®pthsitive points and these reductions
are larger. This type of control could be improwed optimised further with knowledge

of the IC engines economy line so that the IC emggroperating at its most efficient load

whenever possible. This optimisation is discussethér in Chapter 6.

The results from the hybrid modelling show thatréhare significant fuel economy
advantages (up to 36% improvement from the PSATlsiion results) and that this can
be achieved at practical operating pressures (18bbder pressure was used in the

simulation models).
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2.6 Summary and conclusions for software modebind simulation

As expected, the PSAT models yielded better reshéin QSS-TB, for the NEDC and
FTP-75 cycles, due to its dynamic properties whach better suited for heat transfer

calculations and applications.

However, as good as the results are for the mothesjuestion of whether the results are
realistic must be considered. The model componantthis stage were simple, for
example the expander model was a representatiadeal isentropic expansion, the
modelling of an accumulator was a simple set oégrdtors carrying the overall net
steam used and generated, that did not take intsideration the quality of the
accumulated steam, which may deteriorate over tidepending on environment
condtions. Additionally, the weight of the addedmpmnents were not taken into
consideration, neither were possible friction lgsskele to mechanically coupling the
steam expander and IC engine work outputs. Findfilg, models assumed heat was
available instantaneously, and did not considerdyr@amics of the system over time.
Some of these issues will be considered in Chd&ptetilst others will be considered for

further work in Chapter 7.
The models developed in this phase of the projecewsed to develop control models in

Chapter 5 and to further compare fuel consumptetween different control algorithms

and architectures.
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3 Test facility, data
acquisition and results
for expander testing
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3.1 Expander test introduction

This chapter presents a brief overview of the egparest facility setup, data acquisition

requirements and summarises the results for thanelgy testing.

Although the use of steam as an energy providardsncept that has existed for a long
time, with the advent of electricity usage and dewment of the internal combustion
expander, the current use is limited to large powants and the process industry, hence
recent research and results are sparse and redttctspecialist areas. Consequently
there was a need to conduct investigations intanstexpansion and power production,
with respect to smaller applications. The philogopkhind the HYSTOR research plan
was to begin the expander testing with small expesidNorking on a small scale had a
number of advantages; the experiments were morageaile and the use of steam and

gases was made possible without the need for disetailities.
The expander configurations used are presenteddatioB 3.2. A description of test plan
is given in Section 3.4. In Section 3.5 the exparnest results are presented in the form

of graphs and tables generated from the data aahduring testing.

There is some discussion in Section 3.6, which walidate the data acquired during

expander testing and summarise the results.
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3.2 Expander configurations

The expander tests were run using adapted miniaypanders, O.S. model aircraft
engines, as detailed in the following sections, endetail on the expander data can be

found in Appendix C.

The three expander configurations used were as/sll
1) Rotary — modified with two inlet ports and two exsaports;
2) Uni-flow — in this configuration the flow is in ongirection and the inlet is
physically positioned in a different part of thenking cylinder to the outlet;
3) Counter-flow — in this configuration the flow iscand the cylinder and the
inlet and outlet are physically positioned in treeme part of the working

cylinder.

This chapter will focus on the rotary and uni-flaxpanders, as the results for the
counter-flow expander were poor compared to theerotvo. A description of the
counter-flow expander and the test results canobed in Appendix E (nitrogen) and

Appendix F (steam).

3.2.1 Rotary configuration

A 4.97 cc Wankel expander was modified to run a&ankel steam expander. There
were two inlet ports and two exhaust ports, pasdthto obtain optimum performance.
The inlet port was positioned at 20° to the mingnmietric line of the expander and the
exhaust valves were adapted to be positioned ositleeof the expander casing rather

than the perimeter of the rotor housing.

For early tests, only one pressure sensor was ysmitioned at 90° to the minor
symmetric line of the expander. However, as thisrdit give a full picture of what was
happening inside the moving chamber, two pressemeass were obtained and placed as

shown in Figure 3-1.
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3.2 Expander configurations

Triangle denotes inlet
Circle denotes exhaust

Cross denotes pressure
sensor position when
using one sensor

Asterix denotes
pressure sensor
positions when using
two sensors

Figure 3-1 Outline drawing of therotary expander showing position of pressure sensors

For the initial tests, inlet flow was not contrallso the mass flow rate was constant into

both inlet ports as shown in Figure 3-2. This femed to as a port valve configuration.

Temperature
reading

L et

\ Temperature
reading

\
) Exhaust

Figure 3-2 Outline of rotary expander showing inlet and exhaust configuration and thermocouple
positionswhen no control valveswere used
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3.2 Expander configurations

To improve control of the expander, the inlets haethanical solenoid valves attached
so that the mass flow rate could be altered andéhanprove controllability of operation

and efficiency, this can be visualised in Figur®. 3-

Control valve 1

. Temperature
reading

W o Inlet

\ Temperature
reading

) Exhaust

Control valve 2

Figure 3-3 Outline of rotary expander showinginlet and exhaust configuration and ther mocouple
positions with control valves attached to theinlets

The rotary expander had three working chamberb@srsin Figure 3-4.
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3.2 Expander configurations

Chamber 1

Figure 3-4 Rotary expander chambers and rotor tip labels

The rotor rotates anti-clockwise so that chambkratis chamber 2 followed by chamber
3, the tips are also labelled to aid understandinipe pressure data and development of
the GT-POWER models, further described in ChapteFigure 3-5 shows the timing

diagram for the rotary expander with respect tondber one when there were no control
valves attached.
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Figure 3-5 Rotary expander timing diagram for chamber 1

Figure 3-5 represents one complete rotor turn,rente three shaft turns, with the start
point as represented by Figure 3-4. The inletseapmsed for 120 rotor degrees and the
exhausts are exposed for 60 rotor degrees, zeresems closed and one represents
open. When the control valves are attached thé aglen time was varied, this is further

discussed in Appendix D.3.

3.2.2 Uni-flow configuration

The expander used for the uni-flow tests was acd.Bvo-stroke reciprocating expander
operating with a uni-flow configuration. Initiallyhe inlet was controlled by a fuel
injector valve; this was later replaced by a solénalve to improve the mass flow rate.

The configuration and flow is shown in Figure 3-6.
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Inlet valve H Inlet

TDC ~~=====7=7= =" "
Thermocouples
/ Flow
In-cylinder ]
pressure sensor
Exhaust
_Port
Exhaust

Figure 3-6 Outline of the uni-flow expander and sensors

The flow can be visualised in Figure 3-6, as thindgr position is constant there was

only one pressure sensor utilised.
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3.3 Expander test setup and specification

The experimental set-up, referenced in Chaptes S8hown in Figure 3-7 and consisted of
a dynamometer, a data acquisition system contrdeNational Instruments LabVIEW

software, steam/air supply and a condenser unit.

Control c
omputer
Software |e—
(Labview) e —]
Data acquisition
cards (NI)
F I
Charge | Thermocolples
Analogue Amplifier
Optical Output
encoder

Manual
control

- Couplin
Coupling Torque
Belt transducer
drive

Dynamometer

Figure 3-7 Experimental setup

The dynamometer was derived from a model makettelthe WM180 from Warren
Machine Tools [53]) and the drive train was modifie absorb power and to motor at a
fixed speed when necessary. The expander outpfitveis mounted inline with the lathe

shaft through the torque transducer arrangemertO@ W DC motor drove the main
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3.3 Expander test setup and specification

shaft and also absorbed power. Using the motoedsiabled speed control of the main

shaft and hence stable speeds were possible diatagacquisition.

The sensor inputs were fed to the logging systemmuilti channel data acquisition cards;
NI DaQ card, type 6251 and type 6259. The end efitive shaft was fitted to an optical
encoder that generated three pulse streams, ndinplylse per revolution; (ii) pulse per

revolution -90° (directional indicator); and (ipulse per crank angle degree.

When the expanders were operating in steam modegxhaust was fed into a re-heater
section (SQA - steam quality analyser - which wasduto determine the quality of the
steam, see Appendix D for more information) theto ia condenser, after which the

weight of the condensed steam was recorded tolagddine mass flow rate.

3.3.1 Data acquisition

The PC used had one internally connected NI Da@, agpe 6251, and an externally
connected type 6259 USB box, both of which hadahewing specifications.

Resolution: 16 bits;

Sampling rates: 1 to 1.25/1.0 (MS/s) (single/ipidtchannel);

Absolute accuracy (full scale): £1920 pV,

Input voltage range: £10 V.

The NI-6259-USB was used for the thermocouple datpisition and the NI-6251 was

used for all other data acquisition.

3.3.2 Inputs to LabVIEW

Table 3-1 lists the various inputs to the PC andMIBW, what unit the inputs were

measuring and how they were connected.
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3.3 Expander test setup and specification

Quantity (Unit) Connection to Connectionto PC | Range
expander
Input temperature | K-type Direct connection tg Temp: 0°C to 300°C

(°C)

thermocouple

NI-6259-USB box
(2 channels)

Exhaust temperatur
(°C)

eK-type
thermocouple

Direct connection tg
NI-6259-USB box
(2 channels)

Temp: 0°C to 300°C

SQA inlet K-type Direct connection tg Temp: 0°C to 300°C
temperature thermocouple NI-6259-USB box

(°C) (2 channels)

SQA outlet K-type Direct connection tg Temp: 0°C to 300°C
temperature thermocouple NI-6259-USB box

(°C) (2 channels)

In-cylinder pressure
(Pa)

Pressure sensors

Charge amplifier
into NI-6251 card
voltage reader
(2 channels max)

Pressure: 0 bar to
250 bar
Voltage: £10 V

Source pressure
(Pa)

Pressure sensor

Charge amplifier
into NI-6251 card
voltage reader

Pressure: 0 bar to
100 bar
Voltage: +10 V

1

(1 Channel)
SQA inlet pressure | Pressure transducef  NI-6251 card Pressure: 0 bar to 1
(Pa) voltage reader bar

(1 channel) Voltage: 0-5V
SQA outlet pressure Pressure transducer  NI-6251 card Pressure: 0 bar to 1
(Pa) voltage reader bar

(1 channel) Voltage: 0-5V
Speed Torque transducer NI-6251 card Speed: 0 rpm to
(rpm) voltage reader 20,000 rpm

(1 channel) Voltage :#10 V
Torque Torque transducer NI-6251 card Torque: 0.1 N mto
(N m) voltage reader 20N m

(1 channel) Voltage: £10 V
Revolutions Optical encoder NI-6251 card 1 pulse per

digital input revolution used as &

(2 channel) trigger to start

sampling data

Crank angle Optical encoder NI-6251 card 1 pulse per degree

digital input crank angle rotation

(1 channel) to trigger sampling

Table 3-1 Inputsto data acquisition software, LabVIEW
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3.3 Expander test setup and specification

3.3.3 Outputs from LabVIEW

The NI data acquisition cards were used to outjgitadl pulses in order to control the
opening and closing of the fuel injectors and soi@érvalves that were attached to the
inlet and exhausts of the expanders. Two pulserssewere utilized from the optical
encoder by the data acquisition card. The pulsergpeslution (ppr) pulse was aligned
with the top dead centre of the piston. This piiggered a counter that used the pulse
per crank angle degree (ppc) pulse as a sourcdook ticks. The counter used two
variables, a delay which represented the delay fspmpulse to the start of the pulse to
open the injector valve and a pulse width whichr@éspnted the amount of time the valve

was to be open.

Initially, fuel injector valves were used to corttbe inlet/exhaust to the two/four stroke
expanders, due to the injectors’ ability to operattehigh speeds. However, it became
apparent that the injectors could not offer fullssidlow rate and additionally could not
operate at high temperatures, i.e. 175°C for 10sbestm. Mechanical solenoid valves
were used instead and more favorable results wet@ned, however this was at the
expense of higher speeds with the maximum speesiipp@dbeing 600 rpm. The solenoid
valves also introduced a response time delay ofvdmt 6 and 9 ms, 6 ms with no

pressure, 8 ms with 10 bar pressure and 9 ms \bittal pressure.

For the uni-flow expander the inlet valve openimges were optimized for each speed
step, this was achieved by altering the valve opggtime and closing time, separately, in
steps of approximately 2 crank angle degrees, theording the average torque at these
settings. The optimum settings are as shown in€T8kR, Top Dead Centre (TDC) is
assumed at 0°.
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3.3 Expander test setup and specification

Speed 10 bar Steam 10 bar Nitrogen 15 bar Nitrogen
(rpm) Open Closed Open Closed Open Closed

before after before after before after

TDC TDC TDC TDC TDC TDC
150 4 26 22 8 16 15
200 6 28 18 16 12 24
300 9 36 18 23 16 11
400 19 31 33 9 28 12
500 21 33 36 8 33 12
600 25 32 39 7 36 14

Table 3-2 Timingsfor the uni-flow expander, in crank angle degrees

The data shown in Table 3-2 can be visualised bth&nexample timing diagram as

shown in Figure 3-8.

15

O]
0
a Crank angle pulse —_— 5
o I at TbC B
g
X 051 _
o | | | | | | |
100 200 300 400 500 600 700
15
1k Inlet opens—— 5, <«—Inlet closes Inlet opens <—Inlet closes 4
o
£
05 B
o | | L L | | |
100 200 300 400 500 600 700

Figure 3-8 TDC, inlet valve and outlet valve pulse shown over two revolutions

As stated in Section 3.2.1, for initial testingtbé rotary expander, no inlet control was
employed, however as it became apparent that domas required to improve the
efficiency, both the inlets had solenoid valves@ted and hence these were controlled

by the output pulses of the NI data acquisitiordsar
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3.3 Expander test setup and specification

3.3.4 Measurements

In addition to the inputs to LabVIEW, power wascotdted as a product of speed and
torque (Power =2NT) and the mass flow rate of water was measuretyw@stimer and a

weighing scale.
The measurements were recorded by LabVIEW at thepleag rate given by the ppc

pulse from the optical encoder to a Labview measer# file. This, in turn, was used as

an input to MatLab where the results were collated plotted.
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3.4 Expander tests conducted

The working fluids used for the expander testingengteam and compressed nitrogen.
The reasoning behind using both steam and nitrdgerthe tests was to provide a
balanced set of results. Additionally, the advgataf using nitrogen is that it removes

the complexities of, for example, steam condenduming expansion.

The test plan initially was to test each expandén steam and compressed nitrogen at 7,
10, 15 and 20 bar, however it soon became app#rahnot all the tests were feasible
with the expander configurations. This was becdlisen-cylinder pressure, at the top of
the compression stroke, for the uni-flow and coufitav expanders was approximately
7 bar, hence, very little positive torque was rdedrdue to the friction torque cancelling

out the positive torque.

The rotary expander worked well at 7 bar and 10fbaboth steam and compressed
nitrogen, however when higher pressures of steame weed, the higher temperatures

caused the sealing tips on the rotors to expandaandhe rotor.

Although the fuel injector valves could cope witte thigh speeds, up to 2300 rpm, they
had some disadvantages. The injectors containechadl plastic filter, which melted
when steam was used, this was removed but reseits ®till poor, due to the small
cross-sectional area, restricting mass flow raféisen solenoid valves were employed,
the results were more favourable, however the todflevas a limit to speed steps, the

valves could not be successfully controlled oved Gim.

The 7 bar compressed air tests were run using ainofne 10 bar and 15 bar compressed
nitrogen tests were run using bottled compressedgan. The steam tests were run using
a re-commissioned steam generator. It was plarmedd steam at between 7 bar and 25
bar. However due to the limitations of the exparmefigurations leading to the fact that
anything above 10 bar steam could not be utiliseghgdnsion within the rotary expander
and the solenoid valves were only rated for 10 &af00°C) only 10 bar tests were
feasible.
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3.4 Expander tests conducted

Tests involving the fuel injectors and solenoid veal were preceded by a set of
optimising tests. During these tests different apgrtimes and length of opening (pulse
start and pulse width) were recorded, then theltesollated and the points giving the

best torque/power were recorded in full.

Table 3-3 shows the combination of expander condions and source type and source

pressure that were tested along with some explanatdes.

Expander Source Type Sour ce Pressure (bar) Note

Rotary expander, Compressed Air 7 1
port valves Compressed Nitrogen 10, 15 -

Steam 10, 15 2

Steam 10 3

Uni-flow expander Compressed Air 7 1
with fuel injector | Compressed Nitrogen 10, 15 -
Uni-flow expander,| Compressed Nitrogen 10, 15 -

with solenoid valves Steam 10 3
Counter-flow Compressed Nitrogen 10, 15 4

expander, with Steam 10 5

solenoid valves

Rotary expander, | Compressed Nitrogen 10, 15 -

with solenoid valves Steam 10 3

Table 3-3 Expander and sour ce combinations tested

Note 1 — As the in-cylinder pressure for the uniaflwas around 7 bar, no useful results
with 7 bar compressed air were obtained, so itdeasded not to use these results.

Note 2 — For these results the torque transducerfadty so torque and power were
calculated from the current and voltage used bydimamometer motor, however as the
voltage was not constant, these results may béiailee

Note 3 — The solenoid valves used were not ratgld @hough for the temperatures and
pressure experienced with 15 bar steam.

Note 4 — See Appendix E for these results.

Note 5 — See Appendix F for these results.
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3.5 Expander test results using steam

As the HYSTOR concept is based on the use of std@amsection concentrates on the
results using steam, with the exception of a vébaeof the experimental setup using the
nitrogen results given in section 3.4.1. The fidt ®f nitrogen test results, for all

expander configurations, can be found in Appendix E

3.5.1 Results details

Sections 3.5.2 through 3.5.5 show the results, hycafly, for the variation of specific
power over speed, the variation of torque over gpée variation of pressure over crank
angle and pressure-volume (p-v) diagrams. The pawsrcalculated from the speed and
torque data, the specific power was then calculdgddividing the power by the

expander capacity, for example 4.97 cc for theryodapander.

Additionally, a calculation of torque using the ggare/volume data was performed and
compared with the measured torque for all expawrdafigurations except the uni-flow
with injector valves. For the uni-flow and counflaw configurations this was calculated
using the pressure and volume data. The work pee ayas calculated using Equation
3.1:

W = § Pov (3.1)

The work per cycle was then converted to torqudibigling the result by 2

The torque for the rotary expander was calculag#guEquation 3.2 from [54].
T(a)= Ae{li’1 sin2a + P, sin(g— ZaJ - P, sin(%r+ Zaﬂ (3.2)

Where:
A is the area of the rotor flank, length=0.037Wigth=0.0145m,

A = length.width = 0.000546m2;
a is the rotor angle degree (with respect to tip Bigure 3-4, Section 3.2.1);

e is the eccentricity = 0.0029m, of the radius @ ithner rotor shaft;
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3.5 Expander test results using steam

P1, P, and R are the pressures on the rotor flank for champehdmber 2 and
chamber 3 (as in Figure 3-4, Section 3.2.1), respedy.

As stated in the previous section, the nitrogetste®re used to balance the results and
hence validate the experimental setup and dataiaatign. To highlight this, the results
for 10 bar compressed nitrogen with the uni-floelesoid valve configuration are now

considered. The variation of torque over speetasvs in Figure 3-9.

043

Maximum torque
at 300 rpm

042

041

Torque, Nm
o o o
9 8. 8 iy

o
8

o
a
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0.33! 1 1 1 1 1 1 1
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Speed, rpm

Figure 3-9 Torque, uni-flow expander, 10 bar compressed nitrogen

As can be seen in Figure 3-9 the maximum torquebserved at 300 rpm, this is a low
speed for a maximum torque, this could be attrihutethe limitations of the solenoid
valves used in these tests. For this speed stepréssure volume data is obtained, the

variation of pressure over volume is shown in Feg8+10.
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Figure 3-10 P-v diagram, uni-flow expander, 10 bar compressed nitrogen, 300 rpm

Using the pressure volume data and Equation 3.Ivth& is calculated and hence the

torque obtained, Table 3-4 compares the two torgslts.

Speed Measured Torque | Calculated Torque Per centage
(rpm) (N m) (N m) Difference
300 0.4186 0.4008 4.45

Table 3-4 Uni-flow expander, 10 bar nitrogen, torque comparison at 300 rpm

As can be seen from Table 3-4, the torque valueswathin +5% of each other. In

general +5% is standard figure for an acceptabl@pawison range of values when

comparing and validating results, therefore theogi#n results have validated the

experimental setup. These comparisons are caldufateeach set of results to continue

the validation process.

The friction torque was recorded for each expamoafiguration in order for the actual

torque to be calculated from the test results bytraating the friction torque from the

recorded torque. The friction torque curves arevshim Figure 3-11.
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T
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Figure 3-11 Friction torque curvesfor the expander configurations

As can be seen in Figure 3-11, the friction tordoe the uni-flow expander is, on
average, -0.3 N m, this equates to an friction meféective pressure (fmep) of 7.2 bar,
explaining why not much positive torque was recdrfte the tests using compressed air
at 7 bar.

Section 3.5.6 contains tables for the maximum $igetwrque and maximum specific
power recorded for each expander configuration. SMsw rates and calculated

efficiencies are presented in Section 3.5.7.

3.5.2 Rotary expander with port valves

The results contained in this section are for titary configuration illustrated in Figure
3-2, Section 3.2.1. For this configuration the rptaxpander was equipped with ports

that create fixed inlet and exhaust timings
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3.5 Expander test results using steam

Speed steps (rpm) for these tests were 200, 3@, 7/AD, 900, 1100, 1300, 1500, 1700
and 2000 (maximum). Figure 3-12 shows the variabospecific power and torque over

speed.
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—é— torque at 10 bar
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Figure 3-12 Specific power and torque, rotary expander, 10 bar and 15 bar steam

As can be seen from Figure 3-12, higher torquessaedific power were recorded at the
higher pressure setting; maximum torque for 10vzs obtained at 1700 rpm, maximum
torque for 15 bar was obtained at 1300 rpm and maxi specific power occurred at
2000 rpm for both pressures. Figure 3-13 showwd#niation in pressure over one crank
shaft rotation with 10 bar steam.
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Pressure, bar

150 200
Crank Angle Degree

Figure 3-13 Pressure per cycle, rotary expander, 10 bar steam, with one pressure sensor

The pressure data is explained as follows:

Inlet port opened, pressure rises to boiler pressur
Pressure held at boiler pressure whilst inletoset;

Exhaust port is opened and pressure drops to atraosgressure;

A

Slight rise in pressure here is due to some corgjanesn the chamber as

the volume decreases just before the inlet is apenthe next cycle.

For the pressure data acquisition at 15 bar, fepeed steps were used due to the high
temperature conditions making the setup unstaliles Was because the rotary expander
had separate seals attached to each rotor tipe tkesed to expand when using steam
and after a time would expand so much they begdmntb with the surface of the rotary

chambers and eventually the expander would seize.

The speed steps (rpm) were 200, 300, 500, 900, 480700 (maximum). Figure 3-14
shows the variation in pressure over one crank sbgtion with 15 bar steam.
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Figure 3-14 Pressure per cycle, rotary expander, 15 bar steam, with one pressure sensor

The pressure data is explained as follows:

1. Inlet port opened, pressure rises to boiler pressur

2. Pressure held at boiler pressure whilst inletaset!;

3. Exhaust port is opened and pressure drops to atraosppressure;

4. Slight rise in pressure here is due to some corsfmesn the chamber as the

volume decreases just before the inlet is opendéakeimext cycle.

Figure 3-15 shows the pressure volume diagram udingar steam for each speed step.
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Pressure, bar
[
T

Figure 3-15 P-v diagram, rotary expander, 10 bar steam, with one pressure sensor

Figure 3-16 shows the pressure volume diagram udngar steam for each speed step.

14

Pressure, bar
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Volume, m° x 10

Figure 3-16 P-v diagram, rotary expander, 15 bar steam, with one pressure sensor

The rotary expander in the port valve configuratieas not very efficient, as can be seen
from the pressure diagrams, there was no expamsidrall the work was done at boiler
pressure. The inlet closes as the exhaust operthgssteam does not have a chance to

expand and perform work through expansion. The agef was to attach control valves
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to the inlets so that the opening time could betrotled. The results for the improved
configuration are shown in Section 3.5.5.

The data obtained for the pressure volume diagras uwsed to form a comparison
between calculated torque (using Equation 3.2,i@e@&.5.1) and measured torque, at
selected speeds, and is shown in Table 3-5.

Speed Measured Calculated Torque Per centage

(rpm) Torque (N m) (N m) Difference
200 0.460 0.5398 +14.78
300 0.500 0.5579 +10.37
500 0.528 0.5177 -1.99
700 0.530 0.4881 -8.58

Table 3-5 Comparison of measured torque and calculated torque, 10 bar steam

The difference in values shown in Table 3-5 couddue to the fact that only one
pressure sensor was used to obtain the pressweaddthence did not give a complete
picture of the pressure within the chamber, this waproved by using two pressure
sensors and better results can be seen in Sechdn 3

3.5.3 Uni-flow expander with an injector valve

These results are not available as the injectars\di perform under steam temperatures.
See Section 3.5.4 for uni-flow results using stemith solenoid valves used to control
the inlet rather than injectors.

3.5.4 Uni-flow expander with a solenoid valve

The results contained in this section are for the-flow expander in uni-flow
configuration using solenoid valves to control thiet. Speed steps (rpm) for these tests
were 200, 300, 400, 500 and 600 (maximum).

Figure 3-17 shows the variation of specific powad éorque over speed.
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Figure 3-17 Specific power and torque, uni-flow expander, 10 bar steam

As can be seen from Figure 3-17, maximum torque wolatsined at 500 rpm, and
maximum specific power occurred at 600 rpm, maximgpaed was 600 rpm for this
configuration, limited by the use of the solenoalves. Figure 3-18 shows the variation

in pressure over one crank shaft rotation with 40dbeam.
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Figure 3-18 Pressur e per cycle, uni-flow expander, 10 bar steam, with solenoid inlet valve

The pressure data is explained as follows:

Small compression witnessed as piston rises andnebecreases;
Inlet valve opens, pressure rises to boiler pressur

Inlet valve closes, some expansion occurs;

O DD PR

Exhaust port is opened, pressure falls to atmogpher

Figure 3-19 shows the pressure volume diagram udirgar steam for each speed step.
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Figure 3-19 P-v diagram, uni-flow expander, 10 bar steam, with solenoid inlet valve

The comparison between calculated torque (Equa&itn Section 3.5.1) and measured

torque is shown in Table 3-6.

Speed Measured Torque | Calculated Torque Per centage
(rpm) (N m) (N m) Difference
200 0.4471 0.3082 -45.07
300 0.5376 0.3851 -39.60
400 0.5118 0.3536 -44.74
500 0.5530 0.3582 -54.38
600 0.5062 0.3374 -50.03

Table 3-6 Comparison of calculated and measured torque, 10 bar steam

As can be seen in Table 3-6, the difference in oreastorque and calculated torque is a
high percentage, this could be attributed to thetditions of the solenoid valves causing
the timing of the opening and closing of the valtesbe inaccurate and hence, the

pressure data obtained to be unreliable.
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3.5.5 Rotary expander with solenoid valves

The results contained in this section are for titary configuration illustrated in Figure
3-3, Section 3.2.1, in this configuration the rgtaxpander is equipped with valves on

the inlet to make the inlet timing variable andefikports for the exhaust.

Speed steps (rpm) for these tests were 200, 3@ a0 500 (maximum). Figure 3-20

shows the variation of specific power and torquerspeed.
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Figure 3-20 Specific power and torque, rotary expander, 10 bar steam
As can be seen from Figure 3-20, maximum torque wolatsined at 500 rpm, and
maximum specific power occurred at 500 rpm, maxingpeed was 500 rpm for this

configuration, limited by the use of the solenoalves. Figure 3-21 shows the variation

in pressure over one crank shaft rotation with 40gbeam.
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Figure 3-21 Pressure per cyclerotary expander, 10 bar steam

The pressure data is explained as follows:

1.

o~ @

Inlet valve opens, pressure rises to boiler pressur

Inlet valve closes;

Some expansion seen, note no expansion seen faps00

Exhaust port is opened and pressure drops to atransgpressure;

Slight rise in pressure here is due to some comjaesn the chamber as

the volume decreases just before the inlet valemgor the next cycle.

Figure 3-22 shows the pressure volume diagram udingar steam for each speed step.
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11

10+

Pressure, bar

Figure 3-22 P-v diagram, rotary expander, 10 bar steam
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The comparison between calculated torque (Equéi@n Section 3.5.1) and measured

torque is shown in Table 3-7.

Speed Measured Calculated Torque Percentage
(rpm) Torque (N m) (N m) Difference
200 0.5757 0.6005 +4.13
300 0.6534 0.6605 +1.08
400 0.7836 0.7606 -3.02
500 0.9063 0.9889 +8.35

Table 3-7 Comparison of measured torque and calculated torque, 10 bar steam

As can be seen from Table 3-7, the measured t@dealculated torque are closer than

they were for the rotary configuration used in 88cB.5.2, the percentage difference for

all steps, with the exception of 500 rpm is withim acceptable £5%. The reason for 500

rpm being slightly higher is because this was thpeu working limit of the solenoid

valves and hence the pressure data could be uresta this speed step.
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3.5.6 Specific power and torque

This section presents a summary of the maximumifeppower and torque

measurements for each expander test. This carebars&able 3-8.

Expander configuration

Specific Torque

Specific Power

N m/litre kW /litre
Uni-flow, 10 bar, solenoid valve 117.9 10.20
Rotary, 10 bar, port valves 124.4 21.40
Rotary, 15 bar, port valves 148.2 24.60
Rotary,10 bar, solenoid valves 210.8 10.86

Table 3-8 Maximum specific torque and power resultsfor steam tests

The specific torque was quite high and the spep@iwer was good, this is as expected

for a small expander configuration.

3.5.7 Mass flow rates and efficiencies

This section uses recorded data and calculatiordetermine the mass flow rates and

efficiencies obtained for each expander configorati

3.5.7.1 Mass flow rates

Table 3-9 shows the maximum, calculated mass flate of steam, for each of the
expander configurations where (m) indicates mealsuatue and (c) indicates calculated

value, explanatory notes follows the table.

Expander configuration Speed Mass flow rate Note
(rpm) (kgls)
Uni-flow with solenoid valves, 10 bar 600 0.96er3) ( -
Rotary with port valves, 10 bar 2000 5.70e-3 (c) 1
Rotary with port valves, 15 bar 2000 8.40e-3 (c) 1
Rotary with solenoid valves, 10 bar 500 1.37e-3 (m -

Table 3-9 Maximum mass flow ratesfor steam tests
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Note 1 — Calculation takes the measured mass f&ie for the rotary expander with
solenoid valves and re-calculates it accordingpieed and the density of the source at
appropriate pressure. This is detailed in the Yalhg example:
Measured mass flow rate for steam 10 bar (fromerai®) at 500 rpm
= 0.00137 kg/s
Mass flow rate at 500 rpm = measured / densistedm at 10 bar - 5.147 kg/m
=0.00137/5.147
= 0.00026617 kg/s
Basic mass flow rate = 0. 00026617 /(500/60) 60031941 kg/s
Mass flow rate at 2000 rpm = 0. 000031941 * (260D£ 0.0011 kg/s
Now multiply by the density of steam at 10 bar £&7.X%g/n?) and 15 bar (7.596 kgfn
Calculated mass flow rate for steam 10 bar at 2060= 0.0057 kg/s
Calculated mass flow rate for steam 15 bar at 2060= 0.0084 kg/s

These mass flow rates are used in the next settiaalculate the efficiency of each

expander configuration.

3.5.7.2 Efficiencies

The isentropic efficiencies were calculated using tifferent procedures and the results

compared. The first procedure involves Equationti38ugh Equation 3.5.

y1
T, :Tl(ﬂj / (3.3)
P2
VVis :I'th(T _Tl) (34)
Waet
= _act 35
M=y 35)

IS

Using the recorded pressure values, and the gasetatare at entry, the exit temperature
is calculated assuming an isentropic expansion.i3émtropic work is calculated using
this temperature drop and the mass flow rate showection 3.5.7.1. Finally the ratio of
the actual work output, measured using a torquesthacer is formed with the calculated
value of isentropic work. Table 3-10 shows the mmaxn power and the calculated

efficiency for each expander configuration usirepst.
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3.5 Expander test results using steam

Expander configuration Speed Actual Maximum I sentropic
(rpm) Power (W) Efficiency (%)

Uni-flow, 10 bar, solenoid valve 600 47.70 33.24
Rotary, 10 bar, port valves 2000 92.10 10.79
Rotary, 15 bar, port valves 2000 106.15 7.17
Rotary,10 bar, solenoid valves 500 46.70 22.76

Table 3-10 Efficienciesfor steam tests

As can be seen from Table 3-10, the rotary expandkdr control valves on the inlet
doubles the efficiency of that for when no contdllvalves were utilised. The best
results are for the uni-flow expander and rotargagder tests with the solenoid valves,

this is expected as the steam mass flow rate tisrbintrolled.

The second procedure for calculating the efficiemsylves the results from the Steam
Quality Analyser (SQA) tests found in Appendix ChelTSQA was tested using the uni-
flow expander and rotary expander configuratiorghlwith solenoid valves. The SQA
tests resulted in a dryness fraction. Using thé@adpy/entropy chart from steam tables
[55], the ideal isentropic expansion from 10 barltdar would result in an enthalpy
change from 2780 kJ/kg to 2390 kJ/Kkg, this relédes change in enthalpy of 390 kJ/kg.
Using the dryness fraction and the enthalpy/entrdmyrt the actual change in enthalpy
can be determined. The isentropic efficiency isitwen by the ratio of ideal change in

enthalpy to actual change in enthalpy.

The calculated efficiency from the SQA resultstfoe uni-flow expander with a solenoid

valve can be seen in Table 3-11.

Speed Dryness | Enthalpy for | Enthalpy Difference I sentropic

(rpm) fraction X units (kJ/kQg) Efficiency
(x) (kJ/kg) (%)

300 0.9148 2460 320 82.1

400 0.9551 2565 215 55.1

500 0.9504 2560 220 56.4

600 0.9625 2580 200 51.3

Table 3-11 Calculation of isentropic efficiency, uni-flow expander with solenoid valve
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3.5 Expander test results using steam

For the uni-flow expander the efficiency resulte arot comparable. At 600 rpm
(maximum power speed step) 33.24% efficiency wasutated whilst the SQA results
gave 51.3%. This difference could be due to hestds within the SQA setup, or flow
losses within the experimental setup, additiondily plenum chamber that was attached
during the SQA tests could have caused losses landn@uld affect the data obtained
due to delays experienced when using the plenura. cHiculated efficiency from the

SQA results for the rotary expander with solenatvgs can be seen in Table 3-12.

Speed Dryness | Enthalpy for | Enthalpy Difference I sentropic

(rpm) fraction X units (kJ/kQg) Efficiency
(x) (kJ/kg) (%)

200 0.976 2630 150 38.46

300 0.971 2610 170 43.59

400 0.977 2630 150 38.46

500 0.985 2640 140 35.90

Table 3-12 Calculation of isentropic efficiency, rotary expander with solenoid valves

Comparing the steam efficiencies calculated in &aBl10, with the efficiencies

calculated using the SQA test results it can be $e&t the rotary expander efficiencies
are also not comparable, 22.76% and 35.9% respéctivhe differences could be
attributed to the temperature losses in the SQApset flow losses in the experimental
setup.

Even though the efficiencies for each configurationnot agree, it can be seen that both
procedures result in an improvement in efficienoy the uni-flow configuration when
compared to the rotary configuration, and that itnprovement is of a comparable
magnitude, the ratio of uni-flow to rotary efficenis 0.68 and 0.69 for the first
procedure and the second (SQA) procedure, respéctiv
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3.6 Conclusions for expander tests

The main aim of this part of the project was to dséa, obtained from the expander

testing, to determine which configuration woulddsst suited for steam expansion.

The uni-flow expander configuration, using a soldnalve to control the inlet, gave the
best results in terms of power and efficiency arehde would be the chosen

configuration to be used as a reciprocating steguareler.

The rotary expander provided high power and torguethe efficiencies were not as
good as the uni-flow. Without inlet control, thetary was highly inefficient; the
efficiency was improved with the use of solenoidvea, but would still be a second
choice after the uni-flow configuration. Furtherrapthe rotary expander was found to be
unsuitable as a steam expander because of the stapasf the rotary tips causing the
expander to seize after a short period of use.

The counter-flow expander configuration, disappaugly, gave the worst results. This is
because the counter-flow arrangement is not suibethe an expander, because the
counter-flow is more suited to a four-stroke contlus cycle than a two-stroke
compression/expansion cycle; further, it provedidift to get a good result using the
solenoid valves. Tests were initially done using thiectors, but the results were even
worse, for the same reasons as the uni-flow reswdte poor with the injector inlet in
that the injector cross-sectional volume could cayte with the mass flow rate required
and that they did not perform well with high temggeres.

When medium size expanders are tested, it is re@med that a better specification of
inlet valve is used that could perform at highexests and also at steam temperatures and

pressures.

It is worth mentioning that the steam boiler usedthe expander tests did not provide a
steady source of steam with respect to pressureeX@ample when the tests were being
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3.6 Conclusions for expander tests

run at 10 bar, the source would fluctuate betweem® 12 bar, the fluctuations were
gradual, and whilst 10 bar was held for most ofttinee, the pressure would begin to rise
causing a vent to open which caused the pressutefn these fluctuations were cyclic

and were a characteristic of the boiler used.

A further recommendation for the next phase of exlpa testing is the need to consider
the issue of lubrication, especially for the rotagpander. When using steam, care had to
be taken to ensure the expanders were kept lubdaging a steam lubricant which was
fed into the input of each expander configuratidhne lubricant needed to be monitored
constantly, meaning when running for long periofisirae it was necessary to halt the
testing in order for the lubricant to be topped Tipis will need careful consideration for
the next phase of testing when larger expandersised. Also for a closed system it
needs some thought into how to separate the luttrigad water before the water is

pumped back into the steam boiler.

As mentioned in Section 3.5.2, the rotary expardet separate seals attached to each
rotor tip, these tended to expand when using steathafter a time would expand so
much they began to bind with the surface of thargothambers and eventually the
expander would seize. This happened twice ovepénmd of testing, both when using
steam for longer than 20 minutes, the first timeewlising steam at 15 bar. Even with
lubrication it appears the parts did not have timeool down as they would in a normal
counter-flow combustion cycle. This will need to bensidered if the next phase of

testing involves a larger rotary expander.

Additionally there is a need to ensure flow metnes added to the inlet and exhaust of
the test setup in order to get better efficiensults for the expanders. Finally, a further
recommendation is that any injectors and solenoek=d to be instrumented in such a
way as to indicate the actual timing for opening alosing of the inlet and exhaust for

each expander configuration.
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4 Modelling and
validation of the small
expanders
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4.1 Small expander modelling introduction

4.1 Small expander modelling introduction

This section presents the results for the modelbhghe small expanders using GT-
SUITE software from Gamma Technologies. GT-SUIT@&nsengine/vehicle simulation
toolbox and has several branches, or solvers, aadBT-POWER, GT-COOL and GT-
DRIVE, each of which are specialised in differergas of a vehicle, for example, the IC
engine, cooling system and powertrain, respectivell- POWER was the branch used to

model the small expanders, referred to as GT ffosdoint forward.

The concern with small scale expander testing wsasaalability. Could the results
obtained from the small expander test facility baled up to predict and validate the
results obtainable from similar, larger expandenfigurations? In parallel to the small
expander testing, detailed in Chapter 3, modelgawh expander configuration were

developed and tested.

The same validation process was used for the @ir@nd steam tests. The results from
the GT models were compared with the experimergallts, by doing this it was
intended to validate the experiment results artiafvalidation proved to be successful,
the models would be scaled up and then used tacpiett validate the results for larger
expander configurations.

The small expander modelling process is descrilmedeaction 4.2 and as with the
previous chapter, due to poor performance of thmisr-flow expander, this chapter will
focus on the rotary and uni-flow expanders. Detailthe counter-flow expander and the
test results can be found in Appendix G.

A presentation of results from the expander madggllincluding comparisons to the
measured data, is given in Section 4.3.

There will then be some discussion in Section 4dclwwill attempt to validate the data

acquired during the small expander testing and thndgeIn general +5% is standard
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4.1 Small expander modelling introduction

figure for an acceptable comparison range of valwhen comparing and validating

results hence, if the modelling results were coplarto the experimental results with a
+5% margin, then this would be deemed acceptablg, larger difference would be

unacceptable and concludes that the results areongtarable.

Section 4.5 will draw conclusions for the small anger modelling.
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4.2 Modelling of small expanders

4.2 Modelling of small expanders

This section describes how the models of the sengdander configurations, used in the

mini test facility, were developed and validated.

4.2.1 Uni-flow expander model

The uni-flow expander configuration was simple tod®l using GT-Power; Figure 4-1
shows the GT model for the uni-flow expander camnfagion.
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Figure4-1 GT modé of the uni-flow expander configuration

The uni-flow model used a fixed size exhaust porhgonent. The dimensions from the
mini test facility for the pipes, valves and cylerdvere incorporated into the model. For
the inlet variable timing; named variables wereduse that when the model test cases

were created, timings could easily be altered watladtering the model components.

The timings used for the experiments were used vitigally running the GT model,
however it became apparent that there was notegtdiorrelation between the timings
used in the experiments and the timings requiredneyGT model, as the results for
torque were much lower than expected. For the lomi-f/alve timings, the opening time
used for the experiments was multiplied by a facbthree (after experimenting with
different factors) when running the GT model. Tbisrelation worked at a satisfactory
level for 200, 300 and 400 rpm, but not for 500 ypims was because 500 rpm was at the
top end of the valves’ working speed range. Thgquerwas recorded for each GT speed

step and compared to the experimental results;tiaddily the pressure data was
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4.2 Modelling of small expanders

compared for the closest value. Appendix H contgnaphs that compare the two stroke

timings used in the experiments and in the GT niodglests.

4.2.2 Rotary expander model

The GT-SUITE model library did not include a rotaxpander, so a model for the small
Wankel expander was created using the volume irdoom for the chambers of the
rotary expander and by using this data to altelitiomal cylinder components to behave
like a rotary chamber. Three cylinders were userepoesent each chamber; this can be
visualized in Figure 4-2.

eccentric

O shaft

Figure 4-2 Rotary expander chambersand rotor tip labels

The rotor rotates anti-clockwise so thahamber 1 is followed by Chamber 2 then
Chamber 3. The rotor tips are labeled a, b and c. All datswalculated so that the
TDC=0° referred to when the tips are at their stgrpoint shown in Figure 4-2, tig
was at 0°, tip was at 120° and tipwas at 240°. The piston positions were alteremmfr
previous settings, so that when running the mathel,volume changes represented the
changes experienced by each chamber, as showgureH-3.
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4.2 Modelling of small expanders

chamber 1

Volume, m®
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Figure 4-3 Volumefor each chamber of therotary expander

The volume was calculated using equations from, [B&dse are summarised as follows:

3
Voo :Lez{%ﬂz K2—9+(§K2+4jsin‘1(%j—§ K} (4.1)

3
3 (2 T
V=V_ +—eKL{1-sin —ag+— 4.2
mnoo9 { (3 6)} (4.2)

Wherel is the axial length of the rotor and rotor housiags the radius of the inner
circle, K is the radius-to-eccentricity ratio (where thidits is the length from the inner
circle (eccentric shaft) to the outer circle)is the angular position of the rotor (starting
point, 0° is as shown in Figure 4-2), is the minimum volume and is the Volume for
the rotor position.

The GT rotary expander model is shown in Figure 4-4

116



4.2 Modelling of small expanders
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Figure 4-4 GT model of therotary expander configuration

The torque was calculated from the pressure andnweldata acquired from the GT

model run results, using Equation 3.2, from SecBahl.
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4.3 Results from small expander modelling

This section presents the key results from the md@a modelling tests and then
compares them with the corresponding experimeasallts. The variation of torque over
speed results are compared graphically and sumedatis a table that includes a
comparison. Choosing a speed point at which thguioiis closest in comparison, the
variation in pressure over one complete rotor naetvoh for the experimental data and GT

data are compared graphically.

4.3.1 Uni-flow expander results

This section presents the results for the uni-floypander configuration with a solenoid
valve on the inlet. The results are compared with éxperimental results from Section
3.4.4.

4.3.1.1 Steam results

Figure 4-5 compares the variation in torque witeespfor the experimental data and GT

data using 10 bar steam.
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Figure 4-5 Uni-flow expander, 10 bar steam, comparison of torque
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4.3 Results from small expander modelling

Table 4-1 compares the torque for each speed mtkprasents the percentage difference

between the two values.

Speed Measured Torque | GT Mode Torque Percentage

(rpm) (N m) (N m) Difference
200 0.4471 0.4210 -6.19
300 0.5376 0.5179 -3.80
400 0.5118 0.5356 +4.44
500 0.5530 0.5660 +2.29
600 0.5062 0.5767 +12.22

Table 4-1 Uni-flow expander, 10 bar steam, per centage difference for torque comparison

Figure 4-6 compares the variation in pressure ower complete rotor revolution for the

experimental data and GT data, 400 rpm was chasamadway test point.

11
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Pressure, bar

experimental pressure data
""" GT Power pressure data
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Figure 4-6 Uni-flow expander, 10 bar steam, comparison of pressure cycles, 400 rpm

Figure 4-5, Table 4-1 and Figure 4-6 show that@Giemodel for the uni-flow expander
with 10 bar steam yielded similar results to th@esknental data for the lower speed
steps with the torque data being within the acd#eta5% margin. However, for the
maximum speed step the torque data was differed2By which exceeds the acceptable
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4.3 Results from small expander modelling

margin. This could be due to the fact that this #esmaximum speed that the solenoid

valves could operate at, hence the timing was sia@caurate as for the lower speeds.

4.3.1.2 Nitrogen results

Figure 4-7 compares the variation in torque witeespfor the experimental data and GT

data using 10 bar nitrogen.
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Figure 4-7 Uni-flow expander, 10 bar nitrogen, comparison of torque

Table 4-2 compares the torque for each speed mtkprasents the percentage difference

between the two values.

Speed Measured Torque | GT Mode Torque Percentage
(rpm) (N m) (N m) Difference
200 0.3826 0.376 -1.76
300 0.4186 0.415 -0.87
400 0.3820 0.397 +3.78
500 0.3876 0.401 +3.34
600 0.3361 0.403 +16.6

Table 4-2 Uni-flow expander, 10 bar nitrogen, percentage differencefor torque comparison
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4.3 Results from small expander modelling

Figure 4-8 compares the variation in pressure ower complete rotor revolution for the
experimental data and GT data, 300 rpm was chasémsaresulted in the closest torque

comparison.
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Figure 4-8 Uni-flow expander, 10 bar nitrogen, comparison of pressure cycles, 300 rpm

Figure 4-7, Table 4-2 and Figure 4-8 show that@iemodel for the uni-flow expander
with 10 bar nitrogen yielded similar results to #wperimental data for the lower speed
steps with the torque data being within the acddpta5% margin. However, for the
maximum speed step the torque data was differeritt®y which considerably exceeds
the acceptable margin. Again, this could be du#héofact that this was the maximum
speed that the solenoid valves could operate atehthe timing was not as accurate as

for the lower speeds.

Figure 4-9 compares the variation in torque witeespfor the experimental data and GT

data using 15 bar nitrogen.

121



4.3 Results from small expander modelling

Torque, Nm

o
R}
T

0.6~

058

experimental torque data
""" GT Power torque data

Table 4-3 compares the torque for each speed mstkprasents the percentage difference
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Figure 4-9 Uni-flow expander, 15 bar nitrogen, comparison of torque

Speed Measured Torque | GT Mode Torque Percentage

(rpm) (N m) (N m) Difference
200 0.6826 0.6978 +2.18
300 0.7202 0.6973 -3.28
400 0.6568 0.6700 +1.97
500 0.5935 0.6850 +13.36
600 0.5618 0.7300 +23.04

Table 4-3 Uni-flow expander, 15 bar nitrogen, percentage differencefor torque comparison

Figure 4-10 compares the variation in pressure omercomplete rotor revolution for the

experimental data and GT data, 400 rpm was chosehisispeed step gave the closest

comparison in the torque data results.
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Figure 4-10 Uni-flow expander, 15 bar nitrogen, comparison of pressure cycles, 400 rpm

Figure 4-9, Table 4-3 and Figure 4-10 show thatGiemodel for the uni-flow expander
with 15 bar nitrogen yielded similar results to #wperimental data for the lower speed
steps with the torque data being within the acakpt% margin. However, for the top
two speed steps, 500 and 600 rpm, the torque dasadiferent by 13% and 23%,
respectively, which is unacceptable. Once agais,dbuld be due to the fact this was the
maximum speed that the solenoid valves could opathence the timing was not as

accurate as for the lower speeds, at this higresspre.

4.3.2 Results for rotary expander with port valves

This section presents the results for the rotagyasger configuration with no control
valves on the inlets. The results are compared thighexperimental results from Section
3.4.2.

4.3.2.1 Steam results

Figure 4-11 compares the variation in torque witeesl for the experimental data and GT

data using 10 bar steam.

123



4.3 Results from small expander modelling

T
experimental torque data
""" GT Power torque data

o
g

o
[0}
T

|

o
g

o
5]
T

|

Torque, Nm

o
4

<}
T

Figure 4-11 Rotary expander, 10 bar steam, comparison of torque

Table 4-4 compares the torque for each speed mtkprasents the percentage difference

between the two values.

Speed Measured GT Model Torque Percentage
(rpm) Torque (N m) (N m) Difference
200 0.460 0.6000 +23.33
300 0.500 0.5508 +9.22
500 0.528 0.4596 -14.88
700 0.530 0.3900 -35.89

Table 4-4 Rotary expander, 10 bar steam, per centage differencefor torque comparison

Figure 4-12 compares the variation in pressure omercomplete rotor revolution for the
experimental data and GT data, 300 rpm was choséheaspeed that gave the closest

torque comparison.
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Figure 4-12 Rotary expander, 10 bar steam, comparison of pressure cycles, 300 rpm

As can be seen from Figure 4-11 and Table 4-4dfwguée data obtained from the rotary
model, with 10 bar steam, was not comparable whih éxperimental data with the
difference being considerably more than the actépta5% margin and the gradient of
the line is also different, this could be due te tact that steam performed differently to
nitrogen (it will be shown in the next section thhe nitrogen results were more
comparable) and that this needed to be added twthsy expander model in some form
of heat exchange calculation; at the time of wgitidue to time constraints, this could not
be further investigated. However the pressure ddawn in Figure 4-12 gives a
comparable curve, so it can be concluded that tfer@ary expander model is

performing in a similar way to the actual rotaryparder.

4.3.2.2 Nitrogen results

Figure 4-13 compares the variation in torque witbesl for the experimental data and GT

data using 10 bar nitrogen.
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Table 4-5 compares the torque for each speed mtkprasents the percentage difference

between the two values.

Figure 4-13 Rotary expander, 10 bar nitrogen, comparison of torque

Speed Measured GT Model Torque Percentage
(rpm) Torque (N m) (N m) Difference
100 0.6669 0.7062 +5.57
300 0.5449 0.5494 +0.82
500 0.4979 0.4547 -9.50
700 0. 4245 0.4529 +6.69

Table 4-5 Rotary expander, 10 bar nitrogen, per centage difference for torque comparison

Figure 4-14 compares the variation in pressure omercomplete rotor revolution for the
experimental data and GT data, 300 rpm was chosdhis speed step gave the best

result in the torque comparison table.
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Figure 4-14 Rotary expander, 10 bar nitrogen, comparison of pressure cycles, 300 rpm

Figure 4-13, Table 4-5 and Figure 4-14 show that@T model for the rotary expander

with 10 bar nitrogen yielded similar results to theerimental data for lower speed steps
with the torque data being within £5% acceptablegim however the higher speed steps
exceed the acceptable margin so there is roommfpravement. This could be due to the
GT model using cylinder attributes to represent iihiary expander chambers, which

could yield a different performance; the model ddog improved to allow for this.

Figure 4-15 compares the variation in torque witeesl for the experimental data and GT

data using 15 bar nitrogen.
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Table 4-6 compares the torque for each speed mtkprasents the percentage difference

between the two values.

Figure 4-15 Rotary expander, 15 bar nitrogen, comparison of torque

Speed Measured GT Model Torque Percentage
(rpm) Torque (N m) (N m) Difference
100 0.9139 0.9415 +2.93
300 0.7172 0.7041 -1.86
500 0.6385 0.6061 -5.45
700 0.5641 0.5955 +5.27

Table 4-6 Rotary expander, 15 bar nitrogen, per centage difference for torque comparison

Figure 4-16 compares the variation in pressure omercomplete rotor revolution for the
experimental data and GT data, once again 300 rasclvosen as it gave the best torque

comparison.
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Figure 4-16 Rotary expander, 15 bar nitrogen, comparison of pressure cycles, 300 rpm

Figure 4-15, Table 4-6 and Figure 4-16 show that@T model for the rotary expander
with 15 bar nitrogen yielded similar results to #xperimental data for all speed steps
with the torque data being within the acceptabl&#Bargin. This is a good result and is
an improvement on the 10 bar nitrogen results,cbutd still be improved further. This
could be due to the GT model using cylinder attelsuo represent the rotary expander
chambers, which could yield a different performante model could be improved to

allow for this.

4.3.3 Results for rotary expander with solenoid valves

This section shows the results for the rotary edpamronfiguration with control valves
attached to the inlets. The results are compardd thie experimental results from
Section 3.4.5.

4.3.3.1 Steam results

Figure 4-17 compares the variation in torque witbesl for the experimental data and GT

data using 10 bar steam.
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Figure 4-17 Rotary expander with solenoid valves, 10 bar steam, comparison of torque

Table 4-7 compares the torque for each speed mtkprasents the percentage difference

between the two values.

Speed Measured GT Mode Torque Percentage
(rpm) Torque (N m) (N m) Difference
200 0.5757 0.7345 +21.60
300 0.6534 0.7153 +8.60
400 0.7836 0.6994 -10.80
500 0.9063 0.6840 -24.52

Table 4-7 Rotary expander with solenoid valves, 10 bar steam, percentage difference for torque

Figure 4-18 compares the variation in pressure omercomplete rotor revolution for the

experimental data and GT data, once again 300 rpsclosen as the speed that gave

the closest torque comparison.

comparison
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Figure 4-18 Rotary expander with solenoid valves, 10 bar steam, comparison of pressure cycles, 300
rpm

As can be seen from Figure 4-17 and Table 4-7iditpie data obtained from the rotary
model, with 10 bar steam, was not comparable whih éxperimental data with the
difference being considerably more than the acdep®6 margin and, as with the steam
results for the rotary expander with port valvég giradient of the line is also different,
this could be due to the fact that steam perforditédrently to nitrogen (it will be shown
in the next section that the nitrogen results weoee comparable) and that this needed to
be added to the rotary expander model in some @drheat exchange calculation; at the
time of writing, due to time constraints, this abulot be further investigated. However
the pressure data shown in Figure 4-18 gives a atabfe curve, so it can be concluded
that the GT rotary expander model is performingisimilar way to the actual rotary
expander. The difference in maximum pressure istdule fact that the GT model holds
the pressure at a constant 10 bar, whereas ther ugiéd for the experiments tended to
drift between 9 bar and 12 bar.

4.3.3.2 Nitrogen results

Figure 4-19 compares the variation in torque witeesl for the experimental data and GT
data using 10 bar nitrogen.
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Figure 4-19 Rotary expander with solenoid valves, 10 bar nitrogen, comparison of torque

Table 4-8 compares the torques for each speed astdppresents the percentage of

difference between the two values.

Speed Measured GT Mode Torque Percentage

(rpm) Torque (N m) (N m) Difference
200 0.3176 0.5782 +44.10
300 0.5055 0.5622 +10.10
400 0.6147 0.5656 -7.99
500 0.6037 0.5833 -3.38
600 0.5501 0.6086 +9.60

Table 4-8 Rotary expander with solenoid valves, 10 bar nitrogen, percentage difference for torque
comparison

Figure 4-19 and Table 4-8 and show that the GT infuiethe rotary expander, with
solenoid valves, using 10 bar nitrogen yielded lsinmesults to the experimental data for
higher speed steps with the torque data exceetim@dceptable +5% margin for all but
one speed step, moreover for the lowest speed t&90 rpm the torque was not
comparable, with the torque for the experimentéh @ 200 rpm being 45% less than the
torque obtained from the GT model. Overall, thig isot good result; the differences are
probably due to the use of the solenoid valvesthadincertainty of the actual timing for
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4.3 Results from small expander modelling

the experiments. The differences could also be tduthe GT model using cylinder
attributes to represent the rotary expander chanbg&hich could yield a different

performance; the model could be improved to allontliese issues.

Figure 4-20 compares the variation in pressure oxercomplete rotor revolution for the
experimental data and GT data, this time 400 rpm et®@sen as it was a good mid-point

in the torque comparison results.
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Figure 4-20 Rotary expander with solenoid valves, 10 bar nitrogen,

comparison of pressure cycles, 400 rpm

Figure 4-20 shows that the pressure cycle at 460 fgy the experimental data share
some similarities with the pressure data obtaimethfthe GT model. The opening and
closing times are comparable, as is the upper @ndrlpressure levels, however there is
more expansion observed in the GT results comptreétie experimental results, this
could be due to a couple of factors. Firstly, thpegimental data used two sensors, so the
data between the two could contain some uncertasegondly, the GT model is perfect
with respect to expansion, and improvement betwhentwo could be to impress the

expansion index from the experimental data ontoGfiemodel, time constraints did not
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4.3 Results from small expander modelling

allow for this to be explored fully, but would beecommendation should the models be

used in future projects.

Figure 4-21 compares the variation in torque wteesl for the experimental data and GT

data at 15 bar nitrogen.
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Figure 4-21 Rotary expander with solenoid valves, 15 bar nitrogen, comparison of torque

Table 4-10 compares the torque for each speed atep presents the percentage

difference between the two values.

Speed Measured GT Model Torque Percentage

(rpm) Torque (N m) (N m) Difference
200 0.4382 0.7359 +40.5
300 0.6879 0.7175 +4.1
400 0.8608 0.7410 -13.9
500 0.8625 0.7790 -9.7
600 0.7575 0.8226 +7.9

Table 4-9 Rotary expander with solenoid valves, 15 bar nitrogen, percentage differencefor torque
comparison
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4.3 Results from small expander modelling

Figure 4-21 and Table 4-9 show that the GT modetHe rotary expander, with solenoid

valves, using 15 bar nitrogen yielded similar resth the experimental data for higher
speed steps with the torque data exceeding theiatte +5% margin for all but one of

the speed steps, moreover for the lowest speed a$t@®0 rpm the torque was not

comparable, with the torque for the experimentéh @& 200 rpm being 40% less than the
torque obtained from the GT model. Overall, thisn a good result and could be
improved; the differences, especially the anomalythiese results for 400rpm being
above +10% difference, are probably due to the afséhe solenoid valves and the

uncertainty of the actual timing for the experingerithe differences could also be due to
the GT model using cylinder attributes to represkatrotary expander chambers, which
could yield a different performance; the model dobke improved to allow for these

issues.

16 ‘
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Pressure, bar

Rotor Angle Degrees

Figure 4-22 Rotary expander with solenoid valves, 15 bar nitrogen, comparison of pressure cycles,
300 rpm

As with the results for 10 bar nitrogen, Figure2lshows that the pressure cycle at 300
rpm for the experimental data share some simiaritvith the pressure data obtained
from the GT model. The opening and closing timesamparable, as is the upper and

lower pressure levels, however there is some expams the pressure cycle for the GT
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4.3 Results from small expander modelling

model that is not experienced in the experimerd#d,dhis could be due to the limitations
of the solenoid valves used in the experimentsthadsT results could be improved with
investigation into how to alter the expansion indethe GT model, time constraints did
not allow for this to be explored fully, but as withe 10 bar model this would be a
recommendation should the models be used in fyimects.
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4.4 Comparison of experimental and model results

This section discusses some of the results presemtihe previous section with respect

to the validation issues and summarises the condsi$or this part of the project.

4.4.1 Correlation between media

This section will investigate the correlation beémehe nitrogen and steam results and
discuss whether the nitrogen results could be tsguiedict the steam results for larger

sized expander configurations.

The way this was investigated was to use the todati@ from the GT results along with
the GT (inlet) opening timeAt, to result in a parameter that could be used as a
comparison. The opening times were different faheaf the tests 10 bar nitrogen, 15 bar
nitrogen and 10 bar steam, so the assumption tshialividing the torque by this

variation in time, a new paramet@rdt, would be obtained.

These parameters were then compared by:
i. calculating the ratio of nitrogen 10 b&ut with nitrogen 15 bail/4t, ratio should
be approximately 1.5, as for the pressure ratios;
ii. calculating the ratio of nitrogen 10 b&t with steam 10 baf/4t, ratio should be
close to 1.
Table 4-10 shows the collated data for the uni-flexperimentsAt is given in crank

angle degrees.

Speed Nitrogen 10 bar Steam 10 bar Nitrogen 15 bar
(rpm) At Torque At Torque At Torque
(N.m) (N.m) (N.m)

200 124 0.38 107 0.45 107 0.68
300 134 0.42 134 0.54 110 0.72
400 127 0.38 149 0.51 120 0.66
500 130 0.39 161 0.55 134 0.59
600 136 0.34 170 0.51 149 0.56

Table 4-10 Uni-flow timing and experimental tor que data
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Table 4-11 shows the ratios for nitrogen at 10dat nitrogen at 15 bar together with
steam at 10 bar and nitrogen at 10 bar for eackdsgiep.

Speed (rpm) Nitrogen T/At ratio 10 bar T/Atratio
200 2.06 1.35
300 2.09 1.28
400 1.81 1.14
500 1.48 1.15
600 1.52 1.21

Table 4-11 Uni-flow ratios between nitrogen tests and 10 bar tests

The uni-flow tests show a close correlation for kingher three speed steps than for the
lower speed steps, this could be related to theginssues with the solenoid valves, or it
could be that thd/4t method is not appropriate. This would need furihgestigation

and validation if the models are used further fiar hext expander size testing.

Table 4-12 shows the collated data for the experimevith the rotary expander
configuration with port valves. Th&t value, in crank angle degrees, is irrelevanthin t
case as the same timings were used throughout.

Speed Nitrogen 10 bar Steam 10 bar Nitrogen 15 bar
(rpm) At Torque At Torque At Torque
(Nm) (N.m) (Nm)
200 120 0.6669 120 0.460 120 0.913P
300 120 0.5449 120 0.500 120 0.717p
500 120 0.4979 120 0.528 120 0.638pH
700 120 0.4529 120 0.530 120 0.5641

Table 4-12 Rotary expander, port valves, timing and experimental torque data

Table 4-13 shows the ratios for nitrogen at 10 dyat nitrogen at 15 bar together with
steam at 10 bar and nitrogen at 10 bar for eackdsgiep.
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Speed Nitrogen 10 bar/15 bar 10 bar steam/nitrogen
(rpm) ratio ratio

200 1.37 0.69

300 1.32 0.92

500 1.28 1.06

700 1.25 1.17

Table 4-13 Rotary expander, port valves, ratios between nitrogen tests and 10 bar tests

The correlation for the rotary expander, for thebd0 results are acceptable for the mid-
range speeds, 300 and 500 rpm, but are not actegdtabthe lower or higher speed

steps. Additionally the nitrogen results do notrelate at any speed steps. This means

that either thél/4t method is not suitable for the rotary expanderthat the results are

unreliable, which could be due to fluctuations wurkce pressure. As explain in the

previous section, the GT model holds the pressonstant, whereas the boiler used for

the experiments tended to drift between %4 bar.

Table 4-14 shows the collated data for the expermevith the rotary expander

configuration with valves attached to the inletga, theAt value, in crank angle

degrees, is irrelevant in this case as the samegmwere used throughout.

Speed Nitrogen 10 bar Steam 10 bar Nitrogen 15 bar
(rpm) At Torque At Torque At Torque
(N.-m) (N.m) (N.m)

200 80 0.3176 80 0.5757 80 0.4382
300 80 0.5055 80 0.6534 80 0.6879
400 80 0.6147 80 0.7836 80 0.8608
500 80 0.6037 80 0.9063 80 0.862%
600 80 0.5501 - - 80 0.7575

Table 4-14 Rotary expander, with valves, timing and experimental torque data

Table 4-15 shows the ratios for nitrogen at 10dyat nitrogen at 15 bar together with
steam at 10 bar and nitrogen at 10 bar for eackdsgiep.
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Speed Nitrogen 10 bar/15 bar 10 bar steam/nitrogen
(rpm) ratio ratio

200 1.38 1.81

300 1.36 1.29

400 1.40 1.27

500 1.43 1.50

600 1.38 -

Table 4-15 Rotary expander, with valves, ratios between nitrogen tests and 10 bar tests

For this configuration the correlation results wacg good, the 10 bar results were not
acceptably close, although the Nitrogen ratios vefightly better than without the valve

ratios, they were still not good enough to be bdiaOnce again this means that either
this method is not suitable for the rotary expanaderthat the results are unreliable,

which could be due to fluctuations in source pressu

In summary, the correlation with the uni-flow expan looked favourable and hence
could be used to predict the results; however norestigation of the results would be
needed for the rotary configurations before theyewesed to predict results for different

sources or pressures.

4.4.2 Validation of test results

This section will discuss the possibility of the SUITE results being used to validate

the expander test results.

Looking at the results in Section 4.3.1 for the-floww expander model, the valve timings
used in the experiments were found to be inadeqadi&ctor of 3 was used to multiply
the experimental opening times to get GT resuléd tiere closer to the experimental
torque. The torque obtained was within 5% of theeeimental data for the lower speed
steps. However for the higher speed steps therelifte was greater than +5%, +13% for
steam at 10 bar, £16% for nitrogen at 10 bar ar#¥afor nitrogen at 15 bar. The reason
for this required multiplication factor could bewdo to the solenoid valves not operating
as smoothly or quickly as expected. So for the expnts, when the LabVIEW control

program sent out a pulse width of, for examplechk angle degrees, because of the
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4.4 Comparison of experimental and model results

delay of the solenoid valve this actually corregpehto a real width of 90 crank angle
degrees. However, as some of the higher speedwpsmot within the acceptable +5%,
it can be concluded that the correlation may noa lsemple factor that is the same for all
speed steps. For the higher speed steps, the delag would be increased and hence a

different factor would be required.

The results for the rotary expander configuratiathvport valves in Section 4.3.2 did
yield a good correlation especially for the nitrogests, with the torque comparison
being below +5% between the experimental data bads{T data. The steam results were
not as good for this configuration being in betwea8f6 and £35%, this could be due to
the poor behaviour of the rotary expander withratear due to the steam boiler pressure
fluctuations.

Finally, the rotary configuration with valve contm@sults were worse for the nitrogen
tests, between +3% and +44%, but slightly improfadthe steam tests, +8% to +24%.
This could be attributed to the fact that the soiévalve timing was not perfect and they
could only operate at slow speeds, and also dumiter fluctuations, which were not

taken into consideration for the GT models.

These issues would need to be considered when GSing validate different expander

sizes of the same configuration.

4.4.3 Scalability

This section will discuss if the GT results canused to predict the results for larger

expander configurations.

The GT models for the uni-flow and some rotary cgunfations yielded good results,
especially at the lower speeds, so with carefuhoetelling, GT could be used to predict
the results for larger expanders; however a furtiadidation step with a larger expander

size would be necessary to be really confidenthénsicalability.
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4.5 Conclusions for small expander modelling

The main aim of this part of the project was toateemodels of the small expanders and
see if the model result data would validate theseirpental data and further if the models

could then be scaled up to predict the performah¢zrger sized expanders.

It can be concluded that the models can predicttdhgue output of the uni-flow and
rotary configuration with no valve control, for g@s below 500 rpm to within +5% of
the experimental torque. However, when the solenaides were used with the rotary
expander, good results were not obtained; hendectrdiguration would require more
investigation. In order to answer the questionaaflability, some further modelling and
testing would need to be done with medium size eapaconfigurations to be confident

whether scalability would be possible or not.

The GT models using steam as a source would béygnegroved if more investigation

were carried out into the heat transfer charadiesisand expansion index. If these
parameters were variable, then a closer modeldon eonfiguration and test type could
be made. For example by recording the expansioexifar the experimental results and

inserting these into the GT model, a closer pressbhape would be obtainable.

Additionally further investigation needs to be domo the correlation between the
timings used in the experiments and in the GT miodglIf further experiments were
carried out, an accurate way to record inlet arfthagt timings should be employed, as

using the timings from the Labview programs wassufticient.

Finally, as stated in the conclusions for the sreapander tests, a more suitable valve
arrangement should be sourced that is able to dandher speed ranges. On a similar
note, a method should be developed to preventltivtuaitions from the source boiler

pressure being passed onto the inlet of the expamikhence affecting the results.
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development and
modelling
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5.1 Control strategy introduction

This chapter presents an overview of the contn@ltesgies that were investigated and

modelled.

The aim of the control system is to minimise thel faonsumption whilst generating a
percentage of the torque demanded on the IC engihe. two strategies that are
considered are respectively a hierarchical corgmalcture and a multi-variable control

structure.

In Section 5.2, the overall HYSTOR concept will tevisited in order to present the
hierarchical control structure; this will take intmnsideration the overall supervisory

control strategy and break the system down intoviddal control components.

Section 5.3 proceeds to discuss the control vasaldnd objectives which were
considered when creating individu8lSOcontrollers and which are also used to in the

formulation of aMIMO controller.

Section 5.4 presents a Simulink model for a sinidl&O controlled system and the

results.

PID controls were used as the basis for developwiesrt observer-controller system and
this is detailed in Section 5.5. The observerailetr is designed using firstly pole-
placement then an LQ method. In neither case didpérformance reach the level
defined by the distributed PID controllers. The dasion drawn was that the model
developed for the system was never sufficient snrépresentation of the dynamics to
form the basis for an adequate design. There ithdurwork needed to complete a
comprehensive system identification process artdgba variety of controllers including

multi-mode linear and fixed gain robust controllers
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5.1 Control strategy introduction

Section 5.6 describes how the PID control was nattegl into the hybrid vehicle models
detailed in Chapter 2. The new PID controlled medeére run using the same drive
cycles used in Chapter 2. A comparison is madeefdonsumption improvement when
compared to the conventional vehicle and also tloeiraulator model from Chapter 2.

Additionally the power outputs for each drive cyale presented.

Section 5.7 summarises and concludes the contvelal@ment and modelling strategy.
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5.2 Control structure

The section begins by revisiting the basic HY ST@Roept shown in Figure 5-1.

Exhaust flow —
Water/steam flow —
Fuel flow —_——
Control flow  -----
Steam
accumulator

Control computer

] Throttle
3 valve

I

[ | r
. e
| | |
i i } Expander

|
i i b H Exhaust flow
b HP pump
| |
| |
| System power
} E 7777777 out
‘ put
! Fuel control O O O O
l Engine
|
i Water flow ﬁ Condenser

LP pump

Figure5-1 Overall HY STOR system concept

The control of the HYSTOR system can be divided itwo main areas, global, or
supervisory control, and local control, the lattezing individual controls for key

functions within the system.

5.2.1 Control hierarchy

The supervisory control unit will monitor the logantrol units and the IC engine system
in order to supervise local control units in a &rehical structure. The hierarchical flow

is shown in Figure 5-2.
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input - output
Supervisory
accelerator » Control Unit | torque
N GLOBAL CONTROL _
IC Engine Steam
Control System
Unit Control Unit

Steam Pump
Expander Control
Control Unit
Unit

Figure5-2 Hierarchical structure of the control system

A possible first step for dealing with a controju&grement is to split the overall system
up into units and treat each unit as a single lomprol entity or module. The units for

the steam expander and pump are described in Appénid
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5.3 Control objectives and variables

The control objectives for the complete HYSTOR egstare as follows:
Power/Torque- the power or torque demand from the vehicleadriveeds to be
met by the IC engine, the steam expander, or a i@t of both IC engine and
steam expander;
Fuel Economy- the fuel consumption needs to be kept to a mimm
Steam Supply/Reservethe supply of water to the boiler needs to bat le¢ an

appropriate pressure/mass flow rate to ensure thereonstant steam supply or a

reserve of available steam for the steam expander;

Steam Quality— the quality of the steam supply or reserve ndedseach a
superheated state in order to get the best eftigitom the steam expander, and
to ensure there is minimum risk of droplet damaygéheé expander, which would

be caused if using steam that is too wet.

These objectives will be met by identifying the igbtes within the system that are

controllable and also by monitoring and interactivith the IC engine system.

The two main control modules are the pump contrated the expander controller. The
control variables that need to be considered fese¢lcontrol modules are as follows:
1) the cut-off timing of the throttle for the expangdénis will be referred to
throughout asg;
2) the water mass flow rate from the high pressureemaiimp, which in turn is
determined by the speed of the pump. The water rfiessrate shall be

referred to throughout a#, and the speed &s

These variables and their controls can be separatedthree controllable units. The

pump controller monitorsh, and uses the demanded pressure to control the ppewul

n. The expander controller monitors demanded toeqethe system pressure to control
the expander inlet valve timing using Finally, the third controller is a supervisory

controller that monitors the steam system and IGiren conditions and controls the
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5.3 Control objectives and variables

required changes im, anda. As the system pressure is proportional to thesnil@w

rate of water, by monitoring and controlling ther@amded system pressure, the correct
mass flow rate of water will be maintained by thestem to generate good quality

superheated steam using the available exhauseggetature and mass flow rate.

In Figure 5-1 there is a control link to the lowepsure pump from the condenser, this
will not be further developed at this time, but slibbe considered in future design

developments.

PID control loops were used to develop the indigitjucontrolled units. PID control
loops were chosen as a benchmark for the contsiesy and because PID loops are
widely used to develop simple, yet robust contystams. The PID control results would
also help to compare any results gained when dpwgjoa more complex, optimised,
controller. Each control unit is presented in moegail as individual control blocks, with
their governing equations and test results in Adped.2. The overall control system and

its connections are shown in Figure 5-3.
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Figure 5-3 Overall control system

Figure 5-3 was used to develop and integrate th&é@ter modules, the Simulink model

and tests performed are detailed in Appendix J.2.
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5.4 A simple PID controlled system

The positive displacement pump, expander and sigoew control models were
integrated into one Simulink model; additionallplack representing the heat exchanger
was added to the pump control loop in order thathbat exchange process was taken

into consideration for the system pressure cal@rat This system controlled with two
PID loops is shown in Figure 5-4.

[mdotwpred] —
flow p_act ¥ Pact
J | mdotw
P_act mdotwact deltaPs
PumpPID pressure to flo| (I)t * Te
Controller o - eg
positive displacement pump ' o mdot
equation 1 egf mdate
W_ heat exchanger system
< equation 2
P+deltaP

* P_act

P E—

4 # n_expander
expspeed
s tpha_sct S P
supervisory control
Lli'l""'_a&db" o expander speed
pups
Expander Torgue N m L
pdowns Tact
cut_off alpha
Expander - e
PID d
Controller expander

equation 5

Figure 5-4 System with two PID control loops

The Simulink blocks shown in Figure 5-4 contairerefices to equations 1 through 6 in
their names, these equations are as follows:
positive displacement pump equation idcorporates Equation 5.1 through

Equation 5.3, as used for the positive displacénpermp and developed in
Appendix J.2.1;

Volumetric flow F, =K xn (5.1)
L eakage flow F =K xp (5.2)
Total flow F=F,-F (5.3)
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5.4 A simple PID controlled system

heat exchanger system equationn2orporates Equation 5.4 which is used to
calculate the change in pressure with respecir®. it is proportional to the sum
of the heat transferred, to the mass flow ratevater and inversely proportional
to the mass flow rate of the steam used by tharedgr;

0P,

ot
whereK;, K, andKs are constantsQ is the rate of heat transfer (using

=K,.Q+K,.m, — K, (5.4)

Equation 2.2 from Section 2.2.1,, is the mass flow rate of water, and
I, is the mass flow rate of steam through the expande
mdotwpred equation 3 Equation 5.6, as used for the supervisory otletr
developed in Appendix J.2.3;
Myred = Nexp @ V.0 (5.6)
alphapred equation 4s Equation 5.7 as used for the supervisory cdatro

developed in Appendix J.2.3;

Pn
Pn-1
expander equation % Equation 5.8 as used for the expander, develaped
Appendix J.2.2;

a K.

pred = (5-7)

k1l 1 1
work =| (p,.(a,V)) + (].T/J{Vfﬂ _V2/7—1] —(p.Vs) (5.8)

A test harness for the system was created; théhasvn in Figure 5-5. Additionally a
limit was imposed on the demanded torque to keesyistem in a stable state. This was
achieved, in the initialisation file, by using teepander Equation 5.8, with the volume of
the expander set to 0.2 litres, a fixedvplue of 1 bar and then the maximum torque
calculated for system working pressures of betwHerbar and 25 bar. This formed a
lookup table for the Simulink block, the outputwhich was used to limit the torque
demand.
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Pdem ¥ Pdem
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pdowns *{pdowns Tact '
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Figure 5-5 Test harnessfor PID controlled model

Test data were created to test the following d#iféiscenarios:
* constant system pressure demand, varying torquart#m
* constant torque demand, varying system pressurartgm
* varying system pressure and torque demand excedsm torque available;
*  Texn(egt) too low to generate steam;

s I, (egf) too low to generate steam;

* using a drive cycle to run the model.

Figure 5-6 presents the results for the test wittbstant torque demand, of 35 N m,
while the pressure demand input is varied betw&dpat and 21 bar.
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Figure 5-6 Constant torque demand with varying pressure demand

It can be seen in Figure 5-6 that the pressureubdtgplows the demand with a slight
delay and whilst the torque output is affectedtmy arying pressure demand, the torque
output stabilises back to the torque demand. Figurepresents the results for the test
with a constant pressure demand, of 20 bar, wthisttorque demand input is varied

between 30 N m and 45 N m.
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Figure 5-7 Constant pressure demand with varying torque demand

It can be seen in Figure 5-7 that the torque outgldws the demand with a slight delay
and whilst the pressure output is affected onighgly by the varying torque. Figure 5-8
shows the results when testing the maximum toreareashd. Two system pressures are
used, 20 bar and 23 bar, for an expander of voldraditres and a condenser pressure
value of 1 bar. The system pressures correspontatdmum torques of 63 N m and 73

N m, respectively.
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Figure 5-8 Control of maximum torque demand

It can be seen in Figure 5-8 with the pressurerotiatl to 20 bar and a torque demand of
70 N m, the output torque is limited to 63 N m. ®ezond half of the graph shows that
when the pressure demand is increased to 23 far,the torque demand of 70 N m is
met, but when the torque demand increases to 80, Mtrthis pressure, the output is
limited to 73 N m. In each case the system is waykilose to a limiting torque value that

corresponds to a maximum (100%) cut-off with thdipalar steam pressure.

Figure 5-9 presents the results for the test witlostant pressure and torque demands
input (20 bar and 35 N m, respectively) whilst théhnaust gas mass flow rate input is
changed to just above the threshold (0.01 kg/®etow the threshold and back to above
the threshold, over 20 seconds.
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Figure5-9 Constant pressure and torque demands with varying exhaust gas massflow rate

It can be seen in Figure 5-9 that while the exhgastmass flow rate remains above the
threshold for being able to produce steam, the ddetatorque is met. However once the
exhaust gas mass flow rate has reduced to a rime bee threshold, the steam generator

system is turned off and no torque is produced.

Figure 5-10 presents the results for the test witdonstant pressure and torque demands
input (20 bar and 35 N m, respectively) whilst #haust gas temperature input is
changed to just above the threshold (485 degreésrnKesaturation at 25 bar) to below

the threshold and back to above the threshold, ®deeconds.
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Figure 5-10 Constant pressure and torque demands with varying exhaust gastemperature

It can be seen in Figure 5-10 that while the exhgas temperature remains above the
threshold for steam production, the demanded torgjueet. However once the exhaust
gas temperature has reduced to a rate below teshibid, the steam generator system is

turned off and no torque is produced.
The final test for the PID controlled model wasuge the drive cycle data as inputs for

the model. The data was obtained from running t8&-(QB model in Chapter 2. Figure

5-11 shows the torque comparison for the NEDC data.
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Figure 5-11 Running the PID controlled model with NEDC data

It can be seen in Figure 5-11 that the torque deénmamet, within the limitations. The
system pressure was a constant 20 bar, so theetorgput was limited to 63 N m. The

torque output closely follows the demand from tHelXC data.

Using the results from these tests, it was conclublat the simple PID controlled system
was effective; the system is further used as adimgjl block to develop the observer-
controller, described in Section 5.5. Additionalllge PID controlled system was
integrated into the QSS-TB and PSAT models (deveslom Chapter 2) so that the
performance could be compared with the basic mddats Chapter 2. These results are

presented in Section 5.6.
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5.5 Observer-controller system

This section describes the further developmenthef ¢ontrol system by creating an
observer-controller with state feedback. This ishieeed by performing system
identification on the dynamic model, in order tdab a linear, state-space model, which
in turn was used to develop the observer-controlésign; this procedure is described in
the first three sub-sections. Two dynamic modelsewdeveloped, initially a reduced
version of the PID controlled model, but the bebaviof the resulting state-space model
and observer-controller were not adequate. Thidissussed in Section 5.5.3. The PID
controlled model was used with input and outpuadampled to generate the state-space
model, and gave slightly better results, but ditlneach the performance defined by the

PID controls. The modelling process is discussesection 5.5.5.

5.5.1 PRBS creation

In order to perform system identification, pseudndom binary sequences (PRBSs) were
created for the system inputsandn. The range for. was 0 to 1 in steps of 0.1 and the

range fom was 600 rpm to 1600 rpm in varied steps betwe@ra® and 400 rpm.

The PRBS sequences were created using the Mattamaondidinput from the System

Identification Toolbox (SIT)An example is shown below:

alpha_prbs=idinput([sim_steps 1], '‘prbs' ,[0 0.1],[n1 n2]);

wheresim_stepds the number of simulation steps, for example 686ondsnl is the
lower PRBS value and2 is the upper PRBS value. An example of the PRB®ge¢ed
is shown in Figure 5-12.
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Figure 5-12 PRBSinput signalsfor cut-off and pump speed respectively

With the PRBS inputs created, the next step wasrceach set of inputs with the basic

dynamic model, record the output fogI{actual torque) and.R (actual pressure). The
output for the PRBS in Figure 5-12 is shown in Fegb-13.
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Figure 5-13 Torque and pressure output
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5.5 Observer-controller system

With the inputs and outputs recorded the Mat&lh was further utilized to identify

possible state-space models for each of the inputs.

5.5.2 System identification

Various Matlab commands were used to perform thstegy identification. First the
PRBS inputs and their respective outputs were tsetteate a Matlab class for time
series data using the commaiddata The data was then de-trended. After allocating
input and output names, a discrete state-space |Inwaake created using the Matlab
commandpem with the first half of the data. Thpem command contains an input

variable to specify the order required of the riasgimodel.

A validation test was conducted on the model ughey compare command and the

second phase of the data. The Matlab command segjigas follows:

steamsys=iddata([Tact,Pact],[alpha_prbs,npump_p rbs],1);
steamsys=detrend(steamsys);

steamsys.inputname={ ‘alpha’ , 'npump' };
steamsys.outputname={ ‘Torque' |, 'Pressure’ 1}

assignin( 'base' , [idd_str index_str],steamsys);
mp=pem(steamsys(1:300),order);

[y, f, x]J=compare(steamsys(301:600),mp)

The variablef obtained from theomparecommand denotes the best fit and is recorded
as a percentage. The fit was recorded for eachf sgputs and was plotted for each case.
An example of best fit data is shown in Figure 5-14
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Figure 5-14 Best fit data generated state-space models

By executing thggemandcomparecommands for different orders, the best ordetHer

model was determined. A lower order model is alwpseferred, as it is simpler, and

hence the development of the control is less coxniian for higher order models. The

pemcommand was executed for all input/output datagusirders from %' to 9" the

results for two of the data sets are shown in TaHle

Order Data set 1 Data set 2

Best | Torque | Pressure| Best | Torque | Pressure

index fit fit index fit fit
2n 8 78 77 9 92 86
3 7 82 79 8 95 83
4n 6 83 79 1 87 72
5 8 87 83 6 93 88
6" 6 86 84 2 33 48
7" 8 88 87 8 94 89
ghn 8 86 88 9 93 91
gn 8 90 87 7 94 88

Table5-1 Best fit datafor different orders

A 5" order model was selected for both pressure aqgi¢or
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5.5 Observer-controller system

As well as the best fit data, tipgemcommand resulted in a discrete state-space model,
stored as ardssclass within the Matlab workspace. Along with #iate-space matrices,
theidssclass also contains two useful parameters whielLass Functiorand Formal

Prediction Error.

ThelLoss Functiorparameter is also know as the quadratic loss fom&hnd is a function
of the residual error. The parameter can be cakdlgarious ways, according to the
Matlab SIT literature [57], the loss function, V, is definedEquation 5.9:

V= de(%g £(t,6, ) DER 6, ))Tj (5.9)
1
where:
E = residual error;

N = number of samples.

According to Norton [58], the error worsens as lthes Functiornincreases, hence when

deciding the best model to use, a low value foldlse function is desirable.

TheFormal Prediction Error(FPE) parameter is calculated using the loss funcagain

from the MatlalSIT literature [57], the formula is given in EquatibriO:

&
-

As with theLoss Functionthe smallest valuEPE corresponds to the lowest vallu®ss

FPE=V*

(5.10)

FunctionandFPE that values are shown in Table 5-2.
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I nput index L oss Function FPE
1 7.449e-7 9.417e-7
2 5.800e-6 7.333e-6
3 9.677e-5 1.223e-4
4 6.092e-2 7.446e-2
5 9.637e-2 1.178e-1
6 3.136e-7 3.964e-7
7 2.326e-6 2.941e-6
8 2.960e-6 3.742e-6

Table5-2 Lossfunction and FPE for state-space models

The calculated models were converted to contindioos state-space models using the
Matlab commandl2c (discrete to continuous). This system identifisatprocess resulted

in state-space models containing A&#CD matrices such that:

X(t) = AX(t) + Bu(t) (5.11)
y(t) = Cx(t) + Du(t)

wherex is the statey is the input ang is the output.

As well as converting the models, the poles forheamdel were obtained using the
Matlab commanceig which finds the eigenvalues and eigenvectors lierrodel, with
the eigenvalues corresponding to the system potas.information was then used with

pole placement techniques to create an observéndanodel.

5.5.3 Observer-controller modelling

The process of development for the observer-cdatrahodel was obtained from
different sources in order to make best use ofMladab commands, Ledin [59] was a
good source of information regarding the use okpmacement techniques to generate
the requiredK andL gain matrices for an observer-controller and f@ating feedback
models. To determine if a model is suitable forepplacement and hence observer
design, it must be checked for controllability astaservability. Once these checks have
been performed, and the system is controllablecos@érvable, the state-space matrices

can be used along with pole placement to genenateliserver-controller model and its
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5.5 Observer-controller system

associated gain matrices fa¢, L and N. The resulting observer-controller, with

referenced input, is shown in Figure 5-15.

i
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Observer-controller

Figure 5-15 Observer-controller model

The observer is constructed from the state-spadeces and a gairh, the observer

configuration is shown in Figure 5-16.

—
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>
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A

Figure 5-16 Observer configuration

The inputu is calculated as follows:

u = Nr — KX(t) (5.12)
The process suggested by Ledin is to use the Mptéade command to determine thé
andL matrices. The poles used in this case were gestefadm a trial and error process

whereby the system poles and their step responseabserved. These poles were used
to generate the matrix and then divided by 4 to give tKematrix. This resulted in an
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5.5 Observer-controller system

observer with a faster response time, when compgartte gain response time, which are
the required conditions for an observer-control\&hen the observer was constructed,
the step response was observed and compared doigh®al system response. Using this
method gave stable models which responded quitkly,the amplitude of the signals

were too large. So a different approach was reduire

This approach follows the development of feedbamhtrol detailed in the course notes
from the MIT graduate module, Feedback Control &yst [60]. These course notes
contained good examples and information for crgadifferent feedback models. The
gain on the reference inpid, was calculated from the state-space matricesolesve,

from part 13 of the MIT course notes:

N =—(C(A-BK)™B)™* (5.13)

5.5.4 Initial state-space model and observer-controller

The PID controlled model shown in Figure 5-4 wagpped down to its simplest form

with a slight change to some of the system dynartis is shown in Figure 5-17
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— - egt mdote deltaPs
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heat exchanger system
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1 #» pdowns

I: pdowns Torque N m "‘—]I Tact
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(ime 2lphal »|cut_off alpha actual torque

Fram
Worlspace expander
equation 5

Figure 5-17 Basic dynamic system model
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The Simulink blocks in Figure 5-17 refer to numherequations these relate to the
equations from Section 5.4 and are related aswsllo
positive displacement pump equatiomsIEquation 5.1, note the leakage used in
the PID controlled was removed for simplicity;
heat exchanger system equatiois Equation 5.4;

expander equation & Equation 5.8.

Note that the cross-coupling equations were alswved for simplicity. The parameters
for exhaust gas temperatureg), exhaust gas mass flow rategf), expander speed
(expspeed and the lower system pressum@d@dwng were constants. The values for
constantsegt egf and expspeedvere chosen as the average values obtained frem th
initial modelling results of running the NEDC cyochdth the QSS-TB/VW Golf model
from Chapter 2.

The state-space models created were controllaldeodservable and the system was
stable. However the resulting observer-controlidrrbt behave as expected to different
inputs. Using the same inputs as for the PID cdletrothe test results were
disappointing. An investigation showed that in spdf an excellent model fit, the

identified model was not able to reproduce theesysynamics.

In a different approach, the PID controlled modakwsed to acquire data for the system

identification while the PID loops were operating.

5.5.5 Second state-space model and observer-controller

The PID controller shown in Figure 5-4 was useddaerate new data. Real PRBS data
was created for the pressure demand and torque ndemsignal inputs. The torque
demand had a range of 30 N m to 70 N m in stesMdim, and the pressure demand had
a range of 15 bar to 25 bar in 1 bar steps. Ther®del was then run with the different
PRBS inputs. With eight different torque PRBS slgnand ten for pressure PRBS

signals, this gave 80 sets of data recorded.
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All the data was then used to create new stateespmalels, with orders from'2to 9",

as specified in Section 5.5.2. For each data set,résult from executing thpem
command was checked and if the fit was more th& 8% each of the outputs, then a
continuous model was created, the system polesr(eadues) were obtained and if these
were negative, then the model was saved. Thistessul 9 state-space models; detailed
in Table 5-3.

Order Torquerange Pressurerange Fit %
(N m) (bar) (tor que/pressure)
2 60-65 16-17 93/90
3 40-45 22-23 88/85
4 30-35 17-18 94/85
4 40-45 19-20 90/86
4 40-45 21-22 89/88
4 45-50 18-19 92/90
4 50-55 16-17 94/88
9 50-55 18-19 91/90
9 50-55 18-19 93/87

Table 5-3 System identification resultsfor different input data sets

In turn, each of the models were used to createrasbscontrollers. The best was tH& 4

order model with torque input range of 40 N m toNtsn and pressure input range of 19
bar to 20 bar. The overall effect was a slight iowement in the control performance
when compared with the performance of the initibkerver-controller developed in

Chapter 5.5.4.
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5.6 Integrating the PID control model into QSS and PSAT

This section details how the model with two PID ttohloops was integrated and tested
using the QSS and PSAT toolboxes. The Simulink idylehicle models developed in
Chapter 2 were used as base models to add the lieaoRtrol loops and then run using
the three drive cycles detailed in Chapter 2. Tineedcycle fuel consumption results are

shown in tabular form. Engine power outputs are gam@d graphically.

5.6.1 PID controlled system with QSS-TB

The PID controlled system detailed in Section 5a& \wntegrated into the hybrid vehicle
model using the QSS toolbox. The updated moddiasva in Figure 5-18.
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Hybrid Interface Steam System

Transfer Fcn

Figure5-18 The PID controlled HY STOR hybrid vehicle model using QSS-TB

As can be seen in Figure 5-18, thieam SystemndHybrid Interfaceblocks have been
updated from the model used in Chapter Qteam Systens a complete new block
containing the PID controlled system which now umgs a check on the exhaust
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5.6 Integrating the PID control model into QSS &®IAT

parameters to ensure that they are at values thatewsteam generation is reasonable.
Figure 5-19 shows the updatidgbrid Interfaceblock.
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Volume of engine

Figure 5-19 Updated Hybrid I nterface block

TheHybrid Interfaceblock was updated to include the lookup tables thatch the I1C
engine speed and load conditions to the exhaushgas flow rate and temperature. This
feature was originally included in th8team Generatoblock of the basic QSS-TB
model. Additionally a limit was enforced on thegoe demand input to the expander
PID controller; this was calculated in the initsgtion file and was a function of the

system pressure, using Equation 5.8 from Sectibn 5.

The complete Simulink files for the PID controllestieam system can be found in
Appendix J.

The PID controlled QSS-TB model was run using tieDIE, FTP-75 and US-06 drive
cycles, details of which can be found in Appendix Pable 5-4 shows the fuel
consumption results for each of the drive cycled emmpares them to the conventional

vehicle and also to the results for the accumulagbrid model from Section 2.5.2.
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Drive Fuel used with | Fue used with | Fuel used with Per centage
Cycle conventional accumulator PID controlled | improvement
vehicle model model conventional
(litres/ 100 km) | (litres/100km) | (litres/100 km) | /accumulator
NEDC 6.507 5.248 4.202 35.4/19.9
(European)
FTP-75 6.557 5.075 3.811 41.9/24.9
(Urban)
US-06 6.694 6.161 4.319 35.5/29.9
(Highway)

Table 5-4 QSS-TB fuel consumption results, accumulator model, VW Golf data

Table 5-4 shows a considerable reduction in fuelsamption with the PID controlled

model compared with the conventional vehicle arsb @ good improvement over the
performance of the accumulator model reported iap@dr 2, which contained a very
simple control mechanism. The percentage improvémesulting from the US-06 drive

cycle is closer to the results for the other twivalcycles. This is because the model for
the steam system is now taking into considerati@ndhanging exhaust gas conditions
and altering the mass flow rate of water accordinghis observation is consistent with

the conclusion made for Chapter 2.

Figure 5-20 shows the power data recorded for {hie-% drive cycle, using the VW
Golf data. Only this drive cycle is shown as ithe most difficult to control. The others
can be found in Appendix J. This data consisthied variables:
1) power_demandedn the vehicle (T_ueb * w_ueb from tBearboxblock);
2) power_developebly the steam system (Torque developed * exparmirdsfrom
Steam Systefiock);
3) power_developeldy the IC engine (T_GT * w_ueb frokfybrid Interfaceblock).
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Figure 5-20 Power comparison for QSS-TB PID controlled model, FTP-75

As can be seen in Figure 5-20, the power outputfr@sased when compared with the

accumulator model in Chapter 2.

5.6.2 PID controlled system modelled with PSAT

The PSAT model was updated to accommodate the H@wdntrolled steam system; the
new steam system component is shown in Figure 5-2&.complete Simulink files for
the PID controlled steam system can be found inefydjx J, these are the same Simulink
blocks as for the QSS-TB model frdravel 3 — PID controlled systedownwards.
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Figure 5-21 PSAT steam system component with PID control

The steam systenblock replaces th&team Generatoand Control blocks from the
previous model. Additionally, theteam_torque_developed stored in the PSAT bus
structure for use within the accumulator enginekl@s described in Section 2.3.1.

The PID controlled PSAT model was run using the EBTP-75 and US-06 drive
cycles, details of which can be found in Appendix Pable 5-5 shows the fuel
consumption results for each of the drive cycled emmpares them to the conventional

vehicle and also to the results for the accumulagbrid model from Section 2.5.2.

Drive Fuel used with | Fuel used with | Fuel used with Per centage
Cycle conventional accumulator PID controlled | improvement
vehicle model model conventional
(litres/ 100 km) | (litresy100km) | (litres/100 km) | /accumulator
NEDC 6.70 4.93 4.32 35.45/ 12.3
(European)
FTP-75 6.69 4.24 4.07 39.20/4.0
(Urban)
US-06 7.28 6.60 5.37 26.20/18.6
(Highway)

Table 5-5 PSAT fuel consumption results, accumulator model, Honda Civic data

Table 5-5 shows a considerable reduction in fuelsamption with the PID controlled

model compared with the conventional vehicle, Wit percentage improvements being
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similar to those obtained for the QSS-TB modelwith the results for the QSS-TB PID
controlled model, the percentage improvement fer$-06 drive cycle is more in line
with the results for the other two drive cycles.c@mgain, this is because the model for
the steam system is now taking into considerati@ndhanging exhaust gas conditions
and altering the mass flow rate of water accorginggreeing with the conclusion from
Chapter 2.

The percentage improvement between the accumwatbPID control are not as large
as they were for the QSS-TB results, shown in Tabde This could be due to the fact
that the PSAT model is a more faithful represeatatf the system dynamics than the
QSS-TB model and already demonstrated a substaiigrovement with the

accumulator model, which is placed differentlylte QSS-TB model accumulator.

Figure 5-22 shows the power data recorded for tHe-F drive cycle. For NEDC and
US-06 see Appendix J. This data consists of thagables:
1) power_demandedon the vehicle gccmech_pwr_outfrom the Mechanical
Accessonplock);
2) power_developedby the steam systenstéam_torque_developeadultiplied by
eng_spd_out_simiwom Steam SystemandEngineblocks, respectively);

3) power_developely the IC enginecpl_pwr_infrom Clutchblock).
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""""" Power developed by Steam System

Power, Watts

Figure 5-22 Power comparison for PSAT PID controlled model, FTP-75

As with the QSS-TB model, it can be seen in Fighw22 that the steam system power
output has increased when compared with the gralptasned for the accumulator model
in Chapter 2.
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5.7 Conclusions for control strategy development and
modelling

Using a simple PID controlled model improved thelfconsumption, compared with the
fuel consumption of the conventional vehicle, bytween 26% and 41%, when

comparing with the simple accumulator algorithneg ittnprovement was between 4% and
29%.

The largest improvement was seen for the US-O&diyele where the new models more
faithfully represent the varying exhaust conditi@msl consequently the resulting steam
flows are better represented, this confirms thekmions made in Chapter 2 with respect
the low fuel consumption improvements of the USrB6ults. The mass flow rate of
water into the heat exchanger was varied in praporto the change in exhaust

conditions, and hence more heat was exchanged arelwork generated.

Reiterating the comments made in the conclusion€fapter 2, the question of whether
the results are realistic must be considered. To@etcomponents were less simplistic at
this stage, for example the expander model wasmgel a simple representation of ideal
isentropic expansion, and the heat exchange prd@bsome simple dynamics added,
additionally a pump model had been added to theegsysHowever, some issues remain
such as the weight of the added system compondmés,friction losses due to

mechanically coupling the steam expander and IGnengiork outputs. Finally, the

models again assumed that heat was available tastously, and did not consider the

dynamics of the system over time. These issuesdheitonsidered for further work.
The system identification and modelling of the aleecontroller model failed to

capture the full system dynamics. The most likelyse was the non-linear nature of the

system that called for a full non-linear or multedel approach.
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5.7 Conclusions for control strategy developmert modelling

The PID controlled models performed well and thessults indicate that a linear
multivariable controller using low order represéiatas would be very likely to work if

based on a capable underlying system model.

Proving the controller remains a task to be cormepleThe heat exchanger results that
include the heat transfer dynamics were not aviailal this thesis was being drafted.
The low order model assumed in this chapter i$ stihsidered to be the most likely
result even though the parameters could only kalfirevaluated from the experimental

data.
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6 Optimisation
strategies
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6.1 Optimisation introduction

6.1 Optimisation introduction

This chapter presents a brief overview of the opttion strategy for the system. The
overall optimisation requirement is to minimise thel consumption whilst generating a
percentage of the torque demanded on the IC eagidenaximising the use of the steam

available.

Due to time constraints, the actual modelling axecation of the optimisation strategies
was not possible, hence there are no results fictiapter. However each optimisation
requirement will be presented so that the impleatent of the algorithms, for any future

work that may occur on the system concept, is @s5is

Section 6.2 will discuss the optimisation requiratseand possible solutions for the
minimisation of fuel consumption. Section 6.3 vdiscuss the requirements to maximise
the use of the steam generated by the system.oB8e6tl presents some additional
considerations for optimising the control and bebaw of the HYSTOR system which

were investigated using the QSS-TB model. Sectibr.wéll summarise and conclude the

optimisation strategies.
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6.2 Optimisation of fuel consumption

6.2 Optimisation of fuel consumption

The overall project goal is to improve the fueli@éncy of the IC engine. With the
addition of the steam hybrid system, it has beeowshin Chapter 5 how the fuel
consumption is reduced with a simple, PID controlldowever, by optimising the
control with respect to the IC engine’s efficiendy, is anticipated that the fuel
consumption could be further reduced. This sectiolh present possible solutions

towards developing optimisation algorithms to miisienthe fuel consumption.

The following is true of the HYSTOR steam system:
1) If the torque demand is negative, then the torquéhe sum of the IC engine

torque, Tee, plus the braking torquepdke as given in Equation 6.1;
- Veremand ;Tout = Tice +Tbrake (6.1)

2) If the torque demand in positive, then the torquépot is the sum of the IC
engine torque, ife, plus the steam system torques @s given in Equation 6.2.
=T

+ Veremand ;T ice + Tss (6-2)

out

An IC engine has an efficiency diagram associatét w that details the ideal load
conditions on the IC engine to get maximum efficierfor each speed step; this is
usually referred as theeline. If the IC engine torque output is close to &lene for the

engine, then this will provide the optimal fuel samption. Thus it is required to

minimise the fuel mass flow rat&); with respect to the torque supply, this is shown i

Equation 6.3.

N
Minimise Y m; (t 6.3
(Tice () Tes (1) 10{2toN} t=1 f ( ) ( )

WhereN is the duration of the drive cycle or trip taken.
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6.2 Optimisation of fuel consumption

The first step is to determine the e-line for tledngine. The PSAT toolbox contained
data and maps for the fuel consumption; the map tmethe Honda Civic is shown in
Figure 6-1.

—+— Max Trq
—&— Min Trq
Max Eff (Torque based)
Max Eff (Power based)
& Fuel Rate Map

8

Torque (Nm)
g

Figure 6-1 Fuel consumption map for Honda Civic, using PSAT data

With the acquired speed/load data for the e-line,oatimisation algorithm can be

developed so that in ideal conditions, the torgaeahd is met by the most efficient
output for that speed by the IC engine, and iféhierany torque demand not met by this,
then the steam expander will supply the rest ofddsmand. Using the Honda Civic data
as an example, if the speed of the IC engine i 200, and the torque demand in 150 N
m, it can be seen from Figure 6-1 that the mostiefit torque output is 130 N m from

the IC engine. Therefore the optimum output from skeam expander is 20 N m, this is
the torque demand that should be fed to the stgatars.

There are three scenarios when the torque demausiisve:
1) Torque demandeddn, is less than the IC engine efficiency lin@eJ
2) Tgem IS equal to the IC engine efficiency lingsef

3) Tgem IS more than the IC engine efficiency lin@el
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6.2 Optimisation of fuel consumption

For scenario 1 a decision needs to be made aswoatd@plit the torque between the
steam system and the IC engine. For scenarios 2 ah@ decision is whether to run on
steam only (if there is sufficient steam) or IC egonly (if there is not sufficient

steam), this will be further investigated in theingection on optimising the steam usage.

For scenario 3, ¢&m is greater than &, hence the IC engine is able to run at its
optimum load, but only if there is sufficient toeavailable form the steam system to
make up the remaining torque demand. The optimisasilgorithm is developed in
Equations 6.4 and 6.5:

Tdss = Tdem _Tice£ (64)
— 2 2
‘]min - /]l(Ticef _Tice) +A2(Tdss _Tactss) (65)
Where:

TyssiS the torque demand on the steam system;

TactssiS the actual torque available from the steamesyst

Equation 6.4 calculates the difference in demar@eengine torque and the optimal IC
engine torque that results in the torque demandedhe steam system,qsf From

Equation 6.5, it can be seen that the values fostemts\; andi, can be chosen to
prioritise the IC engine torque or the steam systemue with respect to the cost
functionJ. This cost function represents the balance, aletaf, between the IC engine
efficiency and the availability of torque from tlsteam system. The cost function
constants would have different settings for différelrive modes, depending on the

priority of, for example, fuel consumption or ICgéne emissions.
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6.3 Optimisation of steam usage

6.3 Optimisation of steam usage

This section will discuss maximising the steam esagwo configurations are
considered, a system with a steam accumulator ansiyséem without a steam

accumulator.

For the system with a steam accumulator, the systeald control the storage of unused
steam in order to meet other optimisation requirgsiee.g. keeping the IC engine near to
its e-line, and also to reserve the steam for udeman emissions free zone. This system
would need to consider some of the issues relatdzhttery charging/electrical storage,
like the SOC parameter. There will be no problenthwovercharging the steam

accumulator, although obviously the steam woulddrteebe diverted if the accumulator

was full, but what is the life expectancy of stors@am? Discharge rates etc? The
answers to these questions would hopefully be amsivfeom analysing the results of the
heat exchanger tests, when they are available wAvagiable could be used to represent
the life expectancy of the stored stehamgth of Charge or LOC could be used for this

variable.

For the system without the accumulator, a battenylct be charged with any excess
steam if steam is being generated but not requitedat time, for example when the car
is going down a hill, the alternative is to wadie steam or somehow cease to generate

steam, for example, divert the exhaust gases demgnt a cooling system.
Additionally the efficient use of the steam needsetul consideration. The mass flow

rate of steam needs to be optimised to eithereatdy torque, or sharp bursts of high

torque, depending on the driving demands.
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6.4 Further considerations for the optimisatiothef HY STOR system

6.4 Further considerations for the optimisation of the HYSTOR
system

The section briefly details some variables for adestion in relation to the optimisation
of the HYSTOR system. Some of these variables Haen run through a simple

optimisation exercise using the PID controlled miode

6.4.1 Expander size and reduction gearbox ratio

The size of the steam expander in the models wasl fat 0.2 litres and the reduction
gearbox ratio (gearing of mechanical coupling ftwasn expander to drivetrain) was
fixed at 2. These two variables were given rangesexpander size from 0.1 litres to 1
litre and the gear ratio 2 to 16, and the resulfuigg consumption from running the
NEDC with the PID controlled model. The resultdlué task are shown in Figure 6-2.

6.5 T T T T T

4
Reduction ratio
——2

= O

o
(4]

»
14}

Fuel consumption, litres per 100 km
IS )

ou
=
o
N
[=}
w

04 05 06 0.7 0.8 09 1
Expander size, litres

Figure 6-2 Optimisation of fuel consumption for different expander sizes and gearbox ratios

It can seen from this simple optimisation taskt tha optimised fuel consumption can be
found with an expander of 0.6 litres and a geantsaluction ratio of 2:1. This task was

executed with large steps between values, a fudpé&misation could be performed
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6.4 Further considerations for the optimisatiothef HY STOR system

using the Matlabbminsearch command, from the optimisation toolbox, which wbualin
with much smaller steps and focuses around stamtgpd\ote for reduction ratios of 16

and 32, the model did not complete its run; heheaesults were not available.

6.4.2 Volume of water and accumulator size

The volume of water available in the system codaptimised along with the size of the
accumulator vessel. The volume of the water induidhe water in the supply reservoir
and the accumulator/heat exchanger. These variablesld be optimised together as
they are related. The optimisation would need tddiee over a long period of time, with

respect to running the model, especially with langglumes and accumulator sizes, to
allow for the steam to build up and use the accatoulsize fully. Also a new driving

cycle would need to be created to create conditidm=reby steam is being generated for
a long period, but not used, followed by a peribtieavy steam usage; this would give a

result when optimising the volume and size.

6.4.3 Condenser size

Currently the model lacks a condenser block. loadenser is modelled in the future,
then the size could also be optimised; possibl\ptEliwith the optimisation of the water
volume and accumulator size. Additionally, when elbdg the condenser, consideration
should be given to including the condenser as @athe IC engine cooling system, as
this would reduce the overall vehicle weight, anende should give lower fuel

consumption than if the condenser was added aw &omponent.
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6.5 Conclusions for optimisation development andlefiing

6.5 Conclusions for optimisation development and modelling

The development of the algorithms and optimisedabées presented in this chapter give
a good overview of the optimisation possible witle tHYSTOR system. The simple
optimisation routine from Section 6.4.1 shows tlather fuel consumption reduction is

possible using different variables for the systemmponents.
Once the control models have been fully developed)g the heat exchanger test data,

then the optimisation algorithms can be modelledted and then implemented into an

embedded control system.
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7 Conclusions and recommendations for further work

This chapter begins by summarising the conclusiade for each of the chapters in this
thesis. Overall conclusions are then made includinmgview of the objectives for the
thesis as stated in Chapter 1. Finally some imprar#s and recommendations for

further work on the HYSTOR system are presenteddisulissed.

7.1 Conclusions for software modelling and simulation of the
HYSTOR concept

The initial software modelling and simulation in&pter 2 show that there are significant
fuel economy advantages to be made (up to 36% wepment from the PSAT simulation
results) and that these are achievable at pracsiating pressures (18 bar was used for

the initial models).

The results improved at a similar rate as the thémmodels were improved from the
boiler model to the accumulator model. Both the NIE&hd FTP-75 cycle results showed
fuel consumption improvements within 13.1% to 3@%wever for the US-06 results,
the improvements were less, between 6.89% and Pt¥ough it was initially thought
that this drive cycle would give better resultsrtitlae other two drive cycles, due to high,
constant speeds representative of highway drivinig, result agrees with the findings
made by Bayley [6] who reported that the FUDS diyele gave a better performance
than the FHDS drive cycle with respect to fuel eomption reduction; FUDS and FHDS
being earlier versions of FTP-75 and US-06, respagt It is concluded that this is due
to the US-06 cycle operating at higher temperatdresg the high speed section of the
cycle whilst the mass flow rate of water througé gteam system remains constant. If the
water mass flow rate were increased with the exhgas temperatures, then more heat
would be transferred, more steam generated andceheance work available to assist the
IC engine. It was anticipated that this would &leeh into account when developing the

control further and hence a more significant imgroent would be experienced.

Chapter 2 also presented comparisons of the spaddfbr each of the drive cycle

results. For the boiler model results, the load@sraduced for both positive and negative
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7 Conclusions and recommendations for further work

points, whereas for the accumulator model the laadsonly reduced for the positive
points. This is because the accumulator algorithtroduces a simple control to only
generate torque when positive torque is demandddaaccumulate the torque (steam)

when negative torque is demanded on the IC engine.

As expected, the PSAT models yielded better reshéin QSS-TB, for the NEDC and
FTP-75 cycles, due to its dynamic properties whach better suited for HYSTOR
dynamics due to the heat transfer calculations.

7.2 Conclusions for small expander testing

Chapter 3 concludes that the two stroke expander umi-flow configuration, using a
solenoid valve to control the inlet, gave the biestults in terms of power and efficiency

for use as a reciprocating steam expander.

The rotary expander was inefficient compared touheflow expander and, when used
with steam, had problems with the rotor tips whighuld increase in size, due to the high
temperature, and caused the expander to ceasecolinéer-flow expander proved un-
stable with the control valves used. These issumg only be relevant to the size of the
expanders, and a further recommendation would bexpzriment with slightly larger

sized expanders, where such limitations may natexi

The specific torque and power recorded for the kenglanders were good, going some
way to proving that the HYSTOR system concept at there is a good power source in
steam, and if the generated steam, from the hedtaeger is of good quality, then a

worthwhile amount of torque and hence power islalse.

7.3 Conclusions for modelling and validation of small
expanders

Chapter 4 began by stating that if the models cpubdiuce results that were within £5%,

then this would be an acceptable limit and the rsodeuld be used to validate the
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7 Conclusions and recommendations for further work

experimental results. It was concluded that thellsexgpander models developed can
predict the torque output of the uni-flow and rgtaonfiguration with no valve control,
for speeds below 500 rpm to within the accepted #&%he experimental torque.
However, when the solenoid valves were used with riitary expander, satisfactory
results were not obtained, hence that configuratemmd components, requires more

investigation.

There was also a question of scalability; could bgults be scaled up to predict the
behaviour of larger expanders? Chapter 4 concldllgs some further modelling and
validation would need to be done with medium siggamder configurations to determine
whether scalability would be possible or not. Adtally, further exploration of GT-

Power’s ability to create different heat transfienidations needs to be carried out when

improving the models.

7.4 Conclusions for control development and modelling

With an improved model of the system dynamics adescontrol development, the fuel
consumption for the QSS and PSAT models was furédumced, with improvements of
up to 41%, corresponding to an improvement of up%® over the accumulator model.
As anticipated in Chapter 2, taking into consideratthe dynamics of the system
pressure and mass flow rate of water meant thaU®@6 cycle gave much improved

results of up to 35% when compared to the conveatieehicle fuel consumption.

The strategy for developing an observer controllas good, but was not successful. It
was concluded that this strategy would have haderaoccess if the results from the heat
exchanger experiments had been available in tinai@ing these results would have
given an insight into the dynamics of the HYSTORsteyn and hence improved the
dynamic modelling of the system. This in turn, wibbhve resulted in state-space models

that could produce a robust observer controller.

191



7 Conclusions and recommendations for further work

7.5 Conclusions for optimisation development and modelling

Although there was insufficient time to be ablartodel the optimisation algorithms and
hence acquire results to compare with the contadieting results, from the discussion
presented in this chapter the following can be kated: There is plenty of scope for
developing various optimisation algorithms, botimpbex, in relation to the minimisation
of fuel consumption with respect to the efficienafy the IC engine, and simple, in
relation to optimising the size of the componerssdiin the HYSTOR system.

7.6 Overall conclusions

The small expander testing was useful to determimeh expander configurations were
best suited to use as a steam expander within M8TOR system. The uni-flow
expander was considered most suitable under theet@sronment conditions and

limitations described in Chapter 3.

The expander modelling also gave favourable redaitshe uni-flow expander, whilst
the rotary expander and counter-flow expander nsoajuire more development before
they can be used for validation. Moreover, somedaibn and modelling for medium
size expanders needs to be carried out beforeethits can be used to predict results for

expanders of varying sizes.

The initial software modelling resulted in satigtag improvements in fuel consumption
and the models were a good building block for thetiol and optimisation development.
Further improvements were seen with the PID coleol model and further

improvements should be obtainable with the devetygnof both a robust LQR control

model and the optimisation algorithms.

Reuvisiting the main objectives of the thesis, asc#ed in Chapter 1, has the thesis met

the objectives?
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7 Conclusions and recommendations for further work

Objective 1: Give a review of the expander testiompleted, including discussions of

the results. This objective has been fulfilled by detailingetbxpander test setup and
presenting the results in Chapter 3, which includeohe discussion on the results and

how they related to the observed efficiencies efdmall expanders.

Objective 2: Present an overview of the softwaraelelllmg performed for the project.

This objective is part fulfilled by Chapter 2 fdret overall system modelling where the
basic HYSTOR concept was modelled, using two dffietoolboxes, and run with some
simple hybrid configurations using standard drivgcle data. This was useful
groundwork for proving the basic system concept anodiding an indication of the fuel

economy to be expected for the system.
Chapter 4 also fulfils this objective by detailitige small expander modelling using the
GT-Power toolbox. Discussions are presented ornisthees of scalability and validation

using such models.

Objective 3: Discuss, in detail, how the contralhdtecture was developed, designed and

tested.This objective has been met by Chapter 5 whereddwelopment of the control
architecture is presented, detailing how the ptomogressed from the very simple
control employed in the Chapter 2 models towardseldping a benchmark PID

controlled system, which in turn was used to dgvalame more robust control models.

Objective 4: Discuss possible optimisation straas@nd how they could be applied to

the system concepthis objective has been satisfied by Chapterlchvdiscusses both

simple and complex optimisation algorithms thatlddae used to optimise the HYSTOR

system.

Objective 5: Summarise the project progress, dramclcisions and discuss future work

in this areaThis objective is fulfilled by this chapter.
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7 Conclusions and recommendations for further work

Thus it can be concluded that the thesis objectiaa® been successfully achieved. The
overall objective to prove system concept has lpzetly met. The main reason for not
completing this objective is due to time and budgenstraints of the project. It is
anticipated that with a follow on project providisgme more time and resources, the
system concept will be proven successful. As tlesithis being concluded, the heat
exchanger experiments are beginning to be sucde3sfe results will be presented in a

separate document.

The work detailed in this thesis has proven to dedggroundwork towards proving the
HYSTOR concept, but there is still work to be doties will be discussed in the next

sub-section.

7.7 Improvements and recommendations for further work

The first area to be considered is the modellinthefhybrid vehicle configurations. The
model components in the initial stage were basicekample the expander model was a
representation of ideal isentropic expansion ardntiodelling of an accumulator was a
simple set of integrators carrying the overall stelam used and generated, this did not
take into consideration the quality of the accurtadasteam, which may deteriorate over
time. Additionally, the weight of the added compoise were not taken into
consideration, neither was the possible frictiossks due to mechanically coupling the
steam expander and IC engine work outputs. Findilg, models assumed heat was
available instantaneously, and did not considerdyr@amics of the system over time.
These issues should be considered for further worthe modelling of the overall hybrid

vehicle application.

Another area to be considered is the expander ixpets; there are a number of
recommendations presented in Chapter 3 relatinghppovements to this task. Before
beginning to test medium sized expanders some dsseed careful consideration,

lubrication and valve control for example. The HYGH project spent some time in
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7 Conclusions and recommendations for further work

developing a small controllable valve that couldhsiand high speeds, pressures and
temperatures, but in the end, due to time congsrainwas deemed to be outside the
scope of the project, but should be consideredufiare projects, or even be worthy of a

project by itself.

The components to be sourced for medium sized ebguatests, should themselves be
larger than the small expander components were hande should have a less limiting
set of specifications with respect to speeds, pigissures and temperatures for example.
Although the conclusion is that a uni-flow configtion is the most suitable out of the
configurations tested in Chapter 3, a further re@mdation is to consider other types of
expander, for example a steam turbine. It is iistérg to note that BMW are reported to
have experienced problems with their choice of agpa and have opted for an axial

piston configuration rather than the originallympted turbine configuration [61].

Considering the development of expander modelsmamnovement is needed to ensure
the timing for inlet and exhaust are correctly réeal during experiments and then
implemented into the models. Additionally, inveatign into how to model the different
heat transfer characteristics for the source ismegended. In the original project plan it
was envisaged that the validated GT models wouktface with the Simulink model to

improve the system model, this should be considinedny future HYSTOR project.

In the original HYSTOR system concept diagram (Fegd-6) a low pressure pump
system is detailed, but not further developed irms tproject, this system needs

consideration and development in any future project

Another item in the original project plan was torelep an embedded control system to
control a system setup similar to the heat exchrasyggtem and form Hardware-in-loop
(HIL) system to enable the development and test afdh&oller. This should form part

of the project plan for any future work.
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7 Conclusions and recommendations for further work

An obvious consideration for the development of toatrol strategy is to obtain the
results from the heat exchanger tests and utitieeet to create a good representation of
the system dynamics. Additionally if some PRBS datased to run the heat exchanger
experimental setup, then the data acquired coulasbd to perform system identification
and hence the results from that to be used to dpaeltobust LQR controller. This model
in turn could be used to develop an optimal coldrplpossibly an LQG or even
investigating a model predictive controller (MP@dditionally, careful attention is
required to integrate the supervisory control regaents into the optimised controllers.

Finally, some of the control strategies listedha titerature review of Chapter 1 could be
considered for further development of an optimaitaa system, for example the ECMS
technique. This would improve the control of the $INOR system and also work
towards an energy management control system for YS6TMDR hybrid vehicle

configuration.
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Appendix A: Drive cycle data

Appendix A: Drive cycle data

This appendix presents the drive cycle data usedridhe software models in Chapter 2
and Chapter 5.

A.1 NEDC

The New European Drive Cycle simulates urban amgghvaay driving conditions. The

drive cycle is made up of two earlier drive cycl@he first is the ECE (Economic

Commission for Europe test cycle) which is an urbame cycle, also known as UDC,
and was created to simulate inner-city driving ¢oods; this drive cycle is repeated four
times at the start of the NEDC. The second cyck tneates the NEDC is the Extra
Urban Drive Cycle (EUDC); this cycle is added te tond of the four ECE cycles to
complete the NEDC. A summary of the NEDC charasties is as follows:

Distance: 11 km;

Time: 1180 seconds;
Average speed: 32.26 km/h;
Maximum speed: 120 km/h.

The graphs in Appendix figure 1 show the speecdglacation and gear number data used
for the NEDC drive cycle.
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Appendix figure 1 NEDC drive cycle data used in th&@SS-TB models
As can be seen, the NEDC cycle for the first twiedthconsists of low speeds, frequent
gear changes, which are characteristics of inrtgretriving. However, the final third is

made up of higher speeds and less frequent geagebavhich would simulate highway

driving. The fuel consumption for a conventionahize is as follows:

VW Golf data: 6.507 litres per 100km;
Ford I3 data: 5.538 litres per km.

Appendix figure 2 shows the speed load points fcheof the data sets running the
NEDC drive cycle using the QSS-TB model.
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Appendix figure 2 Engine speed and load points fathe NEDC drive cycle

The load points are almost equally spread abourz¢he axis, it is expected that adding
the heat recovery system will cause the sprea@ teds equal as the positive load points
will be lowered towards the zero axis due to theast system generating some of the

positive torque, this will in turn cause the fuehsumption to be reduced.

A.2 FTP-75

The Federal Test Procedure No.75 cycle is an Amergtandard that simulates urban
driving conditions. The drive cycle created from earlier drive cycles called FTP-72,
also known as Urban Dynamometer Driving SchedulB@d8) which simulates a cold
start phase followed by urban driving conditionghwirequent stops. The difference
between the FTP-72 and FTP-75 being that theHaltof the FTP-72 is added onto the
end creating FTP-75, a cycle of three phases:

1) Cold start;

2) Transient;

3) Hot start.

A summary of the FTP-75 characteristics is as faotlo
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Distance: 17.77 km;

Time: 1877 seconds;
Average speed: 34.1 km/h;
Maximum speed: 91.1 km/h.

The graphs in Appendix figure 3 show the speecdglacation and gear number data used
for the FTP-75 drive cycle.
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Appendix figure 3 FTP-75 drive cycle data used inflte QSS-TB models

As can be seen, the FTP-75 cycle consists mainlgvefspeeds, frequent gear changes,
which are characteristics of inner-city, or urbdriying. However, there are a couple of
sections which are made up of higher speeds asdrkxguent gear changes which would
simulate outer-city, but not highway, driving. Thesl consumption for a conventional
vehicle is as follows:

VW Golf data: 6.557 litres per 100km;
Ford I3 data: 5.588 litres per km.

Appendix figure 4 shows the speed load points &mheof the data sets running the FTP-
75 drive cycle using the QSS-TB model.
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Appendix figure 4 Engine speed and load points fahe FTP-75 drive cycle

The load points are almost equally spread abouzéhe axis with some points slightly
higher on the positive side It is expected thatirsgithe heat recovery system will cause
the spread to be less equal as the positive loadspwill be lowered towards the zero
axis due to the steam system generating some opdbgive torque, this will in turn

cause the fuel consumption to be reduced.

A.3 US-06

The United States 06 (US-06) also known as US-@pBmental Federal Test Procedure
(SFTP) is another American standard that was dpedldo create the short-comings of
the FTP-75 cycle and hence this cycle simulatesesgiye driving conditions with high

speeds and high accelerations.

A summary of the US-06 characteristics is as falpw
Distance: 12.8 km;
Time: 596 seconds;

Average speed: 48.4 km/h;
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Maximum speed: 129.2 km/h.

The graphs in Appendix figure 5 show the speecdglacation and gear number data used
for the US-06 drive cycle.
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Appendix figure 5 US-06 drive cycle data used in t1QSS-TB models

As can be seen, the US-06 cycle consists mainlyigif speeds and few gear changes,
which are characteristics of a highway driving sttie. However, there are a couple of
sections which are made up of lower speeds andiéreqgear changes which would

simulate inner-city driving. The fuel consumptioar fa conventional vehicle is as
follows:

VW Golf data: 6.694 litres per 100km;
Ford I3 data: 6.023 litres per km.

Appendix figure 6 shows the speed load points &mheof the data sets running the US-
06 drive cycle using the QSS-TB model.
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Appendix figure 6 Engine speed and load points fathe US-06 drive cycle

The load points are almost equally spread abouzéhe axis with some points slightly
higher on the positive side. It is expected thaliagl the heat recovery system will cause
the spread to be less equal as the positive loadspwill be lowered towards the zero
axis due to the steam system generating some opdbeive torque, this will in turn

cause the fuel consumption to be reduced.
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Appendix B: Matlab and Simulink data for the softwa re
modelling and simulation

This appendix contains the Matlab files and Simubitocks used for the initial software
modelling of the HYSTOR concept.

Section B.1 contains the Simulink blocks for thesibasteam hybrid model that is
described to in Section 2.2.1. The model is divided levels with level 1 representing

the top level of the model and levels 2 througlepresenting the lower levels.

Section B.2 contains the Simulink blocks for thewanulator steam hybrid model that is
described to in Section 2.2.1. The model is divided levels with level 1 representing
the top level of the model and levels 2 througlepresenting the lower levels.

Section B.3 contains the Matlab files that are neglito initialise the QSS-TB steam
hybrid models. These files are referenced in Se@i@.2. A description for each file is

given before the actual file contents.

Section B.4 contains the Matlab files that are meglito initialise the PSAT steam hybrid
models. The file and its use is described in Se@i8.2.
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B.1 Simulink blocks for the basic model
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Appendix figure 7 Level 1 — QSS-TB basic steam hylat
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B.2 Simulink files for the accumulator steam system
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222



Appendix B: Matlab and Simulink data for the softevanodelling and simulation

inrqdav'—'@
Torque
developed

- oxpspoed
expspeed
engspeed exp speed
(€D ¥ engine speed Gor » expander speed
engine speed gearbox
speed
tw3

toad @'—'i' torg demanded

engload torg_dem

2 P engine load
engine
load » twd
Steam Generator
Control
Appendix figure 14 Level 2 — Steam system
»( 20
engine_speed
P,
w_Ueb s
Switch gearbox_speed
red_ratio
Gearbox speed and acceleration alt speed

refers to the actual speed and
acceleration: a reduction gearbox is
interposed between engine and
systems

@
T _Ueb
El_j Switch1

Product

+

1.
|

rero torque
&P, g L
Torque_developed Engine must meet that
part of the load that the

steamsystem cannot

Volume of engine

=
2

Subtract  1-GT

Appendix figure 15 Level 2 — Hybrid interface

223

torque_demand

=;|:|iTN engine_load



Appendix B: Matlab and Simulink data for the softevanodelling and simulation

ICE exhaust temperature
@ >
engine # axh gas temp heatxfer * heatxfer_boiler
s d ???
E 2 ; b heat transfer
engine
load
Exhaust gas flow rate o
™ Twil
> Tw3
eR? l I # exh gas flow rate Tw3 SED
> Switch1 tw3
int_zero Boiler
Constant
Appendix figure 16 Level 3 — Steam generator
steam.init. Tw2
Ted=Tw2
exh gas temp
exh gas flow rate
Q - (term2 + term3) Q-t2t3
mw.hfg + mw.cpf.(Tsat-Tw1) I <N
)
if -wve heatxfer " +
Cpsteam Divide 2

Appendix figure 17 Level 4 — Boiler

@ > I(_ 0.8

tw3 —\isentrpuic efficiency
Lookup Tabla

steam.init.mdotsw

expander speed

L

Switch2 torqdev

Divide1

torque available is more
than torque demanded
only generate torque demanded

torq demanded

trg torq used

Appendix figure 18 Level 3 — Control

224



Appendix B: Matlab and Simulink data for the softevanodelling and simulation

B.3 Initialisation files for QSS-TB

initdataG.m — For VW Golf Vehicle

This Matlab file loads all the necessary parameiarshe function blocks for the QSS-
TB model. Drive cycle files are loaded which contai time constant, speed and gear
number for the drive cycle; from this data accdlerais calculated. The parameters for
the gearbox, fuel, vehicle and engine function kdoare also specified in this file. VW
Golf data is used throughout.

% Parameters, run first
%

% Simulation parameter

global h;

h = 1; % Step size (s)

% Load drive cycle

% load NEDC_TVG; % Load time, speed and gear from NEDC drive
% load FTP_75; % Load time, speed and gear from FTP drive
load FTPUSOG % Load time, speed and gear for US06
nnn=max(size(V_z));

D_z=[V_z(2:nnn)-V_z(1:nnn-1);0)/h; % Compute acceleration (m/s”"2)
t_sim = (nnn-1)*h; % Cycle length (s)

% Gear ratios (incl. differential) - Vehicle specif ic (VW Golf 1.6)
i_1=14.68375;

i_2= 8.262;

i_3= 5.8225;

i_4= 4.386;

i_5= 3.6125;

P_GTO = 300; % Gearbox efficiency

e GT =0.90; % Gearbox efficiency (-)(VW Golf 1.6)
Ueb_min =0.1; % Min. gear ratio (-)

w_rad_min = 1.00; % Min. wheel speed (rad/s)

% Create schedule of gear change
|_z = 0*ones(size(G_z));

for i=1:nnn;
if G_z(i)==0;
|_z(i)=0;
elseif G_z(i)==1;
I|_z(i)=i_1;
elseif G_z(i)==2;
I_z(i)=i_2;
elseif G_z(i)==3;
I|_z(i)=i_3;
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elseif G_z(i)==4;

|_z(i)=i_4;

elseif G_z(i)==5;
|_z(i)=i_5;

end;

end;

% Parameter fuel
H u =43.5e6;

rho B = 0.75;
k ks = 1.15;
% Parameters for vehicle
r rad= 0.309;
m_f = 1181.0;
mu = 0.007;
g = 98]
rho = 1.18;
cw = 0.321;
1.6)

Af = 21,
1.6)

% Parameter engine

V_h = 1.60e-3;

theta VM =0.125;
T_VM_SchaB = -5;
V_VM_SchaB = 0;
w_VM_idle = 105.0;
V_VM_idle =2.6e3*h/H_u;
T_VM_idle =0;

% Fuel Consumption map(kg/s)
load w_VM_row,

load p_me_col ;

load p_me_max
load w VM _ max

T_VM_col =p_me_col*V_h/(4*pi);
mapallvars_Golf;

w_VM_upper = max(w_VM_max);
T_VM_max =p_me_max*V_h/(4*pi);

% Now initialise the steam sub-system
initialise_system;

initdatal — for Ford 13 Vehicle

[=)

% Heat in value (J/kg)
% Density (kg/m”3)
% Cold start factor (-)

% Wheel radius (m)(VW Golf 1.6)
% Mass (kg)(VW Golf 1.6)

% Friction coefficient (-)

% Erdbeschleunigung (m/s"2)

% Density air (kg/m"3)

% Drag coefficient (-)(VW Golf

% Frontal area (m"2)(VW Golf

% Displaced volume (m"3)(VW Golf 1.6)

% Inertia (m”2 kg)(VW Golf 1.6)
% Decel torque (Nm)

% Decel consumption (kg/s)

% Idle speed (rad/s)

% Idle consumption (kg/s)

% Idle torque (Nm)

% Compute torque

% call map function call to
plot fuel consumption

% Max. speed (rad/s)

% Max. torque (Nm)

% Initialise steam system

This Matlab file loads all the necessary parameiarshe function blocks for the QSS-

TB model. Drive cycle files are loaded which contai time constant, speed and gear
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number for the drive cycle; from this data accdlerais calculated. The parameters for
the gearbox, fuel, vehicle and engine function kdoare also specified in this file. For

the Ford I3 model, only the engine data was avialhbnce for the other parameters the
VW Golf data is used.

% Parameters, run first
0/0 **k% *k% **k%k

% Simulation parameter

global h;

h = 1; % Step size (s)

% Load speed cycle

load NEDC_TVG % Load time, speed and gear from NEDC drive
%load FTP_75; % Load time, speed and gear from FTP drive
%load FTPUSO6Db; % Load time, speed and gear for US06

nnn=max(size(V_z));
D_z=[V_z(2:nnn)-V_z(1:nnn-1);0)/h; % Compute acceleration (m/s”"2)

%plot(T_z,V_z,D_z,G_2)

t_sim = (nnn-1)*h; % Cycle length (s)

% Gear ratios (incl. differential) - Vehicle specif ic (VW Golf 1.6)
i_1=14.68375;

i_2= 8.262;

i_3= 5.8225;

i_4= 4.386;

i_5= 3.6125;

P_GTO = 300; % Gearbox efficiency

e_GT =0.90; % Gearbox efficiency (-)(VW Golf
1.6)

Ueb_min =0.1; % Min. gear ratio (-)
w_rad_min = 1.00; % Min. wheel speed (rad/s)

% Create schedule of gear change
|_z = 0*ones(size(G_2));

for i=1l:nnn;
if G_z(i)==0;
I_z(i)=0;
elseif G_z(i)==1;
I|_z(i)=i_1;
elseif G_z(i)==2;
I_z(i)=i_2;
elseif G_z(i)==3;
I|_z(i)=i_3;
elseif G_z(i)==4;
|_z(i)=i_4;
elseif G_z(i)==5;
|_z(i)=i_5;
end;
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end;

% Parameter fuel

H u =43.5e6; % Heatin value (J/kg)

rho B = 0.75; % Density (kg/m”3)

k ks = 1.15; % Coldstart factor (-)

% Parameters for vehicle

r rad= 0.309; % Wheel radius (m)(VW Golf 1.6)
m_f = 1181.0; % Mass (kg)(VW Golf 1.6)

mu = 0.007; % Friction coefficient (-)

g = 981 % Erdbeschleunigung (m/s"\2)
rho = 1.18; % Density air (kg/m”3)

cw = 0.321; % Drag coefficient (-)(VW Golf 1.6)
Af = 21; % Frontal area (m"2)(VW Golf 1.6)
% Parameter engine

V_h =1.1e-3; % Displaced volume (m”3)(13 1.1)
theta VM = 0.125; % Inertia (m”2 kg)(VW Golf 1.6)
T_VM_SchaB = -5; % Decel torque (Nm)
V_VM_SchaB = 0; % Decel consumption (kg/s)
w_VM _ idle =105.0; % Idle speed (rad/s)

V_VM _idle = 2.5e3*h/H_u; % Idle consumption (kg/s)
T_VM_idle =0; % Idle torque (Nm)

% Fuel Consumption
load w_VM row,
load p_me_col ;
load p_me max
load w_VM_max

T_VM_col =p_me_col™*V_h/(4*pi); % Compute torque
mapallvars_|I3; % call map function call

% to calculate fuel consumption
w_VM_upper = max(w_VM_max); % Max. speed (rad/s)
T _VM_max =p_me_max™V_h/(4*pi); % Max. torque (Nm)

% Now initialise the steam sub-system
initialise_system; % Initialise steam system

mapallvars_Golf.m

This Matlab data file uses speed and load informnatilong with exhaust temperature
data (calculated for the VW Golf) to calculate tlagious maps and lookup tables that are
used in the QSS-TB models. V_VM_map is the fuelscomption lookup table used by
the Tank function block. E_map is the exhaust temperatoo&up table and F_map is the
exhaust mass flow rate lookup table. These are ligéide HYSTOR steam system in the

heat exchange calculations.
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% Computes efficiency map

% Willans-Parameter

ww=[ 116, 302, 458, 653, 780];

% Index of top element

ee=[ 0.38, 0.4025,0.4150,0.4150,0.410];
pp=1[1.484, 1.880, 2.378, 3.032, 3.85]*1e5;

% Exhaust temperature parameters in degC

% At higher speeds - same load then temperature is
exhaust_temp = [600, 575, 550, 525, 500, 475, 450,
345, 330, 315, 305, 300];

temperature_rise = 100;
exhaust_density = 0.8; % kg/cubic meter

% Compute map

i=0;

I=0;

eta_VM=zeros(16,15);

E_map = zeros (16,15);

F_map = zeros (16,15);

p_me_vec=[11,10,9,8,7,6,5,4,3,2,1.5,1,0.5,0.25,0.1,

p_me_vec_r = reversr(p_me_vec);

w_VM_vec=[50:800/14:850];

for i=1:16;
for j=1:15;
e=spline(ww,ee,w_VM_vec()));
p_meO0=spline(ww,pp,w_VM_vec()));
p_mB=(p_me_vec(i)+p_me0)/e;
eta_VM(i,j)=p_me_vec(i)/p_mB;
end;

end;

max_speed = length (w_VM_vec);

% speed support (rad/s)

% indicated efficiency
% friction mean pressure

speed_correction = temperature_rise /(w_VM_vec(max_

w_VM_vec(1));
eta_vec=[0.33,0.31,0.32,0.3,0.275,0.2,0.1,0.05];

% Prepare for QSS-TB
nnn=max(size(p_me_vec));
mmm=max(size(w_VM_vec));

P_VM_idle = 2.6e3;
E_VM_idle =P_VM_idle*h;

% Compute consumption map (kg/s)
V_map=ones(size(eta_VM));
for i=1:nnn;

for j=lL:mmm;
if eta_VM(i,j)>0.00;
V_map(i,j)=w_VM_vec(j)*p_me_vec(i)*V_h/
else
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% ldle power (W)

% Idle energy
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V_map(i,j)=w_VM_vec(j)*p_me_vec(i-1)*V_ h/(4*pi)*h/eta_VM(i-
1));
end;
end;
end;
V_VM_map=V_map/H_u;

% Compute exhaust temperature map
w_VM_SC _r =w_VM_vec; % speed, row vector in Steam Generator
p_me_SC c=p_me_vec r; % temp, column vector in Steam Capacity

for i=1l.nnn; % take load steps
for j=lL:mmm; % take speed steps
E_map(i,j)= (W_VM_vec()) - w_VM_vec(1) ) * speed_correction)
+ exhaust_temp(i);
end;
end;
E_map = E_map + 273.15; % convert from Celsius to Kelvin

% Compute exhaust mass flow map rate and assume tha titis load
% independent
for i=1l.nnn; % take load steps

for j=lL:mmm; % take speed steps

F_map(i,j)=w_VM_vec(j) *(V_h/ (4 *p i) *

exhaust_density;

end;
end;

% Save for QSS-TB - fuel consumption first
V_VM_map=reversi(V_VM_map);
V_VM_map=V_VM_map'

save V_VM_mapV_VM_map

% Repeat for exhaust mass flow rate and temperature
E_map=reversi(E_map);

E_map=E_map';

save E_map E_map

F_map=reversi(F_map);

F_map = F_map’;

save F_map F_map

% and reverse mep vector
p_me_vec_rev = reversi (p_me_vec);

eta_VM=reversi(eta VM);
save eta_VM eta VM

mapallvars_I3.m

This Matlab data file uses speed and load informnaélong with exhaust temperature

data (actual engine data from the Ford I3 test)rtmscalculate the various maps and

230



Appendix B: Matlab and Simulink data for the softevanodelling and simulation

lookup tables that are used in the QSS-TB model&NW _map is the fuel consumption
lookup table used by thEank function block. E_map is the exhaust temperatoo&up
table and F_map is the exhaust mass flow rate |mdkble. These are used by the

HYSTOR steam system in the heat exchange calcotatio

% Computes efficiency map

% Willans-Parameter

ww=[ 116, 302, 458, 653, 780];

% Index of top element

ee=[ 0.38, 0.4025,0.4150,0.4150,0.410];
pp=1[1.484, 1.880, 2.378, 3.032, 3.85]*1e5;

% Compute map
p_me_vec_r = p_me_col;
p_me_vec = reversr(p_me_col);

nnn=max(size(p_me_vec));
mmm=max(size(w_VM_row));

eta_VM=zeros(nnn,mmm);
E_map = zeros (hnn,mmm);
F_map = zeros (nnn,mmm);

w_VM_vec=[50:800/14:850];

for i=1:nnn;
for j=lL:mmm;
e=spline(ww,ee,w_VM_row(j));
p_meO0=spline(ww,pp,w_VM_row(j));
p_mB=(p_me_vec(i)+p_me0)/e;
eta_VM(i,j)=p_me_vec(i)/p_mB;
end;

end;

eta_vec=[0.33,0.31,0.32,0.3,0.275,0.2,0.1,0.05];

P_VM_idle =2.6e3;
E_VM_idle = P_VM._idle*h;
magic=1.0;

% Compute consumption map (kg/s)
V_map=ones(size(eta_VM));
for i=1l:nnn;

for j=lL:mmm;
if eta_VM(i,j)>0.00;
V_map(i,j)=w_VM_vec(j)*p_me_vec(i)*V_h/
else
V_map(i,j)=w_VM_vec(j)*p_me_vec(i-1)*V_

1,j);
end;

end;
end;
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% speed support (rad/s)

% indicated efficiency
% friction mean pressure

% Idle power (W)

% Idle energy

(4*pi)*h/eta_VM(i,j);

h/(4*pi)*hleta_VM(i-
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V_VM_map=V_map/H_u;

% Compute exhaust temperature map
% Speed(rad/s) Row vector in Steam Generator

w_VM_SC r=[104.719, 209.438, 314.157, 417.2355, 62 8.314];
%p_me (Pa) Column vector in Steam Generator

p_me_SC c=[0; 1.5; 4; 7.3; 7.5; 8; 8.3; 9.6; 10.2] *1eb;
%exhaust temps at 1000 rpm

e_1000=[225, 229.7, 403.4, 596.1, 601,606,611,616,6 211];
%exhaust temps at 2000 rpm

e_2000=[307, 311.8, 550, 737, 742, 747, 811, 816,81 6];
%exhaust temps at 3000 rpm

e_3000=[392, 397, 621.7, 790, 795, 800, 879, 884, 8 89];
%exhaust temps at 4500 rpm

e_4500=[747, 752.4, 822.2, 862, 867, 875.1, 873, 87 8, 883.8];
%exhaust temps at 6000 rpm

e_6000=[828, 833.8, 883.3, 883.55, 883.8, 888.9, 88 8.9, 888.9, 888.9];

%Exhaust Temp map for I3 engine
E_map=[e_1000;e_2000;e_3000;e_4500;e_6000];

E_map = E_map + 273.15; % convert from Celsius to Kelvin

%exhaust mass flow rate at 1000 rpm

f_1000=[0.006, 0.006, 0.0053, 0.0098, 0.01, 0.011, 0.012, 0.013, 0.014];
%exhaust mass flow rate at 2000 rpm

f_2000=[0.0121, 0.0121, 0.0138, 0.0167, 0.0172, 0.0 177, 0.0192, 0.0197,
0.0197];

%exhaust mass flow rate at 3000 rpm

f_3000=[0.0214, 0.0214, 0.016, 0.0205, 0.025, 0.027 2,0.0294, 0.0316,
0.0316];

%exhaust mass flow rate at 4500 rpm

f_4500=[0.0162, 0.0162, 0.0258, 0.0350, 0.0442, 0.0 454, 0.0465, 0.0476,
0.0488];

%exhaust mass flow rate at 6000 rpm

f_6000=[0.0224, 0.0224, 0.036, 0.0460, 0.056, 0.061 , 0.061, 0.061,
0.061];

%Exhaust mass flow rate map for 13 engine

F_map=[f_1000;f_2000;f 3000;f_4500;f 6000];

% Save for QSS-TB - fuel consumption first
V_VM_map=reversi(V_VM_map);
V_VM_map=V_VM_map'

save V_VM_mapV_VM_map

eta_VM=reversi(eta_VM);
save eta VM eta VM

initialise_system.m

This Matlab file is used to set the parameters\ar@bles used by the HYSTOReam

System function blocks. Thermodynamic properties arefeethe working pressures of
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the system along with the variable that sets thligion gearbox variable and an
alternative speed for when the engine speed gdew laenominal value. Additionally the
volumes and masses are set for the HYSTOR stear@ansy3he same file is used for
both the VW Golf and the Ford I3 models.

%

% Initialise HYSTOR variables
%

zero =0;

% Thermodynamic properties
load degk deltah.mat ;

h_work_steam = 2796000; % Saturation enthalpy for steam at

working pressure (18bar) J/kg

h_work_water = 884000; % Saturation enthalpy for water at

saturation conditions (18bar) J/kg

Hfg_work = h_work_steam - h_work_water; % enthalpy change at 18 bar

%%%%%% %% %% %% %% %% Hybrid Interface %%%%%%%% %% %% %% %% %% 0%0

red_ratio = 2.0; % Reduction ration of gearbox connecting expander
with engine drive shaft
alt_speed = 215; % Alternative speed for gearbox when actual speed

goes below 10 (rad/s)

%%%%%%%%%%%%%%%% Steam Generator %%% % %% % % % WIS %o

ambient_temp = 298; % degK use 25 degC as the normal ambient
temperature for the car

steam.init. Tw2 = 480; % Saturation temperature degK

steam.init. Twl=ambient_temp; % Tw1l is ambient

steam.init. mdotsw = 0.004; % mass flow rate of water kg/s
steam.init.cpsteam = 3097, % heat capacity of steam at 18 bar J/kgK

% Gain blocks

cpexhaust = 1041; % heat capacity of exhaust gas J/kgK
steam.init.Kegfr = cpexhaust; % Gain on Exhaust Gas mass flow rate
steam.init.cpwater = 4500; % heat capacity of water J/kgK

steam.init.term2 = steam.init. mdotsw*Hfg_work;

steam.init.term3 = steam.init. mdotsw*steam.init.cpw ater*(steam.init. Tw2-
ambient_temp);
steam.init.term2plus3=steam.init.term2+steam.init.t erms3;
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B.4 Initialisation file for PSAT

%% File description

% Name : steam_system_Sussex_University

% Author : V. Freyermuth 12/06/06

% Description : Initialize the steam system

% Data from Sandra Hounsham

% Proprietary: Sussex

% Model : lib_steam_generator_Sussex_University,
lib_steam_generator_SU_bph_trgneg, lib_steam_genera tor_SU_acc_trgneg
% Vehicle Type : Light, Heavy

%% File content
steam.list.init =

{'h_work_steam' ;'h_work_water' ; 'h_cond_steam' ;'h_cond_water' ; 'Hfg_work'
'red_ratio' ; 'alt_speed' ;'T_work' ;'ambient_temp' ; 'cpexhaust ;
'zero' ; }

load degk deltah.mat ;

% Thermodynamic properties at 18 and 1 bar

steam.init.h_work_steam = 2796000; % Saturation enthalpy for
steam at working pressure (18bar) kJ/kg
steam.init.h_work_water = 884000; % Saturation enthalpy for water

at saturation conditions (18bar) kJ/kg

steam.init.h_cond_steam = 2674000; % Saturation enthalpy for
steam at condenser pressure (1bar) kJ/kg
steam.init.h_cond_water = 417000; % Saturation enthalpy at water

at condenser pressure (1bar) kJ/kg

steam.init.Hfg_work = steam.init.h_work_steam - ste am.init.n_work_water;
% Latent heat of vapourisation at working pressure

%%%%%%%%% %% %% %% % %% %% %% %% %% Steam System 9

%% %%

steam.init.red_ratio = 2.0; % Reduction ration of gearbox connecting
expander with engine drive shaft
steam.init.alt_speed = 215; % Alternative speed for gearbox when
actual speed goes below 10 (rad/s)
steam.init.zero =0; % generic integrator initlial value
% steam.init.n_expander=1.3; % polytropic i ndex, from PV diagram
for water/steam
steam.init.n_expander=1; % polytropic index, from PV diagram for
water/steam
steam.init. Kms = 1/steam.init.n_expander; % On mass steam available,
turn into max rate

steam.init. T_work=480; % Normal working temperature
degK(corresponding to saturation at 18 bar)

steam.init.ambient_temp = 298; % degK use 25 degC as the normal

ambient temperature for the car

% Gain blocks
steam.init.Kw = 1/(2*pi); % Gain on work output, correct to Nm
% also used to change rad/s to rps
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%%%%%%% % %% %% % %% %% % %% %% % %% % Steam GeneratoVaEHEEiae i %6 %% % %% % %%

steam.init. mdotsw =0.004; % mass flow rate of water/steam kg/s

steam.init. Tw2=480; % saturation temp at 18bar = 207 degC, or 480 degK
steam.init.cpsteam = 3097, % heat capacity of steam at 18 bar
steam.init.cpexhaust = 1041; % heat capacity of exhaust gas
steam.init.Kegfr = steam.init.cpexhaust; % Gain on Exhaust Gas mass flow
rate

steam.init. Twl=steam.init.ambient_temp; % Normal working temperature
degK is slightly above ambient

steam.init.cpwater = 4500; % heat capacity of water

steam.init.neghx=-480;

steam.init.term2 = steam.init. mdotsw*steam.init.Hfg _work;
steam.init.term3 = steam.init.mdotsw*steam.init.cpw ater*(steam.init. Tw2-
steam.init.ambient_temp);

steam.init.term2plus3=steam.init.term2+steam.init.t erm3;
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Appendix C: Expander technical data

This appendix contains data for the expanders usdbe experiments, as detailed in
Section 3.2. This is technical data from the OIgjikes website [62].

Rotary expander

This is the O.S. Max 49-PI Type Il .30 Wankel Rgt&ngine.

SPECS:

Displacement: .30 cu4rb{cc)
Carburetor: #21G

Power Output: 1.27 bh@da000 RPM
Weight: 3359 (11z80

Practical RPM: 2,500 ;4@ RPM
Crankshaft thread: 1/4-28

Length (back of engine mount to front of drive waigh60mm (2.36")
Height (not including carb or muffler): 61mm (2.4")

Width (not including carb or muffler): 69mm (2.7")
Propeller: 9x6-7, 10x4-6 or 11x4-5

Uni-flow expander

This .32 SX is a Sport RC Airplane Engine.

SPECS: Displacement: 5.23cc (0.319 cu in)
Bore: 19.5mm (.77")

Stroke: 17.5mm (.69")

Output: 1.2 BHP at 18,000 RPM

Weight: 2709 (9.502) 12.320z wimuffler
Practical RPM Range: 2,000 - 22,000 RPM
Crankshaft Thread Size: 1/4-28
Recommended Props: 10x6, 10.5x6, 11x6
Height: 73mm (2.87")

Width: 30mm (1.18") Width neglecting the engine mou nting flanges
38mm (1.50") Width between the centers of the mount ing holes
Length: 75mm (2.95") From back plate to the front o f the drive washer.

Counter-flow expander

This is a FS-30 Surpass Four-Stroke Model Airc&afiw Engine.

SPECS: Displacement: 4.89cc (.299 cu in)
Bore: 19.5mm (.767") Stroke: 16 Amm (.648")
Power Output: .5 HP at 10,000 RPM
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Weight with muffler: 10.40z (2959)

Weight without muffler: 9.80z (278q)

Practical RPM Range: 2,500 - 13,000 RPM
Crankshaft Thread Size: 1/4-28

Valve Clearance: Between .04mm and .1mm (.0015" and
Measured between the valve tip and rocker arm.
Length: 84mm (3.31") from back plate to front of Dr
Width: 29mm (1.14") width of engine neglecting the
36mm (1.42") mounting holes side-to-side on-center
Height: 86.5mm (3.41")

Suggested Prop(s): 9x6, 9x7, 10x4, or 10x6
Construction: Aluminum and aluminum alloys
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Appendix D: Steam quality analyser (SQA)

The project team developed a device, a Steam Quatialyser (SQA), to measure the
quality of wet steam based on the steam propefilegdaand electrical heating. This
appendix further describes the concept and caidrdbr the SQA device.

D.1 Steam quality measurement of wet steam

To enable the project to calculate the efficientthe steam expanders, the quality of the
exhausted wet steam, sometimes referred to as myreess fraction, needed to be
determined. The dryness fraction represents theuatmaf the steam which is dry, for
example if the steam is 5% water, then the steasaits to be 95% dry, with a dryness
fraction of 0.95. Physical measurement of the d¢yalf steam in the wet region is
associated with inaccuracies and involves very esipe and sophisticated measuring
equipment. An alternative way of obtaining the steguality is to heat the exhausted wet
steam with a known quantity of energy so that tiears becomes superheated and then
measure the state of that steam by recording thpamtures and pressures. The dryness
fraction can then be determined by performing a@rgy balance calculation, with the
use of steam property tables [63].

D.2 Concept for the SQA device

The SQA consisted of an insulated pipe with antetat heating element which was
supplied with an input power in the form of a vgitaand current. The SQA was
supplied with wet steam which was converted intpeshieated steam as a result of the
heating element and applied power. Pressure amgetature readings were taken at the
inlet and outlet of the SQA together with temperatteadings of the SQA casing and
ambient temperature. Appendix figure 19 showshemmatic of the SQA and a simple

temperature vs. entropy graph for the process.
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Appendix figure 19 SQA concept

The quality of the steam at the inlet is given loy&tion D.1:

-h
L heh,

hy -y

(D.1)

Equation D.1 requires knowledge afdmnd iy which can be obtained from steam tables at
the inlet pressure. The value of ¢an be obtained by performing an enthalpy-energy
balance for the SQA such that:

h, =h, +Iosses-% (D.2)

Where: h = inlet enthalpy (kJ/kg);
h, = outlet enthalpy (kJ/kQ);
V = input voltage (v);
| = input current (amps);
t = time (seconds);
M = mass of water collected in time t (kg/s);

losses = convective heat loss from the SQA (pdrmass flow rate).

Since the outlet state is superheated steam, a wélenthalpy (§) can be obtained from
standard steam tables at the measured pressuterapérature. The value of input VIt is
known as is measured output M. This leaves “Idssebe defined. A value for losses

was obtained by performing a calibration on the SQA
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D.3 Calibration of the SQA device

Calibration of the SQA was performed by supplyibgvith superheated steam. If the
SQA could be considered ideal then when suppligd superheated steam there would
be no losses and the steam properties at the exitdwbe the same as at the inlet.
However, the SQA will not be ideal as there willdbeonvective heat loss from the SQA
to its surroundings. This convective heat losd W equal to the required supplied

power to make @@= Q, and hence:

Qv = QSQA + Qloss

Therefore:

Qioss = Qsoa - Qv (D.3)

Where: Qss= the convective heat loss from the SQA to itsaurdings (W) i.e. the

losses term in Equation D.2;

Qsoa = the SQA enthalpy power (W) m (h; — hy);
Quvi = the supplied power (W).

From Equation D.3 it can be seen that the valugg{is a function of the mass flow rate
through the SQA, the inlet and outlet temperat@ussd to define/find hand ) and the
applied power. However, the value of Will be unknown when the SQA is under
normal operation (with wet steam) and so a differerethod of calculating Qs is
required. Recalling that,§ will be in the form of a convective heat loss frame SQA

to its surroundings it can be expressed by Equddidn

Q|055 = }\. AAT (D.4)

Where:\ = the heat transfer coefficient of the surroundiiygW/nfK);
A = the total surface area of the SQAm
AT = TSQA - Tamb (K).
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The SQA area, A, is constant and so the value @f Qecomes a function of H and
Tsoa— Tamb  The value of these variables obviously depemdthe applied VI and so by
operating the SQA over a range of VI it was posstblplot the variation of s against
Tsoa— TambWhich could then be used in Equation D.2 for wiienSQA is under normal
operation.

D.4 SQA calibration procedure

The procedure used to calibrate the SQA deviceasdsllows:

1. Set the mass flow ratm, entering the SQA and set an input power (VI);

2. Use the pressure and temperature reading®,,Pl; and T, at the inlet
and outlet to obtain values of inlet and outlehaigy, h and h
respectively, from steam tables;

3. Ensure the mass flow rate through the SQA is iruthits of kg/s;

4. Calculate @qa as follows:

Qson = r.n(hz -hy)
5. Calculate @Qssas follows:
Qloss = Qui ~Qson (where Q is the applied VI);

6. QpssCan also be expressed as:
Qloss = AA(TSQA _Tamb) (D.5)

7. Equation D.5 requires a value bf(the heat transfer coefficient of the air
surrounding the SQA). This will vary very littlever the range of case
temperatures expected under normal use but sihcenadining variables
in Equation D.5 are known, it can be calculated dysimple re-

arrangement as follows:
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_ Qu ‘QSQA
A(TSQA - amb)

8. Repeat steps 2 to 6 at Sbset time intervals and calculate a mean value of
Qloss:
9. Plot the mean value ofi§ against Eoa— Tamb

10.Repeat steps 1 to 7 at different values of inputgro

D.5 Normal operation of the SQA device

Under normal operating conditions, where the SQguisplied with wet steam, the value
of losses in Equation D.2 can be obtained from gdlee produced in the calibration
procedure described in Section B.3. The calibratésults are shown in Appendix figure
20 and Appendix Table 1.
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Appendix figure 20 Convective heat loss from the S®for a range of Tsga - Tams

M The process is repeated six times to ensure @bt (six being the accepted good practice nunafe
repeats).
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AT = TSQA - Tamb (K) Mean Qjoss (W)
13.08 41.01
12.05 29.94
10.29 27.07
8.91 20.76
7.64 16.83

Appendix Table 1 Values of convective heat lossasin the SQA for a range of Tsga - Tams

Simple interpolation can be used to calculate diseds for different values ogda— Tamb
which are not shown in Appendix figure 20 and ApgigrTable 1.

Having now obtained a value of losses, Equation das2 be solved to obtain a value of
inlet enthalpy. Finally this value of inlet enthglcan then be used in Equation D.1 in

order to establish the quality of the inlet wetste

D.6 SQA results

In addition to the torque, power and pressure tespfesented in Section 3.4, the
expander configurations were also used to acqute dsing the SQA device. For each
speed step, the expander ran for 10 minutes amdcddected at 2 minute intervals, data
recorded was:

input pressure;

input temperature;

output pressure;

output temperature;

ambient pressure;

ambient temperature;

SQA case temperature;

mass flow rate from the condenser.

Using this data along with Equation D.1 and Equabo2 the dryness fractiom)(for

each speed step was calculated.
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D.6.1 Uni-flow expander with a solenoid valve

Additionally, for the uni-flow SQA tests a plenurhammber had to be inserted between

the expander exhaust and the SQA inlet. This waause the pulsing observed by the

pressure wave, from the expander exhaust, seenadtbtd the SQA in such a way that it

was difficult to get a good temperature differerazross the SQA device. Once the

plenum chamber had been attached, the pulsing wksobkserved, but a good

temperature difference was obtained.

The measured and calculated enthalpies are shoAppendix Table 2. The work, Q,
input to the SQA was 96.8 watts.

Speed| Mass AT Qioss h, hy (kJ/kg) T2 P2
(rpm) | flow rate | (deg C) | (watts) | (kJ/kg) (deg C) | (bar)
(9/s)
300 0.435 22.70 35.73 2710.9 2524.11 123.43 2|18
400 0.847 6.75 14.08 2690.2 2589.9 109.39 1/38
500 0.771 7.08 15.10 2692.1 2581.6 110.68 1/43
600 0.958 7.91 17.67 2694.2 2610.9 112.07 1/53
Appendix Table 2 Calculation of inlet enthalpy, h, using Equation D.1
Appendix Table 3 shows the resulting dryness foscti
Speed (rpm) h (kJ/kQ) hy (kJ/kQ) hy (kJ/kg) X
300 2524.1 518.38 2710.9 0.9148
400 2589.9 458.81 2690.2 0.9551
500 2581.6 464.23 2692.1 0.9504
600 2610.9 470.15 2694.2 0.9625

Appendix Table 3 Calculation of dryness fractionx, using Equation D.2

The dryness fraction shows the amount of vaporainetl in the steam; the values in the

table are all above 91% so the steam was of goatitgjurhe dryness factor was used in

Section 3.4.7.2 to calculate the isentropic efficie
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D.6.2 Rotary expander with a solenoid valve

The measured and calculated enthalpies are shoAppendix Table 4. The work, Q,
input to the SQA was 72 watts.

Speed| Mass AT Qioss h, hy (kJ/kg) T2 P2
(rpm) | flow rate | (deg C) | (watts) | (kJ/kg) (deg C) | (bar)
(9/s)
200 0.810 3.9126 5.30 2686.D 2633.0 106.69 1|25
300 0.900 2.8811 2.10 2682.9 2616.)7 104.71 1|16
400 1.092 1.6887 1.58 2680.6 2629.8 103.21 112
500 1.370 1.0888 1.20 2680.p 2645.4 102.94 1]10
Appendix Table 4 Calculation of inlet enthalpy, h, using Equation D.1
Appendix Table 5 shows the resulting dryness foaoti
Speed (rpm) h (kJ/kg) hs (kJ/kg) hy (kJ/kg) X
200 2633.0 447 .4 2686.0 0.976
300 2616.7 438.9 2682.9 0.971
400 2629.8 432.6 2680.6 0.977
500 2645.4 431.5 2680.2 0.985

Appendix Table 5 Calculation of dryness fractionx, using Equation D.2

The dryness fraction shows the amount of vaporainetl in the steam; the values in the

table are all above 96% so the steam was of goalityu
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Appendix E: Expander test results using nitrogen

This appendix contains the results for testingetyggander configurations with 10 and 15

bar nitrogen, as referred to in Section 3.4.

E.1 Rotary expander with port valves

The results contained in this section are for titary configuration illustrated in Figure
3-2, Section 3.2.1. For this configuration the rptaxpander was equipped with ports

that create fixed inlet and exhaust timings

Speed steps (rpm) for these tests were 100, 2@),58W, 700, 900, 1100, 1300, 1700,
2000 and 2300 (maximum). Appendix figure 21 sholes tariation of specific power

and torque over speed.

—+— power at 10 bar
—8— power at 15 bar
—&— torque at 10 bar
—©— torque at 15 bar

:

Torque, Nm

Specific Power, wetts per litre
T

Speed, M

Appendix figure 21 Specific power and torque, rotay expander, 10 bar and 15 bar compressed
nitrogen

As can be seen from Appendix figure 21, higher uesjand specific power were
recorded at the higher pressure setting, maximuquéofor both pressures was obtained

at 100 rpm, and maximum specific power occurred50 rpm, maximum speed was

246



Appendix E: Expander test results using nitrogen

2300 rpm for this configuration. Appendix figure 82ows the variation in pressure over

two crank shaft rotations with 10 bar nitrogen.

Pressure, bar

o | | | |
400 500 600

200 300
Crank Angle Degree, two cydes

Appendix figure 22 Pressure over two cycles, rotargxpander, 10 bar nitrogen, with two pressure
sensors

The pressure data is explained as follows:

1. Inlet port opened, pressure rises to maximum pressu

2. Pressure held at maximum pressure whilst inleloised, dip represents
rotor tip going past sensor;

3. Some expansion seen before the volume starts teatcausing
compression;

4. Inlet port is closed at the same time the exhaoidtip opened and
pressure drops to atmospheric pressure;

5. Slight rise in pressure here is due to some corsmesn the chamber as
the volume decreases just before the inlet is apéenthe next cycle.

Appendix figure 23 shows the variation in presswrer two crank shaft rotations with 15

bar steam.
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Pressure, bar

o | | | | |
o] 100 200 300 400 500 600

Crank Angle Degree, two cycdes

Appendix figure 23 Pressure over two cycles, rotargxpander, 15 bar nitrogen, with two pressure
sensors

At this high pressure, the expander did not copk wigh the minimum speed of 100
rpm, this was due to the pressure forcing the edgato go faster than the dynamometer
motor speed, and this caused the shaft rotatidre toregular as the dynamometer motor
competed with the expander. This meant that tha aequired, which was driven by the
optical shaft encoder was also irregular and cowldbe used. With the higher speeds,
above 1500 rpm, the expander struggles to perfimnsexplains why the specific power
decreased at higher speeds.

The pressure data is explained as follows:

1. Inlet port opened, pressure rises to maximum pressu

2. Pressure held at maximum pressure whilst inlefoised, dip represents
rotor tip going past sensor;

3. Some expansion seen before the volume starts teatsrcausing
compression;

4. Inlet port is closed at the same time the exhaoitip opened and

pressure drops to atmospheric pressure;
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5. Slight rise in pressure here is due to some coraesn the chamber as
the volume decreases just before the inlet is apenthe next cycle.
Appendix figure 24 shows the pressure volume draguging 10 bar nitrogen for each

speed step.

10~

Pressure, bar

Appendix figure 24 P-v diagram, rotary expander, 1(ar nitrogen, with two pressure sensors

Appendix figure 25 shows the pressure volume draguaing 15 bar nitrogen for each

speed step.
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10+

Pressure, bar

Appendix figure 25 P-v diagram, rotary expander, 15ar nitrogen, with two pressure sensors

The comparisons between calculated torque (usingatitm 3.2, Section 3.4.1) and

measured torque are shown in Appendix Table 6 gyEkAdix Table 7.

Speed Measured Calculated Torque Percentage
(rpm) Torque (N m) (N m) Difference
100 0.6669 0.5449 -22.39
300 0.5449 0.5234 -4.11
500 0.4979 0.4686 -6.25
700 0.4529 0.4181 -8.32
Appendix Table 6 Comparison of measured torque andalculated torque, 10 bar nitrogen
Speed Measured Calculated Torque Percentage
(rpm) Torque (N m) (N m) Difference
100 0.9139 0.9115 -0.26
300 0.7172 0.7125 -0.66
500 0.6385 0.7247 +11.89
700 0.5641 0.6569 +14.13

Appendix Table 7 Comparison of measured torque andalculated torque, 15 bar nitrogen

The comparison of calculated and measured torques geasonable results (within £5%)
for some speed steps, but not others, this couttlibeo the fact that the pressure data is

made up of data from two separate sensors and enoéalways reliable.
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E.2 Uni-flow expander with an injector valve

The results contained in this section are for the-flow expander in uni-flow

configuration using injector valves to control thket.

Speed steps (rpm) for these tests were 200, 3@, /A, 900, 1100, 1300, 1700, 2000
and 2300 (maximum). Appendix figure 26 shows thdaatian of specific power and

torque over speed.
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Appendix figure 26 Specific power and torque, uniibw expander, 10 bar and 15 bar compressed
nitrogen

As can be seen from Appendix figure 26, higher uesjand specific power were
recorded at the higher pressure setting, maximuquéfor both pressures was obtained
at 200 rpm, and maximum specific power occurre®C rpm, maximum speed was

2300 rpm for this configuration. Appendix figure &@ows the variation in pressure over

one crank shaft rotation with 10 bar nitrogen.
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10~

Pressure, bar

Crank Angle Degree

Appendix figure 27 Pressure per cycle, uni-flow exgnder, 10 bar compressed nitrogen, with injector
inlet valve

The pressure data is explained as follows:

1. Inlet injector opens, pressure rises to maximunsgres;
2. Injector closes and expansion occurs;

3. Exhaust port is opened, pressure falls to atmogpher

Appendix figure 28 shows the variation in pressawer one crank shaft rotation with 15

bar nitrogen.
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Pressure, bar

50 0
Crank Angle Degree

Appendix figure 28 Pressure per cycle, uni-flow exgnder, 15 bar compressed nitrogen, with injector
inlet valve

The pressure data is explained as follows:

1. Inlet injector opens, pressure rises to maximunsgres;
2. Injector closes and expansion occurs;
3. Exhaust port is opened, pressure falls to atmogpher

Appendix figure 29 shows the pressure volume draguaing 10 bar nitrogen for each

speed step.
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Pressure, bar
[

0 05 1 15 2 25 3 35 4 4.5

Appendix figure 29 P-v diagram, uni-flow Expander,10 bar compressed nitrogen, with injector inlet
valve

Appendix figure 30 shows the pressure volume draguaing 15 bar nitrogen for each

speed step.

=z 5

10—

Appendix figure 30 P-v diagram, uni-flow expander,15 bar compressed nitrogen, with injector inlet
valve
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The injectors did not perform well; the cross smwil area of the injector holes limited
the flow of compressed air resulting in a low powetput, as seen in Appendix figure
26.

E.3 Uni-flow expander with a solenoid valve

The results contained in this section are for the-flow expander in uni-flow
configuration using solenoid valves to control thiet. Speed steps (rpm) for these tests
were 200, 300, 400, 500 and 600 (maximum).

Appendix figure 31 shows the variation of spedqif@ver and torque over speed.

08

10000 T
—— power at 10 bar

—8— power at 15 bar
—&— torque at 10 bar
—©— torque at 15 bar

Spedific Power, watts per litre

| | | 1 | | |
300 250 300 350 450 500 550 G%s

400
Speed, rpm

Appendix figure 31 Specific power and torque, unitbw expander, 10 bar and 15 bar compressed
nitrogen

As can be seen from Appendix figure 31, higher uesjand specific power were
recorded at the higher pressure setting, maximuquéfor both pressures was obtained
at 300 rpm, and maximum specific power occurreglo@t rpm, maximum speed was 600
rpm for this configuration, again the speed wastéthby the use of the solenoid valves.
Appendix figure 32 shows the variation in pressawrer one crank shaft rotation with 10

bar nitrogen.
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10~
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Appendix figure 32 Pressure per cycle, uni-flow exgnder, 10 bar compressed nitrogen, with solenoid
inlet valve

The pressure data is explained as follows:

1. Small compression witnessed as piston rises andnebecreases;
2. Inlet valve opens, pressure rises to maximum pressu

3. Inlet valve closes, some expansion occurs;
4.

Exhaust port is opened, pressure falls to atmogpher

Appendix figure 33 shows the variation in pressawrer one crank shaft rotation with 15
bar nitrogen.
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Appendix figure 33 Pressure per cycle, uni-flow exgnder, 15 bar compressed nitrogen, with solenoid
inlet valve

The pressure data is explained as follows:

1. Small compression witnessed as piston rises andnebecreases;
2. Inlet valve opens, pressure rises to maximum pressu

3. Inlet valve closes, some expansion occurs;
4

Exhaust port is opened, pressure falls to atmogpher

Appendix figure 34 shows the pressure volume draguaing 10 bar nitrogen for each

speed step.
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¢
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Pressure, bar

Volume, m

Appendix figure 34 P-v diagram, uni-flow expander,10 bar compressed nitrogen, with solenoid inlet
valve

Appendix figure 35 shows the pressure volume draguaing 15 bar nitrogen for each

speed step.

10

Pressure, bar

Appendix figure 35 P-v diagram, uni-flow expander,15 bar compressed nitrogen, with solenoid inlet
valve
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The comparisons between calculated torque (Equé&tibnSection 3.4.1) and measured

torque are shown in Appendix Table 8 and Appendikl& 9.

Speed Measured Torque | Calculated Torque Percentage

(rpm) (N m) (N m) Difference
200 0.3826 0.3633 -5.30
300 0.4186 0.4008 -4.45
400 0.3820 0.4559 +16.21
500 0.3876 0.4391 +11.72
600 0.3361 0.4415 +23.87

Appendix Table 8 Comparison of calculated and meased torque, 10 bar nitrogen

Speed Measured Torque | Calculated Torque Percentage

(rpm) (N m) (N m) Difference
200 0.6826 0.5657 -20.68
300 0.7202 0.6441 -11.82
400 0.6568 0.6969 +5.76
500 0.5935 0.6795 +12.67
600 0.5618 0.7054 +20.35

Appendix Table 9 Comparison of calculated and meased torque, 15 bar nitrogen

As can be seen, the torque comparison is not alwéi a reasonable +5%, this could

be attributed to the solenoid valves causing tesgure data to be unreliable.

E.4 Counter-flow expander with solenoid valves

The results contained in this section are for tbenter-flow expander using solenoid

valves to control the inlet and exhaust.

Speed steps (rpm) for these tests were 200, 3(D,add8 500 (maximum). Appendix
figure 36 shows the variation of specific power éordjue over speed.
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Appendix figure 36 Specific power and torque, courgr-flow expander, 10 and 15 bar compressed
nitrogen

As can be seen from Appendix figure 36, higher uesjand specific power were
recorded at the higher pressure setting, maximuquéofor both pressures was obtained
at 200 rpm, and maximum specific power occurrezD&trpm for 10 bar and 300 rpm for
15 bar. Maximum speed was 500 rpm for this confijan; again the speed was limited
by the use of the solenoid valves. Appendix figBreshows the variation in pressure

over one crank shaft rotation with 10 bar nitrogen.
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Appendix figure 37 Pressure per cycle, counter-flovexpander, 10 bar compressed nitrogen

The pressure data is explained as follows:

1. Inlet valve opens, pressure rises to maximum pressu
2. Exhaust port is opened, pressure falls to atmogptaerd no expansion is
experienced.
Appendix figure 38 shows the variation in pressawrer one crank shaft rotation with 15

bar nitrogen.
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Appendix figure 38 Pressure per cycle, counter-flovexpander, 15 bar compressed nitrogen

The pressure data is explained as follows:

1. Inlet valve opens, pressure rises to maximum pressu
2. Exhaust port is opened, pressure falls to atmosptserd no expansion is

experienced.

Appendix figure 39 shows the pressure volume draguaing 10 bar nitrogen for each

speed step.
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Pressure, bar
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Volume, m 3

Appendix figure 39 P-v diagram, counter-flow expanér, 10 bar compressed nitrogen

Appendix figure 40 shows the pressure volume dragusing 15 bar nitrogen for each

speed step.

16 ‘
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Appendix figure 40 P-v diagram, counter-flow expaneér, 15 bar compressed nitrogen

The comparisons between calculated torque (EqudtibnSection 3.4.1) and measured

torque are shown in Appendix Table 10 and Appeiidilzle 11.
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Speed Measured Torque | Calculated Torque Percentage

(rpm) (N m) (N m) Difference
150 0.3227 0.2146 -50.36
200 0.2648 0.3638 +27.20
300 0.0851 0.3724 +77.15
400 0.0438 0.2814 +84.42
500 -0.0533 0.3061 +117.43

Appendix Table 10 Comparison of calculated and meased torque, 10 bar nitrogen

Speed Measured Torque | Calculated Torque Percentage

(rpm) (N m) (N m) Difference
300 0.6705 0.6368 -5.29
400 0.4903 0.6225 +21.23
500 0.1702 0.6182 +72.47
600 0.0509 0.5039 +89.89

Appendix Table 11 Comparison of calculated and meased torque, 15 bar nitrogen

As can be seen, the torque comparison is not alwéi a reasonable +5%, this could
be attributed to the solenoid valves causing tlesqure data to be unreliable. As the
counter-flow configuration uses the solenoid valeasoth inlet and outlet, this doubles
the possible problems when compared to the uni:ftbig could explain why the values

are so different for some speed steps.

E.5 Rotary expander with solenoid valves

The results contained in this section are for titary configuration illustrated in Figure
3-3; Section 3.2.1, in this configuration the rgtaxpander is equipped with solenoid

valves on the inlet to make the inlet timing vakeaénd fixed ports for the exhaust.

Speed steps (rpm) for these tests were 150, 200, 4, 500 and 600 (maximum).

Appendix figure 41 shows the variation of spegfawer and torque over speed.
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Appendix figure 41 Specific power and torque, rotay expander, 10 and 15 bar compressed nitrogen

As can be seen from Appendix figure 41, higher uesjand specific power were
recorded at the higher pressure setting, maximuquéofor both pressures was obtained
at 400 rpm, and maximum specific power occurre@iog rom. Maximum speed was 600
rpm for this configuration; again the speed is fediby the use of the solenoid valves.
Appendix figure 42 shows the variation in pressawrer one crank shaft rotation with 10

bar nitrogen.
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Appendix figure 42 Pressure per cycle, rotary expadter, 10 bar compressed nitrogen

The pressure data is explained as follows:
1. Inlet valve opens, pressure rises to maximum pressu
2. Inlet valve closes;
Some expansion seen, note no expansion seen faps00r 600 rpm;

Exhaust port is opened and pressure drops to atransgpressure;

o~ @

Slight rise in pressure here is due to some corajesn the chamber as

the volume decreases just before the inlet valemgor the next cycle.

Appendix figure 43 shows the variation in pressawrer one crank shaft rotation with 15

bar nitrogen.
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Appendix figure 43 Pressure per cycle, rotary expadter, 15 bar compressed nitrogen

The pressure data is explained as follows:
1. Inlet valve opens, pressure rises to maximum pressu
2. Inlet valve closes;
Some expansion seen, note no expansion seen fapBs00r 600 rpm;

Exhaust port is opened and pressure drops to atransgpressure;

o~ @

Slight rise in pressure here is due to some corajmesn the chamber as

the volume decreases just before the inlet valemgor the next cycle.

Appendix figure 44 shows the pressure volume draguging 10 bar nitrogen for each

speed step.
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Appendix figure 44 P-v diagram, rotary expander, 1(bar compressed nitrogen

Appendix figure 45 shows the pressure volume draguaing 15 bar nitrogen for each

speed step.
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Appendix figure 45 P-v diagram, rotary expander, 15ar compressed nitrogen

The comparisons between calculated torque (Equ&tidnSection 3.4.1) and measured

torque are shown in Appendix Table 12 and Appeidizle 13.
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Speed Measured Calculated Torque Percentage

(rpm) Torque (N m) (N m) Difference
100 0.2080 0.2565 +18.91
200 0.3176 0.3205 +0.91
300 0.5055 0.5156 +1.96
400 0.6147 0.5912 -3.98
500 0.6034 0.6591 +8.45
600 0.5501 0.6513 +15.54

Appendix Table 12 Comparison of measured torque andalculated torque, 10 bar nitrogen

Speed Measured Calcula