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ABSTRACT

OPTIMISATION OF PERFORMANCE IN THE TRIPLE JUMP USING
COMPUTER SIMULATION

Samuel James Allen, L oughborough University, 2009

While experimental studies can provide informat@mnwhat athletes are doing, they are
not suited to determining what they should be damngrder to improve their performance.
The aim of this study was to develop a realistimmpater simulation model of triple
jumping in order to investigate optimum techniquel13-segment subject-specific torque-
driven computer simulation model of triple jumpwgs developed, with wobbling masses
within the shank, thigh, and torso. Torque gemesaivere situated at each hip, shoulder,
knee, ankle, and ball joint. Kinetic and kinematata were collected from a triple jump
using a force plate and a Vicon motion analysidesys Strength characteristics were
measured using an isovelocity dynamometer from kvkocque-angle and torque-angular
velocity relationships were calculated. Segmeiniaitia parameters were calculated from
anthropometric measurements. Viscoelastic parametere obtained by matching an
angle-driven model to performance data for eacts@hand a common set for the three
contact phases was determined. The torque-drivetlehwas matched to performance
data for each phase individually by varying torggemerator activation timings using a
genetic algorithm. The matching produced a clogeement between simulation and
performance, with differences of 3.8%, 2.7%, arid@for the hop, step, and jump phases
respectively.  The model showed good correspondewdd performance data,
demonstrating sufficient complexity for subsequeptimisation of performance. Each
phase was optimised for jump distance with persfte excessive angular momentum at
take-off. Optimisation of each phase produced rammease in jump distance from the
matched simulations of 3.3%, 11.1%, and 8.2% ferhhbp, step, and jump respectively.
The optimised technique showed a symmetrical skoufléxion consistent with that
employed by elite performers. The effects of iasieg strength and neglecting angular
momentum constraints were then investigated. &sing strength was shown to improve
performance, and angular momentum constraints yeneen to be necessary in order to

reproduce realistic performances.
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CHAPTER 1

INTRODUCTION

1.1 CHAPTER OVERVIEW

In this chapter an introduction to the triple junspgiven. Previous literature on triple
jumping is discussed and the purpose of the stadyuilined. Research questions are
posed and described with reference to the litegaturastly an overview of the thesis is

given with brief descriptions of each chapter.

1.2 THE AREA OF STUDY

The triple jump is an athletic event comprisingua up followed by three consecutive
phases (Figure 1.1): The hop, a take-off from @, flanding on the same foot; the step, a

take-off from one foot, landing on the other foaitd the jump, a take-off from one foot,

landing in the sand pit, usually on two feet.

HOP

STEP

JUMP

Figure 1.1 The three phases of a triple jump.



1.3 PREVIOUSLITERATURE

There have been a number of studies investigatingahn jumping activities. These can be
split broadly into those that are experimental Hmake that are theoretical in nature. The
experimental studies can be further split into éhdealing with athletic events involving
an approach run followed by a take-off from one: g high; long; and triple jumps,
(Dapena and Chung, 1988; Lees et al., 1993; Ha882)19And those concerned with more
general two-legged jumping motions with no approagit squat; countermovement; and
drop jumps (Viitasalo et al., 1998). The theomdtistudies can again be split into two
categories: predictive (Wakai and Linthorne, 2092; and Hay, 1996); and analytical
(Alexander, 1990, 1992; Hatze, 1981; Anderson aamadl, 1999; van Soest et al., 1993).
Predictive models have been used to attempt toenstically predict behaviour from the
interaction of a few parameters, without attemptiogmodel the system as a whole,
whereas analytical models have attempted, withue of computers and with obvious

simplifications, to model the entire system.

The majority of studies of triple jumping have beeancerned with attempting to
determine the optimum ratio of each phase to ttad thistance jumped (Figure 2.7) (Miller
and Hay, 1986; Hay 1992, 1993, 1995, 1997, 1999aNd Hay, 1996; Yu, 1999). Hay
(1992) stated that the identification of the optimphase ratio for an athlete, ‘should take
priority over all other problems of triple jump tedque because, without a solution to this
problem, all others must be considered in ignoranéeom 1911 to 1985 a general trend
away from a hop-dominated technique with a smalb gthase (39%:22%:37%) towards a
more balanced (37-39%:28-30%:31-33%) and latteiypg-dominated technique (34-
35%:28-30%:36-37%) was seen (Hay, 1993). Hay (L@®3erved that roughly half the
competitors in the final of the 1996 Olympic Ganeesployed hop-dominated techniques
and half employed other techniques. Thereforepitiethe number of studies in this area,
these results indicate that no consensus has baehad either in the scientific community
or the athletic community as to whether optimumsghiatios for triple jumping exist, and,

if so, what they are.

Hay (1993) stated that the peak ground reactiorte®(GRFs) recorded during the support

phase of the step in triple jumping are, ‘much ggrethan a human limb is exposed to in



any other voluntary activity for which data could ftound’. These forces range from 12.6
times bodyweight in college level triple jumpersaffey and Williams, 1985), through
15.4 times bodyweight (Perttunen et al., 2000)14d-22.3 times bodyweight (Amadio,
1985). Hay (1993) stated that even 22.3 times Wwedyht may be an underestimate of the
forces elite triple jumpers undergo, since thedatgump distance recorded by Amadio
(1985) was 15.35 m, nearly 3 m less than the cumsade world record of 18.29 m.
Perhaps unsurprisingly considering these high foioethe stance leg, epidemiological
studies have shown the most common sites of injutgiple jumpers are the ankle, knee,
hip, and lower back (Kutsar, 1988).

Hay (1992), in his comprehensive review of triplenp biomechanics, considered various
kinematic variables such as: take-off, flight, dadding distances; and the heights of the
centre of mass (COM) at touchdown and take-off. féiand that the results for all these
measures were highly variable, with no consisteemds presenting themselves. Hay
(1992) also considered various technical issuels aadhe optimal use of the free leg, and
the contentious issue of whether to employ a staghe or double-arm technique, or some

combination of the two.

Other studies have investigated the effects of @ngnomentum (Yu and Hay, 1995) and
the contribution of the free limbs (Yu and AndrewW898) to performance. Yu and Hay,
(1996) and Yu (1999) produced mathematical modelsinvestigate the optimum

horizontal-to-vertical velocity conversion ratios.

It is evident that there are a number of unansweprgsktions raised in the literature on
triple jumping, the overriding one being what thgtimum phase ratios for any given
athlete are, and which factors determine theseosati In addition to this, another
controversial issue is what the optimum arm tedmig. Also, although the magnitude of
the GRFs are reasonably well documented for tgpiepers of various abilities, little
attempt has been made to determine the interneé$cand moments acting on the support

leg of the triple jumper (Hay, 1993).



1.4 STATEMENT OF PURPOSE

All the studies described above used experimeratd tb describe kinematic and kinetic
features of the triple jump in subjects rangingnfrmovices to elite performers. This
method of investigation is useful for providing onfnation on what techniques various
athletes currently employ, but is not well suitedpredicting what techniques athletes
should employ in order to maximise the distanceheir jumps. With this in mind the
purpose of this study was to develop a torque-dris@mputer simulation model of triple
jumping in order to investigate optimum techniqueAnthropometric, strength, and
performance data will be obtained from a nationahdard triple jumper in order that the
model may be subject-specific. Subject-specifscoelastic parameters will be derived by
matching an angle-driven model to performance datae torque-driven model will then
be evaluated against performance data to ensutdttig|aa good representation of the
activity being modelled. The technique employedhsy model will be optimised in order
to maximise the distance jumped in each phaseitghdaly. This will enable conclusions
to be drawn on the components of optimal techniq8eice the technique of the model
will be optimised for each phase individually, ordgmponents of optimal technique at
each phase will be commented on. However, the hwitlealso be capable of simulating
all three phases sequentially, and this will allimure investigations into factors such as

optimal phase ratios and projection angles.

1.5 RESEARCH QUESTIONS

Q1. How close to optimum was the technique ofubgest in this study?

A subject-specific computer simulation model opligi jumping will allow an investigation
into the effectiveness of the technique of the ectbjrom which data were collected. The
anthropometry, mass and inertia, and strength efntlodel will represent that obtained
from measurements of the subject. Kinematic dataeosubject performing a triple jump
will provide a detailed representation of the teghe he currently employs. A subsequent
optimisation of the torque generator activationinigs governing the movement of the
model in order to maximise the distance jumpedachephase will allow a subject-specific

performance improvement to be calculated.



Q2. What is the optimum arm technique for tripkajuperformance?

Hay (1992) stated that, ‘that the arm action udetle-off into each of the three phases
has been the source of considerable debate ovéath2-3 decades’. The debate centres
on the relative merits of the single-arm technigueere the arms move in an asymmetric
fashion, mirroring the action of the contralatdes as they do in running, or the double-
arm technique where both arms start in a hyperdegtposition behind the body and are
flexed throughout the take-off. Hay (1992) obsdrtkat numerous points have been
raised in the course of the debate but no quanttdata have been presented to back them
up. He concluded that this extended debate has umsful in identifying factors that may
bear on the issue but little progress was likelyb&o made towards an understanding
without carefully designed experiments, approprizdéa, and a rational interpretation of
the findings. A computer simulation model of tepljumping will facilitate the
optimisation of arm technique and allow a quartifaunderstanding of the merits of this

technique.

Q3. How would an increase in strength affect tripimp performance?

Athletes spend hours in the gym in an attempt ¢oeimse the strength of muscles that span
various joints, believing that this will facilitage performance improvement. However the
isolated effects of these changes in strength ofonpeance are hard to gauge. Bobbert
and van Soest (1994) found that increases in streregulted in a decrement in vertical
jump performance if original muscle activation timgs were maintained; however, after a
re-optimisation of these muscle activation timingsrformance increased in line with
strength increases. The effects of an increaséré@mgth on triple jump performance can

be quantified using the computer simulation modeitiple jumping.

Q4. What influence do angular momentum constraatge on simulations of the triple

jump?

In all human jumping activities there has to beoastderation of the effects of angular
momentum generated during take-off on the abiliy achieve a requisite landing
orientation. This is likely to be particularly nkad in triple jumping in comparison to

jumps with only one take-off phase, since not aibes the athlete have to land, but on



two occasions, also coordinate another single a&g-off involving extremely high and
potentially damaging GRFs. Wilson et al. (20074irfd that including constraints on
angular momentum at take-off in their model of nmgnvertical jumping decreased the
height jumped by 0.16 m. They concluded that thasestraints should be included if
models of jumping are to produce realistic resulfhe computer simulation model will
allow the effects of these angular momentum comgsran triple jump performance to be

ascertained.

1.6 CHAPTER ORGANISATION

Chapter 2 comprises a critical review of the literature imfan jumping activities. In this
review experimental and theoretical studies aresicemed in separate sections. The
review of experimental studies is further split dchson the types of activity they
investigated: high, long, and triple jumps; andaguarop, and countermovement jumps.
The review of theoretical studies is also splitdztaen whether they were predictive or

analytical in nature.

Chapter 3 includes a critical review of literature relevatat the construction of the
simulation model of triple jumping. This comprisasreview of simulation models of
jumping in the literature, soft tissue motion, masmodels, and optimisation algorithms.
The construction of the simulation model of triplenping is then described. This details

the rigid and wobbling elements of the model, tergenerators, and spring-dampers.

Chapter 4 describes the methods used to collect performarstegngth, and
anthropometric data from a triple jumper, and thbsequent parameter determination.
This performance data comprises kinematic and ikirdstta from a number of partial and
complete triple jumps. Methods for the calculatadrjoint angles and the filtering of force
data are explained. The protocol for obtainingrggth data is outlined and the method for
the calculation of torque / angle / angular velpéiinctions is described. The collection of
anthropometric data and method for calculationegfnsental inertia parameters are then
detailed.



Chapter 5 includes a review of literature on the evaluatidnsonulation models of
jumping and optimisation algorithms. A descriptioh methods for the calculation of
subject-specific viscoelastic parameters usingragieadriven model of each phase of the
triple jump is given. The methods for the evaloatof a torque-driven model are then
described. The results of this evaluation are ntegoand discussed in the form of: the
components of phase distances; joint angles; fongues; and torque generator activation

timings.

Chapter 6 contains a review of literature on the optimisatald models of jumping. The
methods for optimisation of the torque-driven modkkach phase of triple jumping are
described. The results of the optimisation of teghe are then reported and analysed in
the form of: the components of phase distance;t jangles; joint torques and torque

generator activation timings; work / impulse anakjsand GRFs.

Chapter 7 provides a summary of the thesis. This includesoasideration of the
technigues of kinematic, kinetic, and anthroporseddta collection, and potential areas for
improvement in future studies. Improvements todtnacture of the model with regard to
the calculation of viscoelastic parameters areusised. The evaluation and optimisation
of the model are then summarised and briefly dsetis Research questions posed in
Chapter 1 are then answered with reference toethdts of the optimisation of technique.

Lastly, future applications of the model are ddsemii



CHAPTER 2

REVIEW OF LITERATURE

21 CHAPTER OVERVIEW

In this chapter research literature on jumpingvétads is reviewed. Literature pertaining
to other specific areas of this thesis, such aa daliection techniques, model evaluation,
and model optimisation, will be included within tredevant chapters for ease of reference.
Initially, experimental studies focusing speciflgabn the high, long, and triple jumps are
discussed, followed by a brief overview of studiesestigating squat, drop, and
countermovement jumps. Theoretical models of jungpmf a predictive nature are then
considered. Theoretical models of jumping thatoiporate computer simulation are
included in Chapter 3.

2.2 EXPERIMENTAL JUMPING STUDIES

A number of research studies have been performéty wkata from various human
jumping activities in an attempt to outline factohsit affect performance. These studies
can be split into those dealing with one-leggedgarthat utilise an approach run, usually
athletic events: the high; long; and triple jumpsgena and Chung, 1988; Lees et al.,
1994; Hay, 1993). And those concerned with norrtsggpecific two-legged jumps with
no approach run: squat; countermovement; and dnoypg (Viitasalo et al., 1998). There
has been considerable experimental research domsguat, countermovement, and drop
jumps (Komi and Bosco, 1978; Bosco and Komi, 1¥H&lson 1986; Bobbert et al., 1986,
1987a, 1987b; Bobbert and Ingen Schenau, 1988)n#jerity of this was considered to
be beyond the scope of this review. Since thislysts concerned with the computer
simulation of the triple jump the review of expeental literature will concentrate on the
high, long, and triple jumps. There is a consitiereof two-legged jumps in the review of

computer simulation studies in Chapter 3.



Although they are slightly different in nature, yerlose parallels can be drawn between
technical issues in high and long jumping, and ¢hiostriple jumping. Each involves an
approach run followed by a take-off from one legquiring a generation of vertical
velocity facilitated by the horizontal approachoaty.

221 Highjump

Leg angles during take-off

Greig and Yeadon (2000) investigated the effectsanfous kinematic parameters at the
point of touchdown of the foot in the take-off d&ion the performance of high jumpers.
They found that the optimum velocity of approachtfe high jumper studied was 7.0 m/s
which was towards the upper end of the range afoiis observed. They also found that
optimum performance was achieved with a minimum @amof knee flexion and with a

leg plant angle of 34from the vertical (Figure 2.1).

knee angle

Figure 2.1 The plant angle and knee angle of a high jumpeowthdown (adapted from
Greig and Yeadon, 2000).

The jump performance was shown to be most sendibivehanges in the leg plant angle
and the amount of knee flexion. An increase inrepgh velocity was correlated with a
larger knee angle and a larger plant angle at thmweh. A regression equation relating leg

plant angle and approach velocity to jump heighs whaown to account for 79% of the



variation in jump height. This indicated that eptim high jump performance would be
achieved at the highest velocities at which thdetghwas capable of maintaining a

minimum amount of knee flexion whilst using a lapgiant angle.

Vertical and radial motions of the body

Dapena and Chung (1988) investigated the effectseofertical and radial motions of the
body during the take-off of a high jump. They fduhat the radial velocity of the COM
with respect to the supporting foot was generaltyrennegative or less positive than the
vertical velocity throughout the take-off phase.hisT initial negative radial velocity
indicated that the muscles around the joints ofstia@ce leg were likely to be in eccentric
conditions. They stated that, immediately aftex ftbot hits the ground at take-off, the
COM velocity has a positive vertical direction @mehce, unlike counter-movement jumps,
the eccentric component of the muscular contrasta@am contribute directly to the positive
vertical velocity of the COM, rather than reduciing negative vertical velocity. Dapena
and Chung (1988) stated that this technique hatrasbacks in that the resultant impulse
from the GRF acts, on average, at 66m the horizontal and hence the vertical impugse
8% smaller than the resultant impulse. DapenaGmahg (1988) also showed that the
flexion of the arms and swinging leg reduced trkaladistance of the COM from the hip
joint during the initial period of ground contachen this distance was decreasing. This
led to a cushioning of the stance leg from the ichpaak of the GRF. This could possibly
allow it to resist excessive flexion. Later in p@und contact when the radial distance of
the COM to the hip joint was increasing, the armd swinging leg were shown to act to
increase this distance. This would put the jowitshe stance leg in slower concentric
conditions, facilitating a larger GRF later in tigegound contact. This indicates that
simulation models of jumping need both a free led arms in order to properly model the
effects of the free limbs on the COM movement arssequent loading of the stance leg.

Contribution of lower extremity joints
Stefanyshyn and Nigg (1998) looked at the contrdoubf the lower extremity joints to
mechanical energy in running vertical and horizbpitenps (Figure 2.2). They found a

similar contribution of the metatarsophalangeal @joint and knee joint to each type of

jump; the MTP joint absorbed approximately 15-1684he total energy absorbed by the
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lower extremity, and the knee generated 25% ofttit@l lower extremity energy and
absorbed 31% and 28% of the energy in the ver&ndl horizontal jumps respectively.
The ankle and hip, however, had different contidnd. The ankle is the largest energy
generator and absorber in both types of jump; ewértical jump it generated 53% and
absorbed 36% of the total energy generated andrk@asobut in the horizontal jump it
generated and absorbed 49% and 47% respectivélg.indicated a much larger eccentric
portion in the horizontal jump. The hip was a eeérgy generator in both jumps, but its
. However, the model will also be capable of seting all three phases sequentially, and
he hip absorbed less energy than the other jomdsless during horizontal jumping than

vertical jumping: 10% versus 16%.

Relative Energy Contribution [%]

60 7 Energy Absorbed

40 : % Energy Generated

20-

0 | T
| g
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.60
Metatarso- Ankle Knee Hip

phalangeal
Figure 2.2 Energy contributions at various joints in the higimp (adapted from
Stefanyshyn and Nigg, 1998).

It would be tempting to conclude that the most ingat joint in both long and high
jumping is the ankle; however the ability of otl@ints to facilitate these energy changes
is sometimes overlooked in energy analyses. GametyYeadon, (2000) indicated that the
best high jumps were achieved with minimum knegidle, in this instance the joint may
not change its angle and hence may have a smaiiveekenergy contribution, but may still
exert a large angular impulse in order to mainthis joint angle. Greig and Yeadon

(2000) showed that the maintenance of this joimglerwas important in high jump
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performance. Therefore work / energy analysesldhanly be used in conjunction with

other measures in order to obtain a more thoronglenstanding of a sporting technique.

2.2.2 Longjump

Leg angles during take-off

Graham-Smith and Lees (2005) and Lees et al. (1994prmed kinematic analyses of the
long jump take-off in 3-D and 2-D respectively. elseet al. (1994) analysed competitors in
the world student games and found an average kmgle at touchdown of 166which
decreased to 147at maximum knee flexion. The average hip angléoathdown was
158. So, on average, these long jumpers exhibitedoee flexed knee with the leg
planted closer to the vertical than the optimunhhignper analysed by Greig and Yeadon
(2000). This was probably indicative of the diffet demands of the events, the long jump
requires a higher approach velocity and, as swah,harder to maintain extension in the
knee, and would be harder still if the plant angére further from the vertical.

Graham-Smith and Lees (2005) found few variablesetated linearly with jump distance.
They cited the homogenous nature of athletes stualethe reason why these correlations
were not apparent, intimating that they probablyldde apparent if subjects with a wider
range of abilities were studied. It can sometinbes difficult to obtain statistically
significant results from analyses involving ath$etegperating at or near their optimum
technigue in competitions, because the range dbqmeances is often very small (Yeadon
and Challis, 1994). The effects of a small vapiatin one variable can therefore be
masked by co-variation of other variables, leadmmgeemingly unrelated outcomes. This
is a problem that computer simulation models aealigt suited to overcoming, allowing
the effects of the manipulation of individual vdnies in isolation to be quantified, which is

impossible to achieve in experimental studies.

Bridgett and Linthorne (2006) set out to investgete validity of the simulation models of
the long jump take-off constructed by Alexander9@p and Seyfarth et al. (2000). In
order to do this they looked at the change in #ke-off technique of a long jumper over a
range of approach velocities brought about by waetion. It was found that the models
were in reasonable agreement with the experimeetallts, however there were areas

where they were not in agreement. The hip angli@fsubject at touchdown decreased
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linearly with increasing approach velocity, and,ilgthboth models predicted a decreasing
hip angle with increasing approach velocity, thegrestimated the optimum leg angle at
touchdown (Figure 2.3). This may be related toitlvariant knee angles of the simulation
models at touchdown. Bridgett and Linthorne (2006)ed that optimum take-off angles
decreased with increasing run-up speed. This wdme with Seyfarth et al. (2000).
However they underestimated the optimum take-offlean The knee angle of the subject
at touchdown increased linearly with approach viefpavhereas the simulation models
had a set knee angle of 270Bridgett and Linthorne (2006) suggested thatoaehof the
long jump take-off should include this knee angieaatechnique variable. These results
indicate that, whilst the models of Alexander (1P80d Seyfarth (2000) were useful in
providing general trends in the variation of optimiong jump technique with changes in
different parameters, they were not complex endagiccurately reproduce the magnitude
or specific form of these variations (Figure 2.8).order to reproduce these changes more

accurately a more detailed simulation model wodddgjuired.
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Figure 2.3 Leg angle changes with run-up speed with a linkeest fit (solid line), and the
results of the models of Alexander (1990) (longhaakline), and Seyfarth (2000) (short-

dashed line) (adapted from Bridgett and Lintho2G£)6).

Energy changes during take-off
Lees et al. (1994) also performed an analysis efggnchanges during the take-off of a
long jump. They found that, from touchdown to gent of maximum knee flexion, 6.3
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J/kg were lost from the original kinetic energyhel hypothesised that some energy was
dissipated by inefficient muscular mechanisms gnslands of 100 J could be stored in the
elastic structures of the body. During knee exten®.7 J/kg of energy was created,
indicating that only 40% of the kinetic energy ldsiring knee flexion was regained. Lees
et al. (1994) attributed 64% of the vertical velpcat take-off to what they called the
‘pivot’, essentially the mechanical effect of thadly rotating about the contact point on the
foot. This indicated that most of the verticalo@ty was gained while the knee was still
flexing. Lees et al. (1994) stated that DapenaGimaing (1988) held a contrasting view to
Lees et al. (1993) in their analysis of the longputake-off. They claimed that Lees et al.
(1993) emphasised eccentric muscular activity awritmting directly to vertical velocity
during the initial flexion of the knee, whereas Bap and Chung (1988) emphasised the
initial eccentric conditions as being importantyoim priming the muscles for subsequent
concentric activity. However in the view of thisithor this was not apparent in the
discussion of Dapena and Chung (1988) and both #mely Lees et al. (1993, 1994)
acknowledged the importance of eccentric musclérmgtin contributing directly to

changes in vertical velocity.

Bridgett and Linthorne (2006), in their evaluatiohthe models of Alexander (1990) and
Seyfarth et al. (2000), found that mechanical ep&rgs gained at speeds below 8 m/s and
lost at speeds above this, and that take-off canatiecreased with increasing approach
speed. This was due to the increased velocith@®fQOM but was offset somewhat by an
increased range of motion at the hip. The takeéhifation was underestimated
considerably by both models. The underestimatibtake-off duration was likely to be
due to the fact neither model incorporated a fegnsent, therefore the distance from the
COM to the floor was limited by the length of thagh and shank and could not be

increased by ankle plantar flexion as it is in homa

Costa and McNitt-Gray (1999) investigated the kogedf the long jump take-off. They
found that athletes exhibiting the largest incraaseertical velocity did so by doing more
positive work at the hip than those showing smafiereases. They hypothesised that, to
achieve this positive work at the hip, the athlétad to maintain a small negative, or near-
zero, net joint moment at the knee. It seems ahlikhat an athlete could maintain a net
joint moment of near zero, as this would resulamangular acceleration of near zero and

the knee inevitably flexes and extends during apjtake-off.
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Muscular activity during take-off

Kakihana and Suzuki (2001) investigated electromgplgic (EMG) activity, GRFs, and
kinematics during the take-off phases of runningpgs, at a range of approach velocities,
by two male long jumpers. One jumper consisteatlifieved a higher vertical velocity
than the other over the range of approach velaciti@hey concluded that the jumper
achieving the larger vertical velocity did so byngsa backward trunk lean at touchdown
and take-off, a smaller range of motion of the lhigroughout the support phase, more
extended knee and ankle angles at touchdown, andre flexed knee angle at take-off
(Figure 2.4).
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Figure 2.4 Visual representation and velocity vectors of Igongp take-offs by two

subjects (adapted from Kakihana and Suzuki, 2001).

This jumper also experienced a greater horizonmtzdking impulse and smaller horizontal
propulsion impulse. There were no substantialedgiices in the distances jumped
between the subjects in this study, where theylinaited length run-ups, but the subject
who generated more vertical velocity had a perstwest 83 cm further than the other
subject who achieved a much smaller vertical vgfpsio might be expected to be a better
technician. The lack of differences between th®se subjects despite the difference in
personal bests might be related to the finding afidgett and Linthorne (2006) that

mechanical energy is gained at speeds below 8 n/dost above this speed. Since the
velocities in the study of Kakihana and Suzuki (PO@re all below 8 m/s (Figure 2.4) it
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may be that the techniques of the two subjects weited to different approach velocities
and that an ability to generate greater verticabardes might have become more of a
benefit at higher approach velocities. The mussleswing the greatest EMG activity
were rectus femoris, vastus medialis, lateral gasgmius, and tibialis anterior, whilst the
biceps femoris were less active. However no measent was taken of the gluteals,

which might have been expected to contribute sukisthy to hip extension.

Hay et al. (1999) investigated the changes in nedssidon lengths during the take-off of
a long jump (Figure 2.5). They investigated whetimaximum knee flexion was a valid
indicator of when muscles change their modes abmacthey found that this was not the
case for most muscles. Hay et al. (1999) alsoddakt six different muscle groups and
seven measures of their action during the take-dtiey then correlated these measures
with the change in vertical velocity in order tauga how each contributed to jump height.
Figure 2.5 indicates that both the hamstrings dattgs maximus lengthened throughout
take-off. The biarticular rectus femoris musclagthened throughout take-off and the
vastii muscles very slightly lengthened (@.8.1 cm) then shortened. Both the soleus and
gastrocnemius quite distinctly lengthened then telned. In line with the findings of
Dapena and Chung (1988), and Lees et al. (1993})18fy et al. (1999) found that all
but one of the seven measures that were significaetated to the change in vertical
velocity were measures of the eccentric phase,estigg that the fast eccentric actions
early in the take-off allowed the generation ofgkarvertical forces and thus gains in
vertical velocity. The only concentric muscle antrelated to the vertical velocity was the
change in length of the hamstring muscles. Thiddcdbe more of an indicator of the
greater plant angle in the better jumps, which ddwdve a mechanical effect unrelated to
the muscle actions at the hip. The measures only e muscle-tendon length and
therefore do not necessarily represent the lengtthe contractile components, which

might not show quite as much variation in lengtlragre 2.5 suggests.
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Figure 2.5 Muscle lengths during a long jump take-off (adagdtedh Hay et al., 1999).

Both Hay et al. (1999) and Stefanyshyn and Nigg@83ound an important role of the
triceps surae (gastrocnemius and soleus) in the-d#kof a running jump. Hay et al.
(1999) found that five of the seven measures ofcaheuactivity that were significantly
correlated to vertical velocity were measures ef dlativity of the triceps surae. Also, as
mentioned above, Stefanyshyn and Nigg (1998) fotived ankle joint generated and
absorbed the most energy of all the joints in theer extremity and concluded that the
development of the gastrocnemius and soleus musdessa key factor in achieving
success in the running jumps. Stefanyshyn and NIfP8) also stated that the
requirement of large hip extensor moments (40048860 in their study) during take-off
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indicated that the development of the hip extensmsscles was also important.
Surprisingly Stefanyshyn and Nigg (1998) did notnir@n the contribution of knee joint

torques as being of particular importance in thnog jumps studied.

Landing leg motions at take-of f

Hay (1987) mentioned two schools of thought conogrthe placement of the foot at take-
off; the *active landing’ where the foot is movifigckwards relative to the body COM,
and the ‘locking’ placement of the foot where inist moving relative to the body COM.
He stated that the latter is associated with atgréacrease in vertical velocity and the
former with a greater conservation of horizontdbe#y; however he did not provide any
empirical data to back this up. Hay (1987) citedpa et al. (1982) who noted that the
‘locking’ technique could be considered more bemeaf|j since an increase in vertical
velocity is more beneficial than an increase inizwrtal velocity. Tiupa et al. (1982)
investigated this and found correlations betweendistance jumped and an increase in
vertical velocity, and a decrease in horizontabegy, respectively, during the period in
which the centre of pressure (COP) was approadhi@dnip joint. However, increases in
velocity components while the COP-to-hip distamo@eased were not correlated with the
length of jump. This finding is in agreement witteviously mentioned studies that found
eccentric muscle actions early on in the contaesplgreatly influenced jump performance
(Dapena and Chung, 1988; Stefanyshyn and Nigg, ;11988 at al., 1993, 1994; Hay et
al., 1999).

Koh and Hay (1990a) investigated the motions ofidineling leg in the last three strides of
the approach run in long jumpers. They used a enadtical model of muscle action

which they validated with a physical model of teg.l Koh and Hay (1990a) found that
‘active’ landings - i.e. the mathematical model whd that muscle action reduced the
forward horizontal velocity of the landing foot eve used in each stride. But the landing
stride was less active than the two previous gridehe range of touchdown velocities of
the foot relative to the COM were -10.45 m/s tdO7m/s, -9.34 m/s to -6.98 m/s, and -
8.95 m/s to -5.38 m/s for the three strides. Tdielynot find any statistically significant

correlations of the measures of landing leg motwite measures of performance. They
noted that this did not support the notion thatesita highly active landing or a blocking

landing is necessary to promote jump performankE®wever, they stated that there is

some indication that a less active landing leg amplays a role in lowering the COM in
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the second to last stride and that this lowerirggeases the distance of the jump. They
also stated there was some indication that platiaganding foot well forward of the body
at the end of the last stride increased the distaricthe jump. This may have been
achieved by increasing the vertical velocity of tt®M which they concluded is more

important to jump performance than minimising theslin horizontal velocity.

Angular momentum in flight

Hay (1993) considered the control of angular momn@nin flight. In investigating angular
momentum during take-off, Hay (1993) stated thatgidy half the angular momentum
that an athlete has about the transverse axiketofé is gained in the approach. This
leaves the athlete with a relatively large amouhtfayward somersaulting angular
momentum which needs to be controlled in flightitowill lead to an inefficient landing
with the feet well below the body. Hay (1993) ddesed various techniques for
minimising the effect of this angular momentum be brientation of the body in the air.
He mentioned the ‘sail’ as being ineffective, ahd titch-kick’ and ‘hang’ techniques as
being more effective, at ensuring a good landingtimm, which he suggested is one where

the hips are fully flexed and the trunk is forwanger the legs.

Herzog (1986) investigated the sail and 2% hitadkkechniques in the flight phase of a
long jump (Figure 2.6). The subject performing #aal technique had a lower forward
somersault angular momentum at take-off than thHgest performing the hitch-kick
technique (4.17 kg.ffs vs 11.05 kg.Ats). Herzog (1986) stated that neither athlete
managed to fully compensate for the forward rotatbthe head and trunk segment as this
segment had positive values of angular momentui8 (Kg.nf/s and 1.14 kg.fts for the
sail and hitch-kick respectively). In this instanavith all other things being equal, the
landing with more forward angular momentum shoulovathe athlete to plant their feet
further in front of their COM without falling backavds into the sand. Therefore it would
seem that the best technique to adopt would bewatie a high whole-body forward
somersault angular momentum and an airborne tegérittgat would negate the effect of
this angular momentum on the head and trunk, atigwi suitable landing orientation to be
achieved. The hitch-kick would seem to be the Ilsesididate as it is associated with
greater forward angular momentum at take-off tihenhtang (21.4 kg.ffs vs 16.9 kg.Ais,
Ballreich and Bruggemann, 1986; 20.31 k@stvs 14.22 kg.Ats, Ramey, 1973) and the
sail (11.05 kg.rfis vs 4.17 kg.ifis, Herzog, 1986) and can successfully negateftaet f
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the forward angular momentum on the head and tifusecuted properly (Herzog, 1986).
These results indicated that the technique emplbyedthletes in the airborne phase can
influence the distance of their jump. Thereforeewhattempting to simulate horizontal
jumps, some account should be taken of airbornéom®ivhen calculating the distance of

the jump, if this phase is not explicitly modelled.

Figure 2.6 The sail (top) and hitch-kick techniques (bottom)the flight phase of long
jumping (adapted from Herzog, 1986).

Landing techniques

Hay (1987) provided a review of landing techniquiee cited a study by Mcintosh and
Hayley (1952) who analysed an athlete performing types of landing techniques: ‘jack-
knife’ where the trunk and arms are inclined tovgatide feet; and ‘extended’ where the
trunk is inclined backwards with the hands beskiehips. Mcintosh and Hayley (1952)
noted that neither technique allowed the feet tat the sand beyond the projected point
of contact of the COM, but that the extended temiiallowed them to contact 8 cm
before it, in comparison to the jack-knife whichntacted 40 cm before. This led to a
consideration of the relative importance of landieghnique on distance jumped. Hay
(1987) cited Bruggemann et al. (1982) who foundcoaelation between a measure of
landing efficiency determined by Mcintosh and Hgy£982), and the distance jumped by
26 male long jumpers, and Hay (1986) who also faumdorrelation between COM height
at landing and distance jumped. Both indicatettk ligffect of the quality of landing on
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distance jumped. However, Hay (1987) again citedgBemann (1982) who found a
correlation between the height of the COM at lagdamd the distance jumped, and Hay
(1986) who found a correlation between these vesabr a world class jumper. This
could be an issue associated with inter-subjectiatna-subject correlations (Yeadon and
Challis, 1994); where intra-subject correlationsynmalicate that limiting the height of the
COM at landing is important in maximising the jurdstance of an individual subject,
inter-subject differences may mask this effect whensidering this relationship across a

number of subjects.

2.2.3 Triplejump

Phase/ effort ratios

There have been a number of studies concernedhétbhoice of phase ratio — the ratio of
the distance of each phase of the triple jump ¢atdial distance jumped (Figure 2.7) — by
elite jumpers (Miller and Hay, 1986; Hay 1992, 199395, 1997, 1999; Yu and Hay,

1996; Yu 1999).

DISTANCE———|—— DISTANCE—

OFFICIAL DISTANCE -
ras ACTUAL DISTANCE

Figure 2.7 Phase, official, and actual distances in the tijiphep (adapted from Hay, 1999)

Hay (1992) defined the three triple jump techniguéth respect to phase ratios as being:
(1) hop-dominated — where the hop percentage lsaat 2% greater than the next largest
phase percentage; (2) jump-dominated — where the joercentage is at least 2% greater
than the next largest phase percentage; and (3nded — where the largest phase
percentage is less than 2% greater than the nega@staphase percentage. Hay (1993)

described the relative distribution of distancerave three phases as a percentage of the
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total distance covered, tabulating these relatistadces for world record performances
from 1911 to 1985. This tabulation showed a gdrteead away from a hop-dominated

technigue with a small step phase (39%:22%:37%atdsva more balanced (37-39%:28-
30%:31-33%) and latterly jump-dominated techniq®d-35%:28-30%:36-37%) over

time, with the step phase always being the shodfete three phases. Hay (1993) noted
world record advances over the last three decadesidered in the analysis seemed to
have involved a search for the ideal hop and jurepgntages to go with a step of
approximately 30%. Hay (1999) investigated thesghatios employed by finalists in the

1996 Olympic Games. He found that balanced ang{dominated techniques were just
as effective as hop-dominated techniques, with yugalf the competitors employing

hop-dominated techniques and half employing otbehrtiques. The best distances of four
of the top eight finishers were achieved with igkly short hop percentages in

comparison to their other jumps. This often ledao increased jump percentage,
suggesting that a reduction in hop percentagedeahtincrease in jump percentage and
total distance jumped. This may be unsurprisingm@ithe nature of the event, with errors
propagating over the three phases. Therefore @ssitl jump could have the same hop
length but a smaller hop percentage than a lesessitl one. In this instance an absolute

measure of phase length might be more informative.

Yu and Hay (1996), and Yu (1999), produced thecaétmodels (Section 2.3.1) in an
attempt to relate the distance achieved in eachepbhthe triple jump to the total distance

covered, in order that an optimum phase or ‘eff@tio could be obtained.

Biomechanical loading

A few studies have attempted to clarify the extehthe mechanical loading on limbs
during triple jumping (Amadio, 1985; Ramey and V#iths, 1985; Perttunen et al., 2000).
Perttunen et al. (2000) found mean peak forces5a? ¢ 3.3 times bodyweight in the

braking portion of the step contact phase in jumils a range of 11.37 — 15.24 m. This is
in agreement with the range of 14.0-22.3 times baight (Amadio, 1985) found in elite

male jumpers, and higher than the maximum valued times bodyweight found in male
and female college-level jumpers (Ramey and Wilia@®85). The lower values recorded
by Ramey and Williams (1985) can be explained eyghorter distances jumped by their
subjects (~12 m for men, and ~9 m for women). tereeh et al. (2000) found that higher
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peak plantar pressures were significantly corrdlaédeincreased jump distances, indicating
that higher forces are likely to occur in longemps. Hay (1993) stated that even the
maximum measured value of 22.3 times bodyweight b@agn underestimate of the forces
elite triple jumpers undergo, since the largestguiistance recorded by Amadio (1985)
was 15.35 m, which is nearly 3 m less than theetiirmale world record of 18.29 m.

Peaks of 2.6-3.0 times bodyweight were found in hbezontal direction (Ramey and

Williams, 1985). These are less than the 7.0 tibwbyweight found by Perttunen et al.
(2000) and can again be explained by the differencéhe distances jumped by the

subjects in the two studies.

Arm techniques

Hay (1992) stated that, ‘the arm action used a-t#k into each of the three phases has
been the source of considerable debate over th@{aglecades’. Two main techniques
exist: the single-arm technique, where the arms emasymmetrically, as they do in
sprinting; and the double-arm technique where thesastart in a hyperextended position
and are flexed symmetrically throughout the takie-éfay (1992) observed that numerous
points have been raised in the course of the dethatethe double-arm technique causes a
loss of speed in the hop take-off; that athletes tave greater ‘jumping power and who
are not fast must use the double-arm techniquetHaitno quantitative data have been
presented to support them. Hay (1992) concluded tte extended debate over arm
actions had been useful in identifying factors tivety bear on the issue; but that ‘little
further progress towards an understanding of thesees is likely to be made in the
absence of carefully designed experiments, ap@tgpdata and a rational interpretataion
of the findings’. A computer simulation model aipte jumping would be ideally
equipped to provide answers to these questionse sirguantifiable comparison of the two

techniques could be made.

Angular momentum

Yu and Hay (1995) found significant non-linear etations between side-somersaulting
angular momentum at the take-off of the step amgbhdistance jumped, and also between
the changes in this angular momentum during theg@tipphase of the step and actual
distance jumped. They predicted an optimum magaitf 0.0069 kg.fis ‘towards the
free leg’ (which diagrams indicate was anti-clockavivhen viewed from the front with the

right leg in contact with the ground). They aldated that the side-somersault angular
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momentum at the take-off of the hop should als©.6669 kg.rf¥s and that the change in
angular momentum during the support phase of tap should be minimised. They
concluded that the changes in angular momenta elodities during support phases were

important in triple jump performance.

Contribution of freelimbs

There have been some attempts to assess the atiotrilof the movement of free limbs
(i.e. those not in contact with the ground) andgrerance in the triple jump (Yu and Hay,
1995; Yu and Andrews, 1998). Yu and Andrews (19@8kstigated the relationship
between free limb motions and triple jump perforsem 13 subjects at the US Olympic
trials. They found that free limb motions wereaasated with decreases in the forward
horizontal velocity of the whole-body COM, and ieases in the vertical velocity of the
COM, but were not significantly correlated to chasgn the corresponding velocity
components of the whole-body COM, except when dreme outlier was included in the
analysis. They also found that, despite creatmges angular momentum components
about the COM during the support phases, the inge motions did not affect the changes
in whole-body angular momentum. Finally they codeld that neither the changes in
velocity or angular momentum of the body due te flienb motions were related to the
actual distance of the triple jump. These resaotigcate that free limb motions may not be
important to triple jump performance. Howevervath Graham-Smith and Lees (2005),
the lack of statistical significance could just befeature of analysing homogenous
subjects, operating close to their optimum techajgiun a competition environment
(Yeadon and Challis, 1994). A comprehensive madel triple jump should allow the
effects of free limb motions to be isolated andrgifie@d.

Landing leg motions at take-of f

Koh and Hay (1990b) investigated the motions of l#r&ling leg in the last three stance

phases of triple jumpers competing in the US naliawhampionships. They showed

roughly similar results to their analysis of longmping, in that there were again no

statistically significant correlations of measumddanding leg motions with measures of

performance. They did note however, that the tdaam of the jump stance phase was
the least active of the landings in the triple jyrapd that there was some indication that a
relatively active landing in this phase was linkedlarge effective distances. The elite

jumpers in their study showed more active landing$is phase than the athletes of lesser
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ability. Koh and Hay (1990b) concluded that itreee active landings were beneficial but
difficult to achieve or use effectively.

Take-off angles

Aagaard et al. (online) measured various parametectuding take-off angles, COM
velocity, and COM height, in finalists in the mergle jump in the 1995 world athletics
championships, during which the world record waskbn twice by the same athlete. In
the second world record performance of 18.29 m thegpsured take-off angles of 16°,
14.5° and 19° for the hop, step, and jump phasssentively (Table 2.1). The range of
angles measured in the final for all athletes whd4 @’ in the hop, 11-17° in the step and
16-22° in the jump. So the athlete breaking theldvaecord employed a take-off angle at
the top of the range for all athletes in the hopgghand in the centre of this range for the
other two phases.

Table 2.1 Various kinematic parameters of a world recordpuiadapted from Aagaard et
al., online)

- Height Velocity - :
Minimum e oon  arhed MiNimum  Velodity o o
Phase height of . velocity at toe
at heel COM (m) at toe strike (M) off (m/s) angle (°)
strike off (m) (m/s)
(m)
Hop 1.00 1.00 1.20 9.60 9.26 9.60 16
Step 0.98 0.97 1.07 9.10 8.04 8.04 14.5
Jump {097 0.96 1.18 7.80 6.70 7.10 19

COM positions at take-off and landing

The COM positions incorporate the take-off and lagddistances (Figure 2.7) and the
vertical position of the COM. Hay (1992) found tthhe results from studies reporting
take-off and landing distances showed remarkaltle lagreement with respect to either
magnitudes or trends from one phase to the nezly dtd Miller (1985) found significant

negative correlations between the take-off distawfcthe jump and the official distance.
They concluded from this that a velocity with aagex vertical component would result in
a better jump. They similarly found significantgagive correlations between the landing

distance of the jump and the official distance. ughhe less the landing distance the

25



greater the jump. They found this hard to explapeculating that it may be due to less
angular momentum being generated in the more ssittgamps, therefore the athlete
could not afford to place their feet too far inrftf their COM. Studies reporting COM
heights at take-off also showed variable resulise only consistent relationship being that
the height of the take-off for the step is the letvef the three phases, and the height of
touchdown of all three phases is invariably 10 omdr than the preceding height of take-
off (Hay, 1992).

Times of support

Hay (1992) in his review of literature on triplanping reported contact times of 0.12-0.14
s, 0.15-0.18 s, and 0.16-0.19 s for the hop, steg jump take-offs respectively. This is in
agreement with the findings of Perttunen et aDO® who reported mean contact times of
0.139 s, 0.157 s, and 0.177 s for the three phabbkis trend for contact times increasing
from phase to phase was borne out statisticallythat the support time for the step is
significantly longer than that of the hop, and finap significantly longer than that of the
step (Fukashiro et al., 1981). This increase intaxt time is likely to be related to the
decrease in horizontal velocity during each phdsay( 1993). Significant negative
correlations have been observed between each gupperand the distance of the triple
jump (Matveyev, 1985). Although Hay (1992) statedt this is probably due to the
decrease in contact time with increasing approaelocity, rather than a causal
relationship in itself. Fukashiro et al. (1981ufal a positive correlation between the
support time for the step and the total distancepged, for which they stated no logical
explanation could be found. This could be dueaoowus factors; a high vertical velocity
in the hop take-off could lead to a longer hop ehasd a ‘more vertical’ velocity vector at
the touchdown of the step phase, possibly leadingnt increased ground contact time.
Alternatively better athletes may contact the grbwith their COM further behind their
COP, leading to the radius of COM with respecti® €OP passing through a larger angle
during the stance phase.

Energy changes during each support phase

Fukashiro et al. (1981) investigated the mecharm@nalgy changes during the triple jump.
They found that 4% of mechanical energy was losinduthe hop take-off, followed by
approximately 15% for the step, and for the jumihe loss in mechanical energy during

the step and jump was largely due to the large amoiinegative work during the first
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half of each contact phase due to high initial tiggavertical velocities (Figure 2.8). The
loss in horizontal velocity with each phase seerFigure 2.8 has been reported by
numerous investigators (Hay, 1992). The pattervedical velocities shown in Figure 2.8

is also typical, with the jump take-off invariabhaving the highest value, and the step
take-off the lowest.
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Figure 2.8 Graph showing velocity profiles for a triple jumad@pted from Fukashiro et
al., 1981).

2.2.4 Two-legged jumps

This section is limited to one specific study ommijumping in triple jumpers since the
results were of direct relevance to this study.

Pre-impact muscle activation

Viitasalo et al. (1998) tested highly trained tigumpers against controls in drop jumps
from 40 cm and 80 cm. The triple jumpers jumpe#o3ihd 34% higher than the controls
in the 40 cm and 80 cm conditions respectively.eyrhlso showed smaller braking and
total contact times and higher average and peaksGRme EMGs of the triple jumpers

showed an earlier pre-activity of the vastus ldierand gastrocnemius muscles when
compared to the controls. Viitasalo et al. (198&18}Jed that myoelectrical activity has been

found to be highly correlated with contact timentawt force, and angular velocity in
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trained athletes. They found earlier mean musquievactivations of triple jumpers than
controls (146 ms and 140 ms vs 92 ms and 92 nisigastrocnemius, and 78 ms and 88

ms vs 45 ms and 50 ms in the vastus lateralis).

The findings of Perttunen et al. (2000) were ineagnent with this; they found that the
high impact loading associated with the triple jureguires well-developed pre-landing
motor control similar to that for other high-impastretch-shortening cycle exercises.
They noted that this could be seen as high andBE&E development just before the
touchdown and during the braking phase, and tleahitdjh pre-landing and braking activity
of the leg extensor muscles might prevent unnecgssalding of the jumper during the

braking phase (Yeadon et al., accepted for pultbicgtresulting in a better performance.
This was borne out statistically with an increapegtactivity of the gastrocnemius muscle

being significantly correlated to increased jumgtaiice (Figure 2.9).

Preactivity (A%) of the GA muscle
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Figure 2.9 Graph showing distance jumped against preactivitythe gastrocnemius

muscle (adapted from Perttunen et al., 2000).

These results indicate that simulations of jumpmgprporating an impact should allow

muscular co-contraction at the initiation of themslation.
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2.3 THEORETICAL JUMPING STUDIES

There have been a number of theoretical modelsimiam jumping activities which can be

split into two categories:

e Predictive (Yu and Hay, 1996; Yu, 1999; Wakai amdtihorne, 2002; Linthorne et
al., 2005);

e Analytical (Alexander, 1990, 1992; Hatze, 1981; il et al., 2004; Pandy et al.,
1990; van Soest et al., 1993).

These predictive models were used to attempt thenaatically (often statistically) predict
the behaviour of a system, or a portion of a systepresenting a jumping performance
from the interaction of a few parameters, withotiérapting to model the whole system
dynamically. Whereas the analytical models integtahe system, which in these cases
was invariably a multi-body torque-driven mathercaiti representation of a human
performing a jump, backwards or forwards over stalé steps in order to obtain the state
of the system at another point in time. A discoisspf analytical models is included in
Section 3.2, therefore only predictive models Wwdldiscussed here.

2.3.1 Predictive models of jumping

Wakai and Linthorne (2002, 2005) investigated thenoum take-off angle in the standing

long jump, producing a mathematical model where jthmep distance comprised three

portions: the take-off distance; flight distancagdanding distance. The take-off speed
was modelled as a linear relationship between ataohapplied muscular force and take-
off angle. From this an optimum angle of28as predicted for maximum jump distance
which is considerably less than the® fseferred by athletes. Wakai and Linthorne (2002)
justified this by saying that a jumper may achiaveear maximal jump distance using a

range of take-off angles from 15<35
Linthorne et al. (2005) extended the work of Wakad Linthorne (2002) to optimum take-

off angles in running long jumps. As with the stang long jump, the total distance

comprised the take-off distance, flight distanaed $anding distance. The mathematical
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model combined the equation of a projectile in ffigght with measured relations from
three athletes between take-off speed, take-offthieand take-off angle. This led to take-
off angle predictions of approximately 212#&hich were in good agreement with the
competition take-off angles of the three jumpetdnlike Wakai and Linthorne’s (2002)
results for standing long jump, Linthorne et al0@2) concluded that to achieve good

performances the athlete must jump at close toptienum angle.

In an attempt to optimise phase ratios Yu and H&896) hypothesised that there is a linear
relationship between the gain in vertical veloatyd the concomitant loss of horizontal
velocity during each of the three foot contactd fkaa function of what they called the
‘horizontal to vertical velocity conversion factoA;. Having calculated this relationship
for each subject, Yu and Hay (1996) then optimigesli ratio of each phase in order to
maximise the total distance jumped. They calcdldtes ratio for approach velocities
between 8.5 m/s and 11.5 m/s and found that thenapt phase ratio was sensitive tg, A
when A was between 0.5 and 0.9. They suggested thgt-aldmminated technique should
be employed if Ais less than 0.5 and a jump-dominated techniqoaldibe employed if
A; is greater than 0.9. This relies on the assumghat the value of Ais independent of
approach velocity, which is questionable. Thered solutions employed phase ratios

that were outside the range of those used bytelie jumpers.

Yu (1999) expanded on this work by using a sligkiiferent regression equation in order
to determine the horizontal velocity loss at eabhse. Yu (1999) concluded that athletes
with a smaller A were more efficient - that is they lose a smadlerount of horizontal
velocity for a unit increase in vertical velocityBut an optimisation of phase ratios
indicated that athletes who have a largefjuinped further than those with a smaller A
This would seem counterintuitive since, all othengis being equal, the athlete losing the
least horizontal velocity for a unit gain in vediaelocity will jump the furthest. However
Yu (1999) did not consider initial horizontal orrtieal velocity when analysing this
relationship, merely the change in these valueguf€i2.10). He also did not consider the
magnitude of values for which he determined hiati@hship for each athlete. Hence it
could be that athletes showing smaller valuesoi@dso because they have lower levels of
initial horizontal and / or vertical velocity. Trefore they may seem more efficient but do

not jump as far.
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Figure 2.10 Graph showing the relationships between the gawertical velocity and loss

in horizontal velocity during three phases of pl&ijump (adapted from Yu, 1999).
24 SUMMARY OF LITERATURE

A number of factors raised in the experimentafrditere can inform the construction of a
computer simulation modelling athletic jumping et&enDapena and Chung (1988) found
that, in addition to more predictable effects omgwdar momentum, movements of free
limbs affected the movement of the COM during ahhjgmp take-off which had
subsequent effects on the loading of the stanceTégs indicates that a model of jumping
requires arms and a swinging leg in order to atelyrascertain the mechanical loading on
the stance leg during take-off. Herzog (1986) stubwhat body configuration changes
have an effect on the whole-body orientation duthegflight phase of a long jump and, as
such, a simulation model should incorporate somasmre of configuration changes in
flight in order to obtain realistic angular momentwalues at take-off. Viitasalo et al.
(1998) showed that triple jumpers have earlier mlagcpre-activations than controls in
drop jumping. A computer simulation model of tagumping should therefore allow a
suitably high level of muscular activation at todotvn in each phase. The analysis of
Stefanyshyn and Nigg (1998) showed that the an&tleted the most energy in a long
and high jump take-off; this might lead to the bethat the ankle was the most important
joint in both types of jump. However Greig and Wea (2000) found that limiting knee
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flexion was strongly associated with improved parfance in high jumping. If the knee
did not flex or extend it would not do any workdamwould seem unimportant in a work /
energy analysis. Therefore, when analysing techmigvarious factors should be
considered to properly ascertain how actions abwuarjoints contribute to performance.
The predictive models studied attempted to prddi@tures of optimal technique based on
measured relationships. The problem with suchiesud that observed relationships are
only valid for the range of values measured, thuspolating these relationships outside
these values can lead to optimised solutions thatod relate well to those techniques used
by athletes (Yu and Hay, 1996; Wakai and Linthor@802). The results of these
predictive models indicate that theoretical studiesports techniques should incorporate
suitable simulation models with realistic input gn@eters that have been evaluated against
performance data in order to avoid spurious optteethniques being calculated.

25 CHAPTER SUMMARY

In this chapter literature relating to experimensalidies involving specific athletic
jumping events (the long, high, and triple jumpsaswdescribed. Theoretical studies,
specifically those using predictive methods, welgo aoutlined and critiqued. The
literature was then summarised with particular aeration of those issues relevant to the
construction of a computer simulation model ofl&ijumping and subsequent analysis of

technique. The next chapter will describe the tacton of this simulation model.
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CHAPTER 3

CONSTRUCTION OF A COMPUTER SIMULATION
MODEL OF TRIPLE JUMPING

3.1 CHAPTER OVERVIEW

In this chapter literature on analytical modelgurhping is reviewed, there is also a brief
consideration of literature on soft tissue movementiscle models and optimisation
algorithms. The development of a computer simotatnodel of triple jumping using

VTM

Autole is described comprising a description and justifan of the structure and

function of the model.

3.2 ANALYTICAL MODELSOF JUMPING IN THE LITERATURE

3.21 Modesof one-legged jumps

Alexander (1990, 1992) used a simple model to ityate optimum approach speeds and
leg angles in the long and high jump take-offs.e Tinodel comprised a rigid trunk and a
massless two-segment leg with the model’s massecwrated wholly in the trunk, with the
COM at the hip. Whilst the foot was in contactiwtihe ground, a torque generator exerted
a torque at the knee. This torque generator ca®gra contractile component and a series
elastic component, was fully activated whilst tbetfwas in contact with the ground, and
followed muscular mechanics similar to those oetlirby Hill (1938). Alexander (1990,
1992) found that, according to his model, a typmoale high jumper should run up at 7
m/s with a leg angle of 45whereas a long jumper should run up as fast ssilgle with a
steeper leg angle. The disparity in approach vtglacas explained by virtue of the fact
that horizontal velocity is more important in lopgnping than high jumping and the more
shallow leg angle in high jumping allows a longeotfcontact and hence a greater vertical

impulse and a greater production of vertical veioci
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Linthorne and Kemble (1998) adapted Alexander's9(9model by implementing
anthropometric values from male and female athlefdsey investigated the sensitivity of
an athlete’s performance to deviations from thénmpin technique, and the dependence of
this optimum technique on leg strength and leg tlengLinthorne and Kemble (1998)
found that male athletes should run up faster aane ta greater leg angle at touchdown
than women due to their longer legs and greaterstegngth. They predicted that an
increase in an athlete’s leg strength would onlgefié them if they ran up faster and
planted with an increased leg angle at touchdown.

Chow and Hay (2005) investigated the effects ofapproach velocity, vertical GRF, and
change in angular momentum about a transverse @xigng jump performance. They
produced a two-dimensional inverted-pendulum-pbast-fmodel which was driven by
GRFs scaled from the literature. They performeusiswity analyses by varying these
parameters and computing the jump performance.y Townd that jump distances were
most sensitive to approach velocity; a 10% increaselting in a 10% increase in jump
distance, whereas a 10% increase in vertical GRHtesl in only a 7.2% increase in jump
distance. However, when the cumulative effectahlihese factors was considered they
found that a 10% increase in both factors resutiea 20.4% increase in jump distance.
They also found that jump performance was overedathif angular momentum was not
considered in the analysis. This indicates tha important to account for the angular

momentum requirements of the activity when modglhmman jumping activities.

Seyfarth et al. (1999) investigated the forcesgatin the centre of gravity during the take-
off phase of the long jump. They produced a madehprising a linear spring with the

ability of lengthening to represent the leg, andlistal mass representing the COM,
coupled by nonlinear visco-elastic elements. Thamynd that this did not allow an

accurate representation of the passive peak olsbanviie GRFs in long jumping. They

therefore added a second mass representing the @@ stance leg to account for this
(Figure 3.1). This is an example of an oversingadtion leading to a model that did not
properly represent the activity it was attemptingsimulate. Seyfarth (1999) found that
high stiffness values for the leg spring alloweduaber of different strategies to achieve
distances close to the theoretical maximum. Howéwe optimum angle of attack - the

angle the thigh makes with the horizontal - reqgiioaly a relatively low stiffness of the

leg.
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Figure 3.1 Representation of the model of Seyfarth et al99)9adapted from Seyfarth et
al., 1999)

As with Linthorne and Kemble (1998), Seyfarth et (@000) also adapted Alexander’s
(1990) model in order to investigate the actiornthid knee extensor muscles during the
long jump take-off. Seyfarth et al. (2000) increghshe complexity of Alexander’s (1990)
representation of the muscle-tendon complex inrotdedemonstrate the advantages of
eccentric force production and non-linear tendaspprties. The model showed that the
angle of attack was insensitive to running speduisve& 6 m/s and to muscle design.
Seyfarth et al. (2000) noted that jumping distames more sensitive to relative muscle
fibre length than the ratio of tendon to muscladilcross-sectional areas and that good
jumpers benefit from short muscles and long tenddviaximum velocity of shortening of
the muscle was not very important in the perforneadaring take-off, but is probably

important in attaining high approach speeds.

Seyfarth et al. (online) adapted the four-segmemdehof van Soest et al. (1993) (Section
3.2.2) to investigate the spring-like behaviour tbk leg in long jumping. They
incorporated the free leg into the head-arms-trsefment of van Soest et al. (1993) to
produce a rigid head-arms-trunk-leg segment intamidio stance thigh, shank, and foot
segments. They assumed the stance leg would a% & the maximal isometric force
values van Soest et al. (1993) used for two leggeitical jumping. They optimised the

performance of the model by varying muscle actoratiimings which led to a jump of
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5.72 m. They found that the predicted GRFs werglai to experimental findings but that
the contact time was 115 ms which they stated wés dhorter than experimental values.
This discrepancy may have been due to the lackwimigeng leg and arms which would act
to maintain ground contact. The maximum verticgréssion at the foot-ground interface
was approximately 7 cm which is much larger thas wlaserved experimentally, and may
partly have been a consequence of the model notgocating wobbling masses. Seyfarth
et al. (online) then attempted to decompose theeftrace into active and passive traces.
They found that the passive peak was largely (80u4® to the deceleration of distal
segments and the active peak was almost solelytaloruscle activity. They concluded
that the leg displayed spring-like behaviour in tptimised performance. They stated that
the leg stiffness was a behaviour of the whole badg that muscle-tendon complexes
displayed quasi-elastic behaviour at high loadiates due to inherent force / length /

velocity properties and activation dynamics.

Ridka-Drdacka (1986) produced a simple model of ltreg jump take-off where the
athlete was represented as a point mass. A carfstae was then applied to the mass,
representing the GRF. This force had two valueg, epresenting the value up to the
impact peak and the other the value beyond thedtpeak. Various parameters such as
the location of the COM, approach velocity, and miagle of the post-impact peak GRF
were varied in order to ascertain their effectsperformance. They used their results to
comment on the preparatory and take-off phasesmyf jumping. The former being used
to secure a low COM position and nonnegative varti@locity and the quality of the

latter being dependent on the magnitude of the GRF.

There have also been a number of more complex matleloped in an attempt to
produce a more faithful representation of the hulmaaly performing a long jump (Hatze,

1981; Sorensen et al., 1999; Wilson et al., 200Bhe most complex of these was the
model of Hatze (1981), which comprised 17 segmairtgen by 46 myoactuators

representing the major muscle groups of the bo@ach myoactuator was driven by
individual neural controls, motor unit recruitmeantd stimulation rate. The simulations
did not model the impact of the foot at touchdowimstead simulations were initiated
0.019 s after the foot contacted the ground and did not include wobbling masses.
Hatze (1981) used this model to simulate a longpjuake-off. The model displayed a

very close match to experimental GRFs despite nduding wobbling masses, which
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might be considered surprising. However, despigecomplexity of the model, or perhaps
due to the complexity of the model, no attempt wzsde to speculate on matters of
technigue. This discussion was promised in a sp#s# paper, however this paper could
not be found in order that it might be includedhrs review.

Sorensen et al. (1999) produced a two-dimensisnasegment model comprising a trunk,
thighs, shanks, and a right foot, with all segmeagmrt from the foot, having rigid and
wobbling portions connected by damped springs. Mloeel was driven by eight major
muscle groups in the take-off leg, which were repnted by three-component Hill-type
models (Hill, 1938). The foot-ground interface wa®delled vertically by a damped
spring and horizontally by a dry friction force mlent as described by Gerritsen et al.
(1995). In order to account for the model’'s ladkdamping in the shoe, heel pad, bones
and joints and its inability to evert during takié-d&orensen et al. (1999) reduced the
spring stiffness from that used by Gerritsen et(E#95). Two optimisation procedures
were performed using an algorithm: tracking; andgseance. The tracking algorithm
matched performance GRFs measured from a long jyrhpeever there was no mention
of any model parameters that were specific to thigjest. As with Hatze (1981) no

conclusions were drawn from the model’s performaegarding optimum technique.

Wilson et al. (2004) used an eight-segment, planadel to investigate performance in
high and long jumping (Figure 3.2). The segmeefsesented the foot, calf, and thigh of
the take-off leg, shank and thigh of the free lagd a trunk, upper arm, and lower arm
(representing both arms). The model had ten torgemerators, each comprising a
contractile component and a series elastic compgon&hese were situated at the ankle,
knee, and hip of the take-off leg, the hip jointtle¢ free leg, and the shoulder joint. The
torque generators were on both sides of each jaitdywing the model to co-contract.
Joint torques were governed by a nine-parametatibmincorporating the joint torque /
angle / angular velocity, and angular velocity ffedential activation relationships of
human joint torque generation (Yeadon et al., 2008)obbling masses were situated at
the shank, thigh, and trunk and were attached éoritpd elements representing the
skeleton by non-linear damped springs. The footiyd interface was also modelled by
non-linear spring-damper systems at the toe andl h&pring stiffness and damping
parameters were determined using an angle-drivetimigation procedure. The

simulations of jumps for height and distance weamed to actual performances with
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errors of 1.6% and 8% respectively. The perforreasfdhe model was then optimised for
height and distance and produced increases of Ii¥®%% respectively. A number of
other papers employed this model to investigat@uarfeatures of simulation modelling
and performance in running jumps (Wilson et al.Q&0King et al., 2006; Wilson et al.,
2007).

Figure 3.2 Representation of the model of Wilson et al. (90@dapted from Wilson et
al., 2007).

Wilson et al. (2006) described the determinatiosudfject-specific viscoelastic parameters
of the foot-ground interface and wobbling massasguhis model. They used a simulated
annealing algorithm to vary the stiffness and dammioefficients of viscoelastic elements
in order to minimise the difference between a kiagoally-driven model and performance
data. The six-component objective function congatig1) the absolute difference in trunk
orientation at take-off; (2) the root mean squ&®& §) difference in joint angles at take-
off; (3) the percentage difference in absolute toheontact; (4) the percentage difference
in vertical and horizontal momentum at take-offy (% percentage difference in absolute
angular momentum at take-off; and (6) the overdfiIRdifference in the horizontal and
vertical GRFs during the take-off phase as a péagenof peak force. Angles were
measured in degrees antivias considered equal to 1%. Whole-body angulanemium
was small so the weighting of component (5) wasigtdf so a 1% difference in angular
momentum was equivalent to & difference in landing orientation. The optimisati

process achieved differences of 6% and 9% betwiearliagion and performance in jumps
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for height and distance respectively. Wilson e{2006) showed that these parameters led
to poor agreement between simulation and performaviten those from the jump for
height were used in simulations of a jump for diseaand vice versa. They therefore
produced a common set of parameters which ledn@an difference of 8% (made up of
7% and 10%) over the two phases. They concludat shbject-specific viscoelastic
parameters should be obtained using more than eni@mance in order to obtain a robust

set of parameters that can be used in differentlations.

King et al. (2006) described the evaluation of timedel against performance data in a
jump for height. Torque generator activation tigenwere varied using a simulated
annealing algorithm in order to minimise the diflece between simulation and

performance. The objective function was similatite one used by Wilson et al. (2006)
with the addition of minimum joint angles reachey the ankle, knee, and hip to

component (2). A 6.6% difference between simufattmd performance was achieved.
The performance of the model in terms of the maxmheight achieved by the mass
centre was then optimised in the same fashion asadlted in a 9 cm increase in jump
height compared to the matched simulation. Thegclemled that the model was

sufficiently complex and had appropriate strengahameters to give realistic simulations

of running jumps for height.

Wilson et al. (2007) investigated various consitlers that affect the optimum peak
height in a running jump. The model was matchegddormance data using the same
method as King et al. (2006). This resulted inegfgrmance of 1.99 m compared to the
measured performance of 2.01 m. Simulation jumightenvas maximised by varying
torgue generator activation timings whilst using #ame initial conditions as the matched
simulation. Optimisations were run with no conisttg with constraints on angular
momentum at take-off, with further constraints @mj angles, and with an additional
requirement that the technique be robust to peatinhs of torque generator activation
timings. These optimisations resulted in perforogsnof 2.37 m, 2.21 m, 2.14 m, and 1.99
m respectively. They concluded that the peak heaghieved in the simulation with all
three constraints was similar to that of the malclsemulation and therefore these
constraints have a substantial influence on tecknignd should be included in future

simulation studies.
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3.2.2 Modelsof two-legged jumps

Pandy et al. (1990) investigated maximum height &ujumping with a four-segment
planar model driven by eight musculotendon actgatdihe musculotendon actuators were
driven by Hill-type contractile components (Hill,938) containing a series elastic
component and a parallel elastic component. Thdaote properties were defined by a
stress-strain curve and the musculotendon actuatese driven by a first-order
representation of excitation-contraction couplinghe performance of the model was
optimised using an optimisation algorithm, howetrer model was not evaluated against
experimental data. The results showed that there shortcomings in the model as it did
not follow experimental results. Pandy et al. (@P%ere unable to speculate on the
features of optimum technique, noting that it was, least qualitatively similar to
experimental data reported for jumping’, but natitar enough to be considered a
reasonable optimum technique to be employed by ham&hey investigated the effects
of muscle timings on performance, noting that therfggmance of the model was
particularly sensitive to the activation timingstbé vastii muscles and suggesting that the
model will allow an investigation into the effectf the manipulation of various

physiological factors on standing jump performance.

Pandy and Zajac (1991) used this model to invastigatimal muscular control strategies
for squat jumping. The optimal control strategynguised a proximal-to-distal sequence
of muscle activation from hip to ankle. They fouthét the vasti and gluteus maximus
muscles were the major energy producers of therl@xtremity, dominating the angular
acceleration of the hip and instantaneous powethef trunk. However the ankle
plantarflexors dominated the total energy of thghth They investigated the effects of the
biarticular gastrocnemius by replacing it with anmoarticular muscle and found jumping

performance to be similar in both conditions.

Anderson and Pandy (1999) produced a three-dimesisiodel of vertical jumping. The
model comprised 10 segments: a head, arms, and (bi&ST) segment; a pelvis; two
thighs; two shanks; two hindfeet; and two forefeéthe model was actuated by 54
muscles; 24 in each leg and six in the upper bddhe foot-ground interface was modelled
using a series of five spring-damper units placedeu the sole of each foot. The muscles

comprised three-elements: a series elastic elenaengntractile element; and a parallel
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elastic element, all in series with a tendon (Feg8r3). Ligament torques were modelled
using exponential terms. A first order differehtequation governed the excitation-
contraction dynamics. Musculoskeletal geometry anoperties were taken from the
literature, and maximal isometric strength wasextdab the average of the subjects in the
study. Anthropometric measurements were taken faoh subject, and mass and inertia
properties were calculated for each segment byagusy this data. The height jumped by
the model was then optimised using a computatiatgdrithm. Anderson and Pandy
(1999) noted that there was quantitative agreeimetmeen the model and the performance
of the five subjects. With the peak vertical aecation, velocity at take-off, and height
jumped, all being within the range of those achiklsg the subjects. They did also note
however that the ground contact time was considieistiorter in the simulation than the
measured performance and that the joints of the éegended more. They hypothesised
that this may be due to the short rise time ofrrthescle activation (20 ms), which was

based on results from a single muscle fibre.

Figure 3.3 Representation of the muscle model of AndersonRanady (1999) (adapted
from Anderson and Pandy, 1999).

Van Soest et al. (1993) used a four-segment plaodel of vertical jumping to investigate
the influence of the biarticularity of the gastreamus muscle on performance. The model
comprised four rigid segments representing the feeter legs, upper legs, and head and

trunk (Figure 3.4). These were connected by tfrieonless hinge joints representing the
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hip, knee, and ankle, and were connected to ther f the toe by another frictionless
hinge joint. The model was driven by Hill-type roles models consisting of a series
elastic component, a parallel elastic componend, arcontractile component. Muscle
groups incorporated were the glutei, hamstringsstivaectus femoris, soleus, and
gastrocnemius. Vertical jump performance was optuoh by varying muscle stimulation

patterns, with the model alternatively equippedhwat biarticular gasctrocnemius, and a
monoarticular gasctrocnemius. They found jump Hedpcreased by 10 mm when the
gastrocnemius was converted to a monoarticular lauddis was in contrast to the results
of Pandy and Zajac (1991). Van Soest et al. (189B)ained this as being an effect of the
moment arm of the biarticular gastrocnemius in shaedy of Pandy and Zajac (1991)
approaching zero when the knee approached fullneixie. This meant the biarticular

gastrocnemius essentially acted as a monoartioulacle during this range.

Figure 3.4 Schematic representation of the model of van Sategit (1993) (adapted from
Bobbert and van Soest, 1994).

This model was subsequently employed in a numbestuafies (van Soest and Bobbert,
1993; Bobbert and van Soest, 1994; Bobbert e1896; Bobbert and van Zandwijk, 1999;
Bobbert, 2001; Bobbert and van Soest, 2001; BolabettCasius, 2005, Vanrenterghem et
al., 2008; Bobbert et al., 2008). Those studigssictered directly relevant to the current
one are reviewed below. Van Soest and Bobbert3)li@9estigated how the force / length

/ velocity relationships inherent in skeletal mesaffect the control of movements. They
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found that, when compared to the moments diregbiglied to joints, moments under
muscular control led to performances that were fsssitive to perturbations to initial
joint angles. They concluded that the muscle pta®e specifically the force / length /
velocity relationship, act as a feedback mechamigim no time delay which allow humans

to maintain movement patterns in the face of miaeweels of disturbance.

Bobbert and van Soest (1994) investigated the teffiestrengthening muscles on vertical
jump performance. They found that strengtheningcatas alone without a re-optimisation
of muscle stimulation timings invariably resulted & decrement in performance.
However, a subsequent re-optimisation of muschawgtition timings invariably led to an
increase in jump height, with the magnitude of ioy@ment increasing with strength

increases.

Bobbert et al. (1996) investigated the reasons eduntermovement jump height is greater
than squat jump height. They used joint kinematied EMG from performances as input,
and calculated muscle states and forces, and &t pgoments. They attributed the
majority of the increase in jump height in the ciumovement condition to the fact that
muscles were able to build up a greater activee statl level of force prior to shortening
than in the squat jump. They used a single joiotdeh to demonstrate that stored elastic
energy did not contribute to increased force dgwelent. They stated that spinal reflexes
could contribute to an increased active state efrttuscle but that muscular potentiation
was unlikely to enhance countermovement performdneeto the delay between muscular

stretch and maximal power production.

Bobbert and van Zandwijk (1999) investigated thasg®ity of jump performance to
muscle stimulation onset times with different stiation rise times (the time it took for the
activation level of the muscle to increase from 1@®©0%). They found that vertical
jump height decreased with increasing rise timesydver the performance of the model
was more robust. The explanation they gave fa Was that the slow rise time let to
slower development of errors in comparison to fagte times. They stated that this
effect was likely to be larger in activities in whithe musculoskeletal chain behaves like
an inverted pendulum, because of the destabilisifegt of gravity. They speculated that
humans may vary the rise times of their musclesnéing on the accuracy and response

time requirements of the task.
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Bobbert (2001) investigated the dependence of spmumap performance on the elastic
compliance of the triceps surae. He varied thairstof the series elastic element at
maximum isometric force and optimised squat jumpfgpmance by varying muscle
activation timings. This was done for various istnealues as a percentage of the muscle-
tendon complex length: 1%; 4%; 10%; 15%; and 202@ncentrating on the differences
between the reference 4% series elastic elemex sand the increased 10% series elastic
element strain, he noted that it facilitated arrease of 4 cm in jump height. He stated
that the increase in jJump performance with incrggsieries elastic element strain was due
to extra work being done due to elastic recoil lté series elastic element putting the
contractile component into slower concentric candg, and also an increased efficacy of
this work due to a redistribution of the segmewtattributions to the vertical velocity of
the COM. He concluded that long, compliant tendionthe triceps surae are an elegant
solution to the problem of maximising jump performa. This result is in agreement with
the results of Seyfarth at al. (2000) in simulasi@f the long jump, who observed that

good jumpers benefit from long tendons and shodaies.

Bobbert and Casius (2005) again investigated tfferdhces between countermovement
and squat jumps, this time using muscle stimulationings as inputs to the simulation
model in order to reproduce the two types of juniipline with Bobbert et al. (1996) they
found that the greater jump height in countermovenpemps could be explained by the
fact that the active state of the muscle increakethg the countermovement, whereas in
the squat jump it inevitably increased during thepplsive phase. This meant that the
muscles in the countermovement jump could do masekvever the initial 30% of the

propulsive phase in comparison with the squat jump.

Selbie and Caldwell (1996) investigated how inifimhping posture affected vertical jump
performance using a four-segment planar model drive three torque actuators. The
torque actuators incorporated torque / angle / languelocity relationships and an
activation parameter controlling the rate of torquset. The distal point of the foot was
connected to the floor by a frictionless hinge #émel contact of the heel with the ground
was modelled using a rotational spring damper (f@@u5). They optimised vertical jump
performance by varying torque actuator onset tisifngm 125 different starting postures.
They found that jump performance was relativelyemsstive to initial posture but that

there was large variability in the torque actuaioset times employed to achieve these
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performances. They did not find the proximal-tetdi sequence of joint coordination that
had been found in previous studies of vertical jurggBobbert and van Ingen Schenau,
1988; Pandy and Zajac, 1991). They explainedtthatmay have been due to the model

not incorporating antagonist or biarticular muscles

Foot

Figure 3.5 Representation of the model of Selbie and Cald{€96) in reference (solid
lines) and most extreme starting postures (addpbed Selbie and Caldwell, 1996).

Dapena (1999) adapted the model used by Alexad®80], with the addition of a piston-
like ring to represent the arms, in order to expliie effects of arm actions on a vertical
jump. The initial and final velocities of the armagere then manipulated in order to
ascertain their effects on vertical jump height.apBna (1999) found that a constant
velocity of 3 m/s produced the largest verticaloegly of the COM, whereas initial and
final arm velocities of —3 m/s and 3 m/s respedtyiygoduced the lowest vertical velocity,
despite producing the most downward acceleratiothertrunk. This led Dapena (1999)
to state that the maximum velocity of the COM defmshmore on the average vertical
velocity of the arms than on the change in thioe#y during the take-off phase. He then
hypothesised that a constant arm velocity of 3 apfslied a force that led to the take-off
leg musculature being put in slower and more adgedus concentric conditions.
However, if the arms are moving at a constant vglothe only force being applied to
them is equivalent to the weight of the arms, whechomparable to the arms being static.
Therefore during this simulation the arms coulchsfar no more force to the torque
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generator than if they were static. Dapena (1%@9)he initial velocity of the system to
zero; therefore the largest positive initial arnhoegy would result in the largest negative
velocity of the trunk and thus eccentric conditiomghe knee extensor torque generator.
Therefore the effect of the positive velocity oethrms was not to apply a force to the
trunk but to put the knee extensors in the moshdeable conditions for torque generation

at the start of the simulation.

Ashby and Delp (2006) also investigated the medmasi by which arm movement
improves jump performance, this time in the stagdong jump. They developed a two-
dimensional, five-segment model comprising: a fa@btank; thigh; head-neck-trunk; and
arm (Figure 3.6). The ankle, knee, hip, and shexudere actuated by torque generators
incorporating torque / angle / angular velocityatelnships. Ligamentous torques were
also included to prevent hyperextension or hypeidie at the extremes of joint range.
Torque generator activations were determined byes@d 50 ms intervals that could take
any value between -1 and 1 (the signs denotingdife&nd extension). These activations
were varied throughout the ground contact and and@hases in an optimisation process
using a simulated annealing algorithm in order taximise jump distance. |Initial
kinematic conditions were taken from experimentaldies, and inertia and torque
parameters were taken from the literature. Pasaltiere implemented for ligamentous
torques in all simulations. Optimisations werenthen with free and restricted arm
movements. One set of these was run with no ceradion for landing configuration, and
one with penalties for landing positions where @@M was too low or too far behind the
toe. Simulated jump distance was found to be 4@usther when arm movement was free
(2.00 m) than when it was restricted (1.60 m). yrhieund that three mechanisms
contributed to this improved performance: (1) airtgomotions of the arms allowed a re-
orientation of the body in the air and, as sucss lonsideration had to be taken of angular
momentum constraints during take-off than when awase restricted; (2) joint torques
were augmented by the arm swing (Dapena, 1999pesdliced 27 J more work; and (3)
the shoulder joint torque generator did 80 J of kworThey concluded that the most
significant contributor to the increased take-adfocity was the work done directly by the

shoulder joint.
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T, = ankle torque

T, =knee torque

Ts = hip torque

T, =shoulder torque

¢, = X position of toe
g, =Yy position of toe
gs = foot angle

g4 = ankle angle

gs = knee angle

ge = hip angle

g; = shoulder angle

Figure 3.6 Diagram describing the model of Ashby and Delpd@0adapted from Ashby
and Delp, 2006).

3.3 LITERATURE ON MODELLING SOFT TISSUE MOTION

Pain and Challis (2004) attempted to ascertain bemsitive a wobbling mass model of
drop landings was to variations in certain paramseteThe model consisted of three
segments: a head-arms-trunk segment; an upper aed; a shank-and-foot. Each
comprised a wobbling and rigid element attacheddry-linear spring-dampers. Actuators
produced torques at each joint. Joint torque le®flanthropometric data, and initial body
configuration were taken from Gruber et al. (199Bain and Challis (2004) found that the
model output was not sensitive to most model patarmdout was sensitive to joint torque
activation timings. They found that varying théfsess of the heel pad had the most
influence on peak vertical GRFs and that the sitrarla were relatively insensitive to the
parameters governing the connections between thblimg masses and rigid elements.
They concluded that to produce an accurate modeldybp landing the correct properties
for the foot-ground interface, accurate mass dtistion, effective joint stiffnesses, and
joint torque activation timings must all be caldeth

Pain and Challis (2006) investigated the effectssaft tissue motion on GRFs, joint

torgues, and joint forces during drop landings.ings four-segment computer simulation
model consisting of: a head-arms-trunk segmenty@er leg; a shank; and a foot, they
compared a model including wobbling masses witimalar rigid body model. The model

47



was actuated by revolute spring-dampers and hagdtgpecific anthropometric, mass,
and moment of inertia parameters. They found tth@tmodel including wobbling masses
had a reduction in joint forces and torques ofaip@% and matched empirical GRFs from
a subject performing drop jumps (Figure 3.7). Tikim line with the findings of Gruber et
al. (1998) who advocated the use of wobbling massasverse dynamics calculations

from motions involving impacts.
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Figure 3.7 Simulated (solid line) and empirical (dotted arabiied lines) GRFs during
drop landings (adapted from Pain and Challis, 2006)

Pain and Challis (2001) investigated the effedhef heel pad and soft tissue of the shank
on shock attenuation during heel impacts. Thewydothat both had an important role to
play in the dissipation of energy during impacts.light of this, computer models of
impacts should include wobbling masses and acdoutite force attenuating properties of

the heel pad.

34 SUMMARY OF LITERATURE

There have been a number of relatively simple nwodijumping described in this chapter
(Ridka-Drdacka, 1986; Alexander, 1990, 1992; S¢fgfat999; Chow and Hay, 2005).
While these models were suited to investigatingegantrends in jumping, they were not

suited to providing specific information on indivial features of technique, since they
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often require unrealistic simplifications and inpatrameters in order to reproduce realistic
performances. In order to investigate specifichméal issues more complexity is
required. Simulations such as the model of thg lpmp take-off developed by Hatze
(1981) and the model of vertical jumping constrdctey Anderson and Pandy (1999)
attempted to provide this complexity. However, lathithese models were valuable
academic exercises, their complexity meant theewet ideally suited to the optimisation
and manipulation of technique. For this, modelthvei balance of sufficient complexity
and suitable simplifications seem better suitedhfdsand Delp, 2006; van Soest et al.,
1993; Wilson et al., 2004). These models attempiease realistic parameters (strength,
anthropometric etc.) in order to capture the masatdres of the activity they were
attempting to measure, whilst maintaining enoughpéicity to allow optimisation and
investigation of technique. It was also shown theddels of human jumping should
include wobbling masses if they include impactsir{Pand Challis, 2006), and have
suitable constraints in order to reproduce realiéirformances (Wilson et al., 2007; Chow
and Hay, 2005). Wilson et al.,, (2006) demonstratedt viscoelastic parameters
determined from kinematically driven simulationsosld be derived from a number of
performances in order to obtain a set that is rolmmugh to be used in different

simulations.

35 COMPUTER SIMULATION MODEL OF TRIPLE JUMPING

Simple models such as those of Alexander (19902)1pfvided very eloguent additions
to the knowledge base of human jumping activiti€dccam’s razor states that ‘entities

should not be multiplied beyond necessity’ anchis vein Alexander (1992) stated:

‘The simpler the model, the easier it is to discawvkich of its features are essential to the
observed effect’

However, Alexander (1992) also noted that a moldelkl be adapted to its function, and
if the function requires additional complexity théms should be included. Therefore the
computer simulation model in this study was createdine with Alexander’'s (1990)

premise that models should be as simple as possililiést being complex enough to

reproduce realistic performances.
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3.5.1 Structureof the computer simulation model

Since a triple jump requires alternating groundtacts using both legs, the model required
two legs. The relative importance of the muscpeEnsaing the ankle, knee and hip joints to
the performance in jumping activities (Stefanyslayrl Nigg, 1998) indicated the model
should include feet, shanks, legs, and a trunk segrto properly represent a human
jumping activity. The feet comprised two segmetitsis allowing three contact points
with the ground (Figure 3.8). Were the feet repnésd by just one segment the COP
would be forced to remain in one place once the leétethe ground. Arms contribute to
angular momentum and velocity changes during timaie and ground contact phases of
a triple jump (Yu and Hay, 1998) and the elbow fjaslikely to have an effect on the
nature of this contribution; hence two, two-segmemmis were included. Hands were not
considered essential as they were likely to hamedligible effect on the performance of
the model and therefore were included in a foreand hand segment. The head was
likewise included in a head and trunk segment siteendividual contribution to the
performance of the model was likely to be limited.

e =T

Figure 3.8 Representation of the foot-ground interface.

Wobbling masses were included at the shank, tragh, trunk, and attached to the rigid
elements at each end by spring-dampers (Pain aalli<C12006) (Figure 3.9). The foot-
ground interface was also modelled by three spdigngpers, situated at the heel, ball, and
toe of each foot (Figure 3.8). Torque generatogsewocated at the shoulder, hip, knee,
ankle, and ball joints. These torque generatodsflexion and extension profiles allowing
co-contraction. The torque generators includedractile components and series elastic

components, and followed the force / length / vigyocelationships of skeletal muscle
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(Hill, 1938; Gordon et al. 1966) and also allowed differential activation (Westing et al.,
1988) (Section 4.7.4).

Figure 3.9 Representation of the attachment of a wobblingsnas rigid element.

In summary the model was made up of 13 rigid elgémarith five additional wobbling
masses (Figure 3.10). These segments represéead:and trunk; two upper arms; two
forearms and hands; two legs; two shanks; two wgyent feet; wobbling masses on

shanks, legs, and torso.

Figure 3.10 Structure of the computer simulation model of l&ipumping (subscript

definitions in text below).
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3.5.2 Torquegenerators

Activetorque generators

Torque generators employing contractile compon@@N) and series elastic components
(SEC) (Figure 3.11) were employed to flex (F) amterd (E) the right (R) and left (L)
shoulder (S), hip (H), knee (K), ankle (A) and b@) joints (Figure 3.10). The elbow

joints were angle-driven since it was assumed tayld have little effect on performance.

Extension Flexion

Figure 3.11 Diagram of the muscle-tendon complex in extensiad flexion.

Figure 3.11 represents the muscle-tendon complexeach case the muscle is active;

therefore the SEC has a non-zero length.

Where:
7 = joint angle.
0., = contractile component angle.
6. = series elastic component angle.
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As can be seen from Figure 3.11:

In extension: 0=2-7-0,,—-0, (3.1)

c'

In flexion: 0 =0, + 0. (3.2)

The contractile component torqud{) was calculated using the nine-parameter fit

described in Section 4.7.5 combined with the torgeeerator activation level. It was
assumed that, at the beginning of the simulatibs @), the angular velocity of the

contractile component was equal to the angularcigimf the joint, and thafl,, was

equal to the series elastic component tordug X

Whent = 0,

(3.3)
(3.4)

Having calculated this, it was possible to caleuldt_ using the following equation:

Tsec = ksec ’ 93 (35)

ec’

wherek,. is the stiffness of the SEC calculated from tkerditure.

Calculating SEC lengths

The SEC was modelled as a linear torsional spriith & resting length of zero. The
stiffness of each SEC was calculated using data fiee literature (Pierrynowski, 1995;
Jacobs et al., 1996; Duda et al., 1996; Rugg, £1990) (Appendix 1).

With reference to Figure 3.12, the SEC length vedsutated as follows:

le=1; +1, —=1; -CcOSx, (3.6)
where | is the length of the SEQ, is the length of the tendot, is the length of the

muscle belly,l, is the muscle fibre length, and is the pennation angle of the muscle.
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Figure 3.12 Diagram representing muscles with pennate andllplanauscle fibres

(adapted from Pierrynowski, 1995)

The SEC lengths of the subjedt.(,) were calculated using the ratio of the standing
height of the subject in this studi(,) and height f,, ) and SEC lengthd (,, ) from the

literature:

Ty (3.7)

secsub — 'sedit h
lit

Scaling moment arms
A ratio of the radii of the body segments of thdjeat in this study and those in the

literature was calculated by considering the bagipeing proportional to a cylinder:

letting ma r?-h (since massr volume),

therefore ro \/E : (3.8)

wherer is a theoretical radiusy is body mass, ant is standing height.

The moment arms were then scaled to the subjetttisnstudy by multiplying moment

arms from the literature by the ratio of the théioe radii from Equation 3.8:

—d, fa (3.9)

lit

d

sub
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where d is the moment arm, and the subscripth and lit represent the subject and

values from the literature.

Calculating SEC stiffness
The contribution of each muscle to the maximum istim torque was calculated as

follows:

_PCSA-d (3.10)

n
> PCSA-d,

j
where n is the total number of muscles consider&d,s the torque associated with an

individual muscle, T,

is the maximum isometric torque measured at tivg, j6®CSA is
the physiological cross sectional area of the neysghd d, is the moment arm of the

muscle.

The change in length of the SEGI(,)) was assumed to be 5% of its total length during

maximum isometric contractions (Finni and Komi, 2P0

Al = 005-1 .. (3.11)
The associated change in SEC anglé () was calculated as follows:

AD,, = %. (3.12)

The stiffness k) of the SEC of an individual muscle was then dal@d by dividing the

maximum isometric torque by the associated angiagé:

k =—5 (3.13)

The total stiffnesx,,, of the SEC for a joint was the sum of the stiftvgalues for the

muscles spanning the joint:
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Kiot = Zki . (3.14)

Due to the lack of data on the muscles spanningsitioilder joint the stiffnesses of the
SEC for shoulder flexion and extension were set580 Nm/rad based on the literature
(King, 1998).

Passive torque generators

Although the measured joint torques (Section 4.4y have some passive torques
incorporated in them, this was assumed to be sdualto the limited comfortable range
over which the subject could be tested. Also a@uné acceleration of the crank the angle
range at which isovelocity data were obtained wdddsmaller still (Chow et al., 1997).
This could lead to an underestimation of the widfhthe joint torque / joint angle
relationship, since it was unlikely that joint taggmeasurements were obtained for joint
angle ranges in which passive torques have a lafgence. Therefore, in addition to
active torque generators, the ankle, knee, anchaigp passive elements which produced
restorative torques at the extremes of range. €llaesed to stop the limb exceeding
anatomical limits, since initial kinematic condii® could put torque generators at angles
outside the range of their torque / angle curvesctiSn 4.7.5). These torques were
described by a simple mathematical model of a ‘gersibject’ generated by measuring
passive torques from ten males of a comparableragss, and height to the subject in this
study, over a range of angles at the ankle, knee h#p joints (Riener and Edrich, 1999).
This model related the measured passive torque jainato the angle of the joint in
guestion and also the angle of adjacent jointspraer to account for the effect of
biarticular muscles spanning these joints. Theatqus for the passive torques at each

joint are displayed below:

T, = exp(2.1016- 0.0843), — 0.0176), ) — exp(-7.9763+ 0.0194%),

, (3.15)
+0.0008, ) —1.792

T, = exp(L.800— 0.046®, — 0.035P, +0.0217,,) — exp(3.971—

, (3.16)
0.0004, + 0.0495), —0.0128),,) — 4820+ M
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T,, = exp(L.4655- 0.0034, — 0.075(,,) — exp(-1.3404— 0.0226), +

(3.17)
0.0309,,) + 8.072
where T,,T,, T, and 6,,0,,0, are the ankle, knee, and hip torques and angles

respectively.

Torque generator activation timings

At any given time during a simulation the activatievel of each torque generator was
governed by the following quintic function whichshaero accelerations and velocities at
the endpoints (Yeadon and Hiley, 2000):

2
a=t3-(6-[t_t°J _15.[“t0 j+10}, (3.18)
tl_tO tl_tO

where a is the activation levelt is the time,t, is the initial time at which the activation

level is equal to zero, artg is the final time at which the activation levekigual to one.

Figure 3.13 shows an example activation curve sgmeng a torque generator ramping up
and down during a simulation. The bold line intksathe activation of the torque

generator. The first quintic function begins atdits, whereupon it ramps up over a time
period tr,. The activation level is initially set ta, and remains at this level until such
time that the value of the quintic function exceeqs The torque generator activation
level then follows that of the quintic function urits value exceeds,. The activation
level then plateaus &t for a period of time governed by the start timd daration of the
second quintic function, which ramps down ovemaetiperiodtr,. When the value of the
second quintic function is less thay the activation again follows the quintic function
until it reachesa, whereupon it plateaus again at this value unéiléhd of the simulation.
The time it would take for the activation level go from zero to one, or vice versa, is
represented byr, andtr,. The first ramp was allowed to initiate priorttee start of the

simulation provided this did not cause the initaitivation level to be above its upper

bound.
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These total ramp times were given a lower limit76fms (Freund and Budingen, 1978)

and no upper limit.
Figure 3.13 shows a two ramp profile where theuergenerator ramps up and down, but

the torque generators were also able to take a downm-ramp up profile or simply ramp

up or ramp down, allowing four possibilities indb{Table 5.4).

Activation

< tr, >

Time

Figure 3.13 Diagram showing a torque generator activation €urv

This activation level was multiplied by a nine-paeter function defining maximal torque

production (Section 4.7.5) in order to calculate jihint torque at any given point in time.
3.5.3 Formulating equations of motion

The computer simulation model was developed usintplav™ Professional Version 3.4
(Kane and Levinson, 1996) (Appendix 2). This isoftware package that facilitates the
construction of multibody simulations, using Kangisthod (Kane and Levinson, 1996) in
order to formulate the equations of motion. Thensation is constructed using

generalised coordinates that are required to défi@gosition and orientation of a segment
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with respect to one that has already been defimeth a global origin, generalised speeds,
which are linear combinations of the time derivasivwf the generalised coordinates (Kane
and Levinson, 1985), along with inertia parametard all the internal and external forces
and torques acting upon the system. Expressi@enthan developed for generalised active
forces and generalised inertia forces, and thelation is advanced over a prescribed time
period using a Kutta-Merson numerical integratidgoathm with a variable step size
Runge-Kutta integration method. Autol&voutputs code in the FORTRAN programming
language. When an AutolBY file is executed, three files are produced, onetaining
FORTRAN code describing the simulation, one comtgnput values for the simulation,
and another containing a list of output files ameirt contents, produced when a simulation

IS run.
3.5.4 Spring-dampers

Wobbling masses
The connection between wobbling and rigid elemeras defined by a non-linear spring-
damper (Pain and Challis, 2001) (Figure 3.9):

R= (k- Mk, V)i, (3.19)
wherev is a vector defining the position of one pointnfranother, is a unit vector in the

direction of v, V| is the magnitude of, |V| is the first time differential of{, k, and k,

are stiffness and damping coefficients respectj\aatyg R is a force vector.

The wobbling masses of the torso, thigh, and sheagh had differentk, and k,

coefficients, but the coefficients were consistaerioss both legs and both attachments of

the wobbling mass.

Foot-ground interface

The horizontal and vertical forces at the foot westéh modelled as modified linear spring-
dampers situated at the heel, ball, and toe of &sath(Figure 3.8). The damping term in
the vertical spring was multiplied by the magnitudehe displacement in order to ensure
the force was zero at touchdown and take-off (Eqna.20).
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R, =—ky; -y Ky Y, '|yi| (fori=1,3), (3.20)
where R is the vertical forcey is the vertical displacement with respect to therf y

is the first differential ofy , k; andk, are stiffness and damping coefficients respegtjvel

andi represents the three points of contact on the foot

The equation for the horizontal spring-damper wadltiplied by the vertical force,

ensuring the force was zero at touchdown and ték@=quation 3.21).

Ri = (ks - X =k - %) R, (fori=1,3), (3.21)
where R, is the horizontal forceR, is the vertical forcex is the horizontal displacement

from the initial ground contact pointx is the first differential ofx, k, and k, are

stiffness and damping coefficients respectively] amepresents the three points of contact

on the foot.

The total horizontal and vertical GRFs on each feete the sum of these values:

3
Rx z in
= (3.22)
3
i=1

Ry Z Ryi

The stiffness and damping coefficients were coastsacross both feet.
3.6 CHAPTER SUMMARY

In this chapter literature on analytical models jomping and modelling soft tissue
movement was reviewed. The structure of the coerpaimulation model of triple
jumping was outlined and justified, and the induatdlaspects of the model were described.
The next chapter will cover the collection of tagump performance data and methods for

subject-specific parameter determination.
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CHAPTER 4

DATA COLLECTION AND PARAMETER
DETERMINATION

4.1 CHAPTER OVERVIEW

In this chapter the experimental protocol and eapaipt used to collect kinematic, kinetic
and anthropometric data from a triple jumper ofioral standard is described. Where
required, relevant literature is reviewed. Proceduused to interpolate, rotate and
translate kinematic data are outlined. Experinmeana theoretical procedures allowing
the calculation of viscoelastic parameters and makioluntary torque profiles are also

described.

4.2 DATA COLLECTION SUMMARY

The testing procedures were explained to the sybgemale triple and long jumper of
national standard (age: 22 yr, mass: 72.6 kg, leigB2 m; personal bests: triple jump:
14.35 m, long jump: 7.10 m). In accordance with theighborough University ethical

guidelines, a pre-selection medical questionnaias Villed in, and an informed consent
form was signed (Appendix 3). Kinematic and fordata were gathered at the
Loughborough University High Performance Athletieentre (HIPAC). Force data were
collected from a single force platform. In ordbat force data could be collected from
each ground contact phase of the triple jump thgestiperformed a number of trials from
his full approach run where the take-off of the hsigp, and jump respectively was from
the force platform. The subject also performeduaiper of long jumps from the force
platform. Kinematic data were collected for aldls using a Vicon MX motion capture
system.  High-speed and digital video were alsotwad and anthropometric

measurements taken. In a subsequent session, alaxdntary joint torque data were

obtained using an isovelocity dynamometer.
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4.3 COLLECTION OF KINEMATIC DATA

4.3.1 Literatureon motion capture

Motion capture systems

Previously, cinematographic analysis was the maathrique used in the collection of
kinematic data in order to identify positions, \@ties, and accelerations of joint centres.
This necessitated the use of manual digitizationclwvhis tedious and time consuming
(Clayton, 1991). These drawbacks are partiallyrowme by semi-automated systems,
which use point prediction to estimate the locatddmmarkers. Fully automated systems
rely on the use of contrasting markers attachethéoskin of the subject overlying the

anatomical landmarks (Clayton, 1991).

There are two categories of commercial instrumeratommonly used to measure
whole-body motion: Those that provide a visualordcof body segment positions, and
those that utilise magnetic sensors to determiagdtsition and orientation of segments in
space (Richards, 1999).

Image-based devices can be further divided into déwegories of passive and active
systems, depending on the type of markers eaclersystilises. Passive systems use
markers that reflect light back to the sensor, hittive systems use markers that emit the
light for the sensors (Richards, 1999). Passigtesys have the advantage that no wires or
batteries are required, and markers are inexpemsiveplace (Yeadon and Challis, 1994).
Active systems have good resolution at high sargplates with the disadvantage of the
subject having to carry a power supply and wirastlfie light emitting diodes (LEDSs)
(Yeadon and Challis, 1994). Magnetic tracking syst have the disadvantages of the
active marker systems with the additional disadwvgatof interference from metal in the

capture volume (Richards, 1999).

Richards (1999) reviewed seven optical-based (Ane@DDA, Elite, Motion, Peak,
Qualisys, and Vicon) and one electromagnetic-baseshsurement systems (Skill
Technologies). Five of the optical-based systerodyred RMS errors of less than 2 mm

when measuring fully visible moving markers andslésan 1 mm RMS errors when
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measuring a stationary marker. The Vicon systensistently had the lowest RMS errors
amongst the optical-based systems in measuremembwving markers and angles based on
marker positions. Richards (1999) also noted thattracking and editing time for the

Vicon system was low.

All the systems discussed above necessitate tloemknt of markers or sensors on the
skin, which are typically used to calculate theipmss of joint centres and model the
subject as a system of rigid bodies. This methad produce artefacts due to skin
movement over the underlying bony landmarks and@és in technique by the subject
caused by the markers or sensors on the skin. &torahn et al. (2006) discussed the use
of markerless motion capture for biomechanics. yTHescribed a method using an
articulated iterative closest point (ICP) algorithontrack human body segments in visual
hull sequences. They stated that the biomechaapgdications of the current methods for
markerless motion capture have been limited by theturacy. However, they predicted
markerless tracking will become a feasible and tpralc alternative to marker-based

systems, minimising patient preparation time amtiliceng experimental error.

Currently, the good accuracy of the passive optiealed systems (Richards, 1999),
combined with the lack of requirement for the sabje carry a power supply and wires,
make them a suitable option for the measuremedymdmic human jumping activities.

Soft tissue motion

It has been shown that soft tissue movement cad teaskin markers not exactly
representing underlying joint motion during aciest involving impacts. Minetti and Belli

(1994) investigated the movement of the visceradsmduring periodic movements; they
found a maximum displacement of 0.1 m during hogpasks. Lafortune et al. (1992)
found external markers moved 4.3 cm and 7.5 cm wadpect to the tibia and femur
respectively, during loaded and unloaded knee dlexi extension. Reinschmidt et al.
(1997a) investigated the effect of this skin movemmen the calculation of knee joint
motion during running. They demonstrated averagar®relative to the range of motion
of 21%, 63%, and 70% in flexion / extension, intdrhexternal rotation, and abduction /
adduction respectively between skin markers ankaenarattached directly to the tibia and
femur. Reinschmidt et al. (1997b) showed that Kieeon / extension angles calculated

from skin markers showed good agreement with ugichgrlbone movement (mean 2.1
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difference) during walking. This is in contrast abduction / adduction and internal /
external rotation which, on occasions, producedrstiarger than the true bone movement.
This suggests that only flexion / extension anglesuld be calculated at the knee using

external markers and, even then, with caution.

4.3.2 Vicon MX

Vicon MX is a suite of networked Vicon MX camerasdadevices that provide real-time
and offline digital-optical motion capture dataadh camera has a strobe unit that emits
flashes of near infrared light (Figure 4.1), illurating retroreflective markers located at
key locations on the subject (Figure 4.2). The eanthen captures and electronically
converts the pattern of reflected light from therkeas into data that represents the
position and radius of each marker in the image.

Figure 4.1 A view of the experimental setup from behind.

Details of marker positions

Forty-five 25 mm retroreflective markers were pasied at locations on the subject’s
body in order that the positions of joint centreslld subsequently be estimated (Figure
4.2 and Appendix 4).
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Figure 4.2 Positioning of retroreflective markers on the sabje

Camera setup

Eighteen Vicon MX cameras were situated arounccépgure volume in order that a ~18m

X 2m x 2.5m volume was covered (Figures 4.1 angl 4This volume included the full

triple jJump and the last stride of the approach riata were captured from a number of

whole triple jumps at 240 Hz. In addition to thisiumber of hop and step take-offs from

the force platform, and two additional completpl&ijumps, were also captured at 480 Hz.

ol vicon BB High-speed M Digital Vidleo [ Force Platform
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Figure 4.3 Diagram of the experimental setup.
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Vicon calibration

In order to calibrate the Vicon cameras it was ssagy to identify internal (focal length
and distortion) and external (camera position anentation) camera parameters. Vicon
accomplished this using a dynamic calibration pdoce which calculated these

parameters through two processes:

e Linearisation:
o Distortion in the camera lenses and other non-titiea were measured and
a correction matrix was then applied to the data.
e Photogrammetric Calibration:
o0 The physical location and orientation of the caraa@vare calculated.

Prior to this dynamic calibration, a static caltima was performed in order to define the
global coordinate system in the capture volumeguaircalibration frame. The calibration
frame had four 25 mm markers located in a plané witee markers defining the x axis
and another marker which combined with the x axiddfine the origin and y axis. The z

axis is then obtained by taking the cross prodtitt®x and y axes.

The dynamic calibration was performed with threlirmear 25 mm retroreflective markers
situated at known distances from each other onradwdue to the large capture volume
the wand was placed on the end of an extensionipadeder that a much larger volume
could be covered by the wand. This allowed moraeeras to recognise the markers and

lower camera residuals to be achieved.

Cameraresiduals

The quality of the calibration was determined bgnega ‘residuals’ representing the RMS
of the distance between the light ray emitted fitbi camera to the retroreflective marker
and the ray reflected back to the camera from tlheker. The ‘mean residual’ is the
mathematical mean of all the camera residuals &ed‘residual range’ indicates the

difference between the highest and lowest camesrduals.

According to Vicon, the individual camera residusit®uld not be more than 0.1 % of the

distance from the camera to the centre of the captolume. This would indicate that a
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residual of less than 1 mm would be acceptabla ftistance of 1 m from the centre of the
capture volume. Since all cameras were a numberetrfies from the centre of the volume,

the measured residuals (mean 0.609 mm) were maneaitiequate (Appendix 5).

Static reproducibility

The static reproducibility is a measure of the Rétfr of the calculated relative positions
of markers on the static calibration object witBpect to the known relative coordinates of
the markers. Vicon recommends that this valueebg than 1%, hence on this occasion the
value of 0.944% was just acceptable. However, abeuracy of the static calibration
object was not an issue in this case as the ddisequently underwent a rotation and
translation. This was based on a matrix determiinech markers placed on the floor

throughout the capture volume in order to defirgbodal coordinate system (Appendix 6).

Rotation and trandlation of the coordinate data

Due to the relatively large capture volume, soméhefcameras could not detect the static
calibration frame, which caused problems when cailibg the equipment. The calibration
frame was elevated and rotated until the maximumber of cameras could detect it.
This led to a global coordinate system that did redate well to the activity being
measured and therefore required a rotation andlaton to be performed on the data to
bring the origin and coordinate system in line witie running track before it could be

analysed (Appendix 6).

Vicon reconstruction parameters
Vicon automatically tracks markers and reconstrtioes position. This reconstruction is

dependent on various parameters, namely:

e Maximum acceleration;
e Maximum noise factor;
e Intersection limit;

¢ Residual factor;

e Predictor radius;

e Minimum cameras to start trajectories.
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In order to optimise the number of markers thatemeacked, and the accuracy of this
tracking, these values were varied. Each one wasipulated away from the default
values whilst holding the other values constant. was assumed the effect of each
parameter was independent, unless indicated otberimi Vicon literature. One way of
assessing the quality of the reconstruction isbhiweove the number of segments created,; if
all trajectories are unbroken there will be onensexgt per marker. In all cases there were
a number of broken trajectories and therefore ahnhigher segment number than there
were markers, so minimising this number was arcatdr of less broken trajectories. This
is just an indicator and it was important to vi$yiahspect the data too, as some
trajectories were more important to the analysatbthers. Therefore, parameter values
that also optimised the tracking of these trajeetowere chosen. For parameter values
and explanations see Appendix 7.

433 Video

In addition to Vicon data, high-speed video of gfreund contact phases on the force
platform was captured from the front and side ushgntom high-speed cameras (Figure
4.3). These were used as a visual reference tihaidnalysis and processing of the kinetic
and kinematic data. Digital video was captured5@t Hz using three Sony digital
Handycam VX1000E video cameras, two situated dialjypnn front of the jumper and
one diagonally behind (Figure 4.3). In additionaitting as a visual reference, this was
treated as a contingency plan had there been pnshbiéth the kinematic data from Vicon

necessitating manual digitising.

4.3.4 Analysisof kinematic data

Marker files

Once the kinematic data had undergone the rotatmwhtranslation it was necessary to
assign each tracked marker with a name in ordéisttgments could be defined and angles
between segments calculated. In order to do tiasrVrequired a marker file containing
all the relevant marker labels. A list of thesenea is displayed in Appendix 4. This file
also defined segments using marker positions abdesuently defined the sequence in
which these segments were attached to each otlfibe order in which lines between

markers were drawn was also defined for displappses.
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For each trial it was necessary to label each mavkth the correct name. Since
trajectories were often broken, some markers waelled multiple times over the time

period of the trial.

Filling gapsin marker trajectories

Where marker trajectories were broken, gaps ofoupOt frames were filled automatically
by Vicon, since it is relatively easy to predictrajectory over a small time period where
information is known about the trajectory at eitegte of the gap. In this case trajectories
were then visually checked to ensure the intermmiavas sensible. Where the gaps were
larger than 10 frames the pattern of movement etipral markers was used to predict the
trajectory of the marker in question. Discretioasmsed in order to pick suitable markers,
I.e. the trajectory of one knee, ankle, or elbowkaacan be used with some confidence to
predict the trajectory of the other marker on thms joint since they are on hinge joints
and therefore bound to follow similar trajectorie¥his technique was used mainly in
airborne phases and not very close to impacts wimend&er movement is more erratic.
Where a portion of a trajectory was clearly spusithis portion was deleted and the gap

filled in one of the ways described above.

Model files

Once all the markers in the trials had been labetlevas possible to obtain joint centres
and relevant joint angles for input into the sintiola model from Vicon using a model
written in Vicon BodyLanguage (Appendix 8). Sinttee data were collected in three
dimensions and the simulation model was restriteithe sagittal plane, it was necessary
to convert the angles into two dimensions. As nodshe activity occurred in the sagittal
plane, angles could be read in directly from Vidaine axes defined within Vicon were in
line with those of the simulation model. Two pdiah operations were possible:
projection of the angle onto the sagittal planeratation of the coordinate system of the
limb in order to obtain the angle in the sagittaine.

Projection of thelimb angle

The angle of the limbf) was calculated by simply using the coordinateshm axes
describing the sagittal plane (x and z) and digiigg the coordinate in the third axis (y)
(Figure 4.4).
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Sagittal plane

Figure 4.4 lllustration of the projection of a segment ortie sagittal plane.

Rotation of the arm coordinate system
The other option was that the angle of a ‘childjreent could be calculated with respect to

the coordinate system of the ‘parent’ segmentithaas attached or the global coordinate

system (Figure 4.5).

N1

N3
Figure 4.5 Diagram showing clockwise rotations about threesafuedicated by arrows

around the axes) in a right hand coordinate system.

70



A directional cosine matrix can be derived whichfens rotations on data points about
three axes:
cosd 0 —sing
sing-sind cosg sing-cosd |. (4.1)
COSyp -Sin@ —sing COSyp - cOsH

With reference to Figure 4.5, the directional cesmatrix described in Equation 4.1

represents clockwise rotations about three axesNf21and N3. Through angleg:; ¢;

andy .

The order of rotation chosen was based on theylikehge of motion about each of the
axes during common human motions such as walking amning (Tupling and
Pierrynowski, 1987); with internal / external roteit being the smallest, followed by
adduction / abduction, and then flexion / extensi&ach segment was therefore rotated
first about the flexion / extension axis, followeg the adduction / abduction axis, and

lastly the internal / external rotation axis.

Both methods were trialled in the angle-driven m@del it was found that the projection
angles allowed the model to match performance loettzr, since they represented motion

in the sagittal plane better than the rotated angle that method was preferred.

4.4 COLLECTION OF KINETIC DATA

441 Literatureon force measurement

Force is generally measured using the deformatfomansducer elements to generate a
voltage proportional to the applied force (Yeadaod &€hallis, 1994). Kinetic data of foot-
ground contacts is typically collected using fomatforms. According to Yeadon and
Challis (1994) the key design features of a fole¢fgrm are that it should be large enough
to accommodate the contact area within the movewienterest and that it should have a
natural frequency high enough to eliminate intenmee of vibrations in the plate with the

signal of interest.
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4.4.2 Forcedata collection protocol

Force data were obtained using an AMTI BP600900efgriatform with a 4000 Ib (17800
N) vertical force capacity. This force platformessstrain gauges mounted on four
precision strain elements to measure forces andentanproducing a total of six voltage
outputs: three force; and three moment channelge raw voltage outputs from the strain
gauges were amplified and converted to a digigaiaiby an AMTI Miniamp using a gain
of 1000, and a 12 bit analog-to-digital convertdhe excitation voltage was set to 10 V
and the voltage range waslO V. The force data were captured at 1000 Hz and
synchronised with the kinematic data using a rentogger. This trigger initiated the
capture of force data, using a 50% pre-trigger Wits of capture time, and applied a
voltage to an external patch panel eliciting a sgweave in an analogue channel within
the Vicon MX system.

The force platform had a covering of synthetic kradnitially no corrections were made
for this since it was assumed this would only gdliglaffect the transferred forces, as the
mass of the deformed surface was small (Nigg arati¥e, 1987).

4.4.3 Literatureon isovelocity dynamometry

In torque-driven models of sporting activities & mecessary to ascertain joint torque
parameters for the subject in order that joint tesjin the model remain within realistic
boundaries. These joint torques may be measuiiad aa isovelocity dynamometer (e.qg.
Cybex, Isocom). These dynamometers have a poveeaddt which rotates back and forth
through a pre-defined angle range, varying rest&tan order to maintain a set velocity,
whilst the subject exerts maximal torque on thenkraboth concentrically and

eccentrically. This torque is measured by a stgaunge in the crank.

Chow (2001) highlighted several issues concernmeguse of isovelocity dynamometers:
torque ‘overshoot’ and ‘oscillation’ can occur befaonstant angular velocity is attained
and deceleration occurs towards the end of theractidn (Osternig et al., 1982); the
period of constant angular velocity decreases aptb-set angular velocity increases due

to the greater angular distance through which thd Ihas to travel before reaching
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constant angular velocity (Chow et al., 1997); exnm torque measurement occur when
gravitational and inertial effects are not conséde(Chow et al., 1997), although Chow
(2001) stated that most modern machines have atgrearrection feature; and mixed

results on within-day, inter-day, and inter-machregability of strength data have been
reported for different exercises (Madsen, 1996)esiite these concerns Chow (2001)
emphasised that recognising the limitations of éheschines does not detract from the

valuable contribution they make to the understagdinmuscular function.
4.4.4 Joint torque measur ement protocol
An Isocom isovelocity dynamometer was used to gatla¢a for the ankle plantar and

dorsi flexion and for flexion and extension of theee, hip, and shoulder on the right side
of the body (Figures 4.6-4.7).

ity

Figure 4.6 Position of subject and dynamometer for knee esxoen

Bilateral symmetry was assumed. Measurements taken at angular velocities ranging
from (/s (isometric) to 40Us at 50°s intervals, using a sampling frequerfc}090 Hz.
These data subsequently allowed torque / angléaqgde / angular velocity profiles to be

calculated for the subject and joints in question.
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Figure 4.7 Position of subject and dynamometer for ankle pliafiexion.

When setting up the apparatus it was importanntuee that the centre of rotation of the
crank arm was as close to that of the relevant jasnpossible. In order to do this, the
subject was instructed to apply torque to the cramk whilst the centre of rotation of the
crank was aligned with that of the joint, as thaf@entre moves when torque is applied.

Calculation of inertial properties

Inertial properties for the system were obtainetbaatically by the machine. The crank
and limb were allowed to fall under gravity at @guoribed angular velocity and the applied
torque was measured. Once this had been calculdtedtorque due to gravitational

acceleration of the limb could be accounted fogite the gross torque produced around

the joint.

Conversion of crank angletojoint angle

The crank angle and joint angle differ due to theywhe subject’s limb is attached to the
crank arm. In order to get joint angle data frome ttrank angles measured by the
dynamometer, a mechanical goniometer was used tasune joint angles statically
throughout the range of crank angles used by tin@amdpmeter, whilst the subject applied
a torque to the crank arm. A line was then fittedhe data relating joint angles to crank
angles. This allowed joint angles and angular cigks to be calculated from the crank
data.
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445 Maximum joint velocity measurements

In addition to the isovelocity data, maximum vetgalata were also taken for the knee,
hip, and shoulder joints with the limb unloadedheTankle was omitted as it was deemed
impractical because maximum voluntary velocity waskely to exceed that measured by
the isovelocity dynamometer. These data were gadhesing Vicon MX; retroreflective
markers were placed on the ankle, knee, hip, skeoulthd elbow joints and the subject
was instructed to flex and extend at each joinjaiskly as possible, with flexion and

extension being two separate movements.

These data allowed a realistic maximum achievablecity to be measured, which could

then be used as a lower bound foy,, in the optimisation procedure, during which a

surface was fitted to the torque / angular veloaitg torque / angle data gathered using the
isovelocity dynamometer (Section 4.7.5). A more&uaate torque / angular velocity

relationship for input to the simulation model npke jumping could then be calculated.

4.5 DATA PROCESSING

45.1 Filtering force data

Upon visual inspection it became apparent thae#tperimental force data might be noisy.
This was especially marked in the horizontal fotcaces. The simulation model
determined forces at the foot using equations basdthe movement of the foot and shoe
relative to the ground. If a portion of the forttace was governed by factors other than
this, e.g. movement of the force plate or the fqlege covering, the model could not be
expected to reproduce this portion. In order teaine whether this was the case, similar
jumps were performed from the force plate in thaofatory, and the force plate in the
HiPAC where the experimental data was collectekdes€ jumps were performed using the
same footwear and approach run length. The HiPAG displayed a high frequency

component which was absent from the laboratory (Ftpres 4.8 and 4.9).
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Figure 4.8 Horizontal force traces for similar jumps in thedsatory and HiPAC.
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Figure 4.9 Vertical force traces for similar jumps in the lasiory and HiPAC.
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A spectral analysis was then performed on both eketfata in order to ascertain which
frequencies were common to both sets and which na&eand hence could be filtered out
of the HIPAC data. It can been seen that there avasarked increase in the spectral
density of the HIPAC data signal above 100 Hz, pepkt around 200 Hz (Figure 4.10).
There was no such increase in the laboratory datiathe signal continuing to die away to
near zero (Figure 4.11). Since the spectral dengraphs differ in form after
approximately 100 Hz for the two jumps, a low pBsterworth filter was used to remove
frequencies above 100 Hz from the HIPAC data. Tesulted in a total change in
horizontal and vertical impulse of only 0.1188 % af.0245 % respectively, but quite a
marked change in the form of the horizontal fomeeé (Figure 4.12) and a less marked

change in the vertical force trace (Figure 4.13).

YWelch Power Spectral Density Estimate
5':' T T T T T | T T T
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Figure 4.10 Spectral analysis of force data from HiPAC.
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Figure4.11 Spectral analysis of force data from the laboratory
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Figure 4.12 Filtered and raw horizontal force traces from HiPdata.
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Figure 4.13 Filtered and raw vertical force traces from HiPA&ta.
45.2 Calculating COM velocities

It was necessary to obtain accurate COM velocdie®ouchdown and take-off for each
phase of the triple jump. These were used asaintbnditions and in the objective
function to evaluate the accuracy of the model.ol&tbody COM positions were obtained

using an inertia model (Yeadon 1990a) (Figure 4.14)
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Figure 4.14 Graphical representation of the inertia modelffiad 05.
Touchdown and take-off velocities were calculatedmf the COM positions at the

beginning and end of the flight phases precedird)fatiowing the ground contact using

equations of motion (Table 4.1).
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Table 4.1 Calculated COM velocities

Phase Trial Direction Touchdown velocity (m/s)  Take-off velocity (m/s)

07 Jump Horizontal 6.81 5.52
Vertical -2.22 2.28

09 Hop Horizontal 7.73 7.00
Vertical -0.95 2.35

10 Step Horizontal 7.07 6.30
Vertical -2.71 1.64

In order to quantify the accuracy of this data ith@ulses calculated from the difference
between touchdown and take-off velocities were caneg to those measured from the
force plate, and implied differences in velocitesre calculated (Table 4.2).

Table 4.2 Comparison of calculated and measured impulses

Implied

) R Calculated Measured _ _

Phase Trial  Direction ) differencein
impulses (N.s)  impulses(N.s) _

velocity (m/s)

07 Jump | Horizonta -93.81 -90.98 0.04

Vertical 467.92 473.71 0.08

09 Hop Horizontal -53.19 -46.94 0.09

Vertical 339.64 342.59 0.05

10 Step Horizonta -56.13 -55.89 0.00

Vertical 456.52 462.35 0.08

Average 176.83 180.81 0.05

These implied differences in velocities were usecgaumber by which the initial COM
velocities were allowed to vary in simulations twaunt for inaccuracies in the coordinate

data.
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45.3 Splining angle data

Joint angle time histories from the performancewigd using Vicon were used as input to
an angle-driven simulation model. In order to drihe simulation model using different

time-steps it is necessary to fit quintic splindspd and Jennings, 1979) to the joint angle
time histories to ensure that angles could be taled for input to the simulation model at

any time interval during the simulations. Six splicoefficients were calculated for each
time step. The simulation model could then reathese six spline coefficients and use
them to interpolate between time-steps, calculatiegangles and their first and second

time derivatives to obtain angular velocity andederation for the requisite points in time.

In addition to interpolation, quintic splines weaéso used to smooth the angle data,
removing noise due to marker movement or erroithéntracking of markers. In order to
estimate errors a pseudo data set was calculateddrpging the points before and after
each original data point; the difference betweés plseudo data point and the original data
point gave an estimate of the error in this po¥egdon and King, 2002).
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Figure4.15 A comparison of raw and splined knee angles.
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Figure4.16 A comparison of raw and splined ankle angles.

The level of smoothing was important in order tmo®e noise whilst keeping as much of
the genuine signal as possible. This level wasrdehed by the weighting of local and
global errors on the overall level of smoothinghisTwas particularly important around
impacts since large angular accelerations woule leocurred and should not have been
removed due to over-smoothing. In order to obtabalance between removing noise and
over-smoothing, local and global errors were eawkrga weighting of 50%. Average
errors were less than 0.5° for angles at all joingelected raw and splined angle time
histories are displayed in Figures 4.15-4.16 anchrt be seen that genuine angle peaks

have been largely maintained, whilst high frequemaige has been removed.

4.6 ANALYSISOF TRIPLE JUMP DATA

4.6.1 Phaseratios

During the data collection the subject performeduaber of complete triple jumps, the
total distances, phase distances and phase ratitiselse jumps are displayed in Table 4.3.

A diagram showing how each phase distance is @bxiis shown in Figure 2.7.
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Table 4.3 Distance of jumps and individual phase ratioscfumplete trials

Trial Hop(m) Step(m) Jump(m) Total(m) Hop% Step% Jump %
1 4.32 4.26 4.17 12.75 33.8§ 33.41 32.
3 4.80 4.04 4.34 13.18 36.44 30.65 32.9
5 4.59 3.96 4.53 13.08 35.09 30.28 34.4
6 4.44 3.98 4.37 12.79 34.71 31.1p 34.1
7 451 3.96 4.28 12.75 35.31 31.0p 33.5

M ean 4.59 4.03 4.34 12.91 35.10 31.30 33.9

Range 0.48 0.30 0.36 0.43 2.54 3.14 1.93

It can be seen in Table 4.3 that, on average, ubgest employed a balanced technique;

one where neither the hop nor the jump was mone tva percent greater than the other

(Hay, 1999). Only in trial number three, whichuked in the greatest distance, did the

subject exhibit another, hop-dominated, technidieey( 1999). The phase ratios displayed

in Table 4.3 are all within those percentages rtepofor Olympic triple jumpers by Hay

(1999).
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Figure 4.17 Horizontal and vertical forces for the hop phakea( 09).
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Figure 4.18 Horizontal and vertical forces for the step ph@sel 11).
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Figure 4.19 Horizontal and vertical forces for the jump phéBeal 07).

Figures 4.17 to 4.19 show filtered forces measumeBWs for the hop, step, and jump
phases respectively. These forces are in line wallies in the literature, in that the
magnitude of the vertical force peak in the homliag is around 12 body weights (Ramey

and Williams, 1985). However, surprisingly the legt peak force was recorded in the
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step landing (> 13 BWSs); this was perhaps due ¢ostibject having a bruised heel which
he tried to protect from high forces in the hopdiag by contacting the ground first with

his toe. This was not apparent in the step landing

4.7 PARAMETER DETERMINATION

4.7.1 Literatureon anthropometric measurement

Yeadon and Challis (1994) stated that experimetgahniques for determining body
segment inertia parameters such as water imme(Bilmgenhoef et al., 1983), reaction
board measurements for mass centre locations i€Defl al., 1964) and oscillation
techniques for moments of inertia (Hatze, 1975)tane consuming and not suitable for
determining inertia properties of central segmeauish as the pelvis. Yeadon and Challis
(1994) list a number of methods which allow caltola of body segment inertia
parameters. These include geometric models (HA@®0; Yeadon, 1990a), regression
equations (Hinrichs, 1985), non-linear regressiqua¢ions (Yeadon and Morlock, 1989)
and the scaling of cadaver inertia values (Forwetdal., 1985). They claim that
regression equations based purely on cadaver Hatddsbe viewed with caution and that
technigues based to a lesser extent on cadavern.@ageometric models, are preferable.

Yeadon and Challis (1994) predicted that the useoofiputer aided tomography (CAT)
(Huang and Wu, 1976) and magnetic resonance imdyiij) (Martin et al., 1989) may
circumvent the reliance on cadaver data or at labstv an evaluation of models using

these data.

Geometric models

Yeadon (1990a) evaluated his geometric model agtinse of Jensen (1978) and Hatze
(1980). The maximum errors of the total body mestgmates of these models were 2.3%,
1.8%, and 0.5% respectively. However Yeadon (1p%fated that the accuracy with
which the model estimates total body mass is ngbed indicator of the accuracy of
predicted segmental masses and inertias. Insteador (1990a) proposed that, since the
model was developed for the calculation of perdeadlinertia parameters for input into a

simulation model, the agreement of the simulatioodeh with performance data would
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give an indication of the accuracy of the model.eadfon (1990b) performed this
evaluation using a computer simulation of aerial/ement; he found maximum deviations
between simulation and film of 0.04 revolutions ®wmersault, 7° for tilt, and 0.12
revolutions for twist. The model of Hatze (19868yuires 242 measurements, taking over
an hour of the subject’s time, whereas the modeYeddon (1990a) requires only 95
measurements, taking between 20 and 30 minutes.

4.7.2 Anthropometric measurements

Ninety-five anthropometric measurements were talkebe used as input to the inertia
model of Yeadon (1990a). Measurements were takemgwanthropometric callipers and a
measuring tape (Figure 4.20). These comprisec3dtis, 41 perimeters, 17 widths, and
three depths (Appendix 9).

Figure 4.20 Anthropometric measurement of the subject.

The subject was weighed without shoes and the shessweighed separately in order to
obtain inertia properties for the foot and shoensmg. Density values for individual
segments were taken from Chandler et al. (1975)adiedl with the measured volumes of
the segments to calculate the inertia values. rAfigial estimation these values were
adjusted in order that the total mass of the bo@yg ity matched the measured value.
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The inertia model of Yeadon (1990a) has 16 segmamtisfor each segment the mass,
location of the mass centre, principal moments r&frtia about the mass centre, and
distance between joint centres are calculated. sShmeilation model of triple jumping

requires 11 segments, therefore the forearm and, lzand the head, chest, torso and pelvis

were considered together using the Parallel AxisoFém.

4.7.3 Determiningrigid and wobbling element mass and inertia parameters

Determining mass parameters

In order to determine the mass of the rigid and bliog elements, values for the
percentage bone, muscle, and fat mass of indivitlrdds were taken from Clarys and
Marfell-Jones (1986).

The ratios of the rigid and wobbling element massee calculated from this data using a
method adapted from Pain (1999). Since body fatgmeages reported in literature are
much higher than that of the subject in this stukgess fat could simply be re-distributed

as muscle, or the muscle-to-bone ratio could bé¢ éepstant.

Table 4.4 Segment mass compositions (Clarys and Marfell-sloh@86)

Thigh Shank Trunk
Mass of segment (kQ) 7.78 2.14 37.36
Bone mass of segment (kQ) 0.70 0.46 4.88
Fat mass of segment (kg) 3.32 0.61 12.2
% mass of bone 9.03 21.69 13.06
% mass of fat 42.63 28.78 32.65
% mass of muscle 48.34 49.52 54.28

Using the segmental masses and compositions frdste Ba4 it was possible to ascertain

the relative fat percentage of the segment witheaeisto the whole body.
According to Clarys et al. (1984):

Percentage of body mass due to fat = 34.6%.

Percentage of body mass due to bone = 13.4%.
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The subject’s body fat percentage was assumed 8%bsince this has been shown to be

typical of elite male jumpers (Houtkooper et al02)

Re-distributing fat as muscle
Using the thigh as an example:
Mass of subject’s thigh from inertia model (Yeadd®90a) = 9.743 kg.

Fat mass percentage of thigh from Iiteraturesl%—g;L 100 = 4263% .

Ratio of segment fat to total fat from Iiterature%%%3 =1.23.

Fat mass percentage of subject’s thig8-=  £2986% .
Therefore percentage fat left to re-distribute asce =4263—- 986= 32.77%.
Percentage mass of wobbling elemen®86+ 4834+ 32.77=9097 . %

Mass of rigid element =foic3 9.743= 088 kg.

Mass of wobbling element Qfési7-9.743= 886Kkg.

Maintaining muscle to boneratio
Using the thigh as an example:
Percentage fat-free mass of subject’s thigtD8— 986=9014 . %

Percentage of fat-free mass made up of bone;&-go.mz 141%%.

9.03+48.34
Percentage of fat-free mass made up of mus@8.#-1419=7595 . %
Percentage mass of wobbling element595+ 986=8581 . %

Mass of rigid element —lfélcg-9.743= 138 kg.

Mass of wobbling element §150£C;1. 9.743= 836 kg.

Average value
The two methods described above were considergitkd an upper and lower limit for
the masses of each segment, thus the input tonthegasion model was taken as an average

of the two:
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Mass of rigid element w =113 kg.

Mass of wobbling element =8’86J2r—836 = 861 Kkg.

Determining inertia parameters

Having determined the mass and inertia parametetieosegment and calculated the
masses of the wobbling and rigid elements (Tal#§ 4nertia parameters of the wobbling
and rigid elements could be calculated. It wasumesl that the rigid elements were
cylinders of uniform density, with knowledge of thkength and mass their radii could be

calculated using bone densities reported in tleeditre (Table 4.6).

Table 4.5 Subject data from inertia program (Yeadon, 1990a)

Segment length (m)

Rigid segment COM position (m)

COM position of segment from proximal joint (m)

MOI of whole segment (kg.m?)

Mass of segment (kQ)

Massof rigid element (kg)

Mass of wobbling element (kg)

Table 4.6 Bone densities in different body segments

Bone density (kg/m®) 1218 1207.5 1100
Clarys and Marfell-Jones (1986) Dempster (19155)

89



() Wobbling element COM

® Total segment COM

( Rigid element COM
\/

Figure 4.21 Diagram showing wobbling element, rigid elemend &otal segment COMs.

Again the thigh is used as an example.

Using the equation for the volume of a cylindee: ar °h. (4.2)

The radius of the cylinder can be calcula Jd: 113 =0.0256 m.
7-0451.1218

Since the cylinder is of uniform density, the dista of COM from proximal joint equals
half the length:

L. %z 0.2255 m.
2 2

Taking moments from the proximal joint, the COM pios of the wobbling element can
be determined:

M seggdseg =M fig gd,, +M,.,0d (4.3)

rig wob *

Rearranging equation 4.3:
M seg dseg -M rig drig —d

M (4.4)

wob
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The radius of the wobbling element can then beutatied:

9.743-0.191-1.131- 0.2255
8.61z

=0.186 m.

Using the equation for the moment of inertia (M@lbout the transverse axis of a cylinder

of uniform density:

2 2
Mol =M r-™M (4.5)
12 4

The MOI of the rigid element was therefore:

0.457% - 1'13+ 0.0256 - 113

=0.019 kg-m?.
12

The parallel axis theorem dictatdg:= 1 ; + Md?2. (4.6)

With reference to Equation 4.6, the MOI of the whekegment is the sum of the MOls of
the wobbling (vob) and rigid (ig ) elements (Figure 4.21):

| gseg T M eeging = | guop + M

gseg segUseg —

+M_ d? (4.7)

2
dwob +1 grig rig ~'rig *

wob

Equation 4.7 can be rearranged to obtain the M@h@fvobbling elementl(,,,):

+M_d2 -M . dZ,-M d> =]

grig seg~ seg wob ™ wob rig ~'rig gwob*

| | (4.8)

gseg
The MOI of the wobbling element is therefore:

0.171- 0.019+ (9.743- 0.197) — (8.612- 0.186%) — (1.131- 0.2255) = 0.150 kg-m?.

The same methods were used for the shank and segrkents.
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4.7.4 Literatureon modelling muscular function

Muscle models in the literature can be broadlytgpto two sections: macroscopic (Hill,
1938); and microscopic (Huxley, 1957).

The sliding filament theory (Huxley, 1957) is a qaivated model involving molecular
interactions at a microscopic level and, as suels, Iimited application in whole-body
simulation models of human movement. Thereforeically Hill-type models are
employed (Alexander 1990, 1992; Pandy et al., 1980;Soest et al., 1993; Wilson et al.,
2006).

Force/ velocity relationship in muscle
Hill (1938) produced a model of muscle functionetetining the effect of load on the

speed of shortening, comprising what he termeddyreamic constants’ of muscle:

e P, the isometric tension of the muscle;
e a, the shortening heat per centimetre of shortening

e b, the increase of energy rate per gram decredsadn

From this he produced a ‘characteristic equatian’the speed of shortening, v, under a
load P:

(P+a)(v+b) = constant

He stated that this equation also applies to |lesgtiy.

Yeadon et al. (2006) produced a four-parametertimmcthat represented this force /
velocity relationship as a joint torque / angulatocity relationship for use in simulation

models of human movement.

Differential activation of muscle in eccentric contractions

It has been shown above that, in muscle fibresitim,vtetanic muscle force decreases
hyperbolically with increasing speed of shortenimghe concentric phase to approach zero
at the maximum rate of shortening (Hill, 1938). the eccentric phase muscle force
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quickly reaches 1.5 times the maximum isometricu@alvith increasing speeds of
lengthening and then plateaus for values aboveidés the maximum rate of shortening
(Harry et al., 1990). However in maximum voluntagcentric contractions in human
skeletal muscle there is little increase in forbewe the isometric level (Westing et al.,
1988). This indicates full activation cannot bd&iaeed in maximum voluntary eccentric
contractions. Westing et al. (1990) found thatcéomwas increased by 21-24% during
eccentric contractions when electrical stimulatwas applied to the muscle, where no
corresponding increase was seen for isometric andemtric conditions. This led them to
hypothesise that a neural mechanism inhibits amivdevels during maximum voluntary

eccentric contractions in order to reduce the p$knjury due to the extreme muscle
tension that would otherwise be generated. Yeadal. (2006) attempted to mimic this
‘differential activation’ of muscle using a threarpameter function; this was used in
addition to a four-parameter function modelling tiheoretical tetanic torque / angular
velocity relationship to produce a seven-paramdterction. This seven-parameter
function was then used to fit a line to two setsemperimental joint torque / angular
velocity data giving unbiased root mean squareterdinces of 1.9% and 3.3% of the
maximum torques achieved. They stated that faitorénclude differential activation

considerations when modelling maximal movementtleald to errors in the estimation of

joint torque in the eccentric phase and low-veloctncentric phase.

Force/ length relationship in muscle

The force / length relationship of muscle in isethfibres was initially thought to be of a
polygonal form (Gordon et al., 1966) but more relgehas been shown to approximate
more closely to a bell-shaped pattern (Edman anglaRei, 1987). King et al. (2006)
added two parameters to the seven-parameter functideadon et al. (2006) describing
the maximum torque as a quadratic function of amile element angle. This produced a
nine-parameter function defining the torque / anfglangular velocity relationship in
maximum voluntary human joint movement which theypéoyed in a torque-driven
model of jumping for height. In future simulatioitsmay be beneficial to model the
torgue / angle relationship as a bell-shaped patteline with the findings of Edman and
Regianni (1987).

The nine-parameter fit of King et al., (2006) aausufor the contractile mechanisms

involved in torque production around joints. Irddibn to these contractile mechanisms,
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passive structures in the form of parallel andeseelastic components also modify torques

produced.
4.75 Torque/angle/angular velocity profiles

Once the torque / angle / angular velocity data beeh measured using the isovelocity
dynamometer and the maximum voluntary angular Wglotests, a seven-parameter
function was fitted to the data. This was donagishe method described by Yeadon et al.
(2006). In the concentric phase of the actiondimeve is represented by the classic Hill
hyperbola (Hill, 1938) (Appendix 10):

C

T=0—-  _
(0, + )

T

C

(if @>0), (4.9)

whereT, :M, C=T (@ +0.)-

a)max

In the eccentric phase the relationship betw&erand » is given by the rectangular
hyperbola (Appendix 10):
E

(a)e - CU)

T= +T

max

(if @<0), (4.10)

(Tmax _TO) Omax Ve E= _(Tmax T, )(Oe .

wherew, = ,
KT, (0 +®.)

max

In addition to the four-parameter function definitige concentric and eccentric phase,
there was a three-parameter function used to dedfieedifferential activation of the

muscles during concentric and eccentric actiongpéhglix 10):

o = +m(a—-05(a,,, +a,.))
L (amax - a)(a_ amin) '

(4.11)

Having defined the three-parameter and four-paramieinctions (see Appendix 10 for
symbol definitions) they were subsequently muléglio give a seven-parameter function
describing the maximum torque and differential\ation. An additional two-parameter
function describing the dependence of the torquelymstion on joint angle variation was
added to the seven-parameter function to produti@exparameter function (King et al.,
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2006). This two parameter function differed froine tquadratic function used by King et
al. (2006). Instead it was represented by a heltec(Edman and Regianni, 1987).

t, =g D (4.12)

a

where @

o IS the angle at which maximum torque is producedi kg represents the width

of the curve.

Fitting the nine-parameter function

For each joint and joint motion tested, a nine-paater function was used to fit a surface
to the experimental data using a simulated anrgaligorithm. Experimental torque data
were restricted to those obtained from the consdagular velocity period of the crank
motion (Section 4.4.3). Contractile component easglere obtained using calculated SEC
stiffnesses (Section 3.5.2), and it was assumeidditwang the period of isovelocity the
contractile component velocity was equal to theeiy of the joint. Figure 4.22 shows a
3D surface fit to measured data for knee flexiormere the open circles represent
measured joint torques. This surface describes haah torque can be produced at any
combination of angle and angular velocity withie pecified range. Appendix 11 gives
values for each of the nine parameters for eaclhhefjoints and joint actions and

associated absolute and percentage RMS error values

joint torque (Nm)

500
300
100
80 0 : -400
100 o : > -200
120 b
joint angle (deg) 140 > 200 angular velocity (deg s™)

400

Figure 4.22 Example surface fit to torque data for knee flexion

95



The metatarsophalangeal joints
Since no data were collected for the MTP joint,thrgue parameters were estimated using
the method described below.
With reference to Figure 4.23, imagine a persobaigancing on ‘tiptoes’ causing a large
reaction force towards the end of their toes. figkinoments about the point of force
application, O, where B is the MTP joint and A #rkle joint:

T,=d,-R. (4.13)

It was estimated thady is one third of the length ad, therefore:

Ty =T, /3. (4.14)

ds

ds

B O

4

Figure 4.23 Diagram of MTP joint torque.

So the MTP joint was considered to have the samagi¢o/ angular velocity parameters as
the ankle joint with one third of the maximum isdre torque. The torque / angle
relationship from the ankle was not included inesrdo avoid projecting the same
optimum angle onto the MTP joint; therefore a separameter function was used for the
MTP joint.
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The shoulder joints

The subject was only able to complete three isameétials in the shoulder flexion
protocol due to injury. The torque / angle relasbip and maximum isometric torque
were therefore calculated from these trials and tis then combined with the seven-
parameter torque / angular velocity relationshifruated from the shoulder extension

protocol to form the nine-parameter fit.

Increased Ty values

The nine-parameter fits were calculated with thertion of 90% of the measured values
lying below the surface and 10% lying above thdamar. It was decided not to calculate
fits with 100% of values below the surface, sirftis thade it difficult for the algorithm to
accurately match the shape of the data. Howeweedhe subject had achieved all the
measured values it was decided that the fits shsulbdequently be raised based on the
number and position of the points above the surfatieerefore the average distances of
the measured points above the surfaces were cdulaith isometric and dynamic points
weighted such that each accounted for half of dleuwtated mean values. The @nd
Tmax values were then increased accordingly byethteserage values, with all other

measures remaining the same.

4.8 CHAPTER SUMMARY

In this chapter the collection of kinetic and kirega performance data from a triple jump
has been described. Considerations for the progese kinematic data have been
discussed and experimental and theoretical techaidor subject-specific parameter
determination have been outlined. The next chapiltrcontain an evaluation of the

computer simulation model of triple jumping.
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CHAPTERS

MODEL EVALUATION

5.1 CHAPTER OVERVIEW

In this the chapter the method for the determimatad subject-specific viscoelastic

parameters using an angle-driven model is describssues regarding matching angular
momentum and limiting depression at the foot-groumerface are discussed. The results
from the determination of subject-specific visceéila parameters are detailed. The
methods for the evaluation of a torque-driven maaelthen described and results of this

evaluation are reported.

5.2 EVALUATION OF JUMPING MODELSIN THE LITERATURE

This review will consider the methods of evaluatiosed in those studies involving
analytical models of jumping reviewed in Sectio2.3.Where a model is employed by
more than one study, the method of evaluation usdtie study where the model was

introduced will be described.

5.2.1 Modesof one-legged jumps

Alexander (1990, 1992), in his simple models of pumg, did not quantitatively evaluate
his models as such; he did however discuss featirgge simulation results with respect
to those from the literature. Sorensen at al. 9198atched their model to performance
using GRFs measured from a long jump. The onlyntjaive measure of how closely the
simulation matched performance data they offeresl tvat the stance knee angle deviated
maximally from the performance knee angle By &eyfarth et al. (1999) matched their
simulation force data to measured force data. Tgreyided parameter values from the
model and the respective performance values whaste @n indication of how well the
model matched performance, without performing aalwation per se. Seyfarth et al.

(2000) also did not provide an explicit evaluatiointheir model, but they did provide
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experimental force data for comparison with simedafiorce data, and stated that the angle
of attack at touchdown agreed with experimentakoleions within a range of5 They
stated that the model did not reproduce the magaitf the first GRF peak and, as such,
the model's jumps were shorter (-9%) and had ateflatake-off angle (<) than
experimental data. These are the only quantitatttempts at evaluation that they made.
Seyfarth at al. (online) used the results fromlast of 30 long jumps (6.90 m) in order to
compare the results of their optimised model ta@gberformance. The distance jumped
by the model (5.72 m) was quite considerably ldssntthis best performance, so
comparisons may not necessarily have been as aslith a jump of a similar distance.
Linthorne and Kemble (1998) in their adaptatiortred model of Alexander (1990) stated
that the model accurately predicted the differencegptimum take-off technique between
males and females, and the changes in jump perfmenas an athlete uses a faster
approach. However they made no attempt to quéimata evaluate their results. Ridka-
Drdacka (1986) did not provide a quantitative eaian of their model. Ranges of input
parameters were reported but their origin was petiied. Some mention was made of
estimating the influence of some of the simplificas of their model using experimental
measures but there was only a qualitative desonptif these effects. Hatze (1981)
showed experimental and theoretical GRFs which ajggeto show a very close match,
stating that the good agreement between theoretihbexperimental results was apparent.
However he did not provide any quantitative measirthis agreement, or mention how
well the model matched performance data in anyrottay. Chow and Hay (2005) used
kinematic and kinetic data from a long jump frone titerature in order to calculate a
‘reference jump’ which best matched this data. yTded not provide a quantitative
evaluation of the jump; however they did give valdier the parameters used in order to
produce the reference jump, alongside those franlitérature. Wilson et al. (2006) and
King et al. (2006) explicitly evaluated their sutijspecific models against a performance
by that subject. Wilson et al. (2006) used a kiatcally-driven model to determine
viscoelastic parameters, using a six-componentctiage function (Section 3.2.1) to
evaluate how closely the model matched performdate in a jump for height, and a jump
for distance. They found that parameters derivenhfeither one of the types of jump did
not reproduce the performance well in the otheetgpjump. They therefore produced a
common set of parameters for a jump for height andmp for distance which led to a

mean difference between simulation and performaicg@ (made up of 7% and 10%)
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over the two simulations. King et al. (2006) als®d a six-component objective function
(Section 3.2.1) to determine how closely a torquieeth model matched performance data,

achieving a difference of 6.6%.

5.2.2 Modelsof two-legged jumps

Pandy et al. (1990) made some mention of how \elr tmusculotendon model matched
experimental data; providing graphs and mentiotinag the model’s torque / angle curve
was offset by up to 20from experimental data. They stated that thaimging model
qualitatively matched experimental results and gled a quantitative comparison of
ground contact time, jump height, peak GRF, andtian of the trunk with respect to data
from the literature. Anderson and Pandy (1999)Violed a quantitative comparison of
model and experiment, as their model was basedilojed-specific data. They compared
peak GRFs, peak vertical acceleration of the bedytical velocity of the COM at take-
off, and jump height, noting that they were alltime range of those achieved by the
subjects in their study. They did state howevat the ground contact time in the model
was considerably shorter than the average of thdjects. Van Soest et al. (1993)
evaluated their model against experimental datdneyTstated that it corresponds well
qualitatively with the proximo-distal sequence ofisule activations observed in vertical
jumping. They compared joint angular velocity tihistories and joint moments with
experimental data graphically. They also quardiaenumber of differences in: work done
at each joint; maximal jump height; and verticalloegy at take-off. Overall they
acknowledged a few areas of concern, but statetl ttiea degree of correspondence
between experiment and simulation was highly eraging. Selbie and Caldwell (1996)
compared the COM and joint kinematics of their mddeexperimental results from the
literature. They stated that several model COMekiatics are within the range of those
seen in actual human jumps and that the model jaimges of motion also compared well
with experimental results. They also stated the segmental patterns and COM
displacement and velocity patterns resembled tihmsed in the literature. Overall they
claimed that their model captured many of the irntgodrcharacteristics of human jumping.
Dapena (1999) made no mention of any sort of etialuaf his model, either quantitative
or qualitative, in what was only a very brief papé&shby and Delp (2006) whose model’s

anthropometric and mass / inertia characteristicevi@ken from subjects who performed
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standing long jumps, included a table comparingikiatic results at take-off between their
simulation and these experimental results in jumipls and without restricted arms. They
found that the experimental jump distances wer@ @+ further than the simulated ones,
attributing this difference mainly to a lack of teegment in the model. They stated that
the COM velocities at take-off were within 3% ofpeximental results in both arm

conditions.

5.2.3 Summary of literature on the evaluation of models

The reviewed studies displayed various levels afuation; these ranged from those that
either did not perform any evaluation, or only giagively compared their models to data
from the literature (Ridka-Drdacka, 1986; Alexanddr990, 1992; Dapena, 1999;
Linthorne and Kemble, 1998), through those thatgpered some quantitative comparison
between their models and performance data (Ha&&l;1Pandy et al, 1990, Selbie and
Caldwell, 1996, Seyfarth et al., 1999, 2000, onlitzethose that evaluated their partially
subject-specific models against various aspecpgedbrmance data (van Soest et al., 1993,
Anderson and Pandy (1999); Ashby and Delp, 20B6&)wever, only Wilson et al. (2006)
and King et al. (2006) provided an explicit quaattite evaluation of their subject-specific
models against performance data. In order to hewefidence in the results of
optimisations of technique using simulation models essential that an evaluation is first
performed. Furthermore subject-specificity in medallows a direct evaluation of the
model against performance data from that subjacbrder to ensure that the model is an

accurate representation of the system it is atteignpd simulate.

5.3 LITERATURE ON OPTIMISATION ALGORITHMS

Van Soest and Casius (2003) evaluated the perfaenah four different algorithms in
solving ‘hard’ optimisations problems. They definghese problems as sharing the
following characteristics: (1) the objective fumttitypically has many local optima and is
non-smooth or even discontinuous; (2) the objediinmetion is available in implicit form
only, necessitating time consuming simulations edgomed for every evaluation of the
objective function; and (3) even for relatively gl models the dimensions of the

optimisation parameter space cannot be kept vavy lo
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The algorithms they evaluated were:

e Downhill Simplex Algorithm (DS);

e Sequential Quadratic Programming (SQP);
e Genetic Algorithm (GA);

e Simulated Annealing Algorithm (SAA).

They evaluated each algorithm in five separate Iprob for a range of starting values.
Two of these problems were musculoskeletal perfaomaoptimisation problems which
are of particular relevance to this study. Theynfd that all algorithms managed to
converge to a reasonable optimum in a vertical jngpproblem involving six parameters,
however the DS and SQP performed poorly in a higlmensional sprint cycling problem
with 16 parameters, which were increased to 32npaters by including initial conditions.
GA typically converged on values close to the glatgatimum and SAA did not fully
converge due to the initial temperature being tigh ko do so within the permitted number
of function evaluations. However results indicatiedt it had not been trapped in a local
optimum; this suggested that it may have achieesdlts closer to the global optimum
with a lower initial temperature or more functiomaliations. Van Soest and Casius
(2003) concluded that it is essential that thaahtemperature is tuned to the problem at
hand when using SAA. These results suggest thdt 88A and GA are capable of
finding global optima in hard optimisation problent®wever GA was the most easily
parallelised of the algorithms studied which allov@econsiderable reduction in processing
time.

5.3.1 Simulated annealing algorithms

Simulated annealing algorithms (Kirkpatrick et 4983) are based on an analogy with a
physical property: while at high temperatures thadetules of a liquid metal move freely,
if the temperature of the liquid is slowly decrehsiee thermal mobility of the liquid is lost
and they form a pure crystal which also correspotwds state of minimum energy
(Locatelli et al., 2000). If the temperature i€@sed too quickly the liquid metal ends up
in a polycrystalline or amorphous state with a hegkergy and not in a pure crystal.

Simulated annealing algorithms were developed imeorto find solutions for
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combinatorial optimisation problems and the appnod@as later been extended to
continuous global optimisation problems (Locatel#000). Simulated annealing

algorithms randomly generate a candidate pointaah eteration and, through a random
mechanism controlled by a parameter known as teatyrey;, they decide whether to move
the candidate point or to stay in the current on¢ha next iteration (Locatelli, 2000).

Corana et al., (1987) found that simulated anngalan provide very high reliability in the

minimisation of multimodal functions but that thtemes at a high computational cost
which increases linearly with the number of dimensiof the problem.

5.3.2 Geneticalgorithms

Genetic algorithms (Holland, 1975) are models ofci@e learning that derive their
mechanisms from the Darwinian principle of ‘suntied the fittest’ (Yang et al., 1998).
An initial population of sizen, representing a generation, is created by randoelgctng
parameters within the parameter space. Each pagarset represents the individual's
chromosomes (Yang et al., 1998). Each individsahssigned a fitness based on an
objective function. Three operations then occuorider to create the next generation: (1)
selection; (2) crossover; and (3) mutation. Fdividuals are selected for mating while
weak individuals die off (Yang et al., 1998). Matparents create a child with a
chromosome set that is some mix of the parentsrabsomes. This process is continued
until an entirely new population of sizeis generated. The fitness of this generation is
determined and the process is repeated. Succeagmiegations are created until a global

optimum is found.

5.4 DETERMINATION OF VISCOELASTIC PARAMETERS

Subject-specific viscoelastic parameters were deted using the method outlined by
Wilson et al. (2006) (Section 3.2.1). The simwaatmodel of triple jumping was angle-
driven using performance data. Stiffness and dagpiharacteristics, and initial
conditions of the model were varied using a sinedainnealing algorithm (Kirkpatrick et
al., 1983) in order to minimise the difference betw simulation and performance, since it
has been shown to converge to a global optimunhand® optimisation problems such as

the one considered here (van Soest and Casius) 2B8&ion 5.3). In order to obtain a

103



common set of viscoelastic parameters that wasstot changes between the three
contact phases of the triple jump, these threegqzhagre simulated consecutively with the
same set of viscoelastic parameters and a totehgeealifference calculated. Therefore the
same 18 stiffness and damping parameters comprigirgge horizontal and three vertical
stiffness values at the feet; three horizontal #mmde vertical damping values at the feet;
and one stiffness and one damping value at eatheatorso, thigh, and shank wobbling
masses (Section 3.5.4), were evaluated for eackephin addition to these viscoelastic
values, three kinematic parameters specific to gdrase (Section 5.4.2) were included,
making a total of 21 parameters per simulation, &ddparameters included in the

optimisation process in total.

54.1 Objectivefunction

Each simulation was given a score comprising faungonents adapted from the protocol
of Wilson et al. (2006):

e S - Percentage difference in horizontal velocity @& at take-off;
e S,- Percentage difference in vertical velocity of C@Make-off;
e S, - Overall RMS difference in trunk orientation iegitees in the contact and

airborne phases;

e S,- Percentage absolute difference in time of contact

The score was calculated by taking the overall RbiShese components in order to
reduce the chance of any one component being riedléaring the optimisation process.
Components were equally weighted, where one degaseconsidered comparable to a 1%

difference in other measures (Wilson et al., 2006):

F:\/(Slz+8222832+842) (5.1)
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The overall difference for the simulation was tlere the average of the scores for the
three phases:

F.+F, +F
—s

F= (5.2)

Penalties

Penalties were implemented to limit foot movemenmt2 cm vertically, and 2 cm
horizontally, relative to the initial horizontal giion of the point on the foot when it first
contacted the ground. Wobbling mass movement \&aslianited to a maximum of 4.5
cm at the shank, 7 cm at the thigh, and 10 cmeatrtink (Section 4.3.1).

Changes to the objective function of Wilson et al. (2006)
One change to the protocol of Wilson et al. (20@&ction 3.2.1) was to match the whole-
body orientation into flight, rather than match wsbody angular momentum at take-off

(ComponentS; ). This was because it was found that the orilemtaf the model in the air

was sensitive to movement of the wobbling massdse wobbling masses accounted for
the majority of the mass of the limbs and torsog dence their angular momenta
accounted for the majority of the whole-body angat@mentum. Thus it was impossible
to prescribe an angular momentum of the entireegysit take-off that would lead to a
particular orientation at a point later in flighdince, although the joint angles were

prescribed, the wobbling masses were free to mudependently.

Another change was the decision not to attempt acimhorizontal or vertical GRFs,
resulting in a four-component and not a six-compbnebjective function. Initial
optimisations where foot depression was not pesdlishowed excessive vertical
depression at the foot (> 4cm). It was hypothesibat this was due to the pin joints in
the model not accounting for compressions that occthe joints of the stance leg and the
spine. Thus the model required unrealistically lswffness and damping parameters in
order to match force traces. Table 5.1 and Figuteshow the scores for the simulation
and the associated GRFs respectively, and Appetiligontains the optimised stiffness

and damping parameters.
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Figure 5.1 Horizontal and vertical GRFs for a simulation diethop phase with no

penalties for foot depression (solid line) compaegderformance (dashed line).

Table5.1 Score for simulation of the hop phase with no persafor foot depression

Score Component Value

RMS Vertical Force (%) 7.6
RMS Horizontal Force (%) 14.6
Horizontal Velocity (%) 1.4
Vertical Velocity (%) 0.0
RMS Orientation) 1.0
Contact Time (%) 1.1

Overall Score 7.2

When the springs representing the foot-ground fiater depressed by a large amount (> 4
cm) it led to a delayed impact force peak and amralistic time history of the path of the

centre of pressure along the foot. This in tudhtke excessively high torques at the MTP
joint when the springs recoiled towards the enthefground contact, since the toe was the

only point in contact with the ground at this tim&he torque-driven model would not be
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able to reproduce these torques at the MTP joifiherefore it was decided that foot
depression should be limited to a maximum of 2 €imce this was slightly greater than the
maximum level of depression observed in the peréorte data. This depression was
measured as the distance moved vertically by thdegoint centre after the heel had

contacted the ground. Limiting the depressionhaf toot led to the overall modelled

system being stiffer and more highly damped thanatttual system. It was decided that,
since the main function of the model was to optarperformance, it was most important
that the viscoelastic parameters allowed the todiiven model to accurately match the
kinematics of the performance. Hence force dataewemoved from the objective

function. Due to this, the simulation force datd dot match the performance force data
as closely, however impulses and other measures wet matched (Table 5.2 and Figure
5.2).
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Figure 5.2 Horizontal and vertical GRFs for a simulation loé thop phase with depression

of the foot limited to 2 cm (solid line) comparedderformance (dashed line).

5.4.2 Initial conditions

In addition to the angles and angular velocitiewing the simulation, the other initial

conditions required to define the system were thezbntal and vertical velocity of the
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COM, and the angular velocity of the torso segmaevitjch determined the angular

momentum of the whole body.

Errors in COM velocities were calculated (see ®ecd.5.2) in order to determine the
levels by which these initial conditions were alexto vary from the measured values.
The initial horizontal and vertical velocities wealowed to vary by+ 005m/s. The
angular velocity of the trunk was allowed to vagy +1 rad/s to account for errors in the
kinematic data (King et al., 2006) (Section 4.3.1).

5.4.3 Optimisation results

Simulation results indicated that these viscoedagtairameters led to accurate model
kinematics and were therefore acceptable for udarther simulations of the triple jump
(Table 5.2). Each phase was well matched, witbrabined average difference of 1.8%.
Optimised parameters obtained from all three phadethe triple jump are shown in

Appendix 13.

Table 5.2 Individual and combined scores for angle-drivenugations of all three phases

of the triple jump

Component Hop Step Jump Combined
Horizontal Velocity (%) 2.1 0.1 2.2 1.6
Vertical Velocity (%) 1.6 0.4 0.5 0.8
RMS Orientation (Degs) 2.0 15 1.7 1.7
Contact Time (%) 2.8 1.2 4.0 2.7
Overall Difference (%) 2.2 1.0 24 1.8

5.5 EVALUATION OF THE TORQUE-DRIVEN MODEL

55.1 Optimisation method

Having obtained the viscoelastic parameters froenatigle-driven model, these parameters

could then be used in an evaluation of the torqieed model. The model was driven by

flexion-extension torques at all joints except #bows, which were angle-driven. A
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genetic algorithm (Carroll, 1996) (Section 5.3) wamployed to minimise an objective
function by varying 77 torque generator activationings in addition to seven kinematic
initial conditions (Section 5.5.4), making a totdl 84 parameters per phase. A genetic
algorithm was used in preference to the simulatedealing algorithm used in the
optimisation of viscoelastic parameters, since disviound that the simulated annealing
algorithm took much longer to converge on an optivaue than the genetic algorithm
with such a large number of parameters, despitéatttehat the genetic algorithm was not
parallelised (van Soest and Casius, 2003). Theetgeralgorithm was run with a
population of 200 using input parameters descriipe@arroll (1996). This typically led to
convergence within 150 generations. Bounds ontdhgue generator activation timings
were estimated using torques from the kinematicallven simulation and from
observation of the movement in order to estimateelwtorque generators were active and
when. If the bounds were subsequently hit in thignusations then they were increased,

unless they were at a limit of activation leveframp time (Section 3.5.2).

5.5.2 Determining the objective function

The objective function used to evaluate the tordieen model was similar to that used in
the angle-driven model, with some alterations. yBadnfiguration was added to the

objective function, this comprised the RMS differenn angles between simulation and
performance in those joints that were being matcheMS configuration and orientation

were only matched during ground contact, not ihi® airborne phase as with the angle-
driven model. This would have necessitated a denable increase in the number of
torque generator activation timings in order tochahe joint angles.

Angular momentum
Since the torque-driven model only simulated thatact phases, and not the airborne
phases, it was necessary to calculate whether uldvoe possible for it to achieve the

requisite landing orientation and configuration tioe subsequent phase.
In order that angular momentum could be includedtha objective function on a

comparable basis to the other measures, the erfanding orientation associated with the

simulation angular momentum value at take-off watcuated. Using a percentage
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measure for the angular momentum value itself wdwdde penalised phases with low

angular momenta disproportionately.

So as to ascertain the effect of angular momentarthe orientation of the body during
flight, an angle-driven simulation of each airboptease was run using performance data,

with the whole-body angular momentum set to zeFoom this the average MOI of the

whole body 1) was calculated by summing the MOls at each tiggest

S,
| =10 . (5.3)

wheren is the number of data points, ahft, is)the MOI at timet, .

Since the angular momentum was zero, the changwiémtation angle solely due to

changes in body configuration measured from perdmee dataAd,,.) could then easily

be calculated:

Aecfperf = efinal _einit ’ (54)

where @,

and @, are the orientation angles at the times represgnguchdown and

take-off from performance data respectively.

In simulations of ground contact, the theoreticadet of flight of the model At_ ) was

calculated using equations of motion. This wasedosing the simulation COM take-off

height h_..), and vertical take-off velocityv,,,), and the performance COM height

osim

(hipert ) @t the touchdown of the subsequent phase:

~Vam =+ Vg + 29 (N — Niog
Atsim _ tosim \/ tosim g ( tdperf t05|m) ’ (55)
g

It was assumed that the model would undergo thee samfiguration changes irrespective
of flight time, and therefore the orientation chamdue to these configuration changes

would be the same regardless of variations in flighhe.
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Using these values the simulation landing orieatat{6,,,,) was calculated in the

following fashion:
o,

et tosim + Aecfperf + ((H sim Atsim)/ l_) ! (56)

dsim —

where H,, is the whole-body angular momentum of the simafaat take-off, anf,,

is the orientation of the simulation at take-off.

The absolute difference between the simulation fapdirientation and the performance
landing orientation (Equation 5.7) was the componecdiuded in the objective function
(Equation 5.8):

; (5.7)

SG = ‘thsim - thperf

where S; is the score component, afg.. is the performance orientation.

Objective function

The objective function contained the following compots:

e S - Percentage difference in horizontal velocityC@M at take-off;

e S, - Percentage difference in vertical velocity of @@t take-off;

e S, - Overall RMS difference in trunk orientationdagrees during ground contact;
e S, - Overall RMS difference in whole-body configuati in degrees during

ground contact;

e S, - Percentage absolute difference in time of ainta
e S, - Absolute difference in orientation at touchdowfnthe subsequent phase in

degrees (Equation 5.7).

As with the angle-driven model the score was caleadl by taking the overall RMS of

these components, with each one equally weighted.

The score was calculated as follows:

F=\/(812+822+832;S42+852+862]' 58)
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Penalties

Where necessary, the model incurred penaltieseifjoint angles exceeded what were
considered normal ranges of motion (Luttgens anchiian, 1997) at the equivalent of
one percentage point per degree. These limits ardyein place if the model was likely to
violate them, this was not considered to be the edthe shoulders. Also where passive
non-ligament torques were already present (SecBdn2), these penalties were not
considered necessary. The ball joint was assumbBdtorflex and not to extend with
respect to the neutral position, due to the strectf the shoe prohibiting extension.
Penalties were therefore implemented in extengidineaknee, ankle, and ball joints (Table
5.3).

Table 5.3 Limits on the range of motion of the joints of lleg

Flexion Limit (Degs) Extension Limit (Degs)
Knee n/a 0
Ankle n/a 85
Ball n/a 0

5.5.3 Adctivation profiles

The levels of torques driving the model were deteadiby the activation timings of the
various torque generators (Section 3.5.2). ThesBlgs were either ramp up, ramp up-
ramp down, or ramp down-ramp up and were consisienass the three phases. The ankle
and ball joints in the free leg had fixed activatjrofiles since they were only expected to
have a negligible influence on the performancehefmodel, so were not included in the
matching process. The ball joint of the stancewag assumed only to extend, so did not
have a flexion profile included in the optimisatipnocess. The elbows were also not
included since they were angle-driven. Levelsativation at touchdown were limited to
0.5 times maximum in all joints except the free Hgxor, these were similar to levels
reported in the literature (Perttunen et al., 2000he activation level of the free hip was
allowed to take any value up to maximum, since litdd did not have to undergo an
impact and the flexion movement could be initiasdedhe time prior to impact. The type of

profile of each torque generator was estimatedgugimt torques calculated using inverse
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dynamics from the angle-driven model, and musdieatons reported in the literature for

triple jumping (Perttunen et al., 2000).

Muscular co-contraction

The ankle and knee joints of the leg in contact withground were assumed to have some
level of co-contraction at the start of the simiglat as has been shown in drop jumping
and drop landing (Viitasalo, 1998; Minetti, 1998glks et al., 2003; Yeadon et al.,
accepted for publication). And hence flexors iestn joints were assigned ramp down-
ramp up profiles. In drop jumping angular velastiaround these joints are small
immediately prior to touchdown, allowing simulat®to assume that net joint torques are
zero (Yeadon et al.,, accepted for publication). weeer in this study joint angular
velocities were non-zero at the instant of imptutrefore it was not assumed that net joint
torques were zero. Initial activations at the ardhd knee of the stance leg were therefore

forced to vary between 0.3-0.5.

Ramp up-ramp down, or ramp down-ramp up profiles the ability to only ramp up, or
only ramp down, respectively by delaying the inita of the second quintic function
(Section 3.5.2).

Ramp types for each joint action are given in Tdhble and are decribed in terms of the

stance and free legs, and the right and left skeosid

Table 5.4 Activation profile types for each joint action

Joint Action Activation profile

Stance Hip Extension Ramp up — Ramp down
Free Hip Extension Ramp up
Stance Knee Extension Ramp up — Ramp down
Free Knee Extension Ramp up — Ramp down
Stance Ankle Plantar Flexion Ramp up — Ramp down
Free Ankle Plantar Flexion Fixed
Stance Ball Extension Ramp up
Free Ball Extension Fixed
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Right Shoulder Flexion Ramp up — Ramp down
Left Shoulder Flexion Ramp up — Ramp down
Stance Hip Flexion Ramp up
Free Hip Flexion Ramp up — Ramp down
Stance Knee Flexion Ramp down — Ramp up
Free Knee Flexion Ramp up
Stance Ankle Dorsi Flexion Ramp down
Free Ankle Dorsi Flexion Fixed
Stance Ball Flexion Fixed
Free Ball Flexion Fixed
Right Shoulder Extension Ramp up
Left Shoulder Extension Ramp up

5.5.4 I|nitial conditions

As in the angle-driven model initial horizontal amdrtical COM velocities and torso
angular velocities were varied. The torque-drivesdel was also allowed some freedom
in the initial joint angles. It is inevitable thdiscrepancies exist between calculated and
actual joint centre positions. Likely reasons tbis include: inherent error in the
measurement system; skin motion artefacts; and mentres calculated from accurate

marker positions not representing joint centre tioces throughout measured angle ranges.

Measured marker locations using Vicon motion analggstems have been shown to be
accurate to within 2 mm of actual locations (Ridsar1999), therefore it was assumed

measured marker positions were representativeecdd¢tual motion of the markers.

With respect to the skin motion artefacts, Reinsdhrf1997b) showed mean errors 6f 2
due to soft tissue motion in knee flexion / extensangles during walking calculated from
skin markers (Section 4.3.1). Therefore it was @ltieach initial angle in the stance leg

should be allowed to vary by a minimum+ 2° due to this.

Marker positions may not have represented jointreelocations due to various factors.
Where the model represents joints as rigid andlipked, some joints, especially distal
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joints in the limb in contact with the ground, walttually undergo deformation to the joint
structures and changes in joint contact area arattit;n due to changes in joint angle and
loading (Kimizuka et al., 1980; Nisell et al., 198@illington et al. 2007b). This could
lead to changes in the point of application of ésravith respect to the joint centres of
rotation. Nisell at al. (1986) found that the ecentf the tibio-femoral contact area shifted
by more than 20 mm when the knee was extended 120° to straight. At the ankle
Millington et al. (2007a) found a change in talbii contact area between ankle plantar
flexion (439+ 141cn?) and dorsiflexion 734+ 169cnf) and Kimizuka et al. (1980)
found an increase in contact area with increasigl I(2.29 crhat 200 N to 4.83 cfat
1500 N), both of which would likely result in a &hn the notional point of application of
force with respect to the centre of rotation. $itice point of application of force in the
model is always through the centre of rotationha joint, this centre of rotation would
have to be moved in order to account for this effécshift of 20 mm would account for a
change in angle ¢>5° at the knee. This, in addition to the skin motieentioned above,
introduced a level of error in every calculatednjoangle, irrespective of the joint
architecture, especially in the stance leg.

In an attempt to account for these effects in satnomhs, initial joint angles in the stance
leg were allowed to vary. The ankle was alloweddoy by + 3°, the knee b'+5°, and
the hip and orientation angles +2°. With the exception of these four, the initiabatar
kinematics were taken from the performance. Asulite angle-driven simulations the
initial COM horizontal and vertical velocities weadlowed to vary by+ 005m/s and the

angular velocity of the trunk t+1rad/s (Section 5.4.2).

555 Evaluation results

Each of the three phases matched well with perfocaalata, with overall differences of
3.8%, 2.7% and 3.1% for the hop, step, and jumpsghaespectively (Table 5.5).
Appendix 14 shows the optimised torque generattiva®mn timings associated with each

phase.

Each phase distance pfgky comprises three components (Figure 5.3): The tdike-

distance is the horizontal distance from the to¢hef stance leg to the COM at take-off
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(diake-or); the flight phase is the distance travelled bg tBOM whilst the athlete is
airborne; and the landing distance is the horidahtdance from the COM to the toe of the
stance leg at touchdown, or in the case of the juhgmost posterior of the two heels at
landing (Ghnaing. Table 5.6 gives a breakdown of the componenaices for each phase.
The step had the largest take-off and landing distsn This was a function of the low
COM at take-off which led to a shorter flight dista than the other two phases.

Table5.5 Differences between performance and simulatiandif/idual phases

Score Component Hop Step Jump

RMS Configuration (Degs) 7.26 6.48 7.03
RMS Orientation (Degs) 1.77 1.19 1.08
Contact Time (%) 0.14 0.16 2.45
Horizontal Velocity (%) 4.66 0.27 0.07

Vertical Velocity (%) 2.55 0.37 0.46
Landing orientation (Degs) 1.78 1.16 0.80
Overall Score (%) 3.81 2.74 3.10

dflight I dlanding

dphase

Figure 5.3 The three component distances for an individuaseha
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Table 5.6 Component distances of individual phases

Phase Take-off Flight Distance Landing Total Distance
Distance (m) (m) Distance (m) (m)

Hop 0.43 3.21 0.65 4.29

Step 0.58 2.59 0.72 3.89

Jump 0.47 3.37 0.44 4.28

5.5.6 Joint angles

Figures 5.4-5.6 show visual representations ofpgndormance and matched simulations
for each of the three phases. Individual jointlaMS differences between performance
and matched simulations are shown in Table 5.7 &h eof the joints considered in the
matching process (Section 5.5.3). Figures 5.7s&@®v comparisons of individual joint

angles between performance and matched simulatioffsere was no clear trend for

simulation joint angles to match performance ja@ngles more closely at one joint than
another. This indicates that no individual torqemeyator was consistently incapable of
providing the requisite torques for the simulattormatch performance data. The overall
close agreement between performance and simulgbiom angles indicates that the

simulation torque generators were consistently ngtrenough to match performance

torques.
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Figure 5.4 Performance (top) and matched simulation (bottoinih@ hop phase.
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Figure 5.6 Performance (top) and matched simulation (bottoihthe jump phase.

Table 5.7 RMS angle differences between performance and hedtsimulation for

individual joints in each phase

Score Component Hop Step Jump

RMS Difference Right Shoulder 6.72 3.26 3.16
RMS Difference Left Shoulder 2.03 6.48 9.07
RMS Difference Right Hip 8.95 8.69 6.03
RMS Difference Left Hip 10.39 5.99 5.17
RMS Difference Right Knee 7.71 7.52 7.14
RMS Difference Left Knee 4.43 3.84 5.36
RMS Difference Stance Ankle* 8.33 7.89 8.55
RMS Difference Stance Ball* 5.91 6.16 9.34

*the ankle and ball joints of the free leg were lardyiven, stance leg is the right leg for

the hop and step phase and the left for the junasgh
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Figure 5.7 Joint angle time histories from

simulation (solid lines) of the hop phase.
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Figure 5.8 Joint angle time histories from performance (ddshiees) and matched
simulation (solid lines) of the step phase.
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Figure 5.9 Joint angle time histories from performance (ddshees) and matched

simulation (solid lines) of the jump phase.

5.5.7 Joint torques

Joint torques in each phase showed a similar pattgth a general trend of increasing
torques from phase to phase (Table 5.8) and condistarge extension torques at the hip,
knee, and ankle of the stance leg (Figures 5.1P}5.All three of these joints reached the
maximum activation level in each of the three pbaskthe triple jump (Figures 5.13-

5.15). This underlines the importance of strengithese joints in jumping performance.

Table 5.8 Maximum extension torques at main joints of thens¢éaleg for matched

simulations
Hop Step Jump
Maximum hip extension torque (Nm) 317 374 410
Maximum knee extension torque (Nm 351 433 454
Maximum ankle extension torque (Nm 269 307 304
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Figure 5.10 Joint torque time histories from the matched satioh of the hop phase

(extension is positive except at shoulder joints).
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Figure 5.11 Joint torque time histories from the matched satiah of the step phase
(extension is positive except at shoulder joints).
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Figure 5.12 Joint torque time histories from matched simulatiof the jump phase

(extension is positive except at shoulder joints).

5.5.8 Torquegenerator activation timings

The activation time histories show flexion torqueshe stance leg towards the end of the
contact phase which acted to prevent the joint feggending. Levels of flexor activity in
the knee and ankle of the stance leg at touchdowitate co-contraction is necessary
towards the end of the airborne phase to hold o jn the correct configuration for
landing whilst keeping the activation level of thgtensor muscles high (Figures 5.13-
5.15). Initial flexion torques in these joints wemaintained for up to 50 ms after
touchdown which indicates that maximum torqueshasé joints were not required until
after this point in time. This is evident in thedoe time histories of these joints (Figures
5.10-5.12). In contrast peak torques in the stémeeccurred before 50 ms in each phase.
In general both the torque and activation timednies indicate that the joints in the stance
leg followed a proximal-to-distal hip-knee-ankletenxsion sequence (Figures 5.10-5.15).
This was similar to that which has previously bebresved in vertical jumping (Bobbert

and van Ingen Schenau, 1988; Pandy and Zajac, 1991).
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Figure 5.13 Extensor* (solid lines) and flexor* (dashed linés)que generator activation

levels for matched simulation of the hop phase otfitter joints are opposite.
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Figure 5.14 Extensor* (solid lines) and flexor* (dashed linés)que generator activation
levels for matched simulation of the step phaséotfder joints are opposite.
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Figure 5.15 Extensor* (solid lines) and flexor* (dashed linés)que generator activation

levels for matched simulation of the jump phaséncidder joints are opposite.

5.5.9 Passivetorques

Since the passive torques implemented in the pnogr&were not subject-specific, it was
important to ensure that they were behaving sensilbhese torques were included in the
model primarily to provide realistic restorativeqaes when the joints began to approach
the end of their anatomical range. This was foumcbé necessary when the initial
kinematic conditions put a joint outside the jaamigle range at which the torque generator
could exert a suitable restorative torque, poténtcue to an underestimation of the width
of the joint torque / joint angle relationship (8en 3.5.2). They were not intended to
have a large influence on the optimal performanfcth® model. Figure 5.16 shows the
passive torques for the matched simulation of tbp phase. It can be seen that the
maximal torques are relatively small (<20 Nm) aheéréfore should not have an excessive
effect on the performance of the model.
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Figure 5.16 Passive torques for matched simulation of the pbpse (extension is

positive).

5.6 CHAPTER SUMMARY

In this chapter the method of determining viscaedagarameters using an angle-driven
model of the stance and airborne phases of a tjiplgp has been described. The
evaluation of a torque-driven model has also begtfined. This model showed close
agreement with performance data and was shown sxt@ate enough for simulation of
the triple jump. The next chapter will describe tiehnique optimisation process.
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CHAPTER 6

OPTIMISATION OF TECHNIQUE

6.1 CHAPTER OVERVIEW

In this chapter procedures employed to optimisepgrdormance of simulation models of
jumping in the literature is described. The metfardoptimisation of performance of the
simulation model of triple jumping in this study iken described. Results from the
optimisation of each phase of the triple jump awdimed and analysed. A demonstration
of how the model can be applied to investigatedsstoncerned with the optimisation of

technique and simulation modelling is then given.
6.2 OPTIMISATION OF JUMPING MODELSIN THE LITERATURE

This review considers the methods of optimisatiopleyed by those analytical models of
jumping reviewed in Section 3.2. Where a modengployed by more than one study, the
method of optimisation used in the study where thedel was introduced will be

considered.
6.2.1 Modesof one-legged jumps

Alexander (1990, 1992) did not optimise the perfance of his model computationally,

rather he ran his model with ranges of differeipuinparameters in order to obtain results
within these ranges, from which he could then ebtae best performances. Linthorne
and Kemble (1998) used a similar method, runnirejrtmodel with a range of initial

kinematic conditions and obtaining the optimum perfance from these results. Chow
and Hay (2005) used a search process to obtafer@mee jump by evaluating their model
using a range of initial conditions. They then perfed sensitivity analyses by varying
one parameter at a time and calculating resulte iaange of input parameters in order to
obtain the longest jump. Seyfarth et al. (1999¢dated a parameter set which filled the
least-square criterion between measured and ctdulaRFs. They then used a genetic
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algorithm in order to calculate the optimum jumpaisted by varying individual
parameters. Seyfarth et al. (2000) did not speaifyoptimisation process, seemingly
evaluating their model for a range of input pararetin order to obtain optimum
performance for a given parameter. Ridka-Drdackd8¢) used a similar approach,
evaluating the model over a range of input parareeie order to obtain optimum
performance. Seyfarth et al. (online) used a simaptimisation process to van Soest et al.
(1993), optimising muscle activation timings. Hawe since this was a model of long
jumping and not vertical jumping the activation wiuscles prior to touchdown was
included in the optimisation process by allowingstias to have a negative activation
time. Hatze (1981) used an optimisation proces®roler to maximise an objective
function governing the distance jumped by varyihg initial kinematics and the muscle
stimulation timings. He stated that the technigue problems associated with the
optimisation of the long jump were rather invohaattl hence he would report on them in a
subsequent paper. Sorensen et al. (1999) usegdtmmsation algorithm in order to track
measured GRFs by varying muscle stimulation timimg#al kinematics and viscoelastic
parameters in their simulation model. They subseityieoptimised performance by
varying muscle stimulation timings and initial kmatics, using the viscoelastic
parameters calculated from the tracking procedWéson et al. (2007) used a simulated
annealing algorithm to maximise jump height by wagytorque-generator activation
timings subject to various constraints. Optimasi without constraints, with constraints
on angular momentum at take-off, with further caaists on joint angles, and with an
additional requirement that the technique be roboigberturbations of torque generator
activation timings, resulted in performances of7218, 2.21 m, 2.14 m, and 1.99 m
respectively. The latter result closely matchedfgsarance data, indicating that
optimisations of jumping should include these craists in order to accurately represent

jumping performance.

6.2.2 Modes of two-legged jumps

Pandy et al. (1990) used an algorithm to estimateal muscle forces by minimising an
objective function representing the sum of the segi@f the muscle forces at each joint.
They were then able to calculate muscle activageels. The height attained by the mass
centre was then maximised by varying muscle actimatimings using an optimisation

algorithm. Anderson and Pandy (1999) used a sirojiéimisation procedure to Pandy et
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al. (1990) in order to calculate their initial mlesactivations by first minimising the sum
of the squares of the joint torques, and then thme sf the squares of the muscle forces,
from which they could calculate muscle activation$hey then used a computational
algorithm to optimise their muscle activation tigénin order to maximise jump height.
They stated that the algorithm allowed each pertiobhaf muscle activation timings to be
performed independently and was thus suited toatbhitecture of a parallel computer.
Van Soest et al. (1993) used an optimisation pnaeegartly based on that of Pandy et al.
(1990). Like Pandy et al. (1990) they used annoigaaition algorithm to maximise jump
height by varying muscle activation timings, howeveey imposed constraints on the
muscle activation timings, allowing them to switichtheir maximal value only once and
thereafter remain at that level. They evaluated #pproach by running an optimisation
without constraints and found only a 2 mm differenno jump height, indicating that
imposing the constraints had little effect on tlhdity of the algorithm to find an optimal
jump height. Selbie and Caldwell (1996) used #raestechnique as Pandy et al. (1990) to
optimise their initial muscle activations. They thased a multidimensional downhill
simplex method to maximise the vertical displacehaéithe COM in the airborne phase of
the jJump by varying torque generator activationirigs. They found optimal solutions for
a range of 125 different starting positions. Thested the optimality of their solution by
restarting the algorithm using the previously alai optimal torque generator activation
timings, and also by widely varying the onset timegnsure a global, rather than a local,
maximum was reached. Dapena (1999) evaluated ¢lfermance of his model for a
range of input values for arm velocity, obtainirg toptimum value from these results.
Ashby and Delp (2006) used a simulated annealiggridhm to vary the activation levels
of the torque generators in order to minimise ajealve function comprising: jump
performance; a penalty for activations that did imgprove jump distance; and a penalty

for passive ligament torques.

6.2.3 Summary of literature on the optimisation of jumping models

The studies described above can be broadly sptitthise that manually optimised their
models (Alexander, 1990, 1992; Linthorne and Kemii@98; Chow and Hay, 2005;
Seyfarth et al.,, 2000; Ridka-Drdacka, 1986; Dapeh899) and those that used
optimisation algorithms (Seyfarth et al., 1999; faeph et al., online; Hatze, 1981,
Sorensen et al., 1999; Wilson et al., 2007; Pandy.£1990; Anderson and Pandy, 1999;
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van Soest et al., 1993; Selbie and Caldwell, 12&#iby and Delp, 2006). Those studies
that used manual optimisation processes typicagduwsimple models with few variables
which made this feasible. It would be virtuallypossible to manually optimise the more
complex models in the studies described aboveefiie a suitable optimisation algorithm
should be chosen in order to minimise an objediimetion that incorporates all the main
features of the activity being modelled. A desioip of these algorithms was given in
Section 5.3. It is possible to reduce the seapeites by applying sensible constraints on
input parameters; van Soest et al. (1993) limikesdrtsearch space by using constraints on
muscle activation timings, which they showed did appreciably affect the ability of the
algorithm to find an optimal solution, but redugecessing time. Wilson et al. (2007)
demonstrated the importance of using realistic traims in order to obtain results that

were consistent with performance data.

6.3 OPTIMISATION METHODS

The model was optimised for jump distance. Theahitionditions outlined in Section
5.5.4 were maintained from the matched simulatfongach phase. Therefore the method
of optimisation was the same as in the matched lations, but with only the 77 torque
generator activation timings being varied usingadiic algorithm. The activation timings
from the matched simulations were used as a sfapoint around which tight bounds
were set (van Soest et al., 1993), since it wasnasd that optimal technique would not
differ too much from that employed in the perforroan Therefore the genetic algorithm
population size was reduced from 200 in the matckiedulations to 100, because the
search space was reduced and it was found thapw@agbion size higher than this did not
result in an improved result. This indicated the genetic algorithm was likely to have
converged on a global optimum and considerably cediuthe calculation time required.
The bounds were increased if they were hit duringragations. In this case an objective

function which simply comprised the jump distana@swnaximised.

6.3.1 Penalties

As with the matched simulations, penalties wereasagl if the joints exceeded anatomical

limits (Section 5.5.2). Penalties were also impas¢he model was more that §om the
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measured orientation at touchdown of the subseqleade in the hop and step phases. It
was assumed additional configuration changes teetiothe measured performance could
be made in the air, partly due to an altered baalyfiguration at take-off, which could
offset this B change in orientation. For the jump phase it Wwgsothesised that the
opportunity for rotational motions of the limbs tounteract whole-body rotation were
smaller, so the model was penalised if it was @drom the orientation in the measured

trial.

For the first two phases, the model was penalisearder that it remained within thi$ 5
range. For the jump phase the penalties were letdcl differently; penalties were
implemented based on the amount of distance ttaagshin orientation would have cost
the performance. For the purposes of this calculat was assumed the performance
landing orientation and configuration were optiraatl any deviation would result in either
a maintenance or a decrement in performance.elitmulation was under-rotated (rotated
anti-clockwise as viewed from the performer’s rjgihtwas assumed the performer would
have had to open their hip angle by an equivalerduat in order to maintain the distance
of the heels from the COM hence maintaining theesg@rformance. If the simulation
was over-rotated (rotated clockwise as viewed fthm performer’s right) the performer
would maintain the same configuration and suffedemrement in performance. The

decrement in performance®, and P, due to the altered horizontal and vertical pos&i

of the heels, was calculated using the followingaggpns based on the length of a chord of

a circle (Figure 6.1):

P =r -2-sin(gj-sin(9—r)—r -2-sin(0;aj-sin(0—a); (6.1)

X (6.2)

P :(r_z_sin(gj_cos(g_r)_r '2'sin(0;aj-cos(‘9_“)]' :x

y

wherer represents the radial distance from the COM tchdwd at touchdownd and o
represent the orientation of the body at touchdawthe performance and the change in

this orientation in the simulation respectivelydan andv, represent the horizontal and

vertical components of the COM velocity (Figure)6.1
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Figure 6.1 A visual representation of a performance (solige)iand simulation (dashed

line) landing orientation.

This is an approximation since the amount of rotatand the landing velocity are
calculated using the flight time associated with gerformance COM position at landing,
whereas the COM position of the simulation will diferent due to the altered rotation.
The effects of the rotation and the landing veloon the performance decrement were in
opposite directions so this was considered an &giolegpapproximation. In practice none

of the optimised simulations incurred penaltiesdibered rotation.

6.4 OPTIMISATION RESULTSAND DISCUSSION

6.4.1 Hop phase

Components of phase distance

Table 6.1 shows the differences between the takdlight, and landing distances (Figure
5.3) between matched and optimised simulationh@fhiop phase. The landing distance
was fixed for all simulations so improvements cooifidy come from the take-off and flight

distances. Table 6.1 shows that the majority efitlprovement in the hop phase from the
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matched simulation to the optimised simulation cdérom an increase in take-off distance
of 0.12 m, in comparison to an increased flightatise of only 0.02 m. This led to a total

increase of 0.14 m (3.3%) in phase distance.

Table 6.1 Differences in each component of phase distanceveset matched and

optimised simulations of the hop phase

Simulation Take-off Flight Distance Landing Total Distance
Type Distance (m) (m) Distance (m) (m)
Matched 0.43 3.21 0.65 4.29
Optimised 0.55 3.23 0.65 4.43
Difference 0.12 0.02 0.00 0.14
Joint angles

Figure 6.2 gives a visual representation of thecheat and optimised simulations of the
hop phase and Figure 6.3 shows the corresponding gagles for each of the torque-

driven joints included in the optimisation process.

¢ ¢ ¢ ¢ 4
\/d’ J ,".’4. J‘V" - e J’[ 2 ; .- B
) ~ V- - o
V' . 7 4 o

C £ v C / ,5’__,
& - K 5
¢ \ * \\‘\ b 7 ’“'\4—' ¥ / —

o A f / / 4

Figure 6.2 Matched (top) and optimised (bottom) simulationshaf hop phase.

The most marked difference between the matchedphichised simulations can be seen
in the shoulder angles. The left shoulder joinglann the optimised simulation deviates
considerably from the matched simulation angle. e fbint angles in the optimised
simulation show a symmetric flexion of both shoulgEnts, whereas the matched joint
angles show a plateau of the left shoulder joirgl@nindicating an asymmetric arm

movement (Figure 6.3). For the duration of theug contact time of the matched
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simulation the hip extension angle in the stanaghi) leg in the optimised simulation is
similar to that of the matched simulation, but aftes time the hip continues to extend and
has a greater degree of extension at take-off (Ei§u3) leading to an increased ground
contact time (Table 6.2). The other angles ofdtamce leg, and the free (left) hip, are
similar in form to the stance hip; showing a greakegree of flexion / extension at take-
off, leading to an increased ground contact tirf@me other notable difference in the joint
angle histories is that the stance knee flexes nmotke optimised simulation than in the
matched simulation. The knee joint angles of t@ce leg are the same in matched and
optimised simulations at the time of take-off oé tinatched simulation (Figure 6.3) so this
should not have affected the ground contact tinrmmgtrically. The increase in take-off
distance (Table 6.1), which comprises the majasitghe total phase length increase, is
largely due to the increased hip extension angteenstance leg and the increased flexion
of the left shoulder joint. The increased extengibthe stance hip would also act to lower
the COM of the body, however due to the increateddn of the shoulder joints and the
free hip, and the increased extension of the kaekle, and ball joints of the stance leg,
the optimised simulation showed a slight increas€©OM height at take-off of 0.01 m
(Table 6.3).

Table 6.2 Ground contact times in matched and optimised strariso of the hop phase

Simulation Type Contact Time (ms)

Matched 142
Optimised 160
Difference 18

Table 6.3 COM height at take-off in matched and optimiseduations of the hop phase

Simulation Type COM Height (m)
Matched 1.14
Optimised 1.15
Difference 0.01
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Figure 6.3 Joint angle time histories from matched (dashedshrand optimised (solid

lines) simulations of the hop phase.

Joint torques

Figure 6.4 shows the net joint torque time hiswré each torque-driven joint in the
optimised and matched simulations, Figures 6.5s6@w~ the flexor and extensor torque
generator activation time histories and Appendixhbws the optimised torque generator
activation timings. The reason for the increaderidn of the stance knee can be seen in
Figure 6.4 where the optimised simulation initiadlyowed a reduced torque relative to the
matched simulation and then a larger torque inldfter portion of the ground contact.
Interestingly, Figures 6.5-6.6 show that the inseghextensor torque at the stance knee
joint was not due to an increased activation ofdknsors, but was instead a feature of
the kinematics of the joint. The torque generatotivation timings in the optimised
simulation initially showed reduced extensor adtora (Figure 6.5), and increased flexor
activation (Figure 6.6), with respect to the mattenulation. This allowed the knee to
flex more initially and put it in more advantageaamditions for torque production later in
the stance phase. Towards the end of the starasehe optimised simulation showed
reduced flexor activity with respect to the matckedulation, allowing the stance knee to

extend more. With the exception of the knee, #egal trend in the torque generators of
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the stance leg was for the extensors to ramp Uigresr the optimised simulation than in

the matched simulation, with the flexors then ramgpip later (Figures 6.5-6.6). The extra
extension of the other joints of the stance lethenoptimised simulation was probably the
main factor in increasing the ground contact tifigble 6.2). The extra flexion of the free
hip can be explained primarily by the increasedugtbcontact time, combined with the
delayed initiation of the extensor ramp (Figure) 6.8/hereas the increased flexion of the
left shoulder joint was due to a higher and morgtaned activation of the flexor torque

generator and a decreased extensor activationréS@gu5-6.6).

Right Shoulder Left Shoulder
— 400; = 400r
[ [
£ 200} £ 200}
(] 1]
= =]
g 0 = F 0 —————————————————
= et o R
[ [
-200p . . ) ] -200F ; : .
0 0.05 041 0.15 0 0.05 0.1 0.15
Right Hip Left Hip
— 400r = 400r
E E .
£ 200; =3 £ 200t L
] ~ ] #
= 3 -
0 e g or et
o (=]
[ [
=200} ; : ; 1 -200p ; ] . .
0 0.05 0.1 0.15 0 0.05 0.1 0.15
Right Knee Left Knee
— 400; = 400r
£ [
£ 200} £ 200}
(1] QD
3 =3
g 0r g or
o o
[ =
-200p ‘ . L -200F . ‘ ‘
0 0.05 041 0.15 0 0.05 0.1 0.15
Right Ankle Right Ball
— 400; = 400r
E [
£ 200} £ 200}
[ o et )
=] = 3
[=H— g S e e
o (=]
[ [
=200, ; i i v =200}, . ; ;
0 0.05 0.1 0.15 0 0.05 0.1 0.15
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Work done and angular impulses

Tables 6.4-6.5 show the work done and angular isgsulat each torque-driven joint
included in the optimisation process in the matchied optimised simulations. There was
an overall increase in energy of 70 J contributgd these joints in the optimised

simulation. It can be seen that the largest irsgean the optimised simulation in both
work (31 J) and angular impulse (9.6 Nms) came fthm stance knee. Other notable
increases in work came from the free hip (25 J)iandhpulse from the left shoulder (3.9

Nms). There is a general trend towards increasgullses in the optimised simulation,

with larger extension impulses in all joints of thance leg, and larger (more negative)

flexion impulses in the free hip, and shoulder gifTable 6.5).

Table 6.4 Work done at different joints in matched and opsi@di simulations of the hop

phase

Right Left Right Left Right Right Right L eft

Hip Hip Knee Knee Ankle Ball Shoulder Shoulder
Q) Q) Q) (J) Q) (J) (J) Q)
Optimised 77 59 -68 -8 -21 13 1 -6
Matched 86 34 -98 -7 -28 0 0 -12
Difference -9 25 31 -2 7 13 0 5

Negative sign indicates eccentric work

Table 6.5 Angular impulses at different joints in matched aptimised simulations of the

hop phase
Right  Left Right Left Right Right Right L eft
Hip Hip Knee Knee Ankle Ball Shoulder Shoulder
(Nms) (Nms) (Nms) (Nms) (Nms) (Nms) (Nms) (Nms)
Optimised | 20.0 -1.2 29.4 1.7 26.0 3.9 0.4 0.4
Matched 18.7 0.7 19.8 2.1 23.8 1.% 0.2 -3.4
Difference 1.3 -1.9 9.6 -0.4 2.2 2.4 0.2 3.9

Negative sign indicates flexion impulse, excephioulder joints which are opposite

Ground reaction forces

Figure 6.7 shows the horizontal and vertical GRBs the matched and optimised
simulations for each phase of the triple jump. I&&6 shows the horizontal impulse, and
the vertical impulses including (gross) and exatgd{net) the body weight impulses for

the matched and optimised simulations. The sigrikeohorizontal impulses are positive
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but they were opposite to the direction of motiae. (braking impulses). The vertical
velocity at take-off was lower in the optimised siation than the matched simulation
(Table 6.7) due to the decreased net vertical ieg(208 Ns vs 212 Ns). However the
decreased horizontal impulse led to an increasezdrdal (7.33 m/s vs 7.20 m/s), and
resultant (7.58 m/s vs 7.46 m/s), take-off velgcapd a lower take-off angle (18.2s
15.9). These changes did not alter the flight distaappreciably (Table 6.1). A
difference can be seen in the form of the forceesa with the optimised simulation
showing a depressed vertical force after the maipact peak, in comparison to the
matched simulation (Figure 6.7). This was duehtogreater extension of the joints of the
stance leg (Figure 6.3) which facilitated a longeyund contact time and greater take-off

distance, increasing the phase distance (Table 6.1)
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Figure 6.7 GRFs for optimised (solid lines) and matched (dddmes) simulations of the
hop phase.
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Table 6.6 Horizontal and vertical impulses in matched andmoised simulations of the

hop phase
Direction Matched I mpulse (Ns) Optimised Impulse (Ns)
Horizontal 60 50
Vertical (Gross) 313 322
Vertical (Net) 212 208

Table 6.7 Take-off velocities and projection angle in matclaedl optimised simulations

of the hop phase

Direction Matched Velocity (m/s) Optimised Velocity (m/s)
Horizontal 7.20 7.33
Vertical 1.97 1.92
Resultant 7.46 7.58
Projection Angle 15.9 15.2

6.4.2 Step phase

Components of phase distance

In contrast to the hop phase, the improvementerstp phase distance came mainly from
the flight component, with a difference of 0.39 nThe improvement in the take-off
distance was 0.04 m, leading to a total increagdase distance of 0.43 m (11.1%) (Table
6.8).

Table 6.8 Differences in each component of phase distanceveaet matched and

optimised simulations of the step phase

Simulation Take-off Flight Distance Landing Total Distance
Type Distance (m) (m) Distance (m) (m)
Matched 0.58 2.59 0.72 3.89
Optimised 0.62 2.98 0.72 4.32
Difference 0.04 0.39 0.00 0.43
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Joint angles

As with the hop phase, the main difference in temm between the matched and
optimised simulations came in the left shoulderargigures 6.8-6.9); the shoulder angle
in the optimised simulation continued to flex thgbout the ground contact phase whereas
the left shoulder angle in the matched simulatiered initially then extended. The right
shoulder also flexed more in the optimised simafgtishowing the same symmetrical
flexion of the shoulder joints as the optimised Wation in the hop phase. The joint
angles in the stance leg did not differ apprecidi@yween the matched and optimised
simulations. As with the hop phase, the groundtamintime was increased in the
optimised simulation (Table 6.9) and this was int pae to the increased extension of the
stance knee and stance hip towards the end ofrthmd contact. Again, as with the hop
phase, the free hip had a greater degree of flexidake-off in the optimised simulation
than the matched simulation. This flexion of thmeef hip, coupled with the increased
flexion of the shoulders and increased extensiothefstance hip and knee, led to an
increase in the take-off distance and the COM Hhemhtake-off in the optimised
simulation (Tables 6.8 and 6.10).
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Figure 6.8 Matched (top) and optimised (bottom) simulationshef step phase.

Table 6.9 Ground contact times in matched and optimised sitians of the step phase

Simulation Type Contact Time (ms)

Matched 183
Optimised 191
Difference 8
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Table 6.10 COM heights at take-off in matched and optimisedusations of the step

phase
Simulation Type COM Height (m)
Matched 1.06
Optimised 1.10
Difference 0.04
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Figure 6.9 Joint angle time histories from matched (dashedshrand optimised (solid

lines) simulations of the step phase.

Joint torques

The main differences in the joint torque time higt® between the matched and optimised
simulations (Figure 6.10) were in the left shouldgance and free hips. The left shoulder
produced a flexion torque for the majority of tharge phase, whereas the matched
simulation showed an extensor torque for the sasmogh resulting in the increased
flexion angle of the left shoulder joint (Figureé9h. The cause of this can be seen in the
torque generator activation time histories (Figu&41-6.12) where the optimised

simulation showed an increased flexor activation decreased extensor activation in
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comparison to the matched simulation. The stanight] hip torque in the optimised
simulation deviated from the matched simulationaoidg the end of the stance phase and
shows what was initially an increased extensiomguerand latterly a decreased flexion
torque. This was achieved via a decreased flegtoradion towards the end of the stance
phase in the optimised simulation when comparethéomatched simulation, since the
extensor activation actually ramps off marginallyler in the optimised simulation. The
free (left) hip in the optimised simulation showedlecreased extensor torque in the latter
half of the stance phase when compared to the edtsimulation. This can be attributed
to a delayed onset of the extensor activation rampe optimised simulation (Figure 6.11
and Appendix 15). The other joint torques did slebw a large difference between the

matched and optimised simulations.
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lines) simulations of the step phase (extensigosstive except at shoulder joints).
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Work done and angular impulses

Tables 6.11-6.12 show the work done and angulaulseg at each torque-driven joint
included in the optimisation process in the matchied optimised simulations. There was
an overall increase in work done of 103 J by thesds from the matched to the optimised
simulations. The largest difference in work washe stance hip (64 J); this joint also
showed an increased angular impulse (5.8 Nms),hwvigs indicated by the torque time
history (Figure 6.10). There was an increased langmpulse in the stance knee (1.9
Nms) which led to more negative (eccentric) workngedone in the optimised simulation
(-28 J). Despite this negative work decreasingkthetic energy of the model, it may have
in some way facilitated the large increase in wadkieved at the hip joint. The left
shoulder joint displayed a large increase in angat@ulse (8.2 Nms) which was evident
from the torque time histories (Figure 6.10) arsbadn increase in work done (21 J). The
free knee also showed an increase in work dond).2@espite showing a slightly reduced
angular impulse (-0.2 Nms). The flexor torque gatwe in this joint initiated its ramp
earlier in the optimised simulation, but showetdidifference in either joint angle time
history (Figure 6.9) or torque time history (Fig@d.0 and Table 6.12) from the matched
simulation. The ball joint of the stance leg adb@wed an increase in work done (19 J) in
the optimised simulation, but as with the left knslkowed a slight decrease in angular
impulse (-0.3 Nms). As with the left knee, thelpaint extensor torque generator time
history showed an earlier initiation of its rampdaachieved a higher activation in the
optimised simulation, although the matched simafatilid show a higher initial level of
activation (Figure 6.11). Despite this, thereitel difference in the form of either the
joint angle time histories (Figure 6.9) or the jotorque time histories at the ball joint
(Figure 6.10).

Table 6.11 Work done at different joints in matched and opsied simulations of the step

phase
Right  Left Right Left Right Right Right L eft
Hip Hip Knee Knee Ankle Ball Shoulder Shoulder
(J) (J) (J) (J) (J) (J) (J) (J)
Optimised 50 69 -135 2 -53 17 -16 14
Matched -15 71 -108 -23 -54 -2 -18 -7
Difference 64 -2 -28 26 1 19 2 21

Negative sign indicates eccentric work
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Table 6.12 Angular impulses at different joints in matched apdimised simulations of

the step phase

L eft
Hip

(Nms)

Right
Knee
(Nms)

L eft
Knee
(Nms)

Right
Ankle
(Nms)

Right
Ball
(Nms)

Right

Shoulder

(Nms)

L eft

Shoulder

(Nms)

Optimised 31.6 4.7 45.8 -10. 38. 4. 2.4 1.3
Matched 25.8 0.0 43.9 -9.8 38. 5% -2.0 -6.9
Difference 5.8 -4.7 1.9 -0.2 0.8 -0.3 -0.4 8.2

Negative sign indicates flexion impulse, excephioulder joints which are opposite

Ground reaction forces

The GRFs show an increased vertical force in thiemiged simulation with respect to the
matched simulation (Figure 6.13). This was maig@sn increases in both the gross and
net vertical impulses (441 Ns vs 421 Ns and 305/8I291 Ns). The horizontal force
traces were similar, displaying only a slightly ieased braking impulse in the optimised
simulation (43 Ns vs 41 Ns) (Table 6.13), and Iegdio similar horizontal take-off
velocities (6.94 m/s vs 6.93 m/s) (Table 6.14).e Thange in net vertical impulse led to an
increased vertical and resultant take-off veloaityhe optimised simulation (1.78 m/s vs
1.56 m/s and 7.15 m/s vs 7.11 m/s), which in tagraased the projection angle (4v3
13°) (Table 6.14). This led to a large increaseightl distance of 0.39 m (Table 6.8).

Table 6.13 Impulses in matched and optimised simulations efstiep phase

Direction Matched I mpulse (Ns) Optimised Impulse (Ns)
Horizontal 41 43
Vertical (Gross) 421 441
Vertical (Net) 291 305

Table 6.14 Take-off velocities and projection angle in matclaed optimised simulations

of the step phase

Direction Matched Velocity (m/s) Optimised Velocity (m/s)
Horizontal 6.94 6.93
Vertical 1.56 1.78
Resultant 7.11 7.15
Projection Angle 13.0 14.9
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Figure 6.13 GRFs from matched (dashed lines) and optimisedd($§oks) simulations of

the step phase.

6.4.3 Jump phase

Components of phase distance

As with the step phase, but contrary to the hopsghanprovement in the jump phase
distance came mainly from the flight componenthvatdifference of 0.27 m. There was
an increase in the take-off distance, as thereiwdise previous two phases, of 0.08 m,

leading to a total improvement in phase distand@ 6 m (8.2%) (Table 6.15).

Table 6.15 Differences in each component of phase distancevdaset matched and

optimised simulations of the jump phase

Simulation Take-off Flight Distance Landing Total Distance
Type Distance (m) (m) Distance (m) (m)
Matched 0.47 3.37 0.44 4.28
Optimised 0.55 3.64 0.44 4.63
Difference 0.08 0.27 0.00 0.35
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Joint angles

As with the hop and step phases there is a laftgrehce in the joint angle time history of
the shoulder joint contralateral to the stance ieghis case the right one (Figures 6.14-
6.15). The shoulder flexion at take-off was nogesat as in the hop and step phases but
was still noticeably different between the optindisand matched simulations. Again, as is
seen in the previous two phases, the free (rigig) flexed more in the optimised
simulation (Figure 6.15). However, in contrasthe two previous phases, the joints of the
stance (left) leg did not extend further in theimpged simulation than the matched
simulation (Figure 6.15). Therefore the increastake-off distance (Table 6.15) was due
to the increased flexion of the shoulder joints #relfree hip. This increased flexion also
led to an 0.02 m increase in COM height at takesbthe optimised simulation compared
to the matched simulation, as was seen in the quewwo phases (Table 6.16). The same
trend was seen in the ground contact time as iprigous phases, with an increase in the
optimised simulation (Table 6.17). The increas¢h@ ground contact time in the jump
phase must have been due to the increased flekithe dree limbs, since there was not an
increased extension of the joints of the stanceatethere was in the previous two phases.
The torques leading to the increased flexion offtee limbs would give rise to an upward
acceleration of the mass of the limbs which wouldturn have imparted downward
accelerations, via the shoulder and hip jointstr@remainder of the mass of the body.
Assuming the stance leg did not fully resist thése/nward accelerations this would have

caused the model to maintain contact with the gidonlonger.
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Figure 6.14 Matched (top) and optimised (bottom) simulationshef jump phase.
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Figure 6.15 Joint angle time histories from matched (dashees)irand optimised (solid

lines) simulations of the jump phase.

Table 6.16 COM height at take-off in matched and optimised udations of the jump

phase
Matched 1.07
Optimised 1.09
Difference 0.02

Table 6.17 Ground contact times in matched and optimised sitiaris of the jump phase

Simulation Type Contact Time (ms)

Matched 203
Optimised 212
Difference 9
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Joint torques

The main differences in the joint torque time higt® between the optimised and matched
simulations of the jump phase were in the shoultet hip joints (Figure 6.16). The
difference between hip joint torques of the sta(le&) hip between the optimised and
matched simulations occurred towards the end oftéwece phase, with what was initially
an increased extension torque and later a decrdies@oh torque. The torque generator
activation timings show that the model achievedé¢hlarger extension torques / decreased
flexion torques in the stance hip by activating fllegors later in the optimised simulation
(Figures 6.17-6.18 and Appendix 15). The free &lgo showed a reduced extension
torque in the optimised simulations towards the ehdhe stance phase (Figure 6.16)
which was due to a delayed initiation of the flexamp (Figure 6.18). This manifested
itself in the increased flexion angle of the frap ht take-off (Figure 6.15). The jump
phase also showed an increased knee extensioretorghe stance leg of the optimised
simulation during the latter half of the stance ggha An inspection of Figures 6.17-6.18
shows that there was neither increased extensbeaeased flexor activation at this joint,
so the increase in extensor torque must have cbogt as a result of changes in angular
velocity arising from the action of torques at atjwents (Dapena, 1999). The stance ankle
torque generator in the jump phase showed extemgbflexor profiles (Figures 6.17-6.18)
in the optimised simulation that ramped up and doggpectively later than the matched
simulation. These timings account for the initigpression of the torque time history in
the optimised simulation with respect to the matichienulation, but they do not explain
the increased torques later in the stance phasee she extensor and flexor torque
generators were fully active and fully inactivepestively in the matched and optimised
simulations. Therefore the increase in torque rhase come about due to the changed
kinematic conditions of the joint putting the toeqgenerators in more advantageous angle

/ angular velocity conditions for torque generation
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Figure 6.16 Joint torque time histories from matched (dashedsl and optimised (solid

lines) simulations of the jump phase (extensigpositive except at shoulder joints).
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Figure 6.18 Activation time histories for joint flexors* in metted (dashed lines) and

optimised (solid lines) simulations of the jump pba*Shoulders show extensors.

Work done and angular impulses

Tables 6.18-6.19 show the work done and angulaulseg at each torque-driven joint
included in the optimisation process in the matchued optimised simulations. There was
a total increase in work of 130 J done by the fintluded in the optimisation procedure
(Table 6.18). The largest increase in work dons imahe stance (left) hip - as with the
step phase but in contrast to the hop phase - avitbntribution of 59 J. As in the step
phase, the stance knee had an increased angulaisan(3.7 Nms) but was a net absorber
of energy, although less in the jump phase tharstdye phase (-6 J vs -28 J). The stance
ankle and ball also performed more work in the m#ed simulation than the matched
simulation (28 J and 15 J). The largest changenpulse was seen in the free hip (-8.1
Nms) but there was very little difference in wordng between the optimised and matched
simulations (52 J vs 50 J). This was due to tle fhat the free hip in the matched
simulation started to flex towards the end of ttense phase, allowing the extensors to
perform positive work, whereas the hip continuedflex in the optimised simulation
therefore the extensors were performing negativik léigure 6.15). Likewise the right

shoulder joint showed a large increase in imputséhe optimised simulation (5.6 Nms)
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but performed a similar amount of work (-3 J vs Jbwith respect to the matched
simulation. An inspection of Figure 6.15 showst i@ joint angle extended then flexed,
so the flexion torque produced at the joint (FigGr&6) did negative work followed by
positive work, leading to a small net amount of kvalone, but a large impulse and

consequently a large change in joint angle andCt@® position and velocity of the arm.

Table 6.18 Work done by different joints in matched and opsied simulations of the

jump phase
Right  Left Right  Left L eft L eft Right L eft
Hip Hip Knee Knee Ankle Ball Shoulder Shoulder
Q) (J) Q) (J) (J) (J) (J) (J)
Optimised 52 20 20 -123 -29 17 -3 4
Matched 50 -39 0 -117 -57 3 -5 -5
Difference 3 59 20 -6 28 15 2 9

Negative sign indicates eccentric work

Table 6.19 Angular impulses at different joints in matched apdimised simulations of

the jump phase

Right  Left Right  Left L eft L eft Right L eft
Hip Hip Knee Knee Ankle Ball Shoulder Shoulder
(Nms) (Nms) (Nms) (Nms) (Nms) (Nms) (Nms) (Nms)
Optimised 0.9 37.1 -11.9 53.4 38.1 5.% 6.7 -0.7
Matched 9.0 32.8 -11.1 49.¢ 37.0 5.0 1.2 -3.1
Difference | -8.1 4.4 -0.4 3.7 1.1 0.5 5.6 2.5

Negative sign indicates flexion impulse, excephioulder joints which are opposite

Ground reaction forces

The horizontal force trace shows a slightly redulcedzontal braking force followed by a

slightly increased propulsive force in the optindisseimulation in comparison to the

matched simulation (Figure 6.19). This initial uedd braking force was likely to have

been due to the lower extensor torque in the stankke and the increased flexor torque in
the right shoulder (Figure 6.16). There was awm@ated depression in the vertical force
over the same time period in the optimised simoigtidue to the same factors. The
decreased horizontal and increased vertical forceise latter half of the ground contact
phase were due to the increased torques of theestag during this period (Figure 6.16).
This led to a decreased braking impulse (62 Ns&%g) and an increased net vertical

impulse (471 Ns vs 456 Ns) in the optimised simafatcompared to the matched
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simulation (Table 6.20). This led to an increakedzontal (6.06 m/s vs 5.84 m/s) and
vertical (2.23 m/s vs 2.12 m/s) take-off velocity the optimised simulation and an
increased projection angle (21.&s 21.3) which led to an increase in the flight

component of the phase distance (3.64 m vs 3.3Tafle 6.21).
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Figure 6.19 GRFs from matched (dashed lines) and optimisedd($§oks) simulations of

the jump phase.

Table 6.20 Impulses at take-off in matched and optimised satiohs of the jump phase

Direction Matched | mpulse (Ns) Optimised | mpulse (Ns)
Horizontal 78 62
Vertical (Gross) 456 471
Vertical (Net) 311 320
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Table 6.21 Take-off velocities and projection angle for mattlaad optimised simulations

of the jump phase

Direction Matched Velocity (m/s) Optimised Velocity (m/s)
Horizontal 5.84 6.06
Vertical 2.12 2.23
Resultant 6.21 6.47
Projection Angle 21.3 21.6

6.4.4 Increased strength

In order to investigate the effects of increasitigereggth on triple jump performance,
maximum isometric and eccentric torques were irsgeédy 5% from the measured values
displayed in Appendix 11. The model was optimigadjump distance in the hop phase

using the method described in Section 6.3.

Components of phase distance

Table 6.22 shows that the model with increasechgtrejumped 0.15 m (3.4%) further
than the optimised simulation with measured torque% slight decrease in take-off
distance (-0.01 m) was outweighed by an incredsgu flistance (0.16 m).

Table 6.22 Differences in each component of phase distancevdsst optimised

simulations of the hop phase with and without iasesl strength

Take-off Flight Distance Landing Total Distance

Torques Distance (m) (m) Distance (m) (m)

Measured 0.55 3.23 0.65 4.43
Increased 0.54 3.39 0.65 4.58
Difference -0.01 0.16 0.00 0.15

Figure 6.20 gives a visual representation of themoped simulations with and without
increased strength; the techniques employed in $iothlations were visually very similar.
There is also very little difference between thatjangle time histories (Figure 6.21). The
hip angles in the increased torque conditions skoavslight increase in extension in the
stance hip and an increase in flexion in the frige With respect to the measured torque
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condition. The stance knee was more extended ka-afi in the increased torque
condition, having flexed slightly more, earliertime stance phase. Also the right shoulder

is slightly more flexed at take-off in the increds#rength condition.
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Figure 6.20 Optimised simulations of the hop phase with meak\rep) and increased
(bottom) strengths.
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Figure 6.21 Joint angle time histories from simulations of th@p phase with measured
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The joint torque time histories show that the amigjor difference in the increased strength
condition was at the stance knee, where the torgomps up later and is markedly higher
then the optimisation with measured torques (Figu22). This gives an initial indication

that the stance knee is an important joint in whecincrease strength in order to improve

performance in the hop phase of the triple jump.
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Figure 6.22 Joint torque time histories from simulations o thop phase with measured
(dashed lines) and increased (solid lines) stren@ktension is positive except at shoulder

joints).

6.4.5 Noangular momentum constraints

Angular momentum constraints were removed (Sedi@nil) in order to ascertain how
important they were to the performance of the moddie model was optimised for jump

distance in the hop phase using the method desdnb®ection 6.3.

Components of phase distance
Table 6.23 shows that the model without angular emom constraints jumped 0.30 m
(6.8%) further than the optimised simulation witfgalar momentum constraints. As with
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the increased strength condition a slight decreastake-off distance (-0.01 m) was

outweighed by an increased flight distance (0.31 m)

Table 6.23 Differences in each component of phase distancevdsst optimised

simulations of the hop phase with and without ca@asts on angular momentum

Angular Take-off Flight Distance Landing Total Distance
Momentum Distance (m) (m) Distance (m) (m)
Constrained 0.55 3.23 0.65 4.43

Unconstrained 0.54 3.54 0.65 4,73

Difference -0.01 0.31 0.00 0.30

Figure 6.23 shows that the optimised techniqueawititonstraints on angular momentum
differs markedly from that with constraints, whesehe joint angles do not show any great
differences (Figure 6.24). The optimisation with@onstraints shows a much greater
‘forward lean’ of the body at take-off, whereas thatimisation with constraints has a
vertically oriented torso. The free limbs also wha greater degree of flexion in the
simulation without constraints. Despite this thket-off distance is slightly reduced due to
the hip being less extended. The simulation withcenstraints exhibited a landing
orientation error of 47compared to performance kinematics (Section 5.5T2)is further

demonstrates the importance of including angulamer@um constraints in simulation

models of human jumping. (Wilson et al., 2007).
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Figure 6.23 Optimised simulations of the hop phase with (topdl avithout (bottom)

constraints on angular momentum.
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Figure 6.24 Joint angle time histories for simulations of tlepphase with (dashed lines)

and without (solid lines) constraints on angulammeatum.

Joint torque time histories show that the largeer@nce between the simulations with
and without angular momentum constraints is athipejoint of the stance leg (Figure
6.25). The simulation without constraints showestrang hip flexion towards the end of
the ground contact phase where this was not appardhe simulation with constraints.
Other than this, joint torques were broadly siméaross the joints, with slight increases in

knee and ankle torques of the stance leg beingtties most influential differences.

158



Right Shoulder Left Shoulder

— 400t — 400t
£ £
£ 200} £ 200}
L] @
3 3
g 0 T ——————— g 0 — e
o T o
[ [
-200p_, ‘ s . 1 -200p_, ; s .
0 0.05 0.1 0.15 0 0.05 041 0.15
Right Hip Left Hip
g 4001 2 4001
£ 200} £ 200} R
L] L] s
3 3 -
g of g of =
o o o
= [ P
200} ‘ ; 5 g -200f =~ ; i ;
0 0.08 041 0.15 0 0.05 041 0.15
Right Knee Left Knee
= 400} ‘ ‘ o] ~ 400} ‘ ‘
£ £
= 00| K | 2 200!
D = @
gl S ] 2 . ]
5 5 T
[ -
-200} ‘ ) ) q =200t ; . .
0 0.08 041 0.15 0 0.05 041 0.15
Right Ankle Right Ball
~ 400¢ 1 = 400t
£ £
£ 200} \//_\‘-\w\ 1 £ 200}
L] @
3 =
g ot 1 g 0 ———TT
(=] (=]
[t [t
=200}, : ‘ ; ] -200} , j j .
0 0.05 0.1 0.15 0 0.05 0.1 0.15

Figure 6.25 Joint torque time histories for simulations of tieg phase with (dashed lines)
and without (solid lines) constraints on angulammeatum (extension is positive except at

shoulder joints).

6.5 CHAPTER SUMMARY

In this chapter literature on the methods of opation of simulation models of human
jumping was reviewed. The method for optimisatdnechnique in the simulation model
of triple jump was described. The components efdhjective function were outlined and
the penalties the model could incur were explainBade results of the optimisation process
were discussed with reference to the differencélarkinematic and kinetic features of the
model between the matched and optimised simulatidine effects of increasing strength,
and neglecting angular momentum constraints orsiimellation were investigated. The
next chapter will provide a summary of this thegith a discussion of methods used, areas

for improvement, implications, applications, antufe directions of the study.
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CHAPTER 7

SUMMARY AND DISCUSSION

7.1 CHAPTER OVERVIEW

The purposes of this study were:

=

To develop a full-body torque-driven computer siatigin model of triple jJumping;

2. To gather anthropometric, strength, and performatata, and derive viscoelastic
parameters, in order that the model would be stHsjeecific;

3. To evaluate the model against performance datansmre that it was a good
representation of the activity being modelled;

4. To optimise the technique of the model in ordeméximise the distance jumped in

each phase individually;

5. To draw conclusions on the components of optinaineue.

In this chapter the extent to which these aims Hasen achieved is considered. The
methodologies are summarised, and limitations armdernpial improvements are
highlighted. The results of the model are discdssih respect to the research questions

posed in Chapter 1. Future applications of theehatk then outlined.

7.2 DISCUSSION AND LIMITATIONS

7.21 Computer simulation model of triple jumping

A whole-body torque-driven model of triple jumpingas developed in AutoléV

comprising thirteen segments, of which five hadhbagid and wobbling elements. The
model was two-dimensional so only represented motiothe sagittal plane. Torque
generators with flexion and extension profiles wiarduded at each of the joints of the leg

and at the shoulders. Elbow joints were angleedriv
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During a triple jump motion occurs outside the #agplane which cannot be represented
in the model. For instance the hip and shouldetgoon either side of the body move
independently of each other and were modelledragesjoints. However the results of the
model evaluation indicate that the model accuratepresents the important features of
triple jumping (Chapter 5). This indicated thaé4k motions only had a minimal effect on
performance. It was assumed that the action otlibew joints would have only a small

effect on performance and therefore simulationd wm&gles derived from performance
data in order to angle-drive these joints. Howel/erore accuracy were required, torque
profiles could be included at the elbow joints nder to simulate the effect of the arms on
performance. Joints were modelled as rigid andlipked and did not incorporate

compressions seen in real joints. The effecthisfdre discussed in Section 7.2.3.

7.2.2 Methodology

Anthropometric, strength, and performance data vgathered from a triple jumper of
national standard (Chapter 4).

Kinematic data

Kinematic data were collected individually from kaahase of a triple jump and also from
a whole triple jump (Section 4.3). Forty-five mflective markers were tracked using an
18 camera Vicon automatic motion capture system8at Hz for the individual phases

from the force plate in order that the kinematitadeould be combined with force data.

The sampling frequency was reduced to 240 Hz femthole jump, since the large capture
volume (~18 m x 2 m x 2.5 m) necessitated an is@@aesolution and there is a trade off
between sampling frequency and resolution. Joamttres were determined from the
positions of these markers and flexion / extensjoint angles were calculated by

‘projecting’ them onto the sagittal plane.

Due to the large capture volume the system somstfailed to track markers for the entire
period. Thus in future studies using such largewa volumes more cameras should be
used, if available, in order to increase the reasmtuand frequency, and thus the chances of
tracking markers throughout the duration of thevégt
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Since the triple jump involves large GRFs, skin mted markers were sometimes lost
during impacts. Skin mounted markers should besrthas securely as possible in an

attempt to limit these losses.

Obtaining kinematics that accurately represent dyitg joint motions using skin-
mounted markers is very difficult (Section 4.3.1).is not practical to use bone-mounted
markers or imaging techniques (dynamic MRI) durihgnamic movements, so it is
unlikely these errors can be removed altogether.

Force data

Force data were collected from a force platformifalividual phases of the triple jump at
1000 Hz (Section 4.4.2). The force data demorestrat high frequency component that
was not representative of the motion being measanedwas therefore removed using a
filtering process (Section 4.5.1). Although thiteeed the horizontal and vertical impulses
very little, this filtering process may have inadeatly removed a small portion of the
actual signal. Therefore in future studies redsans should ensure that the force plate is
properly housed and that the material covering gdcurely attached in order to minimise

any signal not representative of the activity beimgasured.

Torque data

Torque data were collected from an isovelocity ayometer for the shoulder, hip, knee,
and ankle at 1000 Hz (Section 4.4.4). Angular eéiles ranged from -400s to 400/s at
50°/s intervals. A correction was applied in ordelctmvert crank angles to joint angles
by using a mechanical goniometer to obtain joinglesm at various crank angles
isometrically. This correction might not propertgpresent this relationship during
dynamic contractions. Therefore in future stuglo@st angles should be obtained using an
automatic motion capture system during the moventlem$ allowing a more accurate

correction to be made.

Another limitation of the protocol used was that #ffects of biarticular muscles were not
completely included. The inclusion of biarticulauscles in simulation models has been
shown to have only a minor effect on jumping perfance (van Soest et al., 1993). In this

protocol angles at joints proximal and / or distathe joint being measure were not varied
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in order to ascertain the effects of any biarticutauscles crossing these joint on the
measured torques. Future studies could therefiomaporate this in their joint torque data
collection protocol in order that they can more umately model the torque / angle /

angular velocity relationship.

The subject could not complete the dynamic shoufledion protocol due to injury,
therefore the seven-parameter torque / angularcigldunction calculated from the
shoulder extension data was also used for shotlel@on (Section 4.7.5). It is unlikely
that this will have greatly affected the data, siice peak isometric torque and torque /
angle relationship were obtained for shoulder iexand the torque / angular velocity

relationship is unlikely to differ markedly betwesimoulder flexion and extension.

Bilateral symmetry was assumed, if increased acguveere desired then the protocol

could incorporate limbs on both sides of the bodVyhis would greatly increase the

duration of the data collection and it is unlikelyy great asymmetry exists in able-bodied
athletes whose performance depends on the geneadtiarge torques on both sides of the
body.

The torque parameters for the ball joint were estizdd due to the difficulties in measuring
torques at this joint on an isovelocity dynamomé&sction 4.7.5). It would be beneficial
to develop a method of measuring torques at thist jm order to obtain accurate

parameters for future models.

Anthropometric data

Anthropometric data were obtained using a geometriodel (Yeadon, 1990a).
Simulations of aerial movement using data from thadel have been shown to reproduce
realistic performances, especially for movementshim sagittal plane (Yeadon, 1990b).
The distribution of mass between the rigid and Wiolgbelements was calculated using
values from the literature (Clarys and Marfell-Jon&986; Clarys et al, 1984). Although
attempts were made to account for the likely déifere in body composition of the subject
in this study and those in the literature (Secdon3) there were inevitably inaccuracies.
The use of imaging techniques such as CAT (Huaxgvdn, 1976) or MRI (Martin et al.,
1989) would allow a more accurate estimation ofnsEgfal composition and inertia

parameters and should be used in future if avalabl
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7.2.3 Viscoelastic parameter determination

The viscoelastic parameters were determined by pdimisation process (Section 5.4).
The viscoelastic parameters that led to the moest imatching force traces also led to an
excessive depression of the foot (> 4 cm). Duthiforce traces were removed from the
objective function. It was hypothesised that #xsessive depression was due to the rest
of the system being too stiff; not accounting fompressions in the joints of the stance leg
and the spine (Seyfarth et al., online). If futoredels are to match force traces well, the

joints of the stance leg and the spine should dekprings to model these compressions.

Once force traces were removed from the objectivection the model matched
performance data closely, with differences of 2.2%%, and 2.4% for the hop, step, and

jump phases respectively, giving an overall diffex of 1.8%.

7.24 Evaluation and optimisation of thetorque-driven model

Model evaluation

The torque-driven model was matched to performalata by varying 77 torque generator
activation timings using a genetic algorithm. Thi@al joint angles in the stance leg were
included in the optimisation process, this was nnagtempt to account for errors in the
kinematic data, and deformations in the joints Wwhi@re not represented in the pin-linked
joints of the model. A model with springs at th@gsats could go some way to account for

these deformations (Section 7.2.3).

Each of the three phases showed a close match rforrpance data, with overall
differences of 3.8%, 2.7%, and 3.1% for the hogp,sand jump phases respectively. This
indicated the model was a good representation@fttivity in question and suitable for

simulation of the triple jump.

Model optimisation
The technique of the model was optimised in ordemaximise distance jumped at each
phase. As with the model evaluation this was adueby varying 77 torque generator

activation timings. Initial kinematics were maiimizd from the matched simulations.
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These optimisations resulted in performance ine®asf 3.3%, 11.1%, and 8.2%

respectively for the hop, step, and jump phases.

The most marked difference in technique betweerofitenised and matched simulations
was at the shoulder joints. In each phase themiggd simulations demonstrated a
symmetrical flexion at both shoulders, whereas mh&tched simulations showed an
asymmetrical technique (Figures 6.3, 6.9 and 6.1&ncouragingly this symmetrical
shoulder flexion is a feature of elite triple jurtgzhnique which further indicates that the

model is a good representation of the systemsinigilating.

In addition to this symmetrical shoulder flexiomtimnised simulations showed a greater
extension of the stance knee and hip and a motedl&ee hip. This technique resulted in
an increased ground contact time in all phases wipect to matched simulations and

facilitated an increased vertical impulse (Tablgs 6.13 and 6.20).

The effects of increasing strength and neglectinguar momentum constraints on the
performance of the model were also investigatedesé led to increases in jump distance
of 3.4% and 6.8% respectively. These results atdit that strength increases could be
beneficial to a triple jumper and that angular motaen constraints were necessary in

simulations of jumping.

A genetic algorithm was used in order to vary tergenerator activation timings in order
to maximise jump distance. These optimisationscally took 24-48 hours. This time

period was acceptable, but the structure of thetyealgorithm is such that it lends itself
to parallel processing (van Soest and Casius, 2008)s was not employed in this case
and could reduce total processing time. In futemimisations, especially those
attempting to optimise three phases sequentiallis ts something that should be
investigated.
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7.3 RESEARCH QUESTIONS

Q1. How close to optimum was the performance o$tiigect in this study?

The optimisation of technique revealed that théetghvas operating sub-optimally at each
phase. In the hop and step phases the performanicgd have been limited due to
requirements of the subsequent take-off. Howeter fact that the jump take-off, where
there was no such requirement, showed a substamjmbvement in performance when
optimised, might indicate that this was not theeca3he optimisation of the hop phase
showed an improvement of 0.14 m, from 4.29 m t@ 4 the majority of this being made
up by an increase in take-off distance of 0.12 irhe step phase showed the largest
increase of 0.43 m, from 3.89 m to 4.32 m, thisrommpment consisted mainly of a 0.39 m
increase In flight distance. The jump phase shoarednprovement of 0.35 m, from 4.28
m to 4.63 m, the majority of which was made up byrereased flight distance of 0.27 m.
These changes represented percentage improveniesdshaphase of 3.3%, 11.1%, and
8.2% giving an overall theoretical increase of 7.4%his is a measure of how close to
optimum the technique of the subject was post-tdaaim during each take-off phase.
Other improvements could likely be obtained byraigpinitial conditions.

Q2. What is the optimum arm technique for tripkajuperformance?

In each optimisation of technique the results shibvee symmetrical flexion of the

shoulders throughout the take-off phase, this wasontrast the asymmetrical technique
employed by the subject. This symmetrical flexignreferred to as the double-arm
technique in the literature (Hay, 1992). An analysf angular impulses created at the
shoulder joints in the matched and optimised sitraria indicated that the shoulder joint
contralateral to the stance leg showed some ofatigest increases in impulse of all joints
in the optimised simulations (Tables 6.5, 6.12, &ri®). However, with the exception of
the left shoulder joint in the step phase, thers litle difference in the work done at the
shoulder joints between matched and optimised sitiaumls. These angular impulses could
act to improve performance in more than one wayjtially during the period when the

shoulders are flexing from a hyperextended positidmas been shown that they act to

cushion the impact on the stance leg in a high juake-off employing a double-arm

166



technique (Dapena and Chung, 1988). This wasaltletflexion of the arms reducing the
radial distance of the COM from the hip joint dgrithe period when this distance was
decreasing. This cushioning could be of major beme triple jumping due to the

exceptionally high GRFs (Section 2.2.3). The onisimg effect would be reduced or non-
existent in the asymmetrical single-arm technicgilece the combined COM of the arms
relative to the hip joint should not change apmblyi. During the subsequent period in the
same high jump take-off when the radial distancethef COM to the hip joint was

increasing, the arms were shown to act to increéhasedistance (Dapena and Chung,
1988). The increased flexion at the shoulder gointthe optimised simulations manifested
itself in increases in both the take-off distanod the COM height at take-off (Table 6.).
All the optimised simulations showed an increasegulse and ground contact time (Table
6.). The symmetrical flexion of the shoulder jgintould have contributed to these
increases; this would accelerate the mass of the &rwards and upwards, thus applying
a reaction force though the shoulder joints, acatley the mass of the rest of the body in
the opposite direction. This could act to put thejue generators of the leg into slower
concentric conditions, facilitating an increasedjtee production (Dapena, 1999) and / or

increase the ground contact time which would alkwaa larger propulsive impulse.

Q3. How would an increase in strength affect tripiap performance?

In an attempt to ascertain how an increase in gtinewould affect performance in the
triple jump maximal isometric and eccentric torquesre increased by 5% and torque
generator activation timings were subsequentlynoiged to maximise distance jumped in
the hop phase. This optimisation led to an in@eagerformance of 0.15 m with respect
to the optimised simulation with measured torquebiciv represented a 3.4%
improvement. This improvement was wholly due tararease in flight distance of 0.16
m as the take-off distance was reduced by -0.0The technique in the increased strength
simulation did not differ visually from that of theptimised simulation with measured
torques. However an inspection of the torque thistories (Figure 6.22) shows that,
whilst there is little difference in most joints tiveen the two optimisations, the
optimisation with increased strength shows a maditédrence in knee torque, ramping up
later and reaching a higher level for longer thlae simulation with measured torques.
This gives the impression that the most benefioialt around which to increase strength

in order to improve performance in the hop phaseldvde the stance knee. A wider
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investigation involving each phase and variatiomghe maximal torques at individual
joints is needed to properly assess the benefignahcrease in strength on triple jump

performance.

Q4. What influence do angular momentum constrdmatge on simulations of the triple

jump?

In order to gauge what effect angular momentum tcamss have on triple jump
performance, a simulation without these constraintgs optimised to maximise the
distance jumped. The optimisation without angat@mentum constraints jumped 0.30 m
further than the optimisation with constraints,resenting an improvement of 6.8%. This
was entirely due to an increased flight distanc8.81. m as there was a decrease in take-
off distance of -0.01 m (Table 6.23). Visuallycan be seen that there is a marked
difference in orientation of the trunk in the twgtimisations (Figure 6.23). The
optimisation without angular momentum constraingplys a large ‘forward lean’ which
Is not a feature of horizontal jumps in athletidhe orientation of the body at the landing
of the next phase in this simulation was estimatecave been 4#7away from the
measured orientation. This lends further weighhwofindings of Wilson et al. (2007) who

stated that models of jumping should include camsts on angular momentum.

7.4 CONCLUSION

With respect to the purposes of this study outlia¢dhe beginning of this chapter, a
subject-specific torque-driven model of the triglenp was successfully developed,
evaluated and optimised. Anthropometric, strengtid performance data were obtained
from a triple jumper and viscoelastic parametersewderived using an angle-driven
model, ensuring subject-specificity. A torque-énvmodel was then evaluated against
performance data and showed a close match for @aate of the triple jump, indicating
that it is a good representation of the system at wimulating. The components of
optimum technique were described, quantified, aadudsed. The technique employed by
the model in the performance optimisations showeatures that are consistent with

current elite triple jump technique which is enaming and is a further indication of the
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accuracy of the model. Finally the effects of @aging strength and neglecting angular

momentum constraints on simulations were also dfieoht

7.5 FUTURE RESEARCH

The immediate continuation of this project will teeuse the model to simulate each phase
of the triple jump sequentially, rather than indivally as was done in this study. In order
to do this the flight phases will be included ire tsimulation. A spline will be used to
merge the take-off angles from the simulation itite angles from the performance over
the initial portion of the flight phase (~100 mi)e remainder of the flight phase will then
be angle-driven. This will allow a more accuragtedmination of the landing orientation
for the subsequent phase. The initial kinematieddoons of the subsequent phase will
then be directly related to the take-off conditidrmn the previous phase. Simulating the
whole jump in this fashion will provide informatian the interdependence of the phases
and what the phase ratios for optimum performandhe triple jump are. More generally,
the model has been shown to accurately simulateahumotion in the sagittal plane with
alternating foot-ground contacts. Consequentbait be used in future to answer questions
relating to any activity of this type with confide Research questions that will be
addressed in the future include:

e What is the contribution of approach velocity tple jump performance?

e How sensitive is triple jump performance to vaoas in initial conditions?

e How is triple jump performance affected in eachgghéy variations in strength
parameters at individual joints?

e How sensitive is triple jump performance to vaoas in muscle activation
timings?

e How do altered anthropometric and mass/inertia atttaristics affect triple jump
performance?

e |Is a symmetrical arm technique suitable for usemg jumping?

¢ What are the limitations on maximum sprinting sgeed
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APPENDIX 1

PARAMETERS FOR CALCULATION OF SEC STIFFNESS

Joint Q Lb Lf Lt
_ Muscle
Action (degy (mm) (mm) (mm)
Ankle Tibialis
) 9 117 99 217
Dorsi Anterior
Ankle Gastrocnemiu$ 13.03 | 240.59 74.44 213.13
Plantar Soleus 26 129 49 227
Rectus
. 10 302 88 186
Femoris
Vastus
. 11 273 110 138
Knee Lateralis
Extension Vastus
10 360 112 49
Medialis
Vastus
) 6 320 106 87
Intermedius
Biceps
. 15 152 146 96
Femoris
Knee
) other
Flexion _ 10.73 | 291.0)f 98.6§ 141.]1
Hamstrings
Gastrocnemiu$ 13.03 | 240.59 74.44 213.13
Gluteus
Hip . 1.43 172.43] 162.91 232.93
. Maximus
Extension
Hamstrings 10.73] 291.0L 98.6p 141j1
Hi Psoas Major 5 238 190 54
Ip
. Rectus
Flexion _ 10 302 88 186
Femoris
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SEC

Joint d Height PCSA )
) 5 SESS
Action (mm) (cm) m°)
(Nm/rad)
Ankle Tibialis
. . 241 40.3 168 2040| 195.03
Dorsi Anterior
Ankle Gastrocnemiu$ 390 46 178 6167
641.45
Plantar Soleus 319 46 178 11868
Rectus
) 410 42 178 3367
Femoris
Vastus
) 310 42 178 6880
Knee Lateralis
' 981.99
Extension Vastus
o 305 42 178 4674
Medialis
Vastus
. 308 42 178 5368
Intermedius
Biceps
) 109 26 178 1024
Femoris
Knee
_ other 508.27
Flexion _ 343 26 178 7807
Hamstrings
Gastrocnemiug 390 17 178 6167
Gluteus
Hip ) 248 62 178 4171
) Maximus 2274.73
Extension
Hamstrings 343 77 178 780]
Hi Psoas Major 105 4 178 138
Ip
i Rectus 300.60
Flexion _ 410 35 178 3367
Femoris
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APPENDIX 2

AUTOLEV CODE FOR A COMPUTER SSIMULATION
MODEL OF THE TRIPLE JUMP

%TRIPLEJUMP.AL
%AUTOLEV CODE FOR 14 SEGMENT (HEAD ANGLE IS FIXEBJOMPUTER
%SIMULATION MODEL OF TRIPLE JUMP

% PHYSICAL DECLARATIONS

NEWTONIAN N % WHERE N2 IS UP, N1 RIGHT AND N3 = N4 N2
BODIES RF1,LF1,RF2,LF2

BODIES RS,LS,RTH,LTH,TR,HD,RUA,LUA,RFA,LFA

BODIES WRS,WLS,WRTH,WLTH,WTR

POINTS P{27},CM,0

% MATHEMATICAL DECLARATIONS

CONSTANTS LRF1,LLF1,LRF21,LRF22,LLF21,LLF22

CONSTANTS LRS,LLS,LRTH,LLTH,LTR,LHD,LRUA,LLUA,LRFALLFA

CONSTANTS LWRS,LWLS,LWRTH,LWLTH,LWTR

CONSTANTS LRSO,LLSO,LRTHO,LLTHO,LTRO,LHDO,LRUAO,LLBO,
LRFAO,LLFAO

CONSTANTS LRF201,LRF202,LLF201,LLF202,LRF10,LLF10

CONSTANTS LWRSO,LWLSO,LWRTHO,LWLTHO,LWTRO

CONSTANTS IRF1,ILF1,IRF2,ILF2

CONSTANTS IRS,ILS,IRTH,ILTH,ITR,IHD,IRUA, ILUA,IRFAJLFA

CONSTANTS IWRS,IWLS,IWRTH,IWLTH,IWTR

CONSTANTS K{18},G,M,NANG

VARIABLES ARSHOE,ALSHOE,ARHIPE,ALHIPE, ARKNEE, ALKNEE
ARANKE, ALANKE,ARBALE,ALBALE

VARIABLES ARSHOF,ALSHOF, ARHIPF,ALHIPF,ARKNEF, ALKNEF
ARANKF,ALANKF,ARBALF,ALBALF

VARIABLES WRSHOE,WLSHOE,WRHIPE,WLHIPE, WRKNEE,WLKNEE
WRANKE,WLANKE,WRBALE,WLBALE

VARIABLES WRSHOF,WLSHOF,WRHIPF,WLHIPF,WRKNEF,WLKNEF
WRANKF,WLANKF,WRBALF,WLBALF

VARIABLES Q{30}',U{30}

VARIABLES TQLUALFA TQRUARFA

% SPECIFIED VARIABLES
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SPECIFIED TQRSHOE, TQLSHOE, TQRHIPE, TQLHIPE, TQRKNEBIKNEE,
TQRANKE, TQLANKE, TQRBALE, TQLBALE

SPECIFIED TQRSHOF, TQLSHOF, TQRHIPF, TQLHIPF, TQRKNEF,
TQLKNEF, TQRANKF, TQLANKF, TQRBALF, TQLBALF

SPECIFIED RFARUA",LFALUA"

SPECIFIED POP{1:27}X,POP{1:27}Y,POCMX',POCMY',VOCMXOCMY

SPECIFIED H,KE,PE,TE,SIMCOP

SPECIFIED STRETCH{1:10}"

SPECIFIED RXT, RYT,R{1:6}X,R{1:6}Y

O mmm e e
% SET TORQUES EQUAL TO T3 TO OBTAIN TWO DERIVATIVEIN
% FORTRAN

TQTRRUA = T"3
TQTRLUA = T3
TQTRRTH = T3
TQTRLTH = T3
TQRTHRS = T3
TQLTHLS = T3
TQRSRF2 = TA3
TQLSLF2 = TA3
TQRF2RF1 = T"3
TQLF2LF1 = TA3

O m m e e e e e e e
% SET ELBOW ANGLES EQUAL TO T*3 TO OBTAIN TWO DERWTIVES IN
% FORTRAN

RFARUA = T"3
LFALUA = T"3

/) mmmm e e e e
% SIMPLIFY
AUTOZ OFF

O/ mmmm e e e e e
% MASS AND INERTIA

MASS RF1 = MRF1
MASS LF1 = MLF1
MASS RF2 = MRF2
MASS LF2 = MLF2
MASS RS = MRS
MASS LS = MLS
MASS RTH = MRTH
MASS LTH = MLTH
MASS TR = MTR
MASS HD = MHD
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MASS RUA = MRUA
MASS LUA = MLUA
MASS RFA = MRFA
MASS LFA = MLFA
MASS WRS = MWRS
MASS WLS = MWLS
MASS WRTH = MWRTH
MASS WLTH = MWLTH
MASS WTR = MWTR

M = MRF1+MLF1+MRF2+MLF2+MRS+MLS+MRTH+MLTH+MTR+
&MRUA+MLUA+MRFA+MLFA+MWRS+MWLS+MWRTH+MWLTH+MWTR

INERTIA RF1,0,0,IRF1
INERTIA LF1,0,0,ILF1
INERTIA RF2,0,0,IRF2
INERTIA LF2,0,0,ILF2
INERTIA RS,0,0,IRS
INERTIA LS,0,0,ILS
INERTIA RTH,0,0,IRTH
INERTIA LTH,0,0,ILTH
INERTIA TR,0,0,ITR
INERTIA HD,0,0,IHD
INERTIA RUA,0,0,IRUA
INERTIA LUA,0,0,ILUA
INERTIA RFA,0,0,IRFA
INERTIA LFA,0,0,ILFA
INERTIA WRS,0,0,IWRS
INERTIA WLS,0,0,IWLS
INERTIA WRTH,0,0,IWRTH
INERTIA WLTH,0,0,IWLTH
INERTIA WTR,0,0,IWTR

% SEGMENT ORIENTATION

SIMPROT (N,TR,3,Q1)
SIMPROT (TR,RUA,3,Q2)
SIMPROT (TR,LUA,3,Q3)
SIMPROT (RUA,RFA,3,RFARUA)
SIMPROT (LUA,LFA,3,LFALUA)
SIMPROT (TR,RTH,3,Q4)
SIMPROT (TR,LTH,3,Q5)
SIMPROT (RTH,RS,3,Q6)
SIMPROT (LTH,LS,3,Q7)
SIMPROT (RS,RF2,3,Q8)
SIMPROT (LS,LF2,3,Q9)
SIMPROT (RF2,RF1,3,Q10)
SIMPROT (LF2,LF1,3,Q11)
SIMPROT (RS,WRS,3,Q12)

187



SIMPROT (LS,WLS,3,Q13)
SIMPROT (RTH,WRTH,3,Q14)
SIMPROT (LTH,WLTH,3,Q15)
SIMPROT (TR,WTR,3,Q16)
SIMPROT (TR,HD,3,NANG)

% POSITION VECTORS

P_O_P1>=Q17*N1>+Q18*N2>
P_P1_RF10> = LRF10*RF11>

P_P1 P2>=LRF1*RF11>

P_P2 RF20> = LRF201*RF21>+LRF202*RF22>
P_P2 P3>= LRF21*RF21>

P_P3_P4> = LRF22*RF22>
P_P3_RSO> = LRSO*RS1>

P_P3 P5>=LRS*RS1>

P_P3_P17> = Q19*RS1>+Q20*RS2>
P_P17 WRSO> = LWRSO*WRS1>

P P17 P18>=LWRS*WRS1>
P_P5_RTHO> = LRTHO*RTH1>

P_P5 P6>=LRTH*RTH1>

P_P5 P19> = Q21*RTH1>+Q22*RTH2>
P P19 WRTHO> = LWRTHO*WRTH1>
P_P19_P20> = LWRTH*WRTH1>
P_P6_LTHO> = LLTHO*LTH1>

P _P6_P7>=LLTH*LTH1>

P _P6_P21> = Q23*LTH1>+Q24*LTH2>
P P21 WLTHO> = LWLTHO*WLTHI>
P_P21 P22>= LWLTH*WLTH1>

P_P7 LSO> = LLSO*LS1>

P _P7 P8>=LLS*LS1>

P_P7_P23>= Q25*LS1>+Q26*LS2>
P_P23 WLSO> = LWLSO*WLS1>
P_P23_P24> = LWLS*WLS1>

P_P8 LF20> = LLF201*LF21>+LLF202*LF22>
P_P8_P9> = LLF22*LF22>

P_P8_P10> = LLF21*LF21>
P_P10_LF10> = LLF10*LF11>
P_P10_P11> = LLF1*LF11>
P_P6_TRO> = LTRO*TR1>
P_P6_P12>=LTR*TR1>

P_P12 HDO> = LHDO*HD1>
P_P12_P27> = LHD*HD1>

P_P6_P25> = Q27*TR1>+Q28*TR2>
P_P25 WTRO> = LWTRO*WTR1>
P_P25_P26>= LWTR*WTR1>

P_P12 RUAO> = LRUAO*RUA1>
P_P12_P13>= LRUA*RUA1>
P_P13_RFAO> = LRFAO*RFAL>
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P_P13_P14> = LRFA*RFA1>
P_P12 LUAO> = LLUAO*LUAL>
P P12 P15> = LLUA*LUAL>
P_P15_LFAO> = LLFAO*LFAL>
P_P15_P16> = LLFA*LFAl>

% POSITION OF POINTS WITH RESPECT TO O

P O P2>=P_O Pl>+P Pl P2>
P O _P3>=P_O P2>+P_P2 P3>
P_O_P4>=P_O_P3>+P_P3_P4>
P_ O _P5>=P_O P3>+P_P3 P5>
P_O_P6>=P_O _P5>+P_P5_P6>

P O P7>=P O _P6>+P_P6 _P7>
P_O_P8>=P_O P7>+P_P7_P8>
P_O_P9>=P O _P8>+P_P8 P9>
P_O_P10>=P O P8>+P_P8 P10>
P_O_P11>=P_O_P10>+P P10 _P11>
P_O_P12>=P_O_P6>+P_P6_P12>
P_ O _P13>=P_O _P12>+P P12 P13>
P_O_P14>=P_O_P13>+P_P13 P14>
P_ O _P15>=P O _P12>+P P12 P15>
“O_P16>=P_O_P15> + P_P15 _P16>
"P17>=P_O_P3>+P _P3 P17>
"P18>=P_O_P17>+P P17 P18>
"P19>=P_O_P5>+P_P5 P19>
"P20>=P O _P19>+P P19 P20>
"P21>=P_O_P6>+P_P6_P21>
"P22>=P O _P21>+P P21 P22>
"P23>=P_O_P7>+P_P7_P23>
"P24>=P O _P23>+P P23 P24>
"P25>=P_0O_P6>+P _P6_P25>
"P26>=P O _P25>+P P25 P26>
"P27>=P_0_P12>+P_P12_P27>
CM> = CM(0)

'U'U'Ul'U'Ul'U'U'U'U'U'Ul'U'U
OOOOOOOOOOOO

% X AND Y POSITION OF POINTS WITH RESPECT TO O

POP1X = DOT(P_O_P1>,N1>)
POP1Y = DOT(P_O_P1>,N2>)
POP2X = DOT(P_O_P2>,N1>)
POP2Y = DOT(P_O_P2>,N2>)
POP3X = DOT(P_O_P3>N1>)
POP3Y = DOT(P_O_P3>,N2>)
POP4X = DOT(P_O_P4>,N1>)
POP4Y = DOT(P_O_P4>,N2>)
POP5X = DOT(P_O_P5>,N1>)
POP5Y = DOT(P_O_P5>,N2>)
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POP6X = DOT(P_O_P6>N1>)
POP6Y = DOT(P_O_P6>,N2>)
POP7X = DOT(P_O_P7>,N1>)
POP7Y = DOT(P_O_P7>,N2>)
POP8X = DOT(P_O_P8>,N1>)
POP8Y = DOT(P_O_P8>,N2>)
POP9X = DOT(P_O_P9>N1>)
POP9Y = DOT(P_O_P9>,N2>)
POP10X = DOT(P_O_P10>N1>)
POP10Y = DOT(P_O_P10>N2>)
POP11X = DOT(P_O_P11>N1>)
POP11Y = DOT(P_O_P11>N2>)
POP12X = DOT(P_O_P12>N1>)
POP12Y = DOT(P_O_P12>N2>)
POP13X = DOT(P_O_P13>N1>)
POP13Y = DOT(P_O_P13>N2>)
POP14X = DOT(P_O_P14>N1>)
POP14Y = DOT(P_O_P14>N2>)
POP15X = DOT(P_O_P15>N1>)
POP15Y = DOT(P_O_P15>N2>)
POP16X = DOT(P_O_P16>N1>)
POP16Y = DOT(P_O_P16>N2>)
POP17X = DOT(P_O_P17>N1>)
POP17Y = DOT(P_O_P17>N2>)
POP18X = DOT(P_O_P18>N1>)
POP18Y = DOT(P_O_P18>N2>)
POP19X = DOT(P_O_P19>N1>)
POP19Y = DOT(P_O_P19> N2>)
POP20X = DOT(P_O_P20>N1>)
POP20Y = DOT(P_O_P20>N2>)
POP21X = DOT(P_O_P21>N1>)
POP21Y = DOT(P_O_P21>N2>)
POP22X = DOT(P_O_P22>N1>)
POP22Y = DOT(P_O_P22>N2>)
POP23X = DOT(P_O_P23>N1>)
POP23Y = DOT(P_O_P23>N2>)
POP24X = DOT(P_O_P24>N1>)
POP24Y = DOT(P_O_P24>N2>)
POP25X = DOT(P_O_P25>N1>)
POP25Y = DOT(P_O_P25>N2>)
POP26X = DOT(P_O_P26>N1>)
POP26Y = DOT(P_O_P26>N2>)
POP27X = DOT(P_O_P27>N1>)
POP27Y = DOT(P_O_P27>N2>)
POCMX = DOT(P_O_CM>,N1>)
POCMY = DOT(P_O_CM>,N2>)

% KINEMATIC DIFFERENTIAL EQUATIONS

190



Q1 =U1

Q2' = U2
Q3'=U3

Q4' = U4

Q5'= U5

Q6' = U6

Q7' = U7

Q8'= U8

Q9' = U9

Q10' = U10
Q11'= U1l
Q12' = U12
Q13 = U13
Ql4' = Ul4
Q15' = U15
Q16' = U16
Q17' = U17
Q18' = U18
Q19' = U19
Q20' = U20
Q21'=U21
Q22' = U22
Q23' = U23
Q24' = U24
Q25' = U25
Q26' = U26
Q27' = U27
Q28' = U28
Q29' = U29
Q30' = U30

% ANGLES FOR TORQUE CALCULATION
% CONVERT AUTOLEV ANGLES TO JOINT ANGLES

ARSHOE = Q2-PI
ALSHOE = Q3-PI
ARHIPF = (2*P1)-Q4
ALHIPF = (2*PI1)-Q5
ARKNEF = PI+Q6
ALKNEF = P1+Q7
ARANKF = PI-Q8
ALANKF = PI-Q9
ARBALF = PI-Q10
ALBALF = PI-Q11

% CALCULATE ANGLE FOR OPPOSITE JOINT ACTION

ARSHOF = (2*PI)-ARSHOE
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ALSHOF = (2*PI)-ALSHOE
ARHIPE = (2*PI)-ARHIPF
ALHIPE = (2*PI)-ALHIPF
ARKNEE = (2*PI)-ARKNEF
ALKNEE = (2*PI)-ALKNEF
ARANKE = (2*PI)-ARANKF
ALANKE = (2*P1)-ALANKF
ARBALE = (2*PI)-ARBALF
ALBALE = (2*PI)-ALBALF

% CONVERT AUTOLEV ANGULAR VELOCITIES TO JOINT ANGURAR
% VELOCITIES

WRSHOE = -U2
WLSHOE = -U3
WRHIPF = U4
WLHIPF = U5
WRKNEF = -U6
WLKNEF = -U7
WRANKF = U8
WLANKF = U9
WRBALF = U10
WLBALF = U11

% CALCULATE ANGULAR VELOCITY FOR OPPOSITE JOINT ACDN

WRSHOF = -WRSHOE
WLSHOF = -WLSHOE
WRHIPE = -WRHIPF
WLHIPE = -WLHIPF
WRKNEE = -WRKNEF
WLKNEE = -WLKNEF
WRANKE = -WRANKF
WLANKE = -WLANKF
WRBALE = -WRBALF
WLBALE = -WLBALF

% ANGULAR VELOCITIES

W_TR_N> = UI*TR3>

W_HD_TR>=0>

W_RUA_TR> = U2*RUA3>

W_LUA_TR> = U3*LUA3>

W_RFA_RUA> = RFARUA*RFA3> + U29*RFA3>
W_LFA_LUA> = LFALUA*LFA3> + U30*LFA3>
W_RTH_TR> = U4*RTH3>

W_LTH_TR> = US*LTH3>

W_RS_RTH> = U6*RS3>

W_LS_LTH> = U7*LS3>
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W_RF2_RS> = Ug*RF23>
W_LF2_LS> = U9*LF23>
W_RF1_RF2> = U10*RF13>
W_LF1_LF2> = U11*LF13>
W_WRS_RS> = U12*WRS3>
W_WLS_LS> = U13*WLS3>
W_WRTH_RTH> = U14*WRTH3>
W_WLTH_LTH> = U15*WLTH3>
W_WTR_TR> = U16*WTR3>

% ANGULAR ACCELERATIONS

ALF_TR_N> = DT(W_TR_N>,N)
ALF_HD_TR>=0>

ALF_RUA TR>=DT(W_RUA TR>,TR)
ALF_LUA_TR>=DT(W_LUA TR>,TR)
ALF_RFA_RUA> = DT(W_RFA_RUA>,RUA)
ALF_LFA_LUA> = DT(W_LFA_LUA> LUA)
ALF_RTH_TR> = DT(W_RTH_TR>,TR)
ALF_LTH_TR>=DT(W_LTH_TR>,TR)
ALF_RS_RTH> = DT(W_RS_RTH>,RTH)
ALF_LS_LTH> = DT(W_LS_LTH>,LTH)
ALF_RF2_RS> = DT(W_RF2_RS>,RS)
ALF_LF2_LS>=DT(W_LF2 LS>,LS)
ALF_RF1_RF2>=DT(W_RF1 RF2> RF2)
ALF_LF1_LF2>=DT(W_LF1 _LF2>LF2)
ALF_WRS_RS> = DT(W_WRS_RS>,RS)
ALF_WLS LS>=DT(W_WLS_LS>,LS)
ALF_WRTH_RTH> = DT(W_WRTH_RTH>,RTH)
ALF_WLTH_LTH> = DT(W_WLTH_LTH>,LTH)
ALF_WTR_TR> = DT(W_WTR_TR>TR)

% LINEAR VELOCITIES

V_O_N>=0>

V_P1 N>=DT(P_O_P1>N)
V2PTS(N,RF1,P1,RF10)
V2PTS(N,RF1,P1,P2)
V2PTS(N,RF2,P2,RF20)
V2PTS(N,RF2,P2,P3)
V2PTS(N,RF2,P2,P4)
V2PTS(N,RS,P3,RSO)
V2PTS(N,RS,P3,P5)

V_P17 N>=DT(P_O_P17>N)
V2PTS(N,WRS,P17,WRSO)
V2PTS(N,WRS,P17,P18)
V2PTS(N,RTH,P5,RTHO)
V2PTS(N,RTH,P5,P6)
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V_P19 N>=DT(P_O_P19>N)
V2PTS(N,WRTH,P19,WRTHO)
V2PTS(N,WRTH,P19,P20)
V2PTS(N,LTH,P6,LTHO)
V2PTS(N,LTH,P6,P7)
V_P21_N>=DT(P_O_P21>N)
V2PTS(N,WLTH,P21,WLTHO)
V2PTS(N,WLTH,P21,P22)
V2PTS(N,LS,P7,LSO)
V2PTS(N,LS,P7,P8)
V_P23_N>=DT(P_O_P23>N)
V2PTS(N,WLS,P23,WLSO)
V2PTS(N,WLS,P23,P24)
V2PTS(N,LF2,P8,LF20)
V2PTS(N,LF2,P8,P9)
V2PTS(N,LF2,P8,P10)
V2PTS(N,LF1,P10,LF10)
V2PTS(N,LF1,P10,P11)
V2PTS(N,TR,P6,TRO)
V2PTS(N,TR,P6,P12)
V_P25 N> =DT(P_O_P25>N)
V2PTS(N,WTR,P25,WTRO)
V2PTS(N,WTR,P25,P26)
V2PTS(N,RUA,P12,RUAO)
V2PTS(N,RUA,P12,P13)
V2PTS(N,RFA,P13,RFAO)
V2PTS(N,RFA,P13,P14)
V2PTS(N,LUA,P12,LUAO)
V2PTS(N,LUA,P12,P15)
V2PTS(N,LFA,P15,LFAO)
V2PTS(N,LFA,P15,P16)
V2PTS(N,HD,P12,HDO)
V2PTS(N,HD,P12,P27)
V_CM_N>=DT(P_O_CM>N)
VOCMX = DT(POCMX)
VOCMY = DT(POCMY)

% LINEAR ACCELERATIONS

A_O_N>=0>

A_P1 N>=DT(V_P1 N>N)
A2PTS(N,RF1,P1,RF10)
A2PTS(N,RF1,P1,P2)
A2PTS(N,RF2,P2,RF20)
A2PTS(N,RF2,P2,P3)
A2PTS(N,RF2,P2,P4)
A2PTS(N,RS,P3,RSO)
A2PTS(N,RS,P3,P5)

A_P17 _N>=DT(V_P17_N>N)
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A2PTS(N,WRS,P17,WRSO)
A2PTS(N,WRS,P17,P18)
A2PTS(N,RTH,P5,RTHO)
A2PTS(N,RTH,P5,P6)

A_P19 N>=DT(V_P19 N> N)
A2PTS(N,WRTH,P19,WRTHO)
A2PTS(N,WRTH,P19,P20)
A2PTS(N,LTH,P6,LTHO)
A2PTS(N,LTH,P6,P7)
A_P21_N>=DT(V_P21_N>N)
A2PTS(N,WLTH,P21,WLTHO)
A2PTS(N,WLTH,P21,P22)
A2PTS(N,LS,P7,LSO)
A2PTS(N,LS,P7,P8)
A_P23_N>=DT(V_P23_N>,N)
A2PTS(N,WLS,P23,WLSO)
A2PTS(N,WLS,P23,P24)
A2PTS(N,LF2,P8,LF20)
A2PTS(N,LF2,P8,P9)
A2PTS(N,LF2,P8,P10)
A2PTS(N,LF1,P10,LF10)
A2PTS(N,LF1,P10,P11)
A2PTS(N,TR,P6,TRO)
A2PTS(N,TR,P6,P12)
A_P25_N>=DT(V_P25 N>,N)
A2PTS(N,WTR,P25,WTRO)
A2PTS(N,WTR,P25,P26)
A2PTS(N,RUA,P12,RUAO)
A2PTS(N,RUA,P12,P13)
A2PTS(N,RFA,P13,RFAO)
A2PTS(N,RFA,P13,P14)
A2PTS(N,LUA,P12,LUAO)
A2PTS(N,LUA,P12,P15)
A2PTS(N,LFA,P15,LFAO)
A2PTS(N,LFA,P15,P16)
A2PTS(N,HD,P12,HDO)
A2PTS(N,HD,P12,P27)
A_CM_N>=DT(P_O_CM>,N)

% SPRING POSITION VECTORS, AND VELOCITIES

STRETCH1 = MAG(P_P3_P17>)
STRETCH2 = MAG(P_P5_P18>)
STRETCH3 = MAG(P_P5_P19>)
STRETCH4 = MAG(P_P6_P20>)
STRETCH5 = MAG(P_P6_P21>)
STRETCH6 = MAG(P_P7_P22>)
STRETCH7 = MAG(P_P7_P23>)
STRETCHS8 = MAG(P_P8_P24>)
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STRETCH9 = MAG(P_P6_P25>)
STRETCH10 = MAG(P_P12_P26>)

UVEC1> = UNITVEC(P_P3_P17>)
UVEC2> = UNITVEC(P_P5_P18>)
UVEC3> = UNITVEC(P_P5_P19>)
UVEC4> = UNITVEC(P_P6_P20>)
UVEC5> = UNITVEC(P_P6_P21>)
UVEC6> = UNITVEC(P_P7_P22>)
UVEC7> = UNITVEC(P_P7_P23>)
UVECS> = UNITVEC(P_P8_P24>)
UVEC9> = UNITVEC(P_P6_P25>)
UVEC10> = UNITVEC(P_P12_P26>)

VELOCITY1 = DT(STRETCH1)
VELOCITY2 = DT(STRETCH2)
VELOCITY3 = DT(STRETCHB3)
VELOCITY4 = DT(STRETCH4)
VELOCITY5 = DT(STRETCHS5)
VELOCITY6 = DT(STRETCHS6)
VELOCITY7 = DT(STRETCH7)
VELOCITY8 = DT(STRETCHS)
VELOCITY9 = DT(STRETCH?9)
VELOCITY10 = DT(STRETCH10)

% VELOCITIES OF POINTS ON THE FEET FOR CALCULATINGPRING
% FORCES

VOP1X = DOT(V_P1_N>N1>)
VOP1Y = DOT(V_P1_N>N2>)
VOP2X = DOT(V_P2_N>,N1>)
VOP2Y = DOT(V_P2_N>,N2>)
VOP4X = DOT(V_P4_N>,N1>)
VOP4Y = DOT(V_P4_N>,N2>)
VOP9X = DOT(V_P9_N>,N1>)
VOPOY = DOT(V_P9_N>,N2>)
VOP10X = DOT(V_P10_N>N1>)
VOP10Y = DOT(V_P10_N>N2>)
VOP11X = DOT(V_P11_N>N1>)
VOP11Y = DOT(V_P11_N>N2>)

R1Y = -K1*POP1Y-K4*VOP1Y

R1X = (-K7*POP1X-K12*VOP1X)*R1Y
R2Y = -K2*POP11Y-K5*VOP11Y

R2X = (-K8*POP11X-K13*VOP11X)*R2Y
R3Y = -K3*POP2Y-K6*VOP2Y

R3X = (-K9*POP2X-K14*VOP2X)*R3Y
R4Y = -K1*POP10Y-K4*VOP10Y

R4X = (-K7*POP10X-K12*VOP10X)*R4Y
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R5Y = -K2*POP4Y-K5*VOP4Y

R5X = (-K8*POP4X-K13*VOP4X)*R5Y
R6Y = -K3*POP9Y-K6*VOP9Y

R6X = (-K9*POP9X-K14*VOPIX)*R6Y
RXT = R1IX+R2X+R3X+R4X+R5X+R6X
RYT = R1Y+R2Y+R3Y+R4Y+R5Y+R6Y

% FORCES AND TORQUES

% GRAVITY

GRAVITY(G*N2>)

% FORCES ON THE SHOE FROM THE GROUND

FORCE(P1,R1X*N1>+R1Y*N2>)
FORCE(P11,R2X*N1>+R2Y*N2>)
FORCE(P2,R3X*N1>+R3Y*N2>)
FORCE(P10,R4X*N1>+R4Y*N2>)
FORCE(P4,R5X*N1>+R5Y*N2>)
FORCE(P9,R6X*N1>+R6Y*N2>)

% FORCES BETWEEN WOBBLING AND RIGID ELEMENTS

FORCE(P3/P17,(-K10*STRETCH1"3-K11*VELOCITY1)*UVEC)>
FORCE(P5/P18,(-K10*STRETCH2"3-K11*VELOCITY2)*UVEC2>
FORCE(P5/P19,(-K15*STRETCH3"3-K16*VELOCITY3)*UVEC3>
FORCE(P6/P20,(-K15*STRETCH4"3-K16*VELOCITY4)*UVEC3>
FORCE(P6/P21,(-K15*STRETCH5"3-K16*VELOCITY5)*UVECS>
FORCE(P7/P22,(-K15*STRETCH6"3-K16*VELOCITY6)*UVEC§>
FORCE(P7/P23,(-K10*STRETCH7/3-K11*VELOCITY7)*UVECT>
FORCE(P8/P24,(-K10*STRETCH8"3-K11*VELOCITY8)*UVEC§>
FORCE(P6/P25,(-K17*STRETCH9"3-K18*VELOCITY9)*UVEC9>
FORCE(P12/P26,(-K17*STRETCH10"3-K18*VELOCITY10)*U\EL0>)

% JOINT TORQUES

TORQUE(TR/LUA, TQTRLUA*LUA3>)
TORQUE(TR/RUA, TQTRRUA*RUA3>)
TORQUE(LUA/LFA, TQLUALFA*LFA3>)
TORQUE(RUA/RFA, TQRUARFA*RFA3>)
TORQUE(TR/RTH, TQTRRTH*RTH3>)
TORQUE(TR/LTH, TQTRLTH*LTH3>)
TORQUE(LTH/LS, TQLTHLS*LS3>)
TORQUE(RTH/RS, TQRTHRS*RS3>)
TORQUE(RS/RF2, TQRSRF2*RF23>)
TORQUE(LS/LF2, TQLSLF2*LF23>)
TORQUE(RF2/RF1, TQRF2RF1*RF13>)
TORQUE(LF2/LF1, TQLF2LF1*LF13>)
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% CALCULATE CENTRE OF PRESSURE
SIMCOP = (R1Y*POP1X+R2Y*POP11X+R3Y*POP2X+R4Y*POP LOKX5Y*
POP4X+R6Y*POPIX)/(RYT)

% CALCULATE KINETIC, POTENTIAL ENERGY AND TOTAL ENRRGY
% EXCLUDING FOOT SPRINGS AS THEY REQUIRE MODIFICA®DN IN
% FORTRAN CODE

KE = KE()

PE = (M*POCMY*(-G))+(0.25*K10%(STRETCH1"4+STRETCH2*
STRETCH774+STRETCHS8"4)) + (0.25*K17*(STRETCHO9 4+
STRETCH10")) + (0.25*K15*(STRETCH3"4+STRETCH4 M+
STRETCH5"4+STRETCH6"4))

TE = KE+PE

% CONSTRAINTS

AUXILIARY[1]=U29
AUXILIARY[2]=U30

CONSTRAIN(AUXILIARY[U29,U30])

% EQUATIONS OF MOTION

ZERO = FR() + FRSTAR()

KANE(TQLUALFA TQRUARFA)

% GIVE ANGULAR MOMENTUM AROUND THE MASS CENTRE
H>=MOMENTUM(ANGULAR,CM)

H = DOT(H>,N3>)

% INPUTS

INPUT TINITIAL=2.1625, TFINAL=2.3625

INPUT INTEGSTP=0.0001, PRINTINT=10

INPUT ABSERR=1.0E-08, RELERR=1.0E-07

INPUT K1=0.17538E+06,K2=8969.3,K3=2511.1,K4=214 /386657,
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K6=17349,K7=10.390,K8=9.6549,K9=96.10,K10=0.12576& +
K11=466.14,K12=1.0764,K13=0.54708,K14=1.8380,K132255E+08,
K16=148.39,K17=0.32612E+07,K18=280.43

INPUT G=-9.81

INPUT [Q{19:28}]=1.0E-07,[U{19:28}]=0.0,NANG=-15

INPUT [Q{1:18}]=0.0,[U{1:18}]=0.0

INPUT IRF1=4.59E-05,ILF1=3.86E-05,|IRF2=0.0029046472=0.002643125

INPUT IRS=0.018051941,ILS=0.016799425, IRTH=0.01 %358
ILTH=0.016387418,ITR=0.137076443

INPUT IHD=0.033,IRUA=0.02,ILUA=0.016,IRFA=0.021723243,
ILFA=0.0233425179

INPUT IWRS=0.045298547,IWLS=0.042484156,IWRTH=0.156121,
IWLTH=0.130392546,IWTR=0.818757107

INPUT LRF1=-0.083,LLF1=0.083,LRF21=-0.173,LRF224-09,LLF21=0.173,
LLF22=-0.119

INPUT LRS=-0.448,LLS=0.436,LRTH=-0.451,LLTH=0.423,R=0.589,
LHD=0.266

INPUT LRUA=0.316,LLUA=0.298,LRFA=0.433,LLFA=0.455

INPUT LWRS=-0.448,L WLS=0.436,LWRTH=-0.451,LWLTH=®3,LWTR=0.589

INPUT LRF10=-0.0415,LLF10=0.0415,LRF201=-0.10250818
LRF202=-0.02441107,LLF201=0.070499815, LL F202=-040D7

INPUT LRSO=-0.224,LLS0=0.218,LRTHO=-0.2255,LLTHO2015

INPUT LTRO=0.2945,LHDO=0.135,LRUAO=0.144,LLUAO=0.83
LRFAO=0.16718733,LLFAO=0.168284015

INPUT LWRSO=-0.269372493,LWLS0=0.171293022,LWRTH®:26453205,
LWLTHO=0.175862041,LWTR0O=0.30100882

INPUT MRF1=0.155919835,MLF1=0.14519131, MRF2=1.132%0
MLF2=1.14843707

INPUT MRS=1.069261409,MLS=1.049961566,MRTH=1.13136%
MLTH=1.086798855,MTR=4.649627333, MHD=5.609, MRUA=272
MLUA=2.042

INPUT MRFA=1.54709789, MLFA=1.59230609, MWRS=3.196398,
MWLS=3.139038434, MWRTH=8.611730636, MWLTH=8.27320%14
MWTR=25.34937267

% OUTPUTS

OUTPUT T,H,KE,PE, TE,POCMX,POCMY,VOCMX,VOCMY

OUTPUT T,Q1,Q2,03,Q4,Q05,06,Q7,Q8

OUTPUT T,U1,U2,U3,U4,U5,U6,U7,U8

OUTPUT T,Q9,Q10,Q11,012,Q13,Q14,Q15,Q16

OUTPUT T,U9,U10,U11,U12,U13,U14,U15,U16

OUTPUT T,ARSHOE,ALSHOE,ARHIPE,ALHIPE, ARKNEE, ALKNEBRANKE,
ALANKE,ARBALE,ALBALE

OUTPUT T,ARSHOF,ALSHOF,ARHIPF,ALHIPF,ARKNEF,ALKNERRANKF,
ALANKF,ARBALF,ALBALF

OUTPUT T,WRSHOE,WLSHOE,WRHIPE,WLHIPE, WRKNEE,WLKNEE,
WRANKE,WLANKE,WRBALE,WLBALE

OUTPUT T,WRSHOF,WLSHOF,WRHIPF,WLHIPF,WRKNEF,WLKNEF,
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WRANKF,WLANKF,WRBALF,WLBALF

OUTPUT T,RFARUA,LFALUA

OUTPUT T, TQTRRUA, TQTRLUA TQRUARFA, TQLUALFA

OUTPUT T, TQTRRTH, TQTRLTH,TQRTHRS, TQLTHLS

OUTPUT T,TQRSRF2,TQLSLF2, TORF2RF1,TQLF2LF1

OUTPUT T,STRETCH1,STRETCHZ2,STRETCH3,STRETCH4,STRHSC

OUTPUT T,STRETCH6,STRETCH7,STRETCH8,STRETCH9,STRHIC

OUTPUT T,VELOCITY1,VELOCITY2,VELOCITY3,VELOCITY4,VEROCITYS

OUTPUT T,VELOCITY6,VELOCITY7,VELOCITY8,VELOCITY9,VEOCITY10

OUTPUT T,R1X,R1Y,R2X,R2Y,R3X,R3Y,R4X,R4Y,R5X,R5Y,RER6Y,RXT,
RYT,SIMCOP

OUTPUT T,POP1X,POP1Y,POP2X,POP2Y,POP4X,POP4Y

OUTPUT T,POP9X,POP9Y,POP10X,POP10Y,POP11X,POP11Y

OUTPUT T,POP1X,POP1Y,POP2X,POP2Y,POP3X,POP3Y,POMARAY,
POP5X,POPS5Y,POP6X,POP6EY,POP7X,POP7Y,POP8X,FOP8
POP9X,POPY9Y,POP10X,POP10Y,POP11X,POP11Y,POP12X
POP12Y,POP13X,POP13Y,POP14X,POP14Y,POP15X,BOP1
POP16X,POP16Y,POP27X,POP27Y,POCMX,POCMY

OUTPUT T,POP17X,POP17Y,POP18X,POP18Y,POP19X,PORAOK20X,
POP20Y,POP21X,POP21Y,POP22X,POP22Y,POP23X,BDP2
POP24X,POP24Y,POP25X,POP25Y,POP26X,POP26Y

% UNITS

UNITS T=S,H=KG.M"2.RAD/S,[KE,PE, TE]=JOULES,G=M/S’@MCOP=M

UNITS [Q{17:28}]=M,[U{17:28}]=M/S

UNITS [Q{1:16}]=DEGS,[U{1:16}]=RADS/S,[Q{29:30}]=DEGS,
[U{29:30}]=RADS/S,NANG=DEGS

UNITS [ARSHOE,ALSHOE, ARHIPE, ALHIPE,ARKNEE,ALKNEE, ARNKE,
ALANKE,ARBALE,ALBALE,ARSHOF,ALSHOF,ARHIPF,ALHIPF,
ARKNEF,ALKNEF,ARANKF,ALANKF,ARBALF, ALBALF]=DEGS

UNITS [WRSHOE,WLSHOE,WRHIPE,WLHIPE,WRKNEE,WLKNEE,
WRANKE,WLANKE,WRBALE,WLBALE,WRSHOF,WLSHOF,WRHIPF,
WLHIPF,WRKNEF,WLKNEF,WRANKF,WLANKF,WRBALF,WLBALF]
=DEGS/S

UNITS [K{1:3}]=N/M,[K{4:6}]=N.S/M,[K{7:9}]=N/M,[K{1 2:14}]=N.S/M,
[K10,K15,K17]=N/M"3,[K11,K16,K18]=N.S/M

UNITS [LRF1,LLF1,LRF21,LRF22,LLF21,LLF22,LRS,LLS,[RY,LLTH,LTR,
LHD,LRUA,LLUA,LRFA,LLFA,LWRS,LWLS,LWRTH,LWLTH,LWTR,
LRF10,LLF10,LRF201,LRF202,LLF201,LLF202,LRSO,LLS@RIHO,
LLTHO,LTRO,LHDO,LRUAO,LLUAO,LRFAO,LLFAO,LWRSO,LWLSQ
LWRTHO,LWLTHO,LWTRO]=M

UNITS [IRFL,ILF1,IRF2,ILF2,IRS,ILS,IRTH,ILTH,ITR, D, IRUA,ILUA,IRFA,
ILFA,IWRS,IWLS,IWRTH,IWLTH,IWTR]=KG.M"2

UNITS [MRF1,MLF1,MRF2,MLF2,MRS,MLS,MRTH,MLTH,MTR,MHD,MRUA,
MLUA,MRFA,MLFA,MWRS,MWLS,MWRTH,MWLTH,MWTR]=KG

UNITS [POP{1:27}X,POP{1:27}Y]=M

UNITS STRETCH{1:10}=M,VELOCITY{1:10}=M/S

UNITS [TQRSRF2,TQLSLF2, TQRTHRS, TQLTHLS, TQTRRTH, TQLRH,
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TQTRRUA,TQTRLUA, TQRUARFA, TQLUALFA, TQRF2RF1,TQLF2LAEN.M
UNITS [RFARUA,LFALUA]=DEGS
UNITS [RXT,R1X,R2X,R3X,R4X,R5X,R6X,RYT,R1Y,R2Y,R3R4AY,R5Y,R6Y]

SAVE C:\AL\SAM-AL\ TRIPLEJUMP.ALL
CODE DYNAMICS() C:\AL\SAM-AL\TRIPLEJUMP.FOR, SUBS

201



APPENDIX 3

TESTING PROCEDURES, PRE-SELECTION MEDICAL
QUESTIONNAIRE, AND INFORMED CONSENT FORM

DATA ACQUISITION FOR THE ANALYSIS OF HUMAN MOVEMENTS
LAY SUMMARY

This study comprises a biomechanical analysis ahdru movement. This analysis
requires kinematic (how you are moving) and kinéthat forces you produce) data for
the triple jump.

The data of actual human movements are requirgivodetailed information about the
current techniques used. The data collected hdhtbe used to understand and explain
techniques currently used, determine the contoibsti of different techniques to
performance and injury, as well as to optimise grenbince.

The kinematic and kinetic data of the triple jumili e obtained in a number of different
ways:
¢ Video and cinematographic recordings.
e Automatic displacement acquisition system. Thisimilar to being videoed
but reflective markers will be taped to you andyahkir image recorded.
e Force readings from your foot contacting a foraebituated on the runway.

The subject specific parameters will be obtainedfr
e Anthropometric measurements.  Measuring certaingtlesy widths and
circumferences of your body with a tape measureorigher to construct a
computer simulation ‘model’ of your body.
e Muscular torque readings from an isovelocity dynarater. This involves
measuring your strength at different joints throughrange of angles and
speeds.

Data will be acquired in the High Performance Aticke Centre (HIPAC) and Powerbase
gym at Loughborough University. The data collectgessions will last no longer than
four hours, with the subject actively involved fotly a fraction of the total time:

e Actual performance of movements: 30 minutes
e Anthropometric measurements: 30 minutes
¢ Isovelocity dynamometer: 45 minutes

The study in which you have been invited to pgoate will involve a biomechanical
analysis of your triple jump technique. The stwdly involve you being videoed, using a
number of different cameras, as you perform thelgvtrgple jump to obtain kinematic
data and each phase separately in order to oltatidkdata. This will be followed at a
later date by strengths tests on an isovelocityadmeter.
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It may be necessary to shave certain areas oftyady to attach monitoring equipment
using adhesive tape. The data collected will l@elds help increase our understanding of
the mechanics of human movements.

You will perform the data collection in a suital@avironment. The risk of injury during
the triple jump data collection will be minimal s&n we will only ask you to perform
movements with which you are familiar and comfoiab It is considered that no
increased risks, discomforts or distresses aréylikeresult from the data collection of the
triple jump above those associated with the nopealormance of those movements. You
will undergo a familiarisation protocol for the sgocity dynamometer prior to capturing
data to minimise any potential for injury.

The information obtained from the study will beleoted and stored in adherence with the
Data Protection Act. Whilst certain personal araghing information will be required, you
will be allocated a reference number to ensure ybat identity and personal details will
remain confidential. If you agree to take parthe study, you are free to withdraw from
the study at any stage, without having to give asgsons. An opportunity will be
provided in this event for you to discuss privatgbyr wish to withdraw. A contact name
and phone number will be provided to you for usgoifi have any queries about any part
of your participation in the study.
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PRE-SELECTION MEDICAL QUESTIONNAIRE

LOUGHBOROUGH UNIVERSITY
DEPARTMENT OF PHYSICAL EDUCATION, SPORTS SCIENCE AN
RECREATION MANAGEMENT

Please read through this questionnaire, BUT DO NANSWER ANY OF THE
QUESTIONS YET. When you have read right througjer¢ may be questions you would
prefer not to answer. Assistance will be providegbu require it to discuss any questions
on this form. In this case please tick the kabelled “I wish to withdraw” immediately
below. Also tick the box labelled “I wish to withev” if there is any other reason for you
not to take part.

tick

appropriate

box

| wish to withdraw

| am happy to answer the questionnaire

If you are happy to answer the questions posedihgitease proceed. Your answers will

be treated in the strictest confidence.
1. Are you at present recovering from any illnessperation? YES/NO*

2. Are you suffering from or have you suffered fronreceived medical

treatment for any of the following conditions?

a.  Heart or circulation condition YES/NO*
b.  High blood pressure YES/NO*
c.  Any orthopaedic problems YES/NO*
d.  Any muscular problems YES/NO*
e.  Asthma or bronchial complaints YES/NO*
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Are you currently taking any medication that nadfct your

participation in the study? YES/NO*
Are you recovering from any injury? YES/NO*
Are you epileptic? YES/NO*
Are you diabetic? YES/NO*
Are you allergic to sticking plasters? YES/NO*
Do you have any other allergies? If yes, plemge details below YES/NO*

Are you aware of any other condition or complainat may be affected by
participation in this study? If so, please staw;

* Delete as appropriate
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INFORMED CONSENT FORM (SUBJECTS)

PURPOSE
To obtain kinematic and kinetic data during humasvements

PROCEDURES
The kinematic data of human movements will be olg@iusing:
¢ Video and cinematographic recordings
e Automatic displacement acquisition system
Body inertia parameters will be ascertained fromotes body measurements.
Muscular torque data will be gathered using anegmity dynamometer.

ACTIVITIES
e Full triple jump
¢ Individual hop, step, and jump phases.
e Strength tests on an isovelocity dynamometer.

A number of trials will be requested with suitableaks to minimise fatigue and boredom.

During the measurements a number of researcherdeavipresent, at least one of whom
will be of the same sex as you.

QUESTIONS
The researchers will be pleased to answer anyigasstou may have at any time.

WITHDRAWAL
You are free to withdraw from the study at any stagith or without having to give any
reasons.

CONFIDENTIALITY
Your identity will remain confidential in any matakresulting from this work.

| have read the outline of the procedures whichrarelved in this study, and | understand
what will be required by me. | have had the oppaity to ask for further information and
for clarification of the demands of each of theqa@ures and understand what is entailed.
| am aware that | have the right to withdraw frdm study at any time with no obligation

to give reasons for my decision. As far as | amran do not have any injury or infirmity
which would be affected by the procedures outlined.

NAME . e
Signed ... (subject) Date ........ccocvvviiiiiiiinnnn.
In the presence of:

NAME i e e e e

206



APPENDIX 4

DESCRIPTION OF MARKER PLACEMENT FOR TRIPLE
JUMP DATA COLLECTION

Marker # Body Segment

Marker Label(s)

Marker Position

UV

ck

1,2 Legs RTOE, LTOE Centre line of foot. Centre of
marker is 3cm from tip of big tod.
3,4 RANKM, Medial side of ankle bone. The
LANKM line joining the centres of the 2
ankle markers should define thg
ankle flexion axis.
5,6 RANKL, Lateral side of ankle bone.
LANKL
7,8 RMTPL Lateral metatarsophalangeal -
LMTPL little toe - joint. The line joining
the two MTP markers should
define the MTP flexion axis.
9,10 RMTPM Medial metatarsophalangeal - b{g
LMTPM toe — joint.
11,12 RHEE, LHEE | Centre line of foot, placed on bz
of heel of shoe.
13,14 RKNEM, Medial side of knee, the line
LKNEM joining the centres of the 2 kne¢
markers should define the kneg¢
flexion axis.
15,16 RKNEL,LKNEM Lateral side of knee.
17,18 Pelvis RASI,LASI Bony protrusion of the right ang
left anterior super iliac.
19,20 RPSI, LPSI

174

1

Dimple created by the right anrj
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left posterior suprailiac.

[®)

=

S

D

-

21 LHIP Position not crucial (only used fq
asymmetry purposes). Roughly
level with the other pelvis marke
and approximately above the hi
joint centre.
22 Thorax LUM1 First lumbar vertebra.
23 T10 Tenth thoracic vertebra.
24 STRN Sternum.
25 CLAV Clavicle.
26 C7 Seventh cervical vertebra.
27 RBAK Position not crucial. Somewher
in the centre of the right scapulg

28,29 Arms RSHOP,LSHOP Posterior of shoulder.

30,31 RSHOA,LSHOA Anterior of shoulder.

32,33 RSHOT,LSHOT Top of shoulder.

34,35 RELBM,LELBM Medial side of elbow. Line
joining centre of elbow markerg
should define flexion axis of thg

elbow (particularly when
reasonably straight). Probably
positioned on bony protrusion.

36,37 RELBL,LELBL Lateral side of elbow. Probably

positioned on anterior side of bo
protrusion.

38,39 RWRA,LWRA Thumb side of wrist. The centr

of the 2 wrist markers should
define the flexion axis of the wris
Marker should be placed on thg

side of the wrist.

v
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40,41 RWRB,LWRB Little finger side of wrist. Again
the marker should be placed on the
side of the wrist.
42 Head RFHD Right temple.
43 LFHD Left temple.
44 RBHD Back right of head.
45 LBHD Back left of head.
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APPENDIX 5

INDIVIDUAL AND MEAN CAMERA RESIDUALS

Camera number Residual (mm)

1 0.699

2 0.388

3 0.689

4 0.778

5 0.321

6 0.598

7 0.624

8 0.572

9 0.664

10 0.485

11 0.945

12 0.607

13 0.798

14 0.602

15 0.582

16 0.568

17 0.556

18 0.479
Mean residual 0.609
Residual range 0.624
Static reproducibility 0.944 %

210



APPENDIX 6

ROTOTRANSLATION OF COORDINATE DATA

In order to define the new coordinate system ofvibleme, a matrix describing the plane
of the floor was calculated using an optimisationcgss. Thirty 25 mm retroreflective
markers were situated along the lines definingaghygroach lane for the triple jump and on

the force plate (Figure A6.1).

Figure A6.1 Marker positioning for calculation of rotation atrdnslation matrix.

The direction of the lines, and therefore the gaindirection of motion, was used to define

the x axis by calculating the sum of all the vesttitat could be made between any two
markers along either of the lines. This was caliad twice; once using the markers on the
lines defining the approach lane and once using v markers on the force plate.

Once calculated, the x axis was taken to origimatine centre of the force plate and a z
axis was defined by taking the cross product ofxlaxis and a vector in the plane of the
force plate defined using a marker on the forcéeplaA y axis was subsequently defined

by taking the cross product of the x and z axes.
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The new coordinate system was calculated by mimgishe following function in an
iterative fashion (Challis, 1995):

n 2
Min [lb - Rg]| (A6.1)
i=1

where R is the attitude matrix mapping thg marker in the old coordinate systasnto
the i, marker in the new onb, . This assumes both coordinate systems have the sa

origin and there is no scaling (Challis, 1995).

The two attitude matrices corresponding to theed#iht marker sets mentioned above were
then evaluated using the range of the distancéiseomarkers on the approach lines from

the calculated axes. In the cas&®gpfcalculated from the markers on the force plateel

there was a range of 8.1 mm in the z axis and d®and 50.0 mm in the y axis for the
left and right lines respectively. In the caseR) calculated from markers on the two
lines, the range was 6.6 mm in the z axis and %r8amd 4.6 mm in the y axis. Therefore

R, was preferred.

Having calculated the attitude matri®, a 4x4 matrix also containing the translation

necessary to map the origin of the coordinate sys$tethe centre of the force platform was
constructed. The rotation and translation weren thpplied to the coordinates in the

following fashion:

-0.96882548 0.2448203% 0.03795096 -3183.39338
-0.2434701% -0.96920546 0.03691938 113.286368
X
0.04582088 0.02652856 0.9985973@6 498.015736
0 0 0 1

(A6.2)

R N < X

The first three columns of the matrix in equatio®.? represent the rotation of the
coordinate data and the last column representsdhslation. The rotation and translation
were applied to coordinate data in .c3d files udihgtlab toolbox for C3Dserver. The

rotated and translated data were then availablarfalysis within Bodybuilder in Vicon.
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APPENDIX 7

VICON RECONSTRUCTION PARAMETERS

Maximum acceleration
Maximum acceleration is the maximum expected acattas of the markers, the default
value is 50 mm/s/s and upon manipulation of thimeano improvements were shown,

therefore it was considered acceptable.

Maximum noise factor

Maximum noise factor indicates how tolerant theorestruction process is to noise in the
marker movement. A higher value indicates morertoice of erratic movements. If this
value was increased from the default value of sdweh5 it led to a decreased segment
number. However this also led to a slight increéasmisidentification of marker positions
and cross over of trajectories. It was deemedssacyg to keep this higher value though as
triple jumping involves high impacts and, as sublgh levels of noise in the marker

positions.

I ntersection limit

The intersection limit is the upper limit of thepseation between rays from two cameras in
order for them to contribute to the reconstructdra marker. For camera residuals of 2.0
mm Vicon suggests this value should be set to IbZhis case the mean camera residual
was smaller than 2.0 mm so the value was reduceddimprovements were shown so it
was left at 12. The intersection limit and residiaator are interdependent, the residual
factor should be set such that multiplying by theelisection limit and dividing by the
average camera residual leads to a value betwees d@nd ten. In this case the best results
were achieved using a residual factor of 0.5 thésling to a value of just under ten using

the method above.
Predictor radius

The predictor radius should be set to roughly Hadf minimum marker separation. This
set a limit to the space used in predicting whegezan marker may appear in a subsequent
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frame. Larger values may result in more unbrokejettories but can also lead to
incorrect association of a marker to a trajecttggding to a swap. Vicon stated this value
is roughly 30 mm for normal human activities. DCaions from this value did not yield

improvements in marker tracking so it was consideeceptable.

Minimum cameras to start trajectories

Vicon stated that the minimum cameras to staréttayies should always start at zero and
only increase if you are confident that there iseacessive contribution of cameras to
trajectory reconstruction. A higher value may ahate stray reflections and marker
ghosting. In this case the volume was very lamy® @ften only a few cameras could see

markers so this value was left at zero.
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APPENDIX 8

VICON BODYLANGUAGE MODEL

{*Vicon Bodylanguage model for calculation of joioéntres and joint angles adapted for
triple jump model*}
{*Start of macro section*}

macro REPLACE4(p1,p2,p3,p4)
{*Replaces any point missing from set of four fixeda segment*}

s$234 = [p3,p2-p3,p3-p4]
plV = Average(pl/s234)*s234
s341 = [p4,p3-p4,p4-pl]
p2V = Average(p2/s341)*s341
s412 = [pl,p4-pl,pl-p2]
p3V = Average(p3/s412)*s412
s123 = [p2,p1-p2,p2-p3]
p4V = Average(p4/s123)*s123

{* Now only replaces if original is missing 11-99
pl=pl?plVv

p2 =p2? p2V

p3 =p3? p3V

p4 = p4 ? p4Vv

endmacro

MACRO DisplayAxes( ASeg )

ASeg#0 = ASeg(0)

ASeg#X = ASeg(0) + 200 * ASeg(1)

ASeg#Y = ASeg(0) + 200 * ASeqg(2)

ASeg#Z = ASeg(0) + 200 * ASeg(3)

OUTPUT( ASeg#0O, ASeg#X, ASeg#Y, ASeg#Z )
ENDMACRO

{*Initialisations*}

{*Define optional marker points*}

OptionalPoints(LFHD,RFHD,LBHD,RBHD)
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OptionalPoints(LSHOP,LSHOA,LELBL,LELBM,LELBF,LELBRWRA,LWRB,LHND
A,LHNDB)
OptionalPoints(RSHOP,RSHOA,RELBL,RELBM,RELBF,RELBBVRA,RWRB,RHN
DA,RHNDB)

OptionalPoints(RASI,LASI,RPSI,LPSI)
OptionalPoints(LKNEM,LKNEL,LANKL,LANKM,LHEE,LMTPL,LMTPM,LTOE)
OptionalPoints(RKNEM,RKNEL,RANKL,RANKM,RHEE,RMTPL,RITPM,RTOE)

{*Set Deadband, except for static trials*}
If $Static<>1 Deadband = $Deadband EndIf

Gorigin ={0,0,0}
Global = [Gorigin,{1,0,0},{0,-1,0},xyz]

{*KINEMATICS*}
{*::::::::::::::::::::::::::::::::::::::::::::::::*}

{*Ankle markers used to locate ankle JC (midpoanty also used in second defining line
for tibiae definitions*}

{*Therefore, they should be placed on axis of ardde be square on when looking from
the front*}

{*Included an offset to shift the medial markerg by 12.5 mm since half markers were
used*}

LANKOS = ((LANKM-LANKL)/ABS(LANKM-LANKL))*12.5
RANKOS = ((RANKM-RANKL)/ABS(RANKM-RANKL))*12.5
LANKM = LANKM+LANKOS

RANKM = RANKM+RANKOS

LANK = (LANKM+LANKL)/2

RANK = (RANKM+RANKL)/2

{*Knee markers used to locate knee JC (midpoindg) also used in second defining line
for femura definitions*}

{*Therefore, they should be placed on axis of kaed be square on when looking from
the front*}

{*Included an offset to shift the medial markerg by 12.5 mm since half markers were
used*}

LKNEOS = ((LKNEM-LKNEL)/ABS(LKNEM-LKNEL))*12.5
RKNEOS = ((RKNEM-RKNEL)/ABS(RKNEM-RKNEL))*12.5
LKNEM = LKNEM+LKNEOS

RKNEM = RKNEM+RKNEOS

LKNE = (LKNEM+LKNEL)/2

RKNE = (RKNEM+RKNEL)/2

LSHO = (LSHOA+LSHOP)/2

RSHO = (RSHOA+RSHOP)/2
SHO = (LSHO+RSHO)/2
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LELB = (LELBL+LELBM)/2
RELB = (RELBL+RELBM)/2

LWRI = (LWRA+LWRB)/2
RWRI = (RWRA+RWRB)/2

LHND = (LHNDA+LHNDB)/2
RHND = (RHNDA+RHNDB)/2

LMTP = (LMTPL+LMTPM)/2
RMTP = (RMTPL+RMTPM)/2

OUTPUT(LMTP,RMTP,LSHO,RSHO,SHO,LELB,RELB,LWRI,RWRKNE,RKNE,L
ANK,RANK)

{*Head Segment*
* *

{ ——=—=—=—=—=—=—=—=—== }
{*Replace marker if one is missing*}

Replace4(LFHD,RFHD,RBHD,LBHD)
OUTPUT(LFHD,RFHD,RBHD,LBHD)

{*Original method used as will be calculating offs&lue, so better to use average than
calculate precisely for particular markers*}

LHead = (LFHD+LBHD)/2

RHead = (RBHD+RFHD)/2

FHead = (LFHD+RFHD)/2

BHead = (LBHD+RBHD)/2

CHead = (LHead+RHead)/2

Head = [CHead,BHead-FHead,LHead-RHead,YXZ]

{*Calculate the COM of the head in order to caltalan angle between head and torso*}
COMHead={(-0.4*%lengthhead),(-0.1*%lengthhead),0 &t

OUTPUT(COMHead)

Head = [COMHead,COMHead-SHO,RHead-LHead,XYZ]

DisplayAxes(Head)

{*Pelvis, Sacrum and Hips*}

{*Replace marker if one is missing*}

Replace4(LASI,RASI,RPSI,LPSI)
OUTPUT(LASI,RASI,RPSI,LPSI)

If $Static==1 Then
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{*Save average leg length as parameter*}
LLegLength = DIST(LASI,LKNE)+DIST(LKNE,LANK)
RLegLength = DIST(RASI,RKNE)+DIST(RKNE,RANK)
MP_LegLength = (LLegLength+RLegLength)/2
PARAM(MP_LegLength)

EndIf

SACR = (LPSI+RPSI)/2
PELF = (LASI+RASI)/2

Pelvis = [PELF,RASI-LASI,SACR-PELF,xzy]

{*Locate position of Hip JCs using method of Daetsal. 1991, but working in mm not
m*}

LATD = 0.1288*MP_LeglLength-48.56

RATD = LATD

C = MP_LegLength*0.115-15.3
InterASISDist=DIST(LASI,RASI)

aa = InterASISDist/2

mm = $MarkerDiameter/2

COSBETA =0.951

SINBETA = 0.309

COSTHETA =0.880

SINTHETA =0.476

COSTHETASINBETA = COSTHETA*SINBETA
COSTHETACOSBETA = COSTHETA*COSBETA

LHJC = {C*SINTHETA - aa,C*COSTHETASINBETA - (LATD 4mm) * COSBETA -
C*COSTHETACOSBETA - (LATD + mm) * SINBETA}*Pelvis

RHJC = {-C*SINTHETA + aa,C*COSTHETASINBETA - (RATB mm) * COSBETA -
C*COSTHETACOSBETA - (RATD + mm) * SINBETA}*Pelvis

HJC = (LHJC+RHJC)/2
OUTPUT(LHJC,RHJC,HJC)

Pelvis = (LHIC+RHJC)/2 + Attitude(Pelvis)
DisplayAxes(Pelvis)

{*Foot Segment*}
*

{ ::::::::::::::::::::::::::::::::::::::::::::::::*}
{*Main Foot Segment*}

LFoot = [LANK,LMTP-LANK,LANK-LANKL,XYZ]
RFoot = [RANK,RMTP-RANK,RANKL-RANK,XYZ]

NLMTP = LMTP+13*LFoot(1)-27*LFoot(2)
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NRMTP = RMTP+13*RFoot(1)-27*RFoot(2)

LFoot = [LANK,NLMTP-LANK,LANK-LANKL,XYZ]
RFoot = [RANK,NRMTP-RANK,RANKL-RANK,XYZ]

output(NLMTP,NRMTP)

DisplayAxes(RFoot)
DisplayAxes(LFoot)

{*Forefoot Segment*}

LFFoot = [LMTP,LTOE-LMTP,LMTPM-LMTP,XYZ]
RFFoot = [RMTP,RTOE-RMTP,RMTP-RMTPM,XYZ]

NLTOE = LTOE-17*LFFoot(1)-20*LFFoot(2)
NRTOE = RTOE-17*RFFoot(1)-20*RFFoot(2)

LFFoot = [NLMTP,NLTOE-NLMTP,LMTPM-LMTP,XYZ]
RFFoot = [NRMTP,NRTOE-NRMTP,RMTP-RMTPM,XYZ]

output(NLTOE,NRTOE)

DisplayAxes(RFFoot)
DisplayAxes(LFFoot)

{*Tibiae*}
LTibia = [LKNE,LANK-LKNE,LANK-LANKL,XYZ]
RTibia = [RKNE,RANK-RKNE,RANKL-RANK,XYZ]

{*NOTE - FLEXION EXTENSION (AND ABDUCTION/ADDUCTION) NOT
NECESSARILY ABOUT ANATOMICAL AXIS*}

DisplayAxes(RTibia)
DisplayAxes(LTibia)

{*Femura*}
LFemur = [LHJC,LKNE-LHJC,LKNE-LKNEL,XYZ]
RFemur = [RHJC,RKNE-RHJC,RKNEL-RKNE,XYZ]

{*NOTE - FLEXION EXTENSION (AND ABDUCTION/ADDUCTION) NOT
NECESSARILY ABOUT ANATOMICAL AXIS*}

DisplayAxes(RFemur)
DisplayAxes(LFemur)
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{*Trunk Segment for triple jump model*}

Trunk = [HIJC,SHO-HJC,RHJC-HJC, XYZ]
DisplayAxes(Trunk)

{*Humerus Segments*}

LHumerus = [LSHO,LELB-LSHO,LELB-LELBL,XYZ]
RHumerus = [RSHO,RELB-RSHO,RELBL-RELB,XYZ]

DisplayAxes(RHumerus)
DisplayAxes(LHumerus)

{*Radius (and Ulnar) Segments*}
LRadius = [LELB,LWRI-LELB,LELB-LELBL,XYZ]
RRadius = [RELB,RWRI-RELB,RELBL-RELB,XYZ]

DisplayAxes(RRadius)
DisplayAxes(LRadius)

{*Joint Angles*}
{*::::::::::::*}

{*Trunk: Global >> Trunk (VCM)*}
TrunkAngles = <Trunk,Global,zyx>
{*Hips: Trunk >> Femora (VCM)*}

LHipAngles = <LFemur, Trunk,zyx>
RHipAngles = <RFemur, Trunk,zyx>

{*Knees: Femora >> Tibiae (VCM)*}

LKneeAngles = <LTibia,LFemur,zyx>
RKneeAngles = <RTibia,RFemur,zyx>

{*Ankles: Tibiae >> Feet (VCM)*}

LAnkleAngles = <LFoot,LTibia,zyx>
RAnkleAngles = <RFoot,RTibia,zyx>

{*MTP: Feet >> Forefeet (VCM)*}

LMTPAnNgles = <LFFoot,LFoot,zyx>
RMTPAnNgles = <RFFoot,RFoot,zyx>
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{*Neck: Head >> Trunk *}
NeckAngles = <Head, Trunk,zyx>
{*Shoulders: Trunk >> Humeri*}

LShoulderAngles = <LHumerus, Trunk,zyx>
RShoulderAngles = <RHumerus,Trunk,zyx>

{*Elbows: Humeri >> Radii*}

LEIbowAngles = <LRadius,LHumerus,zyx>
REIbowAngles = <RRadius,RHumerus,zyx>

OUTPUT(RShoulderAngles,LShoulderAngles,RElIbowAngdl&thowAngles,RHipAngles
,LHipAngles)

OUTPUT(RKneeAngles,LKneeAngles,RAnkleAngles,LAnklegles, RMTPANgles,LMT
PAngles, TrunkAngles,NeckAngles)
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APPENDIX 9

ANTHROPOMETRIC MEASUREMENTSFOR
SEGMENTAL INERTIA PARAMETERS

NAME Andrew Bell AGE 22 DATE 16/03/07

All measurements in millimetres

TORSO

Level hip umbilicus| ribcage nipple shoulder neck——» | osa ear top

Length 0 193 256 385 534 589 0 100 1583 266

Perimeter | 950 793 821 956 508 | 614

Width 327 279 277 314

Depth

LEFT ARM

Level shoulder elbow forearm wris thumb  uékie nails

Length 0 298 352 569 54 91 184

Perimeter 270 232 214 115
92 87 51

RIGHT ARM

Level shoulder elbow forearm Wris thumb uégkle nails

Length 0 316 383 572 47 91 177

Perimeter 345 255 232 214 125
90 87 48

LEFT LEG

Level midthigh nails

Length 196

Perimeter

RIGHT LEG
Level midthigh nails
Length 212

Perimeter

181.9

Height (M)

Shoe Heel Thickness (mm

72.6

Mass (KG)

20

222

Shoe Ball Thickness (mi

Shoe Mass (KQ

15




APPENDIX 10

TORQUE VELOCITY PROFILESSYMBOL DEFINITIONS

T..x- The maximum torque in the eccentric phase

T, - The isometric torque

o~ 1he angular velocity at which the curve reaclers rorque

o.- Defined by the vertical asymptote= -, of the Hill hyperbola (see Fig. A10.1).
k - Ratio of the slopes of the eccentric and com@efunctions atw = 0. The value ofk
was set at 4.3, the theoretical value which Huxl€b7) predicted in his original model.
a.,, - The lowest level of activation in the eccentriape

o, - The angular velocity at the point of inflectiohthe function (see Fig A10.2)

m - Parameter governing the rate at which the attimancreases with angular velocity

(1/m was proportional to the slope at the point ofdofion).

Figure A10.1. Four-parameter maximum torque function taken fimadon et al. (2006).
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Figure A10.2. The three-parameter differential activation fuotitaken from Yeadon et
al. (2006).
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APPENDIX 11

VALUESFOR THE NINE-PARAMETER TORQUE FI'T

Tmax (N)
To (N)

Wax (rad/s)

W, (rad/s)
amin (-)
m (rad/s)
ws (rad/s)
ko (deg”)
Oopt (deg)
RM Syeighted

RM Sabsolute (N)
% RM Sabsolute Of Tmax

Tmax (N)
To(N)
Wax (rad/s)
wc (rad/s)
amin (-)

m (rad/s)

w; (rad/s)

ko (deg™)

Hip Ext  KneeExt AnkPlant Ball Ext Sho Flex
668 540 464 155 138
514 416 272 91 106
26 36 30.8 30.8 36
7.94 5.44 15.38 15.38 5.83
0.77 0.99 0.88 0.88 0.84
1.06 0 0.4 0.4 0.3
0.81 -0.36 1.38 1.38 -0.18
1.64 0.74 0.37 10 0.78
4.93 4.31 4.22 4.22 3.35
24 20 14
53 51 30

8 9 6

Hip Flex KneeFlex Ank Dors Ball Flex  Sho Ext
313 574 107 36 159
241 361 64 21 122
28 34.1 26 26 36
4.2 5.18 3.9 3.9 5.83
0.75 0.74 0.99 0.99 0.84
0.26 0.83 0.44 0.44 0.3
0.06 1.57 -1.57 -1.57 -0.18
1.64 0.52 0.44 10 1.08
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Bopt (deg)
RM Syeighted
RM Sabsolute (N)

% RM Sabsolute Of Tmax

3.02 2.19 2.13
15 16 5
34 33 12
11 6 11
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APPENDIX 12

OPTIMISED STIFFNESS AND DAMPING PARAMETERS
WITH NO PENALTIESFOR FOOT DEPRESSION

296540

Vertical Toe Stiffness (N/m)
Vertical Ball Stiffness (N/m) 6391
Vertical Heel Stiffness (N/m) 1162
Vertical Toe Damping (Ns/m) 199900
Vertical Ball Damping (Ns/m) 2082
Vertical Heel Damping (Ns/m) 122130
Horizontal Toe Stiffness (N/m)* 0.00
Horizontal Ball Stiffness (N/m)* 0.91
Horizontal Heel Stiffness (N/m)* 19.1
Horizontal Toe Damping (Ns/m)* 2.91
Horizontal Ball Damping (Ns/m)* 0.40
Horizontal Heel Damping (Ns/m)* 0.20
Wobbling Mass Stiffness Shank (Nim 5040000
Wobbling Mass Stiffness Thigh (Nfn 8806300
Wobbling Mass Stiffness Torso (N#n 5000900
Wobbling Mass Damping Shank (Ns/m) 1685
Wobbling Mass Damping Thigh (Ns/m) 111
Wobbling Mass Damping Torso (Ns/m) 323

* These values are multiplied by vertical forcectdculate the horizontal force
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APPENDIX 13

OPTIMISED STIFFNESS AND DAMPING PARAMETERS
WITH PENALTIESFOR FOOT DEPRESSION

Par ameter Value
453260

Vertical Toe Stiffness (N/m)
Vertical Ball Stiffness (N/m) 147360
Vertical Heel Stiffness (N/m) 291880
Vertical Toe Damping (Ns/m) 463390
Vertical Ball Damping (Ns/m) 113740
Vertical Heel Damping (Ns/m) 249560
Horizontal Toe Stiffness (N/m)* 64
Horizontal Ball Stiffness (N/m)* 126
Horizontal Heel Stiffness (N/m)* 107
Horizontal Toe Damping (Ns/m)* 0.10
Horizontal Ball Damping (Ns/m)* 1.15
Horizontal Heel Damping (Ns/m)* 1.40
Wobbling Mass Stiffness Shank (Nfm 636850000
Wobbling Mass Stiffness Thigh (N/in 11392000
Wobbling Mass Stiffness Torso (N#jn 1885100
Wobbling Mass Damping Shank (Ns/m) 1734
Wobbling Mass Damping Thigh (Ns/m) 90
Wobbling Mass Damping Torso (Ns/m) 196
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Initial Horizontal Velocity Hop (m/s) 7.68

Initial Vertical Velocity Hop(m/s) -0.99
Initial Angular Velocity of Trunk Hop (rad/s 1.00
Initial Horizontal Velocity Step (m/s) 7.32
Initial Vertical Velocity Step (m/s) -2.49
Initial Angular Velocity of Trunk Step (rad/q) 0.85
Initial Horizontal Velocity Jump (m/s) 6.83
Initial Vertical Velocity Jump(m/s) -2.25
Initial Angular Velocity of Trunk Jump(rad/q) 0.83

* These values are multiplied by vertical forceotmiain the horizontal force
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APPENDIX 14

TORQUE GENERATOR ACTIVATION TIMINGS FOR
MATCHED SIMULATIONSOF ALL THREE PHASES

ts, tr ap

Right Hip Ext 0040 0.0714.0881 | 0.0000

Left Hip Ext 0.0238| 0.0876 0.089% 0.79
Right Knee Ext | 0.3333 -0.035Dp 0.07d0 0.99p8 0.035R.0967 | 0.0000
Left Knee Ext 0.0238| 0.093¢ 0.0786 0.54f6 0.0929 07@6 [ 0.0000
Right Ank Plant | 0.3651] -0.027p 0.0835 0.998 0.0952.0790 [ 0.0000
Left Ank Plant 0.0000] 0.000¢

Right Ball Ext 0.0317| 0.0933

Left Ball Ext 0.2000| 0.0000

Right Sho Flex 0.3019 -0.0261 0.0%00.0767

Left Sho Flex 0.2381] -0.020p -0.0198.0852

Right Hip Flex 0.0000f 0.0884

Left Hip Flex 0.8254| 0.0164 0.01R7 0916
Right Knee Flex| 0.3033 -0.032p 0.02203.0886

Left Knee Flex 0.0000f 0.0706¢
Right Ank Dorsi | 0.3127| -0.0161

Left Ank Dorsi 0.2000]| -0.030(

Right Ball Flex 0.0000|] 0.000¢

Left Ball Flex 0.5000| -0.030(

Right Sho Ext 0.0079 0.082%

Left Sho Ext 0.4603| 0.085(

s, tro o

Right Hip Ext 0000  0.0989.1000 | 0.0000]

Left Hip Ext | 0.0000] 0.0819 0.076] 0.31
Right Knee Ext | 0.3889 -0.032B 0.0744 0.99p8 0.0716.1000 | 0.0000
Left Knee Ext | 0.0000f 0.085¢ 0.0790 0.07}4 0.0333 0788 | 0.0000
Right Ank Plant| 0.1905 -0.031f 0.0841 0.99p5 0.1469.0938 | 0.0000
Left Ank Plant | 0.0000[ 0.000Q  0.070p

Right Ball Ext | 0.1587| 0.123 0.089p

Left Ball Ext | 0.2000| 0.00000 0.070(

Right Sho Flex | 0.396d -0.0228 0.0819 0.0246.0762
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Left Sho Flex 0.2540f -0.003p 0.080 -0.0468.0700
Right Hip Flex 0.0079| 0.1157% 0.075

Left Hip Flex 0.9048| 0.04371 0.095 0.09p8 0882
Right Knee Flex| 0.3857 -0.00§7 0.099 0.0%06.0781
Left Knee Flex 0.1667] 0.0014 0.082
Right Ank Dorsi | 0.4556] -0.0033 0.106

Left Ank Dorsi 0.1000| -0.0300 0.070

Right Ball Flex 0.0000{ 0.000(d 0.070

Left Ball Flex 0.5000| -0.030¢ 0.070

Right Sho Ext 0.1349 0.1102 0.0871

Left Sho Ext 0.4841| -0.027¢ 0.095

Right Hip Ext .

Left Hip Ext 0.1746| -0.0344 0.076 0.9841 0.15p0 09a9 | 0.0000
Right Knee Ext | 0.00000 0.0968 0.0914 0.00p0  0.1¢00.071% | 0.0000
Left Knee Ext 0.3730] -0.034# 0.0716 0.97Y8 0.0906.09m6 | 0.0000
Right Ank Plant | 0.0000] 0.000¢0 0.07d0
Left Ank Plant 0.1429] -0.0261 0.090p
Right Ball Ext 0.0000f 0.000q 0.070p

Left Ball Ext 0.1032| 0.1238 0.0824 :

Right Sho Flex 0.3254 -0.0080 0.0946 0.46p3 -0.0pGDO795| 0.0000

Left Sho Flex 0.4365] -0.031F 0.0905 0.9810 0.0471.08%7 | 0.0000
Right Hip Flex 0.0794| -0.0248 0@.0767

Left Hip Flex 0.0000| 0.1252
Right Knee Flex| 0.5000 0.001#

Left Knee Flex 0.3032] -0.019¢
Right Ank Dorsi | 0.1000] -0.0300
Left Ank Dorsi 0.3159| -0.032¢

Right Ball Flex | 0.5000{ -0.0300

Left Ball Flex 0.0000| 0.000d
Right Sho Ext 0.22221 0.065fY

Left Sho Ext 0.0079| 0.1012
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APPENDIX 15

TORQUE GENERATOR ACTIVATION TIMINGS FOR
OPTIMISED SSIMULATIONSOF ALL THREE PHASES

tro a

s D
0000 0.0§96.1004 { 0.0000]

1.00p0  0.0%10.0808 | 0.0000
0.5181 0.0925 0740 | 0.0000
0.1Q40.0806 | 0.0000

ai
1

Right Hip Ext
Left Hip Ext 0.0000| 0.0959 0.096¢Y
Right Knee Ext | 0.4524f -0.017B 0.07§
Left Knee Ext 0.0036] 0.1194 0.086
Right Ank Plant| 0.1916] -0.026
Left Ank Plant 0.0000{ 0.000d
Right Ball Ext 0.0074] 0.0933

Left Ball Ext 0.2000| 0.0000
Right Sho Flex 0.4204 -0.016
Left Sho Flex 0.0476] -0.033
Right Hip Flex 0.0032| 0.1084

Q)
o
o
0
[@))
ST oIV~
'—\
o
o
-
o

0.0183.0705

=

O

Left Hip Flex 0.8048| 0.0160 . 0.01p4 0964
0.0400.0757

\‘

Right Knee Flex| 0.3349 -0.006
Left Knee Flex 0.0413] 0.087]
Right Ank Dorsi | 0.4365] 0.0023
Left Ank Dorsi 0.2000| -0.030(
Right Ball Flex 0.0000f 0.000(
Left Ball Flex 0.5000| -0.030(
Right Sho Ext 0.00000 0.104¢
Left Sho Ext 0.0000; 0.1021

<

tro a

ts, 2
Right Hip Ext 0000 0.0970.0981 | 0.0000]
Left Hip Ext | 0.0000| 0.14827 0.092
Right Knee Ext | 0.214g -0.035p 0.0741 1.00p0  0.0§10.0740 | 0.0000
Left Knee Ext | 0.0000] 0.1034 0.0899 0.0000 0.0328 0980 | 0.0000
Right Ank Plant [ 0.1397] -0.033p 0.07do 1.00p0 0.1456.0921 | 0.0000
Left Ank Plant | 0.0000] 0.0004 0.070p
Right Ball Ext [ 0.0000[ 0.103§ 0.071B
Left Ball Ext | 0.2000] 0.0000 0.0709
Right Sho Flex [ 0.1749 -0.0183 0.0846 O. 0.0476.0862
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Left Sho Flex 0.1746] -0.020p
Right Hip Flex 0.0000] 0.1497
Left Hip Flex 0.5000| 0.1033
Right Knee Flex| 0.3734 -0.0333
Left Knee Flex 0.1267] -0.028B
Right Ank Dorsi | 0.3832] -0.029¢
Left Ank Dorsi 0.1000| -0.030(
Right Ball Flex 0.0000] 0.000d
Left Ball Flex 0.5000| -0.030(
Right Sho Ext 0.00000 0.1024
Left Sho Ext 0.0000] 0.147¢
Jump ao ts
Right Hip Ext 0.0000{ 0.1481
Left Hip Ext 0.1726| -0.035( 52 09Q2 | 0.0000
Right Knee Ext | 0.00000 0.079% 16.0798 | 0.0000
Left Knee Ext 0.4325| -0.030f 43.0909 | 0.0000
Right Ank Plant| 0.0000] 0.0000
Left Ank Plant 0.0436] -0.0092
Right Ball Ext 0.0000{ 0.000¢
Left Ball Ext 0.0048| 0.1173
Right Sho Flex 0.5000 -0.001j1 79@.0838 | 0.0000
Left Sho Flex 0.4127| -0.027p 14.08Z0 | 0.0000
Right Hip Flex 0.2214| -0.029% 84.0773 | 0.0000
Left Hip Flex 0.0063| 0.1450
Right Knee Flex| 0.496§ -0.0350 9
Left Knee Flex 0.3317| -0.008p 4
Right Ank Dorsi | 0.1000] -0.0300 D
Left Ank Dorsi 0.4302| -0.013( b
Right Ball Flex 0.5000{ -0.0300 D
Left Ball Flex 0.0000| 0.000d D
Right Sho Ext 0.00000 0.1484 0
Left Sho Ext 0.0000] 0.1357 O




