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Abstract

This thesis presents the development of a software-based decoder design toofofDddglucing
Ambisonic decoders optimised for playback over 5-speaker layouts. Thechespacifically
focuses on developing decoders for irregular layouts with loudspeakers at a caubtdrtdistance
from the central listening positionlt was motivated by the desire to provide better surround sound
over the standard ITU 5-speaker layout for listeners in the sweet spot anatoff{oesitions. A
wide-ranging literature review is presented revealing the need for such work.

The DDT employs the Tabu Search algorithm to seek improved decoder parameters ate@ding
multi-objective fitness function. The fitness function encapsulates critenma frsychoacoustic
models as a set of objectives. In order to ensure the objectives wezd &g@aally a method known
as ‘range-removal’ was used for the first time in Ambisonic decoder design. A companion technique
termed ‘importance’ allows the systematic prioritisation of range-removed objectives giving a
designer control over desired decoder cuteri

Additional elements exist in the DDT that can be turned on or off in different conmapisiatThey
include: a novel component for producing decoders with even performance by angle, a novel
component for producing performance that correlates with the pattern of human rgsatiation
estimated in previous Minimum Audible Angle experiments, and the abilityaddupe frequency
dependent or independent decoders of different orders. Moreover, the user of thenDipiirose
performance for a single listener or multiple distributed listeners. dkehe DDT as interactive as
possible searches can optionally run on a High Performance Computer.

This thesis also details the extensive testing of Ambisonic decoders for tHayidld. Decoders
have been assessed subjectively in listening tests and objectively using bitveagsatements which
has verified the methods developed in this research and the DDT’s concept. Furthermore, decoders
derived by the DDT have been compared to existing decoders and the results shovwetbgualior
better performance.

The development of a fully-functioning DDT which incorporates techniquegdioge-removal,
importance, even performance by angle, minimum audible angle, off-centre listeners ansketlieir
any combination represent the key outcomes of this work.
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Chapter 1

Introduction

We are surrounded by sound. Sonic events continuously occur around us and our highly refined,
evolutionarily developed hearing system decodes it to provide us with a large amount of
information: the ability to perceive the direction, distance and size of theesofithese events

and also about the space they take place in.

Since Thomas Edison invented the mechanical phonograph cylinder in 1877, sound reproduction
technology has developed substantially from simple monophonic playback, to elaborate
multichannel surround sound systems capable of physically reconstructing a soundfield. Today,
systems for the reproduction of surround sound are widely commercially available and many
people have them in their homes. The most common systems in use are 5-speaker and 7-speaker
systems. It is estimated that over 75 million people own one of these systems Addin

Division 2008). This figure will increase further still if considering in-car audio systeimemas

and studios. Current usage ranges from the playback of music and sound for movies, to th

enhancement of sound in computer games.

Now that we have the means to reproduce surround sound so readily available, the ongbing ques
in the audio engineering industry is to enhance it further by providing our hegstem wih
more information. Harnessing the power of recent improvements in digithhology and

computer processing power offers new opportunities to achieve this.

1.1 Motivation

The basic aim of any surround sound reproduction system is to generate the illusionisifc
reality. The ideal scenario would be to create an acoustic world thatissinguishable from
what we normally hear around us. However, this illusion can only accubmedghieved if a

number of conditions are met. These include: accurate sound source localisatiomg ereati
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realistic impression of sound source size and form, listener envelopmenedtimg fof being
surrounded by sound), accurate perception of sound source movement, and accurate perception of
sound source distance. Existing systems can meet some of these conditions to ardesstr

extent at the optimal listening area known as the “sweet spot”. However, for many systems this

area is often only large enough to accommodate a very small proportion of pdistetiers.
Consequently, listeners positioned outside the sweet spot will receive a deggradedd sound

experience.

What are needed are algorithms for enhancing the listening experience. Thedavadgghdguld
not only focus on improving surround sound at the sweet spot, but also aim to improvadur
sound at other positions to enable more listeners to experience simultaneousiydiitgh
surround sound playback. Successfully achieving this goal has great potentiatdasiitg the

commercial value of any surround sound system.

1.2 Objectives of this work

The primary objective of this research is to develop algorithms that provide impriaydhck
for surround sound over existing commercial surround sound systems. It will mainigezdsisi
speaker systems with a constant radial distance from the senfras ITU 5.1 (ITU 1994) due
to their widespread use both commercially and domestically. The algorithmembvéh this
work will aim to produce surround sound decoders with improved playback at thespotas

well as other positions in the listening area through the manipulation of psychological parcepti

The other major objective of this research is to create a software-based dixsigertool that
encapsulates all of the algorithms developed as part of this work. The tool shaddyb
operate and allow users to tailor the performance of surround sound decoders foarutzids

and non-standard 5-speaker layouts.

The focus of the work presented in this thesis will be on improving sound douoatisationas

this is a fundamental feature of human hearing. Other perceptual elements wichoatant
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for realistic surround sound reproduction rely to a large extent on the abilitg b$tener to first
localise the general direction of the sound source (e.g. sound source distance perception and

sound source movement).

1.3 Overview and structure of the thesis

There follows, inChapter Two, a general review of the literature. This will examine in detail
several topics relevant to this research; auditory localisation, surround soumisaifun using
computers and high performance computinGhapter Three will provide the reader with
background theory on the methods adopted in this rese@ftapter Four describes in detail the
developed decoder design tool and each of its individual compon€htsoter Five examines
the theoretical localisation performance of several decoders produced by tretdeki These
decoders were further evaluated in two practical experiments that are destiigapter six
andChapter Sevenrespectively. Chapter eight will describe the optimisation of some existing
surround sound decoderBEinally, a summary of the main contributions with conclusions will be

given inChapter nine, and future work suggestions will be giverGhapter Ten.
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Chapter 2

General review of relevant literature

2.1 Introduction

This chapter will discuss and appraise research within the following relevant subgesct ar

i.  Human auditory localisation
ii.  Surround sound
iii. Optimisation using search algorithms

iv.  High-performance computing

Further appraisal of literature will supplement later chapters which focus on thedetailed
problems of this research.

2.2 Auditory localisation

Knowledge of the human auditory system is of paramount importance to audio engineers. For
example, engineers have made extensive use of psychoacoustic knowledge in the development of
audio coding and compression algorithms (Madisetti & Williams 1997; Painter & Spanigs 2000
Ville Pulkki 2007). Likewise, engineers use psychoacoustic knowledge in the configuration of
sound reinforcement systems (Mapp 2007). When developing spatial sound reproduction systems
our perceptual ability must be considered. How do humans perceive sound in space? §Vhat cue
does the human auditory system require for accurate sound placement? These are the question
which must first be addressed in order to develop spatial sound reproduction systemsal The g

of high quality spatial sound reproduction can only be realised if all the audites are

correctly reproduced or simulated for the listener(s).
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There follows an outline of important early research in psychoacoustics. Subsequisttyied
description of each auditory cue will be given as well as backgroundhen psychoacoustic

attributes such as human spatial resolution and the role of head movement in localising sound.

2.2.1Early research

At the start of the 2Dcentury Lord Rayleigh one of the most important scientists of the modern
age - investigated the mechanisms we usepdaseiving a sound’s direction (Rayleigh 1907).

His research looked at how sound level differences between sound waves arriviageatst
assist in sound source localisation. During the investigation Lord Rayleigid fthat level
differences for low frequency sound would not be great enough to be useful for |amraligdtis

was because when a sound’s wavelength is larger than the diameter of the head (below about
1400Hz) the sound waves diffract around the head and the head no longer attenuates sound
travelling to the furthest ear. Following this observation Lord Rayleigh looked &rnatiive
reasons why subjects in his experiments could localise lateral low frequencg switimrelative
ease. He later established that localisation in the low frequency range is dmdede
differences incurred because of the time taken for the sound to travel the disparatirggthe
ears. From this work Lord Rayleigh proposed one of the first models for explaining sourel sour
localisation using interaural time differences (ITD) and intexiglewvel differences (ILD), which

has been labeled the “Duplex Theory”.

Since Lord Rayleigh’s work, sound localisation has been studied extensively and it is now firmly
established that the major cues for sound localisation are the interagtalitlarence (ILD), the
interaural time difference (ITD), the interaural phase difference (IPD), lmanbnaural and
binaural spectral cues caused by sound interaction with the externahatdhe upper body

(Blauert 2001; Brian Moore 2003). The following sections will look at each of these in turn.

2.2.2Interaural Level Difference

For frequencies above about 1.5 kHz level differences between sound arriving at ére asesl
to locate a sound source. Above this frequency a sound’s wavelength is shorter than the diameter
of the listener’s head causing sound waves to be attenuated on their route to the furthest ear (see
figure 2-1).
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Sound source
®

Figure 2-1: Interaural Level Difference

The ILD operates in a frequency dependent manner. Feddersen et al showed that as the
frequency of a sound increases (and the wavelength decreases) ILDs becomeFRpeédéesdn

et al. 1957) This is because when a sound’s wavelength is shorter than the width of the head it

no longer diffracts fully around the head. Feddersen’s work also showed that ILDs may be as

large as 20dB for high frequency sounds that are to the side of the listener.

The distance to the head can also affect the ILD. At small distances clbsehiat (less than
about 1m) the wavefront curvature plays an important role. For example, Brungart a
Rabinowitz show that sources very close to the head give greater intézaekaifferences than
sources that are further away (Brungart & Rabinowitz 1999).

2.2.3Interaural Time Difference and the Interaural Phase Difference

The ITD occurs because of the different path len{fhsand R) travelled by sound to both ears.
It can vary from Ous when a sound source is in front of the listeneapproximately 700us when
a sound source at the side of the listener. The ITD is dependent on the distaepeeating the

listener’s ears (see figure 2-2).
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Sound source

Figure 2-2: Interaural Time Difference

For a spherical head the ITD can be approximated at low frequencies usingdldthéndo

equation:

2r
ITD =?sin0 (2.2)

whered is the horizontal angle of the sound sourcis, the radius of the head ands the speed

of sound (approximately 340 m/s).

The way in which the human auditory system decodes ITDs is dependent on the characteristics o
the sound. For abrupt sounds the onset (or offset) differences betweemdie aiggach ear are

used (Blauert 2001). In this case the auditory system can extract usefulatidorthroughout

the human hearing range. For continuous periodic sounds the auditory system decodes a time
difference as a phase difference between the left and right ear signals riesmefierred to as

the Interaural Phase Difference (IPD) in the literature) (gpee 2-3). It should be noted,
however, that IPDs are only usable up to about 1.5 kHz. Above this frequency, thengtves

shorter than the diameter of the head rendering the phase information ambiguous. lift®re po
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out that this ambiguity lies in the fact the auditory system cannot detectitebpbbse shifts
(Brian Moore 2003).

Although the ITD and IPD are clearly related, they should not really bedevadiequivalent. A
constant ITD leads to an IPD that varies linearly with increasing frequéimyexample, an ITD

of 50Qus is equal to an IPD of 45° for a 250 Hz sine wave. For a 500 Hz sine wave, however,
there is an IPD of 90°. Figure 2-3 illustrates this.

Amplitude

o 100 200 300 400 500

1
o 057 90°
o phase
3 .
£ 9 differgnc)
Q
&

-0.5
1 . ; ; ;
0 100 200 300 400 500

Samples (fs = 44100)

Figure 2-3: Interaural phase difference is dependent on frequency. Both waves in the top plot
have a frequency of 250Hz whereas both waves in the bottom plot have a frequency of 500Hz.

Wightman and Kistler have shown that when a stimulus contains low frequency components the
ITD cue is the dominant interaural cue (Wightman & Kistler 1992). In atloeds, the position

of the auditory image can be determined by the ITD regardless of the ILD cue. Other more recent
work which has placed the interaural cues in conflict has corroborated thigfif@kzcan et al.

2002; Ozcan et al. 2003; Jeppesen & Moller 2005).

2.2.4Head Related Transfer Functions

The ITD and ILD are not enough on their own for localising sounds. For sound southes i

horizontal plane there are always two points around the listener with idefitisland ILDs.
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For example, sound arriving from a source at 45° from the front in the horiptental will have

an identical ITD and ILD as sound arriving from a source at 135° from the fibtite vertical
plane is considered as well then there will be a whole series of points onftee saifra cone
which have the same ITD and ILD (see figure 2-4). This is known as the cone of @onfusi
(Mills 1972).

Cone of confusion

\

For every point on the cone
there is a symmetrical point
which has the same ITD
and ILD

Figure 2-4: The cone of confusion

To resolve this ambiguity spectral cues are used which occur as a redudt dirdctional-
dependent filtering caused by sound reflecting off the ear’s pinnae and upper body. A number of
different studies have demonstrated that monaural (single ear) spectral cuésldia the
localisation of sound sources above and below the listener (Wright et al Bi@fdMoore et al.

1989). This has been clearly demonstrated in experiments by Gardner and Gardner (M. B.
Gardner & R. S. Gardner 1973). There is also substantial evidence that the speciralurted
because of sound reflecting off the pinnae help us discriminate sounds coming ffomntthed

back (Kistler & Wightman 1992; Blauert 2001; Langendijk & Bronkhorst 2002; Zahorik 2006).

Spectral cues can be described by a complex response function known as the Head Relat
Transfer Function (HRTF). A HRTF is defined as the acoustic transfer functasured

betweera sound source at a given location and the listener’s eardrums. It is a frequency domain
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function but has a corresponding time domain function known as the head-related impulse

response (HRIR). The two domains can be related by the Fourier transform.

In engineering, HRTFs are usually specified as a minimum phase FIR fitbethe ITD encoded
into the filter’s phase response and the ILD related to the filter’s overall power (Cheng & G. H.
Wakefield 2001). Typically, HRTFs are measured for both ears at differenuthg and
elevations around the listener. The work by Han typifies this procedure (Han 1994).

Every individual has a personal HRTF for each sound source direction. d3uwnrior this is
because of our unique congenital features (i.e. head shape, head size, pinnaénsiagpsizp).
To highlight this point, figure 2-5 plots the left and right ear HRTFs measteaihauths 0°, 40°
and 85° at an elevation of 0° for three different subjects. This figure deatesshow much
HRTFs can differ from person to person (especially at high frequencies) and also by angle.

Despite the uniqueness of HRTFs, however, common features can be found. For example, at
mid/high frequencies sharp spectral notches occur because of sound interactibe witetnal

and inner ear (in figure 2-5 this is most apparent around 8 kHz). Therenig stiidence in the
literature to support the hypothesis that these spectral notches are importanorcties f
localisation of sound in the vertical plane (B C Moore et al. 1989; Waglal. 1974; M. B.
Gardner & R. S. Gardner 1973; Bloom 1977).
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Figure 2-5: Left and right ear HRTFs for 3 subjects at 3 different angles (0°, 40° and 85%®. Thes
particular HRTFs were taken from the HRTF database generated by the Center for Image

Processing and Integrated Computing (CIPIC 2004).

Since HRTFs are very individualistic, and the measurement of them is a time consuming matter, a
significant amount of recent research in this area has explored ways of extracting and
characterizing their common features (Katz 2001a; Katz 2001b; Zotkin et al. 26B8jcki &
Plaskota 2007). One of the main outcomes from this type of work is the creatiemeoicgsets

of HRTFs for application in Binaural synthesis (reproduction of 3D sound over headphones).
Generic implementations, however, are under optimal and tend not to work verin iah

respect because our auditory system is “tuned in” to our own HRTF (Wenzel et al. 1993).
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One application of HRTFs particularly relevant to this work is inetkteaction of auditory cues
for assessing the localisation quality of sound reproduction systems. Using pronehiods it

is possible to derive auditory cues (i.e. ITD and ILD) directly from HRTRs$ess how capable
a reproduction system is in reproducing auditory cues for a listener (Jol89%j.Sontacchi et
al. 2002; Nam et al. 2008). Jot et al demonstrated the effectiveness of this cotice@rialysis
of algorithms developed for surround sound reproduction (Jot et al. 1999); a sietitexdmvas
also demonstrated to good effect by Wiggins when investigating the effectseaktidtead
movement in sound localisation over Ambisonics sound reproduction systems (Wiggins e
2001).

2.2.5Head movements

Localisation of sound sources is assisted further by head movements (Thurlow & Runge 1967,
Noble & Gates 1985; Kato et al. 2003). Small head movements resulthhdlanges in ITD,

ILD and spectral filtering, helping the listener focus in on the sound source. Heatheris

play a very important role when there is limited cue information availableexaonple, they can

help us resolve front-back localisation confusion which can occur when limitelisdbics
information is available from a sound (Wightman & Kistler 1999).

2.2.6Localisation accuracy and spatial resolution

The accuracy with which we can localise sounds is of particular interest tostdsate. Systems
developed as part of this work will be evaluated on their ability to correctlyiggosiound
sources around the listener. Numerous studies have shown that human localisation accuracy
varies markedly with frequency (Stevens & Newman 1936; Blauert 2001; Brian N668).
Generally, human localisation accuracy remains approximately constant for frequetmied be

kHz. For frequencies between about 1 kHz and 3 kHz, however, acuity degrades somelwhat unti
after 3 kHz when it improves again. The reason for degradation in this freqesmon is
because the interaural phase differences start to become ambiguous after 1 kHz belwwezs

kHz the interaural level differences are not always significant enoughlistener to lateralise a
sound successfully. This problematic cross-over region can be seen in various stadies (B
2001; Brian Moore 2003).
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Localisation has been shown to be most accurate directly in front of the liéBdaeert 2001).
This accuracy decreases as the source moves to the side of the listener arebiagmaovat the
direct rear. The relationship between the angle of the sound source and accuracy of localisation is

approximately the same for both low and high frequencies.

Human spatial resolution can be measured by asking a listener to determineatlest sm
noticeable difference in a change of a sbewurce’s position. This difference is known as the
minimum audible angle (MAA). Studies have shown that the resolution of the MAA is
dependent on angle of the sound source around the listener (Mills 1958; SimonidRd @Gldf
Parker 1984; Saberi et al. 1991). A greater resolution is possible for frontal andweds, with
poorer resolution at the sideklnder ideal conditions (i.e. anechoic environment) a resolution of

about 2 is possible for sounds at the front (Blauert 2001).

When reflecting on auditory localisation research and surround sound research i lobgaam

that knowledge of human spatial resolution is not often considered during the desrai @
analysis of surround sound systems. It appears that all systems in operation assume human
hearing capability is equally capable in every direction. As psychoacoestiarch has shown

though, this is clearly not the case. This will be investigated further in chapter 4.

2.2.7The precedence effect

The precedence effect says that listeners will tend to localise a sound isotlrealirection of
the earliest arriving wave front. In one of the classic studies of the prexedffect, Wallachte
al (Wallach et al. 1949) demonstrated how correlated sound waves arriving in closei@uccess
are fused together and heard as a single sound with a single location. Sound fusibly is hig
dependent on the nature of the sound. However, for short transient sowildeccur within
1ms to 5ms, whereas for wide-band sounds, such as speech, it will occur within5Bms -
(Litovsky & Colburn 1999). For sounds arriving before this time a single phasdanse image
will be perceived at a location determined by the contributing sounds (knowanaming
localisation). If sounds arrive after this time they will be heard parate sources (i.e. echoes).
Figure 2-6 illustrated these aspects of localisation.
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Figure 2-6: Summing localisation, localisation fusion and the echo threshold.

This effect is particularly important when localising sound in a reverberambement due to

the amount of information (reflections) reaching our ears simultaneolisig also important

when determining the location of sounds generated by multiple speakers in a surround sound
system. Many surround sound techniques rely on sound emitted from the loudspeakers arriving
synchronously at the listener’s ears to generate the illusion of a phantom sound source. When

sound does not arrive synchronously, however, the illusion can be lost due tedbdepce

effect taking over (see figure 2-7). Results from a recent surround sounidalibgcaltest by

Bates et al demonstrate this (Bates, Kearney, Furlong et al. 2007).
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Sound from loudspeaker A will arrive
at the listener earlier than sound from
loudspeaker B

The sound image for the listener is likely
to be biased towards the nearest loudspeaker

Figure 2-7: The potential problem of the precedence effect in a 2-channel listeningrsituati

2.3 Surround sound

In the real world sound arrives from an infinite number of possible directiround the listener.
In surround sound, however, there are typically only a finite number of loudspeakeiniia a
number of directions. In order to match reality as closely as possible, surroudsystems
attempt to replicate the auditory cues the listener would experience. A numbetenfisyre
capable of creating this illusion but before reviewing them and the methods useelfming
them, a historical perspective of surround sound will be given. Particulaicattesit be paid to

how the industrhas evolved to produce today’s level of surround sound reproduction.

2.3.1A historical perspective

Over the years the development of surround sound has mainly been driven by the filng.indust
The first significant multichannel sound system used \iith was the “Fantasound” system
developed for the 1940s film “Fantasia” by Walt Disney. Fantasound used a four channel optical
soundtrack synchronised with the projected film. The soundtrack consisted of three audi
channels, and a control track. The control track was used for distributingutte to ten
loudspeakers positioned around the audience. Despite the success of road-show presentations
Fantasound did not take off commercially because of the expense and logistics invaived wit

implementing the system at the time (M. F. Davis 2003).
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During the 1950s another elaborate multichannel system was developed for uskmwithhiis
system wagnown as Cinerama and was developed for the film “This is Cinerama”. It employed

three synchronised projector screens, each covering one third of the total screesourithe
system that accompani@dused seven tracks stored on magnetic tape (six audio tracks and one
control track). The loudspeaker system used for this film consisted ofdintlf loudspeakers

and an array of surround loudspeakers that could be fed a mixture of the source cHakaels.
Fantasound, this system was very advanced for the time, and consequently few cinentas used
because of the expense involved. Furthermore, there were few films being made &t thattim
would make full use of its capabilities.

In 1975 the surround sound industry was reinvigorated when Dolby Laboratories ¢ettodu
“Dolby Stereo”. Dolby Stereo allowed the reproduction of 4 channels of audio from just 2
channels of data representing the left and right stereo signals (DdA®y. 19he 4 channels
include a centre track, and left and right tracks for good frontagjiimy and a mono surround
track used for delivering ambience out of a number of loudspeakers distributed around the
audience. Thanks in part to the success of blockbuster films such as Star Waresand C

Encounters of the Third Kind, the system was adopted for use in cinemas across the world.

Recognizing the potential for this technology in the domestic environment, in DORE

released a version of Dolby Stereo marketed as ‘Dolby Surround”. This was the first technology

to be licensed to consumer electronics manufacturers as a means of decoding surround sound
(Dolby 1999).

Not long after the success of Dolby stereo and Dolby Surround (during the 1980s) a channel
configuration was agreed by the film industry that offered listeners an everemtwainced movie
experience. The configuration includes a total of 6 channels: 5 full bandwidth sheomrfeont

left and right, centre and left and right surrounds, plus an optional low bandwidth chanowel fo
frequency effects. This system is commonly referred to as 5.1 surround sounchargtasdard

channel configuration for mass market surround sound today. Although 5.1 hadiritironily
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placed in the film industry, it has been adopted for use in the music indusimgiii2000), the
video games industry (Ibbotson 2007), and radio broadcasting (Ternstrom 2003; AES 2004).

2.3.2Industry standard surround sound loudspeaker configurations

In the early 1990s, the European standards organisation known as the ITU (International
Telecommunications Union) began conducting research to determine the optimum speaker
placement for a 5.1 system. This culminated in a document published in 1992 entitled
"Recommendation for Multichannel Stereophonic Sound System With and Without
Accompanying Picture" (ITU 1994), which details the now accepted industry standamansur

sound loudspeaker configuration (figure)2-8

Figure 2-8 The standard ITU 5.1 loudspeaker arrangement.

The centre loudspeaker is placed straight ahead at 0° from the principal ligtesitign. This
loudspeaker was intended for pinning dialogue to the screen in movies thisigsilarly useful

for listeners in off-centre listening positions). The left and right spsalerlocated at +30° in

order to keep compatibility with existing stereo recordings and the surround loudspmakers
recommended to be placed between 100° and 120°. The decision for recommending the surround
loudspeaker angles was determined from the results of experiments into th#ucdpn of

sound images versus producing effect of envelopment for the listener (Gunther IHgdile
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Gunther Theile 1993). Research has shown that decorrelated sound waves arriving at the
listeners ears from the sides contribute significantly to the sens#tiemvelopment (Barron &
Marshall 1981; Griesinger 1999; Blauert 2001).

Recent research by Muraoka and Nakazato on different 5-speaker configurations also supports the
ITU 5.1 recommendation in terms of reproducing the soundfield at the earsmifalgeeated
listener (Muraoka & Nakazato 2007).

Although the ITU standard clearly explains the optimum positioning of loudspeakaogsi not

define anything about the way sound signals are represented or coded for surround sound. There
is, in fact, no standard algorithm used for determining 5.1 loudspeaker feeds, rather a multitude of
different algorithms.

Since the introduction of 5.1, other loudspeaker configurations have emerged which take
advantage of increased bandwidth on next generation media formats (e.g. Blu-ray). These
configurations include 6.1, 7.1, 10.2, and more recently 22.2 proposed by Hamasaki et al
(Hamasaki et al. 2004). At the time of writing, 6.1 and 7.1 systems are maidhasisiesktop
computer surround sound systems, whereas the 10.2 and 22.2 tend to be used in large-scale

listening situations such as in the cinema because of the quantity of loudspeakers used.

2.3.3Typical surround sound loudspeaker configurations

Whilst conducting research into the use of 5.1 systems it became clear tipetojele followed

the ITU guidelines when setting up a surround sound loudspeaker arrangement in a domestic
environment. It appears that the loudspeakers are arranged in a manner which is cdovenient
the listener(s). Figure 2-9 and figure 2-10 show two different arrangements which might

typically be used in a domestic environment.
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Figure 2-9 First example of a typical 5.1 setup in a domestic environment. L (left), R (right), C
(centre), LS (left surround), RS (right surround), SW (sub woofer)

Figure 2-10: Second example of a typical 5.1 setup in a domestic environment. L (left), R (right),
C (centre), LS (left surround), RS (right surround), SW (sub woofer)
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Probably the main issue in setting up a 5.1 system according to the ITU standard is thenplacem
of the rear loudspeakers. In a domestic environment, walls or furniture usuakiytpties user
from placing the rear loudspeakers in the correct positions (Gunther Theile 2898)solution,
users typically opt to fit them in convenient positions around the furnitlitds problem is

apparent in both of the examples given above.

Considering this, it may be concluded that a technique for reproducing surround sound in a
domestic environment must be robust enough to cope with irregular loudspeaker placareent si

the placement of loudspeakers according to standards is generally not user friendly unless the user
has a dedicated space for setting up the surround sound system.

2.3.4General review of surround sound reproduction techniques

There are a number of different techniques for the reproduction of surround sound over
loudspeaker configurations. Each of which can be categorised into one of thénfpltbree

areas:
1. Positioning of sound sources using inter-channel differences
2. Reproduction that takes into account the listener’s congenital features

3. Wavefield reconstruction methods

There follows an overview of several different techniques.

2.3.4.1Positioning of sound sources using inter-channel differences

A sound can be made to appear to come from between a pair of loudspeakers by outputting the
sound from both of the loudspeakers. This is an auditory illusion that is efeamed to as a
phantom image. The position of a phantom image can be controlled by changingotha rat

amplitude differences or time differences between the loudspeaker outputs referregtaras p

Amplitude panning involves using inter-channel sound level differences toopogig phantom
image between the loudspeakers (typically between 0dB and 30dB). This techgreeiged

by the listener in a frequency dependent manwdrmid to high frequencies, where interaural
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phase differences cannot be used by the auditory system, interaural amplieréacht caused
by the shadowing effect of the head are used. This is, in fact, the underlyioiglprbehind
Blumlein’s stereophonic system invention (Blumlein 1937). At low frequencies an amplitude
difference between the loudspeakers results in ear signals which have the samecueéialt |

different phase. Figure 2-11 illustrates this for a sound source panned in front of the listener.

Phantom source
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Figure 2-11: Inter-channel amplitude differences result in phase differences between th@signa
the ears. The diagram is colour coded. Blue symbolises the left loudspeaker signal, whereas red

symbolises the right loudspeaker signal.
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One of the most common methods of amplitude panning is a cosine-sine law where a cosine and

sine function are used for generating sound level weightings for a pair of loudspeakers:

Left speaker = Scos(6)

Right speaker = Ssin(0)
(2.2)
0=>260< m/2

whereS is the audio signal anflis the angle in radians. This law has a constant sound power
level when panning a source across the sound stage resulting in the listengingeifoeisource

at a constant distance.

An extension of the above cosine-sine law is the most commonly used method for 5-speaker
layouts and is used almost exclusively in mixing desks and in software agdiensers. Whilst

it works reasonably well for positioning sound sources between closely spaeg&drspé&heile

and Plenge have shown that problems can occur with generating stable phantom images between
loudspeakers angled further apart than about 60° (G. Theile & Plenge 1977). Morewa&ent

by Martin et al (Martin et al. 1999) found similar localisation issug¢beasides and the rear of
listeners during an experiment using the standard ITU 5-speaker configuratilich Grey and
Woszczyk (Corey & Woszczyk 2002). It appears that these issues can geneadifibbeed to
conflicting auditory cues. Pulki and Karjallainen (Ville Pulkki & Karjalken 2001) showed that

the auditory cues generated by amplitude panning can indicate sources areantdifsitions.
Benjamin and Brown (Benjamin & Brown 2007) have since shown this problem iscsghih

the mid-frequency range of human hearing. Clearly a more robust algostmeeded for

surround sound reproduction over existing standard surround sound loudspeaker layouts.

Phantom sound sources can also be positioned using time panning. In time panning small inter-

channel time delays are used to position the phantom source between the loudspeakels (typical

from Oms to 1ms).For inter-channel time delays of about 1ms the sound will be perceived as
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coming from the location of the loudspeaker radiating the earlier soundh@.grécedence
effect). For greater time delays the image starts to become diffuse and spread ontearsh ca
be heard as two distinct sources (i.e. an echo). One of the main problemmeiganning is
that it suffers from unstable phantom imaging (as highlighted in experirbgnkdartin et al
(Martin et al. 1999)). This is especially true for any listeneannoff-centre listening position
because of the different distances sound waves need to travel from each loudspesictr the
listener’s ears. For this reason time panning is not consideaeduitable technique for

reproduction over multichannel systems when localisation is important.

2.3.4.2Reproduction that takes into account the listener’s congenital features

The Binaural technique was first introduced in the early part of the last century (Hammew& Sno
1932). By placing probe microphones at the entrance to each ear canal and recoodanigvont
channel medium, all the spatial cues (ILD, ITD and spectral) can be preséteadequently,

when replaying the audio over headphones it is possible to perceive radidimensional
surround sound. This effect is strongest when the recording is made with microplaceesin

the listeners own ears (because of the individuality of HRTFs) (Mollgr @096) and when the
listener’s head is tracked to take account of head movements (Inanaga et al. 1995). Whilst the
Binaural surround sound technique works well, binaural reproduction can only take place over

headphones and is therefore not a suitable technique for this research.

Attempts have been made to reproduce binaural audio over a traditional stereo arrarigement (
two loudspeakers 60apart). This technique is known as Transaural. In order for it to work
correctly specialist algorithms need to be implemented that take into adeewmbsstalk of the
loudspeakers. Binaural spatial cues are only preserved if left and right eals sige kept
separate. When audio is played out of the right speaker it is heard by both the right and left ear of
the listener. Hence Transaural techniques need to cancel out the audibdraght speaker

arriving at the left ear (and vice versa).

Cooper and Bauck have designed crosstalk cancellation algorithms for this systeper(&
Bauck 1988). This process has been further refined by Kirkeby and Nelson (Kirkebis&nN
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1997). However, good playback is only perceived over a very small area makingctimique
only suitable for a single listener. Even in the sweet spot the imaging tends toebkeagilie in
the sense that small head movements can destroy the 3D illusion. Furtherméoehdusature
of crosstalk cancellation, it is currently difficult to extend this approac multiple listeners
simultaneously at different positions. Despite the drawbacks of Trandalaal been shown to
be successful for 3D audio in desktop computing where the listener is usuallyasya(ideebg
1998).

Ambiophonics is a hybrid surround sound technique. It is similar in practice to thealral
technique in that it still employs crosstalk cancellation filters. Howewmdike Transaural, it is
compatible with existing stereo, four-channel and even 5.1 recordings (Glasgal 200bgasithe
principle of Ambiophonics is to provide the listener with as much psychoacoustcatigct
information as possible. It does this by positioning the main pair of loudspealeetiydir front

of the listener angled apart by about 10°. These loudspeakers supply the listierte @irect

sound and early reflections one would encounter in a real concert hall whitet sdéirhe time

limit colouration of signals arriving at the ears because of the lintitesls talk. Additional
speakers distributed around the listening area are used for immersingtagher lis ambient
sound. This system is capable of delivering 360° surround sound when an additional pair of
loudspeakers is added to the rear. This is referred to as Panambiophonics. Although
Ambiophonics is growing in popularity, it will not be considered in this rebdlagcause there is
currently no generic panning law for positioning sounds around the listener as in stearssy

Moreover, there are no current methods for synthesizing material from scratch.

2.3.4.3Wavefield reconstruction methods

Wavefield synthesis uses a horizontal array of closely spaced loudspeakers. It ishenmasdt
accurate forms of surround sound playback as it allows the accurate reproductire dfomts

in a space (Berkhout et al. 1992; Berkhout 1998). However, this technique is iogbriacall

but specialist installations because it requires a large number of loudspeakerpi(ally tf the

order of twenty loudspeakers or more). Furthermore, large amounts of computational processing
power are needed to provide the loudspeakers with appropriate signals. For thesethisasons

technique will not be used in this research.
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Another technique known as Ambisonics is built around perceptual models of logalisati
developed by Michael Gerzon (Gerzon 1974). The system is designed to take into aecount th
fact that human hearing uses different mechanisms for sound localisation in diifegeiency
ranges. This is one of the key advantages that Ambisonics holds over other technitgwes as
designed with human perception in mind. Another advantage is the efficientchieaar
encoding scheme it employs. This scheme employs spherical harmonics for spatialiiygsam
soundfield. For example in a basic first order system (i.e. using first gpberical harmonics)
only four channels of information are required for distribution and storage aofi-aphere
soundfield, and only three for a horizontal soundfield (this is much fewer than othemsurrou
systems). Moreover, this encoding scheme is also easily expandable to allow moratiomorm
about the soundfield to be stored in additional channels (Daniel & Moreau. 2G043s been
shown that given enough channels it is possible to reconstruct a wavefield lavge area
(Daniel et al. 2003).

Encoded Ambisonic soundfields can be manipulated in a variety of different ways. Bocénst
it is possible rotate the whole soundfield about the X, Y and Z axes using rdtatiain@es

(Malham 1987). It is also possible to zoom in on a soundfield by using a technéguenG
termed dominance (Gerzon & Barton 1992; Chapman 2008). This flexibility would &atf it

well in modern day surround sound application areas such as music, videogames and movies.

Ambisonics is not a new technology. However, in recent years there has been a granésg int

in it because of its potential and flexibility within a wide number of ispfibn areas (Wiggins
2008). For example, Ambisonics employs an encoding/decoding model where it is possible to
mix a 3D soundfield withoua priori knowledge of the geometry of the loudspeaker array. This

is an attractive feature especially when there is a growing demaneditat to be shared between
different application areas and different venues. Gaston highlighted its ingmitaa recent

study that focused on the sharing of audio between planetariums (Gaston 2008).
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Ambisonics was originally developed for playback over regular loudspeaker arrayse (wher
loudspeakers are placed at the vertices of a regular polygon). The design of theree syst
straightforward and well documented (Gerzon 1985; Benjamin et al. 2006). Unfeljyia¢
design of systems for irregular arrays like the standard ITU 5.1 arrangement iseastySOA
non-linear system of equations needs to be solved in order to produce a dedodatptita
suitable loudspeaker feeds (Gerzon & Barton 1992). Gerzon himself admitted|tag these
equations mathematily was “tedious”. Recently, however, an alternative approach to
mathematically solving these equations has been introduced (Wiggin2@03j Craven 2003).
Wiggins’ work involves using a heuristic search algorithm to optimise decoders at the sweet spot
according to models of auditory localisation. This methodology is flexibl#han it allows
Ambisonic decoders to be developed for potentially any arrangement of loudspeakers and also
according to any design criteria. A related approach was also investigat@@usn (Craven
2003).

Although good progress has been made by Wiggins in this area, there is scopehéor furt
developing this line of work. Specifically, there is potential forhfairtimproving localisation
performance at the sweet spot and, perhaps more importantly, there is a need for danethod
optimising localisation performance in non-central listening positions (agiNgidnighlights in

the future work section of his PhD thesis) (Wiggins 2004).

2.3.5Subjective comparisons between surround sound reproduction technigues

A number of studies have made subjective comparisons between various surround sound
reproduction techniques. In one study by Guastavino et al, a subjective comparison was made
between Ambisonics, Transaural and stereo (Guastavino et al. 2007). Eleven subjects took part in
two different experiments. The first experiment investigated the spatiliyoof the systems in

terms of envelopment, immersion, representation, readability, and realism. The second
experiment focused on the localisation quality. The results from these esxpirishmowed that

in terms of spatial quality Ambisonics performed well. Listeners rated the syseemmost
“immersive” and “enveloping”. In terms of readability and localisation, however, the Ambisonic

system did not perform as well as the other techniques in this experiment. Oil¥eposs

explanation for the poor performance of Ambisonics in the localisation test could typehaf
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Ambisonic decoder implemented. The authors state theyans&d phase” decoder which is a
decoder specifically designed for large scale playback whereas the rignukedeésts only had a
radius of 2 metres. Moreover, in phase decoders are known to compromise localis#t®n
sweet spot for improved localisation in off-centre positions (Malham 1992). §iatial quality
and localisation were measured at the sweet spot, a more suitable Ambisonic dadadér v
would have been more appropriate.

In another comparative test by Wiggins (Wiggins 2004) the following systems weuatedsfor

sound source localisation:

e First order Ambisonics over an 8-speaker regularly spaced layout

e Second order Ambisonics over an 8-speaker regularly spaced layout
e First order Ambisonics over the standard ITU 5-speaker layout

e Pair wise panning over the standard ITU 5-speaker layout

e Transaural using two speakers at +5°

The results for this test show that the second order Ambisonic system performed ihédoes
of localisation with the other systems giving comparable performance. Howewging/states
that the Ambisonic decoder used for the 5-speaker layout was not optimisadhdntipat better

performance could be achieved.

Kearney et al recently compared the localisation performance of severalrglirsound
techniques in a concert hall environment (including First Order and Second Ontégofics)
(Kearney et al. 2007). Nine subjects were asked to localise reproduced soged abdifferent
angles from different off-centre listening positions. The results showedlltlsatraund sound
techniques suffer from sound images being biased towards the nearest loudspeakezntreoff-
positions. However, these tests demonstrated that the second order Ambisonic dedoiter use

the test was able to reduce this effect to some extent when compared with a fir&ndrtemnic
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decoder. It must be noted here that none of the systems under evaluation in thisrdest w

optimised for off-centre listeners.

Other recent subjective tests have focused solely on Ambisonics. Benjamin et al tested the “real
world” localisation performance of several different first order decoders designed for use with
regular loudspeaker arrays (Benjamin et al. 2006). Their study highlighted rsem@sting and
relevant points with regard to the reproduction of recorded material for allgestiated listener:

in particular, how sound images are generally more stable when a narrower angléetwsed

the frontal loudspeakers. However, all tests were limited to a few sulifeetauthors) and no
guantitative data was presented. The paper drew conclusions from the individual expefiences
the listeners.

Apart from the work discussed above by Wiggins there does not appear to be any literature
detailing listening tests carried out on Ambisonic decoders optimised dgular loudspeaker
arrays. Clearly there is a need for work in this area as irregular laldsgearrays are the most

commonly used domestically.

2.3.60bjective measures for evaluating surround sound systems

Several objective measures have been developed which provide a means of pradisjrzgial
quality of sound reproduction systems. These measures are important when assessing surround
sound systems in development, or when making comparisons between systems before conducting

subjective tests which are time consuming.

2.3.6.1Models of auditory localisation

A number of studies have developed mathematical models of auditory localisationirotize
analysis of sound reproduction systems. These models provide a means of predicting the
perceived direction of sound sources and so are especially important for tadiprédtermining

the localisation error in a reproduction system.
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Clark et al developed one of the first mathematical theories for quantifgagral reproduction

system’s performance (H. A. M. Clark et al. 1958). They show that for a stationary head, situated

at equal distance from a pair of loudspeakers, it is possible to derive a simpletlondbsa that

can be used to predict the perceived direction of a low frequency reproduced souadyaamn

the magnitude of the loudspeaker gains, the angle subtending the loudspeakers and the distance
separatinghe listener’s ears. The law is based on the fact that at low frequencies in stereophonic
listening loudspeaker amplitude difference results in phase differences atshef éhe listener

(as highlighted in section...). In their paper they used this method for evaluating the low
frequency localisation perfmance of Blumlein’s 2-channel stereophonic system.

Shortly afterwards, Clarkutton and Vanderlyn’s work was expanded further by Bauer (Bauer

1961)into what is now commonly referred to as the “Stereophonic Law of Sines” (see equation
2.3).

sinfp (S, — S;)
sing, (5, + S,)

(2.3)

whered, is the angle of the virtual sound source as perceived by the listener bdtweamgle
subtended by the loudspeakéitsis the angle of the real sourcg.andS are the gains of the left
and right loudspeakers respectively. This law shows that by applying appropriatee posit
loudspeaker gains the angle of a virtual sound source for a centrally sst@teer Ican be moved
anywhere between the loudspeakers.

More recent work by Bernfeld expanded this theory for use in multichayetdms (Bernfeld
1975). Bernfeld showed that for symmetrical loudspeaker layouts with each loudspeaker

equidistant with respect to the listener the following law can be used:
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Asin@y + B sinfg ...+ N sinfy
inf = 2.4
S A+B+-+N 24)

where 6 is the perceived angle of the virtual sound soukceB, ..., N are the gains of the
loudspeakers at anglés, &g, ..., 6. So for a 4-speaker square arrangement of loudspeakers the

perceived angle of the sound source could be calculated thus:

V2 LF +LB—RB —RF
sinf = — (2.5)
2 LF+LB+RB+RF

with LF, LB, RB and RF representing the gains of the left-front, left-baghkt-iack and right-
front loudspeakers respectively. Various subjective tests have demonstrated lthatahsines
correlates well with real sound source localisation and is able to prediartteved location of
low frequency reproduced sound sources with a reasonable degree of accuracy (0&8key
Benjamin 2006).

Similar low frequency localisation models have been developed. Makita (Makita 1262fe|8
(Bernfeld 1975), and Cooper and Shiga (Cooper & Shiga 1972) developed a method which takes
into account thenovement of the listener’s head Makita’s work in particular, demonstrates that

at low frequencies the perceived direction of the sound is in the directitime ofelocity it
produces. His model assumes that the location of the sound source is the ahghadthaust

face in order for there to be zero interaural phase difference at low frequencies.

In all of the above models the listener’s head is approximated by two spaced ears with no acoustic
shadow from the head. Furthermore, the complex behaviour of the soundfield theahead is
not considered. Therefore, these models are only valid at low frequencike féiDt and IPD

cues.
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For mid to high frequencies, where head shadowing causes ILDs, a different approach must be
used. It involves examining the directional behaviour of the energy fielteiarea around the
listener’s head. De Boar describes one such model (Boar 1940)other model which can be

used for predicting mid-high frequency localisation is described by Damaske and Ando (Damaske
& Ando 1972). Their model employs the use of the cross-correlation function tonoetehe

degree of coherence between the left and right ear signals of a dummy head placed at the listening
position. This has been termed the Interaural Cross-correlation (IACC). Highlglated

signals indicate sharp directional perception, whereas low interaural coheneiczes the

sound image will be diffuse and hard for the listener to pin-point. pbssible to derive the
perceived position of the sound source from the IACC by finding the maximum pothe i

output of the IACC. Various studies have since shown that this method can betedlaatass
frequency bands (ISO 1997; Muraoka & Nakazato 2007). This is termed the Frequency-
Dependent Interaural Cross-Correlation (FIACC).

In a metatheory of auditory localisation Michael Gerzon describes a hierarnigdefs that can
predict the location of sound sources in different frequency regions (Gerzon .199#aYwo
simplest, and possibly most important models described are the acoustic palticiy vnodel,
which @rresponds to Makita’s low frequency localisation model, and the acoustic energy-flow
model, which corresponds to De Boer’s mid/high frequency localisation model. Gerzon points
out that practically all models of auditory localisation (includihg bther elementary models

described above) are special cases of these two models.

In his metatheoryerzon derived a “localisation” vector for the velocity and energy models that

can be used when designing sound reproduction systems. The angle of eacls usedrto

show the perceived direction of a reproduced sound source and the magnitude is an indicator to
the quality of the reproduced sound imag&.nominal value of one for the magnitude of both
vectors is equivalent to a real single point sound source, less or mothithean be interpreted

as a lack of precision in sound localisation by the listener. If both veaterthe same for a
reproduced sound source as they are for the real sound source then the reproducsalismrind

should be perceived to be the same as a real sound source. These vectors have been used in many
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studies to evaluate the performance of multichannel systems, see for example §GBazrton
1992; Daniel et al. 1998; Pernaux et al. 1998; Jot et al. 1999; Wiggin2603|.Craven 2003;
Wiggins 2004; Wiggins 2007). Furthermore, they are the very principle beméndesign of

Gerzon’s Ambisonic technique (Gerzon & Barton 1992).

Gerzon derived other more advanced criteria in his metatheory that can lde peedict sound
timbre or sound colour at the listener’s ears. However, there is no evidence in the literature that
these models are actively applied in reproduction system design and analysis. This could be i
part due to their complexity.

More recent research work has looked at creating Binaural models for evasiatiognd sound
systems. Pulkki et al developed a computational binaural model that incorporated théeffect t
external and inner ear have on sound (Ville Pulkki et al. 1999). The model was shosvahie

to predict various sound localisation phenomena in loudspeaker listening at low and high
frequencies. For example, the model predicted that the localisation error af sintund sources

is greater for high frequency sounds. A later publication by Pulkki demonsthnatede of this
model to good effect when evaluating various 2D and 3D surround sound reproduction
techniques (Ville Pulkki 2001). Similar theoretical models have been cigat8dntacchi et al
(Sontacchi et al. 2002) and also Braasch (Braasch 2005).

Binaural evaluation of systems can also be undertaken practically using binaural microphones.
Mac Cabe and Dermot tested the localisation ability of several surround souaductjon
techniques by recording a pseudorandom sequence of noise with a binaural microplezhatplac
the central listening point (Mac Cabe & Furlong 1994). From the recorded data they wedre abl
derive the ITD and ILD for the binaural microphone. The ITD and ILDs derived for each system
under test were compedwith ITD and ILDs derived when recording a real sound source around
the microphone. The advantage of using this method is that it allows ‘tteal world’

performance of a system to be investigated.

5C



2.3.6.2Soundfield reconstruction analysis

The measurement af system’s performance can be approached from a different viewpoint. It

involves analysing how well as system is able to recreate an actual soundfield within an area.

In 1987, Vanderkooy and Lipshitz presented a paper where the performance of a stereo system
and a first-order Ambisonic system were judged on their ability to recrela¢®@tical 2D plane

wave within the vicinity of the central listening point (Vanderkooy & LipsHi987). The
measure of error that they used is termed the integrated wavefront erianiginates from the

work of Bennett et al (Bennett et al. 1985). Basically, it involves iatiy, over a circular path

with radiusr around the central listening area, the magnitude of the complex difference between
the total acoustic pressure wave generated by the loudspeakers, and a theantcalapk

travelling through the reproduction area i.e.

2n
1
D(kr, ) = mof |SCkr, ¢) — Sy (kr, ¢)| d¢ (2.6)

where D¢kr, ¥) is the integral wavefront error over a circular path with a radiasound the
origin, Py is the pressure of the reference plane wévis, the wave numbeS(kr, ¢) is the
pressure wave generated by the N loudspeakerS,@kd ¢) is the pressure wave generated by a
best fit comparison plane wave. In a best case, the@gkar¥) would be zero for any length of

r. However, Vanderkooy and Lipshitz’s demonstrate that in practice the error in a system tends

to increase with frequency and distamdeom the centre point. In a further development of this
work, Bamford and Vanderkooy analysed the integrated wavefront error for higher order
Ambisonic systems (Bamford & Vanderkooy 1995). His work showed that by incraaging

order of Ambisonics the wavefield can be reconstructed over a larger portion of the listeaing a

While the above method is effective in determining a theoretical measure of a system’s
performance, it assumes for mathematical simplicity that the loudspeakertuatedsin a free
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field (an environment with no sound reflections). It also assumes for mathematical sinudicity t
the sound waves arriving at the listening area are all perfect plane waves. In reality, hbwgever, t
will not be the case unless the loudspeakers are all at an infinite diftancdéhe central
listening point. Nevertheless, this approach provides a basis with which a dusoaund system

can be compared with other surround sound systems under ideal conditions.

A number of other soundfield analysis approaches have been defined. One method d¢basiders
synthesis of a soundfield by matching the spherical harmonic amplitudes of the deklredtti

the sum of the spherical harmonic amplitudes produced by an ideal set of loudspeakers
(Vanderkooy & Lipshitz 1987; Ward & T.D. Abhayapala 2001). Betleham and Abhayapala have
also developed a method of analysing a 2D reproduced soundfield in a reverberant environment
(Betlehem & Thushara D. Abhayapala 2005). This has more recently been expanded to 3D
soundfields by Poletti (Poletti 2005). While all of these methods differ ircipte, many have

an equivalent mathematical background.

Although soundfield analysis methods are interesting, they do not involve psychoadoustigcs
way. The school of thought is that if the soundfield can be correctly fornikuoh\an area, any

listener situated in that area should receive the correct psychoacoustic cues.

2.4 Optimisation using computer search algorithms

Computers are commonly used to solve complex problems. One method involves using a
computer search algorithm to seek out the best parameters for a given problgenerhd, this

methodology is used when finding a solution mathematically is too difficult.

The application of computer search algorithms is wide ranging. They have beeio ssba
problems from a large number of different disciplines including physics, chemmgttiyematics
and engineering. As highlighted earlier, computer search algorithms have been used in aud

engineering research for developing surround sound systems. Wiggins (Wiggins et al. 2003;
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Wiggins 2004; Wiggins 2007) and also Craven (Craven 2003) have used search algorithms to

seek good surround sound decoder parameters according to models of auditory localisation.

Optimisation using computer search algorithms involves composing a function sorméhe
“fitness” of a set of parameters generated by the search (i.e. a fitness function). The fitness
function can contain a single objective or multiple objectives to représe=key elements of the
optimisation problem. These two approaches are referred to as singlévelpetimisation and
multi-objective optimisation respectively.

The simplest form of optimisation problem involves searching for thesbege parameter for a
single objective i.e.

f) = fi(x) (2.7)

wheref; is an objective andk is a parameter. In most real world problems, however, there are
often multiple parameters and multiple objectives to describe the key criteria of a problem. When
this is the case it involves combining the values of all objectives into ke singlar fitness

function. This can be written mathematically like so:

f@) = [fi) + fo(x) + .. fu(0)] (2.8)

wheren is the number of objective functions axd a vector of parameters corresponding to the
dimensions of the search space. In general, finding a solution for a multi~bjéttess
functions is more complicated than finding a solution for a single objediness$ function. This
is because an improvement in one objective can result in the decrease in perfafiuteer

(i.e. objectives can conflict).
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In a multi-objective fitness function weightings can be applied to the objectives i.e.

fG) = wifi(x) + wafo () + owp fry (0] (2.9)

where w, is the weighting applied to theth objective. Applying weightings to individual
objectives can give the user more control over the type of solution produced byrtte dear
example, applying a large weight to an objective can increase its importasideered other
objectives. On the other hand, applying a small weight to an objective cagask its

importance relative to other objectives.

A search algorithm can look for the minimum value of a fitness function or a maximum value of a
fitness function depending on how the problem is configured. Although both methods are equally
valid, the former approach will be used in this work (i.e. finding the bestigoluill entail
searching for theninimum pointin the domain of théitness function). In order to illustrate the
minimisation of a fitness function using a search algorithm figure 2-12tpktsearch space of a

test fitness function. This particular test function has two parameters whgkchptimised

according to a single objective i.e.

2

fx1,x0) = —Esinxi (sinix? / m)?° (2.10)

i=1

Wherex; is theith parameter constrainedthin the range 0 < x < .
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Michalewicz function

Figure 2-12: A 2D test function known as the Michalewicz function (Michalewicz 1998)

For this particular function it is clear that there is only one “optimum” solution (located at x; =
1.5 and x = 2.2). This point is referred to as the global minimum because it consthetes

lowest point, and hence the “best” solution, in the search space.

There are also several local minima which are situated at the bottom ofsvialléye search
space. A solution is defined to be a local minimum when there are no othesrsoluiihin the
vicinity with better fitness function values. This type of solution cdilchccepted by a search

algorithm as a “good” solution.

By plotting functions in this way it is possible to visualise the search spackcate the region
where the global minimum can be found. It is difficult, however, to visualigé-dimensional
search spaces (i.e. > 3). The next section will discuss some of the search algorithms which can be

used to find local and global minima when this is the case.
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2.4.1Search algorithms used for optimisation

2.4.1.1Exhaustive search

It is possible to use a brute force approach to search exhaustively tbdibest solution to an
optimisation problem. This approach consists of systematically evaluating alilpassdutions

in the search space according to the problem's statement. The advantage of dairigahthe

best solution is always guaranteed to be found. However, the drawback is the poteatitl ti

takes to complete a search. The size of the search space is proportional to the number of potential
solutions. For example, consider a problem with 4 parameters each with the rdfjgdf[6ach
parameter is checked at a resolution of 1 decimal place with a step sizéhafrOthere will be a

total of 14,641 potential solutions. However, if a parameter resolution of 2 decimal places is used
with a step size of 0.01 the increase of potential solutions is exponentid04.©60,401).

Clearly exhaustively searching for the best solution is not always feaSibig.is especially true

when the fitness function is complicated and time consuming to compute.

2.4.1.2Heuristic searches

When the search-space is too large to search exhaustively, a heuristic seaitthmatzan be
used. The basic idea of a heuristic search is to navigate intelligently acfutheesearch-space.
By searching in this manner the algorithm is almost certain to find good doklon in a

reasonable amount of time. However, there is no guarantee the global solution will be found.

There are many different heuristic search algorithms each with their own advaatafjes

disadvantages. Some of the more commonly used algorithms are:

¢ Random solution search

This method consists of randomly evaluating solutions in the search-space until a solution
is found which is acceptable. This is arguably the most simplistic approach to
optimisation but has a number of advantages relative to other search algorithms. T
advantages include ease of coding the software algorithm, and considerable inoreases i

the number of solutions evaluated within a set time (i.e. less timerislepating a good
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solution and more time is spent evaluating more solutions). The disadvantages are the
algorithm is not intelligent and consequently less reliable to reach a good rs@ittiin

a set time.

Random step search

A variation of the random solution search is the random step search. The basic idea o
this algorithm is to randomly step from the current solution along eaditie @imensions

of the search space (i.e. generate a list of candidate nearby moves). Thentlehoose
nearby solution with the best fithess score. This process is generally depeéitero

improvement can be made.

Steepest descent (also known as the gradient descent)

This algorithm is used to find the nearest local minimum in the search dpatais at a
random point in the search space and then moves in the direction with the steepest
descent. In order for the algorithm to determine the direction of stedgsstnt the
function must be differentiable. This method is guaranteed to converge on a local
minimum. However, the local minimum it converges on might not be optimal
Furthermore, once a local minimum has been reached the algorithm becomes ttuck wi

no method of escaping because it is always seeking a downhill gradient.

Simulated Annealing

This search algorithm is modeled on the cooling process in annealing (a pobcess
heating and cooling materials to change their properties) (Kirkpatrigk £983). It is

similar to the random step in that it replaces the current solution with a rarehmy
solution. However, the type of solution accepted depends on a tolerance parameter which
is decreased during the search process. When the tolerance parameter is at mmmaximu
then there is a high probability of accepting a worse move. As the toleranceciasaecr

the probability of selecting a worse solution decreases. This component seaitth

algorithm allows it to escape from local minima in the early stages of the search process.
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Tabu Search

The Tabu Search is as a meta-heuristic search algorithm. That is, it provides a
framework for enhancing a local search by employing memory structures. For example,
one of the memory structures (known as the Tabu List) holds a list of previoes mov

the search space. This list is used to prevent the local search algorithnevisitmg

areas that have already been explored. The advantage of using the Tabu List is the search
can escape local minima (Glover 1989; Glover 1990).

Genetic Algorithm

The Genetic Algorithm falls under a branch of heuristic searches based omuiggsi

of natural evolution. During the search process the search maintains a population of
possible solutions whilst trying to “evolve” better solutions by applying different
processes modelled after evolutionary biology. These processes include inheritance,
selection mutation and reproduction (Back & Schwefel 1993).

Other algorithms which are modelled on the natural phenomena include Particle Swarm
Optimisation (after the social behaviour of flocking birds) and Ant Cof@ptimisation

(based on ants moving between their colony and a source of food).

Traditionally, heuristic search algorithms have been used to solve combinaiarbds (suclas

the classic N-Queens and the Travelling Salesman Problem). However, more recently there has
been a large expansion of their use, with applications in Artificial igesite (Webster 1991)

and planning (Biundo & Fox 1999), medical science (Westhead et al. 1997), dynamic
programming and notably, in audio engineering by Wiggins (Wiggins et al. 2003).

Comparisons have been made between many search algorithms in order to gain kretvdetige
their effectiveness in solving problems. The algorithms are generally jusigéte quality of
solutions they produce and also on the computational effort they require tsuehckolutions.

Much of the data from this work, however, is inconclusive. For example, Rossi-doria@tcl
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that many of the more intelligent search algorithms (e.g. genetic algofition, search) gave
comparable performance, and that finding the best algorithm for a specifiemprafas difficult
(Rossi-doria et al. 2002).

Despite this however, some algorithms seem to perform consistently well. Thedabh is

one such algorithm. It has been applied to many different problems withrgsalts; a very

small number of examples include (Misevicius 2005), (Battiti & Protasi 19D¢)l amico et al.

1999), and more recently (Gaspero & Schaerf 200The Tabu search dominates specific
problems such as Job Shop Scheduling (JSS) (see Nowicki and Smutnicki for examplei(Nowick
& Smutnicki 1996)) and also Vehicle Routing problems (Gendreau et al. 19943. rdoent
modern day application the Tabu search excelled in a GPS navigation problem (Jadeh &
2001). This particular algorithm is also tried and tested when developing surround sound
decoders (Wiggins et al. 2003; Wiggins 2007).

2.5 High performance computing

High Performance Computing (HPC) is the use of computers to support scientisteeengnd
other analysts in numerically intensive work, for example optimisation using cemngedrch
algorithms. It includes computing systems from workstations and servers toceuparters

assigned to solve the some of the world's most demanding computational problems.

Currently, HPC implementation involves distributing a problem across neuftigicessers that
operate in parallel. Breaking a problem down in this manner can result ificaighincreases in

speed over traditional approaches where processes are run in series. One example of the power of
HPC is in the prediction of complex weather patterns through advanced computer models
(Wehner et al. 2008)

In the past, mainly due to expense, access to HPC systems has been restricted to large
organisations and academic institutions. However, recently because of advancegutelcom

processing power and accessibility HPC systems are becoming more readily availtide t
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general user. For example, a cluster of the latest video game consoles by Scegehthg r
replaced a supercomputer in one institute that seeks to solve problems in agisoffilyanna
2008). Companies such as Clearspeed have also developed products readily availaldedo be

in conjunction with desktop computers (Clearspeed 2008).

Other methods of harnessing computer power are also becoming available througkimgt

One of these methods, known as “volunteer computing”, is fast becoming popular with home

users. An open source project developed at Berkley University (BOINC) allowstaisksfne

their own problems and then invite people to share the computational load toweirtls tham.

A recent paper by Anderson and Fedak demonstrates the potential of this paradigraaif\&der
Fedak 2006). This concept has also been implemented when developing a system capable of
processing the data produced by the Large Hadron Collider (the world’s largest particle
acelerator) at CERN, the European Centre for Nuclear Research. The data deimertite

Large Hadron Collider is estimated to exceed 15 petabytes per year. To copeswithghive

amount of information a system called the GRID captures and distributes therdstadge and

processing at banks of computers around the globe (Segal et al. 2000).

Despite the growing availability of resources, HPC is not yet actively embphi Audio
Engineering research. There is great potential for HPC applications iretfisffresearch. For
example, HPC could be used for the processing of complex soundfields in Wa8gfithesis
(Beckinger & Brix 2008), the complex modeling of acoustic spaces, and notably in thisthreork
development of surround sound decoders using computer search algorithms. Clearlatierthe |

case HPC would lead to faster development of decoders and also potentially better solutions.

2.6 Summary

This chapter has examined four distinct areas of research relevant to the development
improved surround sound decoder algorithms. Firstly, psychoacoustic research wasd#view
order to highlight the different mechanisms our auditory system uses when degigwind
information from our surroundingslt is clear that these mechanisms must be considered when
developing a system for the reproduction of surround sound.
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Section 2.3 reviewed the subject of surround sound. It was shown how the industry has evolved
from early commercial applications of surround sound in cinema, to modern day appication
ranging from personal music listening to computer games. The most common modern day
systems in use are 5.1. Standard guidelines have been specified by the ITU for athenging
loudspeakers in a 5.1 system yet these guidelines are rarely followed in a domestoe

because of furniture or room constraints.

Pair-wise panning is the most commonly used technique for reproducing surround sotthd over

5.1 loudspeaker array. Research has demonstrated, however, that this algsuthmpsmal in

some respects. Another method, Ambisonics, is a flexible, full system approach to surround
sound. It benefits from being built around two well established models of aulditatisation

and is also known to be capable of reconstructing a soundfield over a larger arsanteaother
techniques. Ambisonics was originally designed for playback over regular areartgeati
loudspeakers. However, relatively recent work by Wiggins has looked at using a computer search
algorithm for deriving decoder coefficients that gives better performanes iokegular
loudspeaker arrays (such as the standard 5.1 arrangement). This previously unexplored avenue o
research is important because for the first time it facilitated developmemnloiEénic decoders

for irregular loudspeaker arrangements.

Despite the early advances in this area, further exploration is needed togateethie full
capabilities of developing Ambisonic decoders using this method. Research is alsotoeeded
confirm the subjective performance of irregular Ambisonic decoders for dgisealed listeners
and off-centre listeners who, in large-scale listening situations, will accouthtd majority of

the audience.

Performance of surround sound systems can be assessed objectively in a number of vesys (as w
discussed in section 2.3.6When assessing a system’s ability to reproduce localisation cues for a
centrally seated listener, the velocity and energy models can provide infornadtout the

perceived direction of sound sources. Despite the maturity of these models, howedw,ibey
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currently take into account a system’s ability to reproduce localisation cues for an off-centre

listener.

Section 2.4 looked at optimisation using computer search algorithms. There are a number of
search algorithms which can be used depending in the optimisation problem. When the search
space is too large to search exhaustively for the best solution, a heuristicagarithm can be

used to locate good local solutions. Research has shown that many heuristic geatbmal

have comparable performance. However, one algorithm in particular, the Tabu search, appears to
perform consistently well in multi-objective optimisation problem. It sodkied and tested

when developing surround sound decoders (see the work by Wiggins).

When implementing search algorithms on a computer, efficiency is the key to producing solutions
quickly. One approach identified in the early stages of this research for improving per®isanc
through the use of high performance computing. Using HPC in this context would tieaeice
to-solution significantly which in turn would allow more solutions to be evaluatéunsa set

time. This would ultimately increase the chances of finding a better quality of solution.

The remainder of this thesis will describe in detail a software-bassigndtool for producing
improved Ambisonic decoders. The tool uses the Tabu Search algorithm for seeking decoder
parameters that best fit psychoacoustic design criteria specified in a mattiradjfitness
function. It also enables searches to be run locally on personal computers agevatitay on

HPC hardware for faster generation of solutions. The extensive evaluatiecoofeds produced

by the tool will also be detailed.
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Chapter 3

Background theory

3.1 Introduction

Before describing the decoder design tool and each of its components in detail, background
theory will be provided on the techniques employed in this research. Section 3.2 will describe the
velocity vector and energy vectors and will include their mathematical fatiml Section 3.3

will provide theory on first-order Ambisonic systems and higher-order Ambisonic sydteths (

of which are developed in this research). Finally, section 3.4 will give infiammabout the

Tabu Search algorithm used for seeking good Ambisonic decoder parameters according to
developed fitness functions. At the end of each of these sections, a ratittinadegiven as to

why each of these particular techniques was chosen.

3.2 Velocity and energy localisation vectors

The velocity vector and the energy vectors will be used in this research to quantify objdlagvely
performance of developed Ambisonic decoders. As highlighted in the literature relwiew, t
vector magnitudes and angles can provide meaningful information about the ge:rgeality
and direction of reproduced sound source image when give a system’s loudspeaker gains and

angles. The velocity and energy vectors in Cartesian form are formulated thus:

o= ZSi cos(6;,)/ P (3.1)
i=1

r‘}' = Z S;sin(6;) / P (3.2)
i=1
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r§ = Z S2cos(6;)/ E (3.3)
i=1

Ty = z SZsin(6;) / E (3.4)
i=1

Where:

P= Zsi (3.5)
E = Zsiz (3.6)

ry*is the velocity vector in the x direction,’ is the velocity vector in the y directions* is the
energy vector in the x directiong’ is the energy vector in the y direction, n is the number of
loudspeakers) is the angular position of th& loudspeaker ané represents the gain of th

loudspeaker P is the pressure aritlis the energy. Converting the vectors into polar coordinates

yields their magnitude and angle i.e.

T, = /(r‘}‘)z + (r‘}')z (3.7)

6, = tan~1 = (3.8)

wherer, is the magnitude of the velocity vector afiids the angle of the velocity vector.
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rp = ’(rg‘)z + (rg)z (3.9)

6, = tan~! = (3.10)
whererg is the magnitude of the energy vector &pds the angle of the energy vector.

The velocity vector can be used for predicting a sound source’s location and quality for audio
frequencies below about 700Hz where interaural time differences and intefasaldifferences

are the dominant localisation cues. The energy vector carethdupredicting a sound source’s
location and quality for audio frequencies between about 700 Hz and 5000 Hz where the
interaural level difference is the dominant cue (Gerzon 1992a). Noiié weaexpress these two
frequency ranges using a logarithmic scale then the velocity vector extendsmacressctaves

within the human hearing range.

When measuring from a central listening position, the ideal angle for bottrvéstwhen they
match the intended angle of the reproduced sound source. An ideal magnitude for thothis/ec
unit magnitude. For an array of loudspeakers surrounding the listener, this Imagtude is
achievable for the velocity vector if sound is emitted from opposing loudspeakiersaggtive
gains. However, for the energy vector, this level of magnitude is not pos#Hitieo or more
loudspeakers are fed with sound with non-zero gains then the energy vector magnitude wil
always be less the unit magnitude. This can be proved by observing thafahetmagnitude

of the energy vector is an average of loudspeaker gainguwsitive values (note the square term

in equations 3.3 and 3.4). Thus for the energy vector to have unit magnitudedtrequire

each speaker to lie in the same direction as the sound source.
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The velocity vector and energy vector are used in this research for the folloadogse

1. Both vectors correlate with the interaural time difference and the indéréavel
difference so will provide important information about how well developed surround

sound systems perform in terms of providing psychoacoustic cues for the listener.

2. They provide a quick and efficient way of assessing candidate surround sound decoders
produced by a search algorithm (efficiency in potential solution evaluation is key when

using search algorithms).

3. They define the very nature of the Ambisonic system (shown in the next section).

3.3 Ambisonic theory

An Ambisonic surround sound system comprises an encoding stage and a decoding stage. This

section will detail the theory behind both stages.

3.3.1Encoding

In Ambisonics, soundfields can be encoded using a specially designed microphone dr throug
direct multiplication with encoding functions. In the former case the Soundfiefdphone is
typically used. This microphone, invented by Gerzon and Craven (Craven & Gerzon 1977)
employs four sub-cardioid capsules which are mounted on the face of a tetrahedfigufsee
3-1). The combination of these capsules enables sound to be captured in three diménsions

space.
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Figure 3-1: The Soundfield microphone

The raw signals from the output of the microphone are known as A-format. After umdergoi
processing to compensate for the spacing between the capsules the signals aredctneert
format known collectively as B-format which represents the captured soundfield:

W=%(LF+LB+RF+RB)
X= %((LF — LB) + (RF — RB))
(3.11)

Y = %((LF — RB) — (RF — LB))

Z= %((LF — LB) + (RB — RF))

whereLF is the signal from the left front capsule, RF is the signal from the right front cajpBule,
is the signal from the left back capsuRB is the signal from the right back capsule &4dX, Y,

andZ are the B-Format components (Rumsey 2001).
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The B-format components correspond to zero and first order spherical harmotienfnd he
zeroth order W component is a pressure signal equivalent to the output of an rectiowil
microphone. The first order X and Y and Z components correspond to velocity microphones
(figure of 8) parallel with the coordinate axes in 3D Euclidean space €figt# shows the

response of W, X and Y components).

Figure 3-2 The angular response of the W, X and Y B-format components

In theory it is possible to capture a sound field using a higher order microphoter€lC2002;
T.D. Abhayapala & Ward 2002). However, at the time of writing this thesis, mehayder
Ambisonic microphones are available commercially. This may change in the neartlfisugh
as this is an active field of research (Moreau et al. 2006).

Ambisonic sound can also be encoded by direct multiplication with the encoding funclions.
synthesize a first-order soundfield, for example, it is simply a matter ofipigilg a

monophonic signal with the following encoding functions:

68



>

wW=S§
X =S cosf coso (3.12)
Y = Ssinf cosg

Z =S sing

with W, X, Y andZ, corresponding to the B-Format componeBttie monophonic audio signal,

6 is the azimuth of the sound source anid the elevation of the sound source. The weighting
value of 0.707 is given for the W signal to allow for a more even distribofitevels within the
channels (Craven & Gerzon 1977). In this work the focus is on improving surround sound
reproduction in the horizontal plane so the Z component will not be used. Witleout

component W, X and Y can collectively be referred to as “horizontal BFormat”.

In order to expand the system to use higher orders, it is a simple mattergothesiiollowing
equations fohorizontalencoding:

Cy =S cosM@

(3.13)
Sy =S sinM6

with Cy, representing an additional component utilizing the cosine funcByrrepresenting an
additional component utilizing the sine function,is the system order artis the angle of the

sound source in the horizontal plane. From this equation it can be seen thatyf@del#onal

order the number of channels increases by two in a horizontal system. So foreinatéirst

order system employs three channels (W, X, and Y), a second order system uses five channels
(W, X, Y, G and %), a third order system uses seven channels (W, X,,YSCC;, S3) and so

on. Figure 3-3 plots the horizontal encoding functions from first to fourth ordee. eficoding

gains for each order are equivalent to the point where the sound source amglisects the
encoding function (i.e. the gain level is equivalent to the distance from tle).origcan be seen

that by using higher order encoding functions there is a greater spatiaticgswlhich leads to a
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greater angular discrimination fesund sources when compared to lower orders (note 6 and 65

in each plot).

First order 0A Second order gp

N
N

Third order 6A

Figure 3-3 First order to forth order encoding functions

Once a soundfield isncoded ‘Ambisonically’ it is possible to manipulate it in a number of ways.
For instance it is possible rotate or tilt the whole soundfield about the XdYZaaxes using
conversion matrices (Malham 1987). It is also possible to zoom in on first order stdsmbfi
using Lorentz transformations (Gerzon & Barton 1992; Chapman 2008).

3.3.2Decoding

Although Ambisonics is capable of reproducing a soundfield in three dimensions, #is the
focuses on sound reproduction in the horizontal plane. As a result, the scope of the theory

presented here will be limited to decoding sound in horizontal plane.
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3.3.2.1Decoders for regular loudspeaker arrays

To decode ‘Ambisonically’ encoded audio a re-composition is made that takes into account the
location of each loudspeaker. In order for the re-composition to constitute an Ambisonic
decoding it must adhere to the following rules defined by Gerzon (Gerzon & Barton 1992):

e At the central listening position the velocity vector and energy vectgles match up

until at least 4kHz

o At low frequencies (below about 400Hz) the magnitude of the velocity vectdeas

(unit magnitude)

e At mid/high frequencies (between 700Hz and 4kHz) the energy vector magnitude is

substantially maximised across as large a part of the 360° sound stage as possible

For a decoder designed for a regular arrangement of loudspeakers (e.g. a square or a hexagon) it
is straightforward to meet these requirements. To visualise why this tssaséeful to use the
concept of a virtual microphonelhe virtual microphone is a simple way of understanding how
encoding and decoding are related. Basically, each loudspeaker has a victaghome
associated to it. The response of this virtual microphone is a weighted caombiofthe

different encoding functions. The microphones point outwards from the central listeningrpositi

as if they would directly capture the surrounding sound field. Their responsédsthg output

level of each loudspeaker as a source is panned around the 360° sound stage.

For first order, the equation used to describe the response of each virtual microphone is given:

S, = %[(2 — d)V2W + d(cos6 X + sinf V)] (3.14)

where§ is the speaker outpuf; is the angle of théth loudspeaker and is the microphone
directivity factor ranging from O to 2. A range of different fiostder virtual microphone

directivities is displayed in figure 3-4.
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Figure 3-4: A range of first order virtual microphone directivities

By adjusting the directivity of each virtual microphone it is possible tonig# the velocity and
energy vector responses for any regular loudspeaker array. There are threeagpneaiches to

this depeding on the type of velocity vector and energy vector response that is required: “basic
decoding”, “max re decoding” and “cardioid decoding” (Moreau et al. 2006). Figure 3displays

the virtual microphone for each of these types of decoding for first ordeso di$played in

figure 3-5are the corresponding velocity and energy vector responses that would be obtained

when using these decoders for a hexagonal arrangement of loudspeakers.
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-=-Energy

Basic decode

Ideal unit magnitude

velocity vector
Energy vector
magnitude (0.6667)
Max re decode 5

3/0/ h 330
1

Velocity vector and
energ vecotr have the
same magnitude (0.707)

150 ™~

Cardioid decoder

Energy vector
magnitude (0.6667) 150 —_

Figure 3-5: Three different types of Ambisonic decoding for a hexagonal loudspeaker array
(Basic, Max g and Cardioid). The left column plots the virtual microphones for each type of
decode and the right column plots the corresponding velocity vector and energy vector responses.
In this plot the velocity vector and energy vector angles are shown at 0, 30, 90, 150 and 180

degrees (note they are ideal because they match the intended angles).
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A basic decoding consists of maximizing the velocity vector response aroundtémerli In
theory, if the Ambisonic soundfield produced by a basic decoder was recorded attthke cen
listening position, it would match the originally encoded soundfield @a&001). A maxg
decoding consists of maximizing the energy vector performance. It does tlisusyng the
soundfield’s energy in the expected direction (note the reduced size of the virtual microphone
secondary lobes when compared with the basic decoding). Finally, a Cardioid decoder is
specifically designed for large-scale listening (Malham 1992). For this type of decodetuhle vi
microphone secondary lobes are completely removed in order to limit the soundh&om t
opposite loudspeakers to the sound source. This reduces the likelihood of listerecenref
positions localising reproduced sounds sources in the direction of the nearest loudspeaker
However, as a consequence of this, localisation performance at the central lip@ning
compromised (note the poorer velocity vector response in figuye 3-5

3.3.2.2Decoders for irregular loudspeaker arrays

When developing an Ambisonic decoder for an irregular array of loudspeakers aratteos so
straightforward. For example, if equation 3.14 is employed when designing a decoder for th
ITU array then the performance becomes eptirmal and does not meet Gerzon’s original
requirements for the Ambisonics system. To illustrate this, figure 3-6 plotselbeity vector

and energy vector response for a fuster ‘cardioid’ decoder for this system.

— Velocity vector
- - -Energy vector

30— | 330
>3 e
) <
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\
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P
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. ¥
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Figure 3-6:The performance of a ‘cardioid’ decoder for the ITU 5-speaker array. The
localisation vector angles are shown at 0, 30, 90, 150 and 180 degrees (note they are not ideal).
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As can be seen, angular distortion of the velocity vector and energy vector haglésen
introduced and the magnitudes now vary by angle around the central listening point.
Furthermore, using the same virtual microphone response for each loudspeaker resgdia in a
imbalance as a sound source is panned around the 360 degree sound stage. Sounds to the front
will be louder than sounds to the rear because there are a greater number obkaudspehe

front. Each of these anomalies is significant in terms of meeting Gerzon’s requirements for the
Ambisonics system. In terms of perceptual error Gerzon states that angleamibetateen the

velocity vector and energy vector can reduce the focus of any reproduced sound sowae (Ger

& Barton 1992).

In order to improve the velocity vector and energy vector response, and td torride gain
imbalance, a different approach to decoding needs to be used that takes b thecoregular
positioning of the loudspeakers. It involves using different weightings for afatie encoded
components for each loudspeaker. The following system of equations describesrt@shafgr

an irregular left/right symmetrical 5-speaker first order decoder:

Sy = (k¥ xW)+ (kX x X)

Sy =y xW)+ (ki xX)+ (k¥ xY)

S3=(k{f xW)— (ki xX) + (k3 XY) (3.15)
Sy =kl X W)- (kf xX) — (ky xY)

Ss = (kff xW)+ (ki xX)— (ky XY)

whereS, to S are the gains of the centre, left, left surround, right surround and right spéakers,
denotes a decoder coefficiepts andg denotes centre, front and back loudspeakers respectively,
W, X andY represent the horizontal B-format components of the soundfield. The valles of t
above coefficients are usually constrained within the range of 0 to 1 (Ge®Rarton 1992). It

can be seen that for this particular arrangement of loudspeakers 8 individuaiasffare
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required. Note that if the left/right symmetry of the ITU arraybroken 14 individual

coefficients are needed.

Gerzon and Barton were the first to tackle the problem of deriving the alemoder coefficients
for irregular loudspeaker arrays (Gerzon & Barton 1992). Their approachtovaslve
mathematically a non-linear system of decoding equations in order to find a suitadfidirse-
order decoder coefficients. However, Gerzon himself admitted that this edasmug and
complicated (because of the square term in the energy vector equations). Asteididaylier,
an alternative method is to formulate the design of decoders as a search .probisnis the
approach used in this research.

3.3.2.3Additional decoding considerations

In Ambisonics it is possible to implement a dual-band decoding where the performahee of
velocity vector and energy vector are optimised separately. The standard agpraacegular
first-order decoder is to use linear phase shelf filters to adjust theofethed W signal in relation

to the X and Y signals. These adjustments are made in the frequency regionseetedity
vector and energy vector operate (i.e. above and below approximately 700 Hz). Byhi®ing
one can take a system optimised for a basic decode and apply appropriate shet fileddsa
system that has a maxdecode at mid/high frequencies or vice versa (Lee 2005; Benjamin et al.
2006).

For an irregular decoder the concept is the same but the implementation is differéet. that
using shelf filters, a network of linear phase band-splitting filters is usddandifferent set of

decoder coefficients in each frequency region (see figure).

In the literature dual-band decoders are often referred to as frequency-dependent decoders,
whereas the single-band decoders are called frequency-independent decoders. This tgrminolog

will be used when describing such decoders in this thesis.
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Figure 3-7: Schematic diagram of a first order dual band Ambisonic decoder for irregular loadspeajis
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Another important factor to consider when developing Ambisonic decoders is the ottler of
system. As previously mentioned, the higher the order of the system the more infoabatt

a sound field it can describe. For regular decoders (i.e. decoders derived for a regul
arrangement of loudspeakers) it is recommended that a minimum number of loudsiealers

used for a given system order(see equation 3.16

K=2N+1 (3.16)

This condition is recommended so the best performance can be achieved in termsabf spati

perception and also sound field reconstruction (Ward & T.D. Abhayapala 2001).

For irregular decoders, the above condition does not necessarily yield the bestgreréorifor

irregular decoders it is possible to use higher order components to optimise tlad virtu
microphone response to better fit the arrangement of loudspeakers. For example,ea decod
derived for the ITU array could use a mix of higher order components in the frdret s§dtem

(where the loudspeakers are closer together) and lower order components in the rear of the system
(where the loudspeakers are further apart). Previous work by others has stsownhbihian
effective technique (Craven 2003; Wiggins 2007; Poletti 2007). In the literateiréerims

‘panning law’ and ‘higher order decoder’ have been used to describe these system. In this thesis

we use the latter.

The Ambisonic system is adopted for use in this research for the following reasons:

1. Ambisonics recognes the fact that human hearing uses different mechanisms for
localising sound in different frequency regions. It is built around respdutedds of

auditory localisation (i.e. the velocity and energy models).

2. Research has shown that Ambisonics has a larger sweet spot than other techniques
commonly used for ITU 5.1 playback (Bamford & Vanderkooy 1995). Furthermore, the
size of the sweet spot can also be increased by using higher order systems (Malham 1999;
Daniel & Moreau 2004).
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3. Recent work by Wiggins has developed a novel method for optimising irregular

Ambisonic decoders (Wiggins 2004). There is scope for developing this work further.

3.4 Tabu search

When there are multiple parameters involved in a search problem searching exlyaigstivel
best solution is not always feasible. In this work the decoder ceeffisearch space is large.
For example, searching for a first-order frequency independent decoder for tHfeddeaker
layout (8 decoder coefficients) using a resolution comparable with curpartilished decoders
(4 decimal places) would involve evaluating“btential solutions i.e.

1/0.0001 = 16
10* x 106 = 102

Consequently, it is impractical to undertake an exhaustive search of all pestthlef decoder
values. In the absence of aayprioriinformation being available to reduce the range of valid

coefficient values, a local search algorithm must be used to attempt to find good solutions.

This work will use the Tabu search algorithm for finding good decoder ceeificas evaluated

by the fitness functions which were developed as part of this research. It must be noted that when
a heuristic search algorithm like the Tabu search is used there is no guaramgiebdtg best
solution will be found. However, given enough search runs they should almost ggntaintie

a good solution.

The Tabu search explores a search space with the aim of finding thelbgsh $ossible. The
algorithm is “intelligent” in that it enhances its performance by using memory structures. One of
these memory structures is known as the Tabu list - a list of previous movesavéhddsignated
out-of-bounds, or Tabu (hence the name). The Tabu list is used to guide the searcloraway fr
previously visited areas in the search space preventing search cycling (searchxydiieggithe

algorithm gets stuck in a local minimum of the search domain) (Glover 1289er 1990).
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Moving away from local minima in this manner increases the likelihood of finding a bettén area
the search space and thus increases the potential of finding a better solution. Fideser#8s

the Tabu search algorithm:

.

Randomly generate
(2) cumrentSolution

Generate a list of
(3) neighbouringsolutions &
from currentSofition

(4) Evaluate K usingthe
fitness function

Select the best solution
(5) whichis not Tabu from
Kas currentSolution

Select comrentSoltion as
(6) bestSolutionif better
than bestSalstion

Has the Mo

stopping Add currentSolutionta
(7) criteria been the Tabulist
met?
(8)
9)

Figure 3-8: The Tabu search algorithm
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When generating the neighbouring solutions (step 3 of the Tabu search algorithm)ditike gos

use a number of different move types. Usually, the move type is problem-dependeiilbesdl t
specifically to match the needs of the problem. For example, in the welhknbessboard
optimisation problem known as N-Queens a swap move is used to swap the positions of the
gueens on the chessboard. In this work the approach will be to step in positivegatige
directions along each coordinate axis in the search space (the coordinate axes cowes$gond
decoder coefficients). This move type allows the search to iterate though atllgpdssal
solutions to a set resolution. A fixed step size of 0.0001 will be used as tHigtioests
comparable with previously published decoders (Gerzon & Barton 1992).

Each of the neighbouring moves generated in step 3 is evaluated by a fitness funhtithe wit
search algorithm selecting the move with the best fitness score (step 4 tjattihra). This
process is repeated starting from the newly selected current best point éarttte paces until

the stopping criteria has been met.

Different stopping criteria can be used. One method is to stop the search iaftdrraumber of

moves (as used by Wiggins). The advantage of this using this approach is the search is
guaranteed to stop within a set amount of time. The disadvantage, however, is theaddrch

stop before reaching a minimum in the search space. Another method is to stop the search after a
specific goal has been reached in terms of solution fithess. This dpjpscadtable if the user

has a minimum requirement for a solution’s quality. However, the search is potentially giving up

on finding much better solutions. In this work, the search will be stopferdadixed number of

bad moves have been made. This allows the search potentially to reach betiensoltien

compared to stopping after a fixed number of moves.

Additional stages can be added to the Tabu search algorithm if required. These @clude
diversification stage where the algorithm explores different areas of thuh sgxace if solutions
around the current area are deemed poor. An intensification stage can also be incorporated where

the algorithm intensifies its search in the area where the best solutions wergHeutzdet al.

81



n.d.). In this work, however, these criteria will not be used because there is antgedhat
implementing these extra stages will yield better solutions than when justguhgribasic Tabu

search algorithm multiple times.

The Tabu search will be used for producing decoder coefficients accordirigets ffunctions
developed in this research. This particular algorithm was chosen as it is heyostic search
algorithm which performs consistently in multi-objective optimisation. Furthembis tried
and tested in this line of work (Wiggins et al. 2003; Wiggins 2004; Wiggins 20@fhough
other search algorithms were tested in the initial stages of this resegc8ifhulated Annealing
and a Genetic algorithm) none were able to produce better solutions or produce solations
quickly than the Tabu search.

3.5Summary

This chapter has presented background theory on the three techniques choserinfadhigse
research: the velocity vector and energy vector, the Ambisonic system and the Tabu SRear
has also shown their use in this work.
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Chapter 4

A Software Based Design Tool for Producing 5-Speaker Surround

Sound Decoders

4.1 Introduction

The aim of this research was to produce a flexible software-based tool faningsigproved
surround sound decoders. The finished tool provides the user with a high-leviecentier
executing a search for decoder parameters that best fit the fithess funitéda developed in
this research (the user interface is show in figure 4-1). By adjusting the interfacésdbetiuser

can produce decoders with different performance characteristics.

5-speaker decoder generator

ELFYaol EHFVal ELFfvlag EHFMMag ELFAng  EHFAng EAnghiat ELFMagEw EHFMVagEs ELFAngEy  EHRAngEw

puumww

NENEENEN

9-speaker decoder generator ocre and Dr fonathan Wakspeld

Quali

‘.,
¥ |
P e [ 3 1
Remainingsearches: | Dptians

Figure 4-1 Software-based decoder design tool

Each section of this chapter describes a component of the design taactibn 4.2the main
multi-objective fitness function algorithm used for guiding the Tabu Sdarphesented. This
algorithm was specifically designed to improve upon previously published weektion 4.3
will detail two techniques known as range-removal and importance. Ramgeal was
introduced to resolve the problem of certain fithess function objectives domitlag¢irggarch.
Importance was introduced to allow the user to logically bias rangeveshubjectives.Section

4.4 discusses the option for allowing the user to vary the Ambisonic decoder &algtion 4.5
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describes a method added to the design tool for reducing the localisation padewariation of
decoders around the 360° sound stage. This variation in performance is inhergmevialisly
published Ambisonic decoders for irregular 5-speaker layo8extion 4.6describes a method
for biasing the performance of decoders in directions of the sound stagehwhenes are more
sensitive to sound localisationSection 4.7 describes a method that allows the localisation
performance of a decoder to be optimised for off-centre lister&estion 4.8explains how the
design tool takes advantage of today’s High Performance Computing hardware to accelerate the
search process. Finally, the penultimate section of this chaption 4.9 details each of the

tool’s user interface controls.

4.2 Improved multi-objective fitness function

The multi-objective fithess function used for guiding the Tabu Search endapstiideria from

the velocity and energy models. The input to the function is a set of decodenepens
generated by the search which are used to determine the amount of Ambisonically encoded audio
played out of each loudspeaker (see chapter 3).

The fitness function algorithm is based on an algorithm implemented by Wi§diggins et al.
2003) and involves checking multiple objectives at equally spaced angles arousideonéthe
left/right symmetrical ITU sound stage. The function builds upon Wiggins’ work and aims to

match Gerzon’s specification for the Ambisonic system more closely.

4.2.1Volume objectives

When developing a decodesrfan irregular array of loudspeakers it is important to ensure the
perceived volume is equal all the way around the listener at low and midrbéglencies. This

is because in an irregular loudspeaker array there will be a greater concentriticispéakers

in certain regions of the 360° sound stage. Consequently, if the same magnitude ds eigeld f
virtual microphone response, the overall volume will be louder where there aratergrumber

of loudspeakers, and quieter where there are fewer loudspeakers.
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The volume objectives proposed by Wiggins compare the volume at every angle Hgainst
volume at zero degrees. However, this does not necessarily find solutierss the difference
between the volume at each angle is similar. In this work the volumerstangle is compared
to the volume at all other angles to ensure the error is reduced (see egddtiand 4.2). The
reader is reminded that at low frequencies the pred8ureused to represent the perceived
volume for the listener, whereas at mid/high frequencies the eBasgysed.

180 180

1
Eurvor == ). > [1=P/B| (4.1)

i=0j=0

180 180

1
Enpvor = ﬁz Z|1 - Ei/E}'| 4.2)

i=0 -0

whereE sy is the absolute error difference of the presshrgy, is the absolute error difference
of the energyP; andP; are the pressure atandj degrees respectively, agl andE; are the

energy ai andj degrees respectively. Wheéq-, andEyry, are equal to zero this equates to a

constant volume level as a source is panned around the liStener.

4.2.2Vector angle objectives

Gerzon (Gerzon 1980) states that the velocity and energy vector angleindide if the
following three conditions are met:

1. All speakers are the same distance from the centre of the layout
2. Speakers are placed in diametrically opposed pairs

3. The sum of the two signals fed to each diametric loudspeaker pair is the sanie for al
diametric pairs

! Please note that these volume objective equations were used when derivirgsiiectis thesis.
However, more computationally efficient versions of these equations are dddoribppendix A.
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Only the first of these conditions is met with an irregular ITU 5-speaker desodit can be
taken that the localisation vectors will not coincide. The following obgxtare proposed to

ensure this performance error is minimised for each ghgteund the central listening point:

Eurmg = ) |65 = 6| (4.3)

Eurang = ) |05 — 6F| (4.4

whereE raq iS the error between velocity vector angle and the desired encoded source @ngle an
the, Eyrang IS the error between the energy vector angle and the desired encoded source angle,
8" is the encoded source anglé degrees, ané’ and 4" are velocity and energy vector angle

ati degrees respectively.

4.2.3Angle match objective

When applying the velocity and energy localisation vectors to decoder design Gerzon states that it
is important for the vector angles to match up to around 4 kHz (Gerzoart®rB1992). In the

fitness function implemented by Wiggins, this important point was not included.indito

match the encoded source angle with the velocity vector angle and the encoded sourgighangle

the energy vector angle does not necessarily ensure the angle between the two localisation vectors
is minimised. Consider the following two examples (A and B) in figi4& In both examples

the error according to the vector angle objectiBsaty and Exrang) iS the same. However,
example B would be more desirable than example A according to Gerzon’s requirements because

the velocity vector angl&() and the energy vector ang€) are a closer match.

(A) (B)

eEnc

Figure 4-2: Vector angle match problem
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To address this issue, a further objective was specifically designed to dms@reor between

both vectors is minimised:

180

EAngMatc h= Z|91V - QzEl (45)
i=0

whereEmgvarcniS the error between the velocity and energy vector an@leand 4 are velocity

and energy vector angleiadegrees respectively.

4.2.4Vector magnitude objectives

As previously highlighted, a localisation vector length of 1 is optimum. Tdrerehe aim of the
following vector magnitude objectives is to minimise the error at eade &egwveen the ideal
length and the reproduced length:

180
E v
Errmag = Z|7’i - (4.6)
i=0

180
E E
Eyrmag = eri " — 1 (4.7)
i=0

whereE rvagq is the error between and ideal velocity vector lengffi®= 1) and the reproduced
velocity vector lengthE,rvag is the error between the ideal energy vector lengtff € 1) and
the reproduced energy vector length,andre are the magnitudes of the velocity and energy

vector ati degrees respectively.

4.2 .5Implementation details

All objectives were designed to be computationally efficient because niesditunction will be
called many times by the search algorithm. For example, taking the abselue of the

objective error was preferred to the root mean square method previously suggestgdibg Wi

87



reduce computational complexity.he following table describes the fithess function algorigtsm

a whole using pseudo code.

FOR each sound source angle

CALCULATE loudspeaker gains

CALCULATE pressure

CALCULATE energy

CALCULATE velocity vector

CALCULATE energy vector

CALCULATE each fitness function objective aACCUMULATE their values

ENDFOR

SUM the fitness function objectives to obtain the totalefs

Table 4.1 Core multi-objective fitness function algorithm described using pseudo code

Some of the calculations in the fitness function require additional information.exaonple,
when computing the loudspeaker gains, knowledge of the encoding gains is required. Likewise,
when computing the velocity vector and energy vector, knowledge of the loudspegles is
required. In order to maximise efficiency, each of these additional fagtr<alculated only

once in an initialisation stage prior to the start of each search.

4.2 .6Evaluating frequency dependent decoders

As highlighted in chapter 3, Ambisonic decoders for irregular loudspeaker arrays can use separate
sets of parameters for low and mid/high frequencies so both the velocity vatemeagy vector
can be optimised. When evaluating such decoders in this work the two separaté sets

parameters were combined and evaluated by the improved fitness function.

4.2.7Summary

This section has described the improved multi-objective fitness functionfaisediiding the
Tabu Search. The individual objectives that make up the function match the remigeithe
Ambisonic system more closely than in previous work. Specifically, objediyesandEyrvol
are improvements to Wiggins’ objectives to more closely match his intentions, whereas Eangwmatch
is a new objective added to more closely match Gerzon’s definition of an Ambisonic system. The

fitness function was designed to be as computationally efficient as possible.
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This algorithm formed the basis on which subsequent components of the design tool were built.

4.3 Range-Removal and Importance

During early testing of the improved fitness function a deficiency was figehtiith aiming to

meet multiple objectives simultaneously (David Moore & J. P. Wakefiel@)200he crux of the
problem lies in each of the fithess function objectives having a eliffarumerical range. This
effectively biases a search in favour of the objectives with the largege,r causing them to

dominate the search and become better optimised at the expense of other objectives.

In order to addresthis problem, a technique known as “range-removal” was introduced into the
optimisation process to systematically and logically remove this biasrthefuechnigue termed
“importance” was also introduced for biasing range-removed objectives (David Moore & J. P.
Wakefield 2007). This section describes these two important techniques. Idt sbowted that
all previously published work in this application area has not addressed the pobldbjective
dominance apart from kad hocobjective weighting.

4.3.10bjective dominance

In order to explain the problem of objective dominance, consider the followinglaiact
objectives which are to bminimised by a search. Objective one represents low frequency
localisation quality, which for the sake of argument, ranges from 0 to 10,000. i@bjweod
represents high frequency localisation quality, which ranges from 0 to 2. dbjbetives were
simply summed to obtain a total fitness value it would be easier for thehseaproduce
solutions with better performance for objective one. For example, if the vahlgeative two
were to decrease from 50%, the consequence wouldslgmificantin the terms of total fithess
(i.e. = 0.01%). However, if objective one were to decrease by 50% the consequence would be
significantin terms of total fitness (i.e. 49.99%). Hence, when summing the objeitiiogsain

a single fitness value, the objective with the largest range (i.e. ojecte) would dominate the

search.
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It is possible to compensate for objective dominance by app#drigpcweightings to individual
objectives. However, this is not a satisfactory approach. With the preasangple, suppose

that the weightingv; = 1 was applied to objective one ang= 2 was applied to objective two.
Given the range of the two objectives, objective one would still dominate the sedrtteause

of w, would be irrelevant. This highlights a fundamental deficiency in this methodrefcting
dominance - it can be difficult to discern between setting weights to compensate for diffarences i
objective ranges, and setting weights to indicate the relative importance of an objective.

To demonstrate objective dominance in the context of the current research, tabépldy? dhe
mean, minimum value, maximum value and the range of the individual improved fitnegen
objectives which were recorded over a series of search runs. The values preseftec are
typical first-order frequency-independent Ambisonic decoder with ITU surround speakges
at+115.

Obijective: Mean Min Max Range

Eirang 0.0012 0.0000 557.0200 557.0200
Enrang 26.1330 0.0538 529.7900 529.7362

E AngMatch 26.1330 0.0586 522.4900 522.4314
E\Fmag 0.4956 0.4956 5000000.0000 | 4999999.5044
Errvag 62.5960 0.5691 152.7200 152.7200
ELrvol 0.0000 0.0000 77266.0000 77266.0000
Enrvol 0.3803 0.0000 326.4800 326.4800
Total 115.7391 - - -

Table 4.2: Approximate ranges of the improved fithess function objectives. The aiyevitifr

the largest ranges (highlighted) are likely to dominate the search.

It can be seen that the mean values vary substantially. The best mean valueged &mhtihe
low frequency objectivesE(rang, Eirvag: Eirvor)- All three have significantly lower values when
compared with the other objectives and account for less than 1% of thénetsd £rror (sum of
the objectives). The good results for the low frequency objectiveshengador values (in
comparison) for the others imply that the low frequency objectives donminatsearch for

decoder coefficients. This hypothesis is further strengthened by observingtttieaftdahe range
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for the low frequency volume objectivé, fy,) and the low frequency magnitude objective

(ELrmag) is significantly larger than the other objectives.

Interestingly, the range for the low frequency angle objectii/eaf) is comparable with the
other angle objectives. However, on average, this objective was much closedéalitgalue.
The reason for this is likely to be due to objective inter-dependency (i.e. jpattermance for
ELrvol @NdE ruag l€d to better performance fBrrang).

Despite performing badly, the low minimum values for the high frequen®ct®s Erang,

Enrvag Enrve) Show that significantly better values can be achieved. This highlights the
importance of including a systematic method of objective range-removal in the design tool to help
regulate the contribution of each fithess function objective.

4.3.2Range-removal

Objective range removal is not, in itself, a new concept. Bentley and Wakefield hasssaddr
this generic issue in search problems (Bentley & J. P. Wakefield 1998). rahge-removal
method used in this application domain comes from their work and is known as the “sum of
global ratios”. In this method each of the objective values is converted into a ratio by using the
globally worst and best objective values encountered in all previous sedrbisesnsures that
no single objective dominates the search because all values are constrained widimgewé |0,

1]. Each objective ratio can be formulated thus:

oo = )~ T (4.8)

max _ pmin
Fi Fi

Ratio :

whereF;"*" is theith range-removed objective afdis the value of théh objective given the
solution x. F™" is the minimum value of théh objective (i.e. the best objective value
encountered in all previous searches). WheFg&Sis the maximum value of thigh objective

(i.e. the worst objective value encountered in all previous searches).
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Although several other range-removal methods are defined in the literatargectimique was
incorporated into the decoder design tool as it has been shown to be robust in a number of
different multi-objective optimisation studies (Bentley & J. P. Wakefield81Marler 2005;

Marler & Arora 2004).

4.3.3Importance

Once range-removal has been implemented, a search can be systematically and biageally
towards specific criteria by placing more or less emphasis on selected @sjecthis technique
is referred to as importance and simply involves applying weightinghetaange-removed

objectives:

FiWeig hted _ WiFiRatio (4.9

where F;"¥9"*s theith importance weighted range-removed objecti:*™ is theith range-

removed objective, and; is the importance weighting for thiga range-removed objective.

As highlighted earlier, importance weighting can be applied to objestitlesut range-removal.
However, selecting appropriate importance weightings is considerably moreldiffflen the

effective range of the individual objectives is unknown.

4.3.4Implementation details

Table 4.3 describes how range-removal and importance were incorporated into theedmpr

fitness function algorithm of the design tool.
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CALCULATE Improved Fitness Function (see algorithm definethible 4.1
FOR each fitness function objective
IF objectivelS GREATER THAN objectiveMax
objectiveMa¥EQUALS objective
END IF
IF objectivelS LESS THAN objectiveMin
ObjectiveMiIrEQUALS objective
END IF

APPLY range-removal to each objective using current objeetin and objectiveMax values

ENDFOR

MULTIPLY range-removed fitness function objectives with importaneightings

SUM the weighted range-removed fitness function objectivedtain the total fitness

Table 4.3 Improved fitness function algorithm with range-removal and importance

In order to derive the objective ratios the minimum and maximum valueglfoéective were
dynamically updated and saved during each search. By continuously updating the minimum and
maximum objective values in the search, the approximation of each objective’s range steadily

improves.

4.3.5Summary

Range-removal was incorporated into the decoder design tool in order to cegleproblem
of objective dominance observed during early testing of the improved fifmeston. This
technique allows each of the objectives to have an equal impact in the sdaather concept
known as importance was also introduced to allow the logical biasing of remgeed

objectives.

4.4 Optimisation of higher order decoders

In order to increase the capability of the design tool, a further featuraddas to allow the user
to derive Ambisonic decoders of different orders. Users of the tool can Belactirst order
decoders up to fourth order decoders. This was an important addition as reseaicbwmas
higher order decoders can yield better performance for a given loudspeakeiCaanzgn 2003;
Wiggins 2007; Poletti 2007).
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When deriving higher order decoders for horizontal 5-speaker layouts, five additenualer
coefficients are required per system order for a frequency independent decoder, and ten additional
decoder coefficients for a frequency dependent decoder (see table 4.4). Thisicausigvhen
the design of a decoder is formulated as a search problem because the size of the search spa

substantially increases with system order.

1% order | 2" order | 3 order | 4" order
Frequency independent 8 13 18 23
Frequency dependent 16 26 36 46

Table 4.4: The number of decoder coefficients required for decoding over left/righesyrain

5-speaker layouts (frequency dependent and independent)

The advantage of being able to derive higher order decoders from a designer’s point of view is

that localisation performance (according to the velocity vector and enegpry can be
improved considerably (see chapter 3). When implementing a higher order decoder, however,
more audio channels are required for the encoded audio tracks which, depending on the system

order, could be an issue in terms of storage on present day media (i.e. DVD).

This feature was incorporated with all the developed components of the design tat@ritoor
offer maximum flexibility to the user. In the next chapter decoders fterélift orders will be

analysed.

4.5 Even localisation performance optimisation

One of the positive aspects of Ambisonics is that for regular loudspeaker laytoe#ts each
direction on the 360° sound stage with equal precedence. This results in the isotropic
performance characteristics that listeners would experience in a real sound fielevekdhis $

not necessarily the case for decoders designed for irregular loudspeakes. |aybiein analysing
decoders published in the literature and decoders produced using the improved fitrtess itun

was clear that performance can vary significantly around the 360° soundRagEMoore & J.

P. Wakefield 2007).
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This section describes a method incorporated into the decoder design tool for producing
Ambisonic decoders for irregular loudspeaker layouts with more even performance by angle.
Even localisation performance is important for any application where the decoder designer wishes
to give the listener an isotropic listening experience (rather than the freedaldbéxperience
normally provided for sound to moving picture). Such decoders would have applicatibies in t
playback of surround sound mixes of popular music from DVD-A and SACD and reproduction of
electroacoustic soundscapes.

4.5.1An analysis of a typical first order Ambisonic decoder for the ITU layout

In order to illustrate how performance varies around the 360° sound stage, a tygticaidér
Ambisonic decoder designed for the ITU layout will now be analysed. The decasleevived
using the improved fitness function with range removal incorporated. AbsHt function
objectives were given equal importance in the search. Figure 4-3 plots each flitmetfon
objective across the 360° sound stage. The volume objectives have been omitthikffigure

as their error was negligible. The total fitness (sum of the objectives) by angle iiscilided.

ELFMag EHFMag ELFANng
0 0 0

EHFAnhg EAngMatch TotalFithess
0 i 0

Figure 4-3: The performance of a typical first order frequency independent 5-speaker decoder.
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It is clear from figure 4-3 that the response of each objective varies by amgind the 360°
sound stage Generally, objectives are closer to their ideal response at the frontdaisdo$ithe
system rather than at the rear of the system. This is typical of irregular decoders producad using
search because the greatest improvement (in terms of total fithess) cahidadavhen
maximising performance in the direction of the sound stage with the greatdremwh
loudspeakers. Table 4.5 further highlights the performance variation of this ddmpder
presenting the standard deviation of the fithess function objective values &ineud80° sound

stage.

Objective | Standard deviation
E\Fang 0.0615
Eneang 0.1262

EAonatch 0.0765
E\FMag 0.0241
EneMag 0.1173
ELrvol 0.0001
Enrvol 0.0001

Table 4.5: Standard deviation of the fithess function objectives values

Clearly, all the objectives for this particular decoder (apart fromvtieme objectives which
were originally designed to ensure even error) have a certain amount of variafility.
objectives with the greatest overall variation are the energy vector tondg@ind energy vector
angle objectivesHurvag aNdErang). This large fluctuation in energy vector performance is likely

to have a significant impact on the even listening experience for this type of decoder.

In summary of this analysis, the best performance for an ITU 5-speaker decoeleerially in
front of the listener, and the worst performance behind the listener (David Moare R&
Wakefield 2007; David Moore & J. P. Wakefield 2008). The difference in performangedret
these two areas is significant in terms of velocity vector and energy vesponses as shown in
the above analysis. Moreover, it has recently been shown to be significant whextivaljpje

assessing reproduced audio on these systems (Lee & Hellar 2007)
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4.5.2Even performance design criteria

In order to produce decoders with more even velocity vector and energy nesgonses, four
additioral objectives were incorporated into the improved fitness function. Each uses the
standard deviation to measure the performance variation of the vector mag#itugde &nd
Enrvag) @nd vector angle objectives fag and Exyrang) around the loudspeaker layout (see
equations 4.10 to 4.13). If the optimum value is met for each of these \ogetttere will be no

deviation from the mean and hence no variation for the corresponding objective.

180
1 -
ELrangEven = EE(ELFAng — ELpang )2 (4.10)
i=0

180

1 -
EHFAngEven = \/mZ(EHFAng _EHFAng)Z (4.11)

i=0

180

1 -
ElrMagEven = 1—802(ELFMag — ELFrMag )? (4.12)
i=0

180
1 -
EyrmagEven = \/ﬁZ(EHFMag — Eypmag )* (4.13)
i=0
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WhereE rangeven Enrangeven ELrvageven Enrvageven @re the standard deviation of the corresponding

objective$ defined in section 4.2.

4.5.3Summary

This section described a method incorporated in the design tool for reducing the leatignviar
localisation performance by angle around the listening point typically seen in Angbisoni
decoders for irregular loudspeaker layouts. The new method uses four new ebjbated on
the standard deviation. The objectives were specifically designed to reducerftirenguace
variation of the velocity vector and energy vector magnitudes and angles aneusgdf sound

stage.

4.6 Exploiting human spatial resolution

When reviewing the literature it became clear that the capability of the humaonasgitem is

not often considered when designing surround sound systems (see chapter 2). Itthapears
most systems, if not all, assume human hearing capability is equal in every dirétbiwaver,
psychoacoustic research has shown that this is clearly not the case (Blauertrz00Mddre
2003). Humans are more sensitive to sound source localisation in the front amcmesr tte
sides. After a more detailed look at relevant literature, this sectionde#cribe a novel method

introduced into the design tool that exploits the resolution of human hearing.

4.6.1Auditory localisation resolution

The resolution of human auditory localisation can be determined by detectirgmtikest
noticeable shift in a sound’s location. This shift is often referred to as the Minimum Audible
Angle (MAA). Work has shown that optimum conditions for the MAA in the horizontaleplan
are when a sound source is positioned directly ahead of the listener (Mills 1968aihtad 989;
Grantham et al. 2003). Under these conditions it is possible to detect shifigrokimately one
degree which is generally regarded as the lower limit of auditory spat@lutien (Blauert

2001). Despite being accurate directly ahead of the listener, spatial mesdletriorates as the

% Please note that a running standard deviation was used when computiageaelror objective. The
running standard deviation is much more computationally efficient.
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source moves to the sides and the rear. Blauert states that spatial resbliosides can be
between three and ten times worse than at the front and approximately twine aisthe rear
(Blauert 2001). This same pattern of localisation resolution can be sdea @xpgeriments of

Mills (Mills 1958), Stevens and Newman (Stevens & Newman 1936), Makous and Middlebrooks
(Makous & Middlebrooks 1989) and Saberi et al (Saberi et al. 1991).

There are many other aspects, apart from the direction of the sound source, whityh direc
influence localisation resolution. The frequency content of the sound is importdist 18468).
Strybel and Fujimoto have shown that the stimulus onset asynchronpn@geeonset time
difference) and the duration of a sound are important (Strybel & Fujimoto 200@ad H
movements are important for enhancing spatial acuity (Makous & Middlebrooks T9&3ow

& Runge 1967). Furthermore, Chandler and his colleagues demonstrat@griloat knowledge

of a sound source’s location can aid the listener (Chandler et al. 2005).

Table 4.6details the stimuli, stimuli duration and number of subjects used in severdl MA
experiments (please note the different parameters in each experiment). Each of theeaigeri
was undertaken in similar acoustic spaces (i.e. anechoic or treated listening shamthethe
exception of the experiment by Grantham which utilised headphones. The resultsaftom

experiment are displayed in Table 4ldng with a mean MAA for the front and sides.

Author Stimuli Duration (ms) | Number of subjects
Mills Sine 500-750Hz 1000 3
Makous Band limited noise (1.8 16kHz) 150 6
Hartmann Sine 500Hz 1000 3
Grantham (a) Wideband noise 300 6
Grantham (b) High pass noise 300 6
Grantham (c) Low pass noise 300 6
Perrott Click train 400Hz 50 4
Saberi Noise bursts 250 3
Heffnet Noise bursts 100 4

Table 4.6 Stimuli, duration and the number of subjects from a number of MAA experiments
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Author 0° 10° | 20° | 30° | 40°| 45°| 50° | 60° | 70°| 75°| 80° | 90° | 100°

Mills 1° 1.7° 2° 3.5° 8°
Makous 2.3° | 3.5°| 3.9°| 4.8°| 6° 6.5°| 7.5°| 7° 8.5° 9.5°
Hartmann 0.9°

Grantham (a) | 1.6°

Grantham (b) | 1.6°

Grantham (c) | 1.5°

Perrott 0.97°

Saberi ~5°
Heffnet 1.3° 2.8° 4.4° 9.7°
Mean MAA ~2.6° ~7°

Table 4.7 Estimated MAA values from the aforementioned experiments (see previous table)

While conducting this review it became clear that there was a reasonable numhetiasf s
detailing MAA measurements made in front of the listener, however, there til@smork
detailing measurements made at the side of the listener and hardly any data foemmeatsuat
the rear of the listener. It was also found that the number of subjsetsin each of the
experiments was relatively small. This prompts the question of whether tisedis mmn be
considered completely reliable. However, what is clear is that spatial resaletipades when

moving from the front to the side.

4.6.2MAA optimisation criteria

In all previous work in this application area each of the fithessiimobjectives has been given

equal importance around the 360° sound stage. In this feature of the design tool, however, an
angle dependent weighting is applied to the velocity vector objecti/eg.d and E rang) and

energy vector objective&(rvag aNdELrang) t0 bias their performance in directions which human

sound source localisation is more sensitive.

The basic principle is to divide the sound stage into 3 areas: the fron590y, the sides (60° -
119°) and the rear (120° - 180°). In each of these areas the objectives are assigigbdiregw
that reflects the importance of localisation accuracy in that aeedh@ front is given the highest

weighting followed by the rear and then the sides which will be giverotiest weighting). In
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this work the weightings for each area are inversely proportional to mean Mk same area

i.e.

w=1/|MAA| (4.14)

wherew is the weighting an¢iMAA] is the mean MAA in the corresponding area of the sound
stage (i.e. front, side or rear). Table 4.8 gives the weightings whighimeorporated into the
design tool. The front and the side weightings were calculated using the datalite 4.7 A

rear weighting was chosen based on the front and side weightings.

Weighting
Front | 1
Side | 0.1428
Rear | 0.5000

Table 4.8 MAA objective weightings

It should be noted that a greater angular resolution is possible when applyingitjinting
scheme. The reason for dividing the sound stage in such a coarse manner in this work was

because of the lack of MAA data in the literature.

4.6.3Summary

In this section a novel weighting scheme was introduced that was designed tcetkieni
localisation performance of decoders in directions where human sound localisatimreis
sensitive. The scheme used a MAA optimisation paradigm where each of theddhfitogss
function objectives was weighted more heavily in directions of the 360° sagelwsith a lower
MAA value. The aim of the new method was to provide the user with the optiodigimg

decoders with localisation performance that more closely matched human spatial resolution.

4.7 Optimisation of decoders for off-centre listeners

There has been much discussion in the literature about improving the |lomalEatformance of

Ambisonic systems at the sweet spot (Gerzon & Barton 1992; Wiggins 80al.\&iggins et al.
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2003; Neukom 2006). However, few studies exist which look at improving the localisatio
performance of Ambisonic systems in off-centre listening positions. Thereaidych need for
research in this area as many systems will be used for playing sound to a distiltliezde
(especially when set up in a large listening space such as a cinema or wdlitdrhis section
describes a method incorporated into the design tool that allows a decoder’s localisation

performance to be optimised for off-centre listeners.

4.7.1Background

Arguably the most commonly referenced work on off-centre surround sound is by Malham
(Malham 1992). Malham describes informally several personal experiences of ndigpAics

for playback over different large-scale surround sound rigs. One of the prajdems he
identifies with delivering surround sound in this wayhat at non-central listening positions the
sound imagés drawn towards the nearest loudspeakEne reason for this is because a listener

in an off-centre position will be nearer or further away from some loudspeakeittng in time
differences and level differences between sound waves arriving from each loudspEhiser.
leads to the loss of temporal synchronisation of the contributing sound waveatsaradsound
intensity bias in the direction of the nearest loudspeaker. As a result phanmages can be

distorted, or in worst case scenarios, lost completely.

The main perceptual factor behind the breakdown of phantom images in off-istenéeng
positions is the precedence effect. This effect says the listener vadliygersound as coming
from the direction of the earliest arriving wavefront. However,reality it is not this
straightforward. Predicting the impact of the precedence effect in sursmumd listening is
difficult as it can be influenced by many factors. For instance, Aarts in his maper
time/intensity trading has demonstrated that sound level differences candevemporal
differences and ultimately the precedence effect (Aarts 1993). In addition, a numhetied st
have shown that the characteristics of the audio signal can directly change theupkrcep
thresholds in which the precedence effect operates (e.g. the auditory system apmearddss
susceptibility to short transient sounds than continuous signals). These fdgbtag al part in
how much room a listener has to manoeuvre away from the sweet spot before thiecicosages

completely biased towards the nearest loudspeaker.
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Malham identified another problem specific to off-centre Ambisonic playback. He etsiat

first order Ambisonic decoders (designed according to one of Gerzon’s theorems) had poor
localisation performance in off-centre positions. He noted the reasondowdki because first
order decoders play sound out of all loudspeakers simultaneously. As a result ctémistdiin
off-centre listening positions perceived what Malham terms a “bounce back™ effect where sound
would effectively be heard in two different locations. In order to rentbis effect, Malham
later devised the Cardioid decoder where the secondary lobe of the virtwapmaine polar
response is removed (see chapter 3). However, although this decoder removes the pfoblem
bounce back, it leads to a significant decrease in overall localisationrpanice at the sweet
spot. For example, studies have reported Cardioid decoders as having poor latalisatio
performance with sound images sounding too diffuse (Benjamin et al. 2006; Guastal.
2007).

Recent work by Poletti has introduced a different method of improving therparice of
surround sound systems away from the centre point. Poletti’s work involves using a least-squares
pressure matching method for approximating an optimal fourth order decoder for the- ITU
speaker layout. Basically, the least-squares approach involves matching thepisssode at
several points in the listening area between an ideal soundfield and the decoded sounadifield. O
of the advantages of this method is soundfields can be analysed over an ardhaathesingle
point. However, although the pressure matching approach is able to produce thiyoreticat
solutions, it does not take into account what the listener may perceive. In thia metkod was
incorporated into the design tool for checking what a listener may perceivéesrdi points in

the listening area.

At the time of writing this thesis, the work by Poletti is the only wbik tletails the optimisation
of surround sound systems for the ITU 5-speaker layout away from the centre point.h&teus, t

is clearly a need for further work in this area in order to develop and advance thigéseasth.
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4.7.2 Off-centre evaluation criteria

In order for sound localisation performance to be measured in off-centre listeningnsosiie
velocity vector and energy vector were re-formulated. This re-forionl&kes into account the
fact that the loudspeakers are at different distances to an off-centnerliated also at different

angles (figure 4-4 illustrates this).

N

- ] W "
| = T
j" O .I"'._ ;
/ j - I/ \ I
c Wi %
ff x| \

;'"I- X; =1.cos0, — X' / H Na
f . ¥ \
f Y, = r.sinf,. — Y’ ‘?_? Y , ;s\
| |_,."r rX |
| i i L L L A i i '*I — I- I- -I -I il J L L I.

-ii.n [ Y’ 1
| i
q = ’XLZ + Y7 /
N, Y, :
gi=tan! f
—p——

Figure 4-4: The distance and angle of each loudspeaker changes according to the listening

position.

It is clear from figure 4-4that sound arriving at the off-centre position (labelled A) from
loudspeakers 1, 5 and 4 will be louder than sound emitted at the same level from loud@peakers
and 3. This change in sound level with distance can be modelled using the inversdasqua

The inverse square law says that sound intensity decreases as the distance to theases

i.e.
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I = W (4.15)

47rr?
wherel is sound intensityV is the power of the acoustic source in watts migdthe distance to
the source in metres. This is due to the fact that sound energy spreads optopagates
through the air (Howard & Angus 2001). From equation 4.15 it is clear that emarythie
distance from a sound source is doubled, sound level intensity reduces by a factor of fowgr obeyi

the inverse square law:

1
= (4.16)

Because sound level pressure is proportional to the square root of sound intemgaifowing
equation can be used to model the sound pressure level differences a listener would éocounter

each loudspeaker when situated in an off-centre position:

=

9=+ (4.17)

whereg; is the difference in sound pressure level forithdoudspeaker and is the distance to

the ith loudspeaker. Please note that this equation assumes free field listeningor®r{diti
environment with no reflections). In reality, however, there will be sound interaction with objects
and walls in the listening environment. There will also be air temperature fioosianaking

sound level changes with distance very complex. Nevertheless, equation 4.17 provides a good

first approximation of the change in sound level over distance.

When calculating the pressure, velocity vector, energy and energy vector frcantod position

this gain factor is directly applied to all loudspeaker gains i.e.
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S; = g;s.om! (4.18)

wheres®" is the loudspeaker signal for ti loudspeaker. In addition, it is important to

include the new angles of the loudspeakersdidrom the off-centre position in the equations.

Previously, when estimating sound localisation from the centre point in {hr@ved fitness
function, the optimum length of the velocity vector and energy vector wasmaghitude.
However, the optimal length of both vectors will change according to the distanmettfe
origin, and also the angle of the sound source. The optimum length of each vector when
measuring in an off-centre position is equivalent to the distance from thenigsigosition to a
sound source on the boundary of the listening area. The optimal vector arplalsovbe

different at each listening position.

4.7.3Implementation details

Table 4.9 describes how the off-centre optimisation criteria were incorpanatethe fithess
function. Please note that this algorithm is only concerned with adjusting each of the lowispeak
gains, consequently time delay compensation is considered outside the scope of this work.

FOR each listening position

CALCULATE the angles of the loudspeakers from the current position
CALCULATE the distance to the loudspeakers
CALCULATE the loudspeaker gain scaling factors

FOR each sound source angle

CALCULATE the ideal vector angle from the current position
CALCULATE the ideal vector magnitude from the current position
CALCULATE loudspeaker gains (with scaling factors applied)
CALCULATE local pressure

CALCULATE local energy
CALCULATE local velocity vector
CALCULATE local energy vector
CALCULATE each fitness function objective aACCUMULATE their values

ENDFOR
UPDATE eachobjectiveMax and objectiveMin (see algorithm defimetiable 4.3
APPLY range-removal and importance

SUM the fitness function objectives aACCUMULATE to obtain the total fithess

ENDFOR

Table 4.9: Off-centre fitness function algorithm
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In this implementation range-removal is position dependent. That is, diffeiaithum and
maximum values are stored at each evaluated position to take account of tlemtdiftessible

objective ranges at each position.

Please note that the runtime performance of this algorithm is highly dependér number of
listening positions checked in the fitness function. Wherever possible, values weadcptated
before the two main ‘for’ loops to improve runtime performance (as with the original improved

fitness function algorithm).

4.7.4Summary

This section has detailed another component of the design-ttw ability to optimise the
localisation performance of decoders in distributed listening positionBis domponent is
important because surround sound is often played to an audience with multigheréist
distributed in the listening area. The method involved re-formulating the tyelaitor and
energy vector to take into account the different loudspeaker angles and diskentistener
would encounter when in an off-centre position. The inverse square law was used ttheodel

sound pressure level changes for the loudspeakers over distance.

4.8 Search Acceleration using High Performance Computing Hardware

The final addition to the design tool was the ability to run searches dm PH#gformance
Computing (HPC) hardware. HPC technology is becoming more accessible tal gesegs
because of the decrease in price of hardware components, and the increaserinteefwology
performance (El-Rewini & Abdtl-Barr 2005). This is opening up an array of possibilities in
different fields of research. For instance, applications previously disregardedoas t

computationally expensive to compute are being reconsidered.

The term HPC used to refer directly to the work of supercomputers. However, novtadays
encompasses a wide range of computing resources such as: computer graphics procassors unit
(GPUs) with multi-processor core architectures, Hardware Applications Acoeteréd.g.

ClearSpeed multi-processor boards), clusters of networks computers and QGRibiple
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computing resources connected through the internet). GPUs and Application Accebmators
compact solutions to HPC which can be used in conjunction with desktop computers whereas
clusters and GRIDs are distributed computing solutions which potentially requoire

management. In this work we will used a ClearSpeed Application Accelerator.

The ClearSpeed HPC hardware was used to accelerate the search process of theotlesign t
allowing a greater number searches to be run within a period of time potdetaliyg to better
solutions being found (David Moore & J. P. Wakefield 2009). Furthermore, it wassodéd

tool would become more responsive (because of faster search times) leadinigher devel of
interactivity with the user.

4.8.1Implementation details

Two ClearSpeed x620 boards were used for accelerating the searclyseetfb). The x620
boards have dual CSX600 chips and 1 GB SRAM. Each chip has an array of 96 processor
elements (PE) that each operate at 250 MHz and have 6KB of local memory. Tig&p€&iea
boards have Single Instruction, Multiple Data (SIMD) architectures where multiplespoose

simultaneously execute the same instruction but on different data.

Figure 4-5: Clearspeed x620 board

The boards were programmed in a SIMD style using thEr@uage (an extension of the C

programming language). "@as special data types to differentiate between nonparallel data
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instances (mono) and parallel data instances (poly). ClearSpeed provideegpttaindard math

functions which process poly-scalars (i.e. one piece of data per PE) ereotdys (i.e. 4 pieces

of data per PE). Poly-vectors more efficiently exploit the parallel architectf the boards by

allowing 384 calculations to be made simultaneously on each chip (i.e. 96 PEs x 4). feexam

program illustrating the different data types is provided in figure 4-6.

#include <lib_ext.h>

#include <vmathp.h>

// get penum/()

poly int pnum = get_ penum();

// calculate sine of angle

sine = cs_sinp(angle);

return 0;

*

*

*

*

PI
PI
PI

// Set up the angles for each element o
angle[0] = (__NUM _PES__*0 + pnum)
angle[l] = (_ NUM PES__*1 + pnum)
angle[2] = (__NUM _PES__*2 + pnum)
angle[3] = (__NUM PES__*3 + pnum)

PI

// __NUM PES__ is the number of processor element (96)
#define SAMPLES (__ NUM PES__ * 4)
#define PT 3.14159265358979
int main(void)
{
// __FVECTOR is a poly-vector
__FVECTOR sine, angle = {0,0,0,0};

returns the ID of each PE

~ N~ ~ ~ m

0 - 95)

the vector
SAMPLES;
SAMPLES;
SAMPLES;
SAMPLES;

Figure 4-6: An example Grogram for the ClearSpeed HPC hardware

The Tabu Search and improved fitness function were coded using the poly-vector dataytype. B

using this data type 4 searches could be run effectively in parallel on each PEteadiotal of

1536 (4 x 384) simultaneously executing searches (i.e. 2 boards each with 2 chips). igrhe des

tool connects remotely to a server housing the boards at Bath University in the United Kingdom.

When coding the fitness function the algorithm remained the same. However, when coding the

search a few changes were necessary to take advantage of the ClearSpeed boards’ architecture.
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Specifically, the Tabu list was not implemented because of the limited ambavaitable

memory on each processing element. Also, the search was stopped after a fixed number of moves
rather than a fixed number of bad moves. It should be noted that stopping the seaecfixafter
number of moves is not normally ideal. It is generally considered more ajppeoior stop a

search after a fixed number b&ad moves to allow the search to reach a local minimum (this
implementation would be better suited to a MIMD architecture). However, on a SIMD
architecture this will ensure that all PEs are fully employed because thesilvatart and end

each search at the same time.

The advantage of coding the algorithm in this way is the fact that ialigbde. If there are more
ClearSpeed boards available to the user then more searches can be run. For ex3abgredsf
were available then 2304 searches could run simultaneously. If 4 boards were avagiable t
3072 searches could be run simultaneously.

4.8.2Summary

In all previously published work in this application area, searches for decweficients have
been run sequentially (Wiggins et al. 2003; Craven 2003; Wiggins 2007). imatkishowever,
High Performance Computing hardware has been incorporated into the decoder design tool to
allow multiple searches to be run concurrently. Incorporating this featureases the
probability of finding a good decoder because significantly more potentiaiossutan be

evaluated within a set time. This will be demonstrated in the next chapter.

4.9 Decoder design tool user interface

The design tool consists of a main user interface and two sub-panels (see #yuréh& main
user interface is the top level of the application where all of the tool’s main functionality can be
controlled. The performance panel provides detailed information about decoders produced by the
search algorithm and the options panel enables the user to configure properties of the Tabu

Search algorithm. The following subsections describe each of the elements in turn.

110



[ e e

[ Performance panel ] [ Options panel ]

Figure 4-7: Decoder design tool structure

4.9.1Main user interface

The main user interface (shown in figure 4-8) has a number of different parameters that can be set
before starting a search. The user can set importance weightings for eacimpirtived fithness
function objectives by either adjusting the corresponding slider controls omgntafues in the

edt boxes. In addition, the user can enter the order of the required decoder bygélestithe

‘decoder order’ drop down box (see option 2 in figure 4-8). This drop down box gives the option

of deriving decoders from first order to fourth order. Another importatife of the design tool

is the ability to switch the developed components on and off in different combinations (see option
3). These components are controlled by check boxes and manage the ability to: apply range-
removal, set a minimum audible angle weighting scheme, optimise for off-céstgeets,
produce a frequency dependent or independent decoder, run multiple searches in parallel on th
ClearSpeed HPC hardware. Element 5 allows the user to load or save solutions prodineed by
search. When loading a solution the user has the option to use it as the starting point of the search
(rather than a random start point). Element 6 allows the user to view @ hdit solutions
produced by the search from the most recent search run. Finally, the user cémeimgies of

the loudspeakers using the edit boxes highlighted as Element 4.

4.9.2Performance panel

When opening the performance panel, the localisation performance of the best gendadezd

by the search is detailed (see figure 4-9). There are four plots showing the following irdiormati
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1. Plot 1 (highlighted as element 10) shows the velocity vector response around the 360°
sound stage. Velocity vector magnitudes are shown in red at each angle and velocity
vector angles are displayed as red lines every 30 degrees (starting fronedsdaghe

front of the system). Ideal vector magnitudes and angles are shown in grey.

2. Plot 2 (element 13) shows the energy vector response around the 360° sound stage.
Energy vector magnitudes and angles are displayed in green with ideal magnitudes and

angles in grey.

3. Plot 3 (element 11) shows the low frequency virtual microphones and pressure.

4. Plot 4 (element 14) shows the mid/high frequency virtual microphones and energy.

Performance plots can be saved as high quality JPEG or PNG image files.
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MAIN INTERFACE Start the search

Objective importance weighting sliders 1

@ 5-speaker decoder generator

ELFVYol EHFVol ELFMViag EHFMag ELRAng

EHFAng

L

EAngMat ELFMag_Ev EHFMagEs ELFAngEy  EHRAngEv

B inimum Audible Angle

- Off-centre

. Frequency Dependent
. ClearSpeed

e
mmmmm

9-speaker decoder generator id Moo
. O O 1

Resetimportance

Left Left-§ Right-S Right

Quality:

Remainingsearches

From here the user can start the search running.

Search progress bar

Cancel the search

. '8 ) Open the performance panel

Plot the best solution in the performance panel.

Figure 4-8: Main interface of the decoder design tool

113

Select the decoder order
The user can select the order of decoder

Optional search components
Allows the user to select the following components:

- Range removal

- Minimum audible angle optimisation

- Optimise for better off-centre performance

- Implement a dual band decoder

- Run the search on the ClearSpeed HPC hardware

Enter loudpeaker angles
The user can enter the angles of 5 loudspeakers
in degrees

Savel/load solutions
The user can save the current best solution to XML
file or load previously derived solutions

View all solutions

If this button is clicked a table is displayed

which contains all solutions produced by the most
recent search

Open the options panel
Allow the user to configure search options
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- Decoder order (1st to 4th)
- |s it dual band?

- A mean velocity vector
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Low frequency virtual microphone responses

Mid/high frequency virtual microphone responses

Figure 4-9 Performance panel where the performance of the current best solution produced by the search can be viewed
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OPTIONS PANEL
15/ Bad moves
__X_I / The number of bad moves before the

search stopping criteria
Bad moves:

Neighbourhoodsize:

___.;ﬁ"i’é} Neighbourhood size
= The number of neighbouring moves that the

Tabu Search makes
Tenure:

NMumberofsearches: \gﬁ? Tenure
%t The size of the Tabu List

— MBS Weightines — 2 \

4 {18 Number of searches
_ 01925 The number of searches that are run when
0-55 50-114 130-180 \ clicking start on the main panel

19 MAA weightings
Apply different weightings to the fitness function in
different regions of the sound stage

:fzo Search speed / accuracy
A The user can trade-off between speed and accuracy by
adjusting the slider

Figure 4-10: Search options panel

4.9.30ptions panel

The options panel allows the user to set the main properties of the Tabu Seafaju(sed-10).

By using option 15 of the design tool the user can enter the number of badbeforeshe Tabu

Search stops running. A higher value for this parameter might lead to adodttésn being

found as the search could potentially reach a better local minimum, however, anhigoer of

bad moves is likely to have a direct impact on timselution. Option 16 allows the Tabu
Search neighbourhood size to be set. The neighbourhood size is the number of local solutions the
Tabu Search generates when searching around the current best solution. The default
neighbourhood size is twice the number of coefficients so a positive and negative step can be
made for each coefficient. For example, a first order frequency-independent decoules i&qu

coefficients so the default neighbourhood size will be 16. Option 17 allows théousst the
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Tabu Tenure (i.e. the size of the Tabu List). A larger tenure will resulbweslsearch times as
the search has to traverse the list for ‘Tabu’ solutions at each iteration of the algorithm. However,

a larger tenure will reduce the chance of the search returning to the samrmitdraim. On the
other hand, a smaller tenure will result in the algorithm running fastendyprevent the search
from visiting a wider area of the search space. Option 18 allows the usette sgal number

of sequentially run searches both on the host machine or the ClearSpeed HPC habgare.

19 provides the user with the ability to set their own MAA weightings irfithess function at

the front, sides and rear. Finally, the slider highlighted as elementoiNsdlie user to trade-off
between search speed and solution accuracy. If the user chooses speed over avesiracy f
angles are checked in the fitness function resulting in each solution being el/atoatequickly

and vice versa.

4.10Code testing

Before the design tool was used for deriving decoders the Tabu Seardthmlgeas tested to
see if it was coded correctly and functioning as expected. The search wastgivtask of

finding the optimum value of the Michalewicz test function (defined in ch&ptefhe optimum

value of this function is dependent on the number of parametscstwo different cases of
varying levels of difficulty were chosenn-= 2 andn = 5 (in the latter the global minimum is
more difficult to locate). In both cases 100 search runs were undertakethavibest solution

found by the search recorded at the end of each run.

In the first casen = 2) the search located the global minimum 94 times out of the 100 runs
whereas in the second case=(5) the search located the global minimum 8 times out of the 100
runs. Please note that fewer optimum solutions were expected to be fourrd fobecause of

the significant increase in the size of the search spa@hese results prove that the algorithm is
correctly implemented because it is able to find solutions for a benchmark dbknpr The

number of times it locates the global minimum is comparable with other search algorithms.

In order to investigate whether the search was abésd¢ap froma local minima the ‘current
best’ solutions were recorded at each iteration of the search algorithm over a single run (foe
11€



2). Figure 4-11 plots the recorded values showing that after the seactiesrehe global

minimum (at iteration 150) it selects a range of lower quality solsitin the hope of finding a

better quality solution overall. This demonstrated that the Tabu list was working.

-0.2

-0.4

-0.6

-0.8

f(x)

-1.2

-1.4

-1.6

-1.8

Optimisation of the Michalewicz function n = 2

N

\

Global minimum

A
v A\

D=

7

50

100 150 200 250 300 350
lteration

Figure 4-11: Thécurrent-bestsolution recorded at each interaction of a single search run

demonstrating the Talfiearch’s ability to escape from local minima.

The coding of the fitness function was tested by evaluagiogd’ solutions in the performance

panel of the design tool alongside solutions produced in other researchRieake note that the

search would soon exploit any mistakes made in the coding of the fitness functbnvwahild

easily be spotted when viewing the performance plots of generated solutions.

4.11 Summary

This chapter has given an overview of the decoder design tool developed in this reEaafch.

component of the tool was indentified and explained in detail. The next chapteeseilibe the

detailed testing of each component.



Chapter 5

Theoretical Localisation Performance of the Developed Decoders

5.1 Introduction

This chapter examines the theoretical localisation performance of a range @-dptaker
decoders derived using the design tool. The aim of this work was to asseapdhdities of

each component of the system and provide the first steps towards validating the syatem as
whole. The derived decoders are analysed using the developed fitness function aratitye vel
and energy vectors to show their performance from a search optimisatiorofpuietv, and a

decoder designer’s point of view.

5.2 Design tool settings

Table 5.1 details the search settings that were applied in the options panel oigiféodésvhen
deriving the decoders in this chapter. The neighbourhood size and theefatei were set to
increase with system order to take into account the greater number of decoderenteff
required per system order. As previously noted, twice the number of decodarieoistfior the

neighbourhood size allows a positive and negative step to be made for each coefficient.

Bad moves| Neighbourhood size| Tabu tenure Number of searches
250 2 x number of 2 x size of | 10 runs of the design tog
coefficients neighbourhoog consisting of 100 search

Table 5.1 Design tool search settings used when deriving the decoders

A fixed number of 1000 searches was chosen to allow a good range of solutionsdduzeed
within a reasonable amount of time. The 1000 searches were divided intnslof the design
tool each consisting of 100 searches. A pair-wise comparison of the best sotartiazath run
was undertaken with one selected as the best overall solution. In reality teelbésh from a

search run is the only solution the user would encounter when using the tool. Please note that this
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configuration was used when deriving all decoders in this thesis unless expizited

otherwise.

All of the Ambisonic decoders presented in this chapter are frequency independent and were
optimised for the ITU 5-speaker layout with rear speakers at £110°. The readenideethiat a
constant loudspeaker distance has been assumed for all decoders produced in this work.

5.3 Testing range-removal and importance

In chapter 4 the problem of objective dominance was discussed (see section W&.shibwn
how the low frequency fitness function objectiVEs:-(o, ELrmag ELrang) dominated the search for
decoder coefficients because of their large range of potential values. Int@nmdesolve this
problem range-removal was included as a component of the design tool to enebjectilles
were constrained to the same range of values. A further concept termed ‘importance’ was added

for logically biasing range-removed objectives.

In order to test range-removal the design tool was required to produce adastfrequency
independent decoder. Two applications of the tool were undertaken: one with eamoyedr
applied to the fithess function objectives and one without. In both applicatembjective

importance weightings were used.

Table 5.2 shows the objective values of the best solutions from both design towdhtapi It

can be seen that the design tool application without range-removal produdetioan slominated

by the low frequency objectives. This is shown by the near ideal valudseftow frequency
objectives Eirvo, Elrmag Eirang) fOr the best non range-removal solution. In contrast, the best
solution derived using range-removal better meets all of the objectivekasipously because all

the objectives were treated equally in the search. For this decoder improvements were made for 4
out of 7 objectivesBurvol, Enrvag Enrangs Eangmaten) @t the cost of the low frequency objectives.

This demonstrates the effectiveness of using range-removal.



ELFVoI EHFVoI ELFMiq EHFMiq ELFAnq EHFAnq EAona&
Range—removallj 0.0000| 0.0352| 0.2376 | 63.7042| 0.1858| 33.2987| 33.3437
Range—removal& 0.0015| 0.0346| 51.5343| 60.7148| 3.7459| 23.4983| 21.9366

Table 5.2: Fitness function objective values of the best solutions encountered duringaésign t

applications without the range-removal component and with the range-removal component.

The design tool performance plots for both decoders are shown in figure 5-1 and figure 5-2
respectively. Note that in figure 5-1 the velocity vector is ideal angréssure (low frequency
volume) is even around the listener. In figure 5-2 the velocity vector penf@e is reduced but

the energy vector has been improved.

Velocity vector Energy vector

!.t‘
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Virtualmics-Low  C Virtual mic - mid/igh C:
Ly TR =R R
& 47 | - & A7
TN \ i g )
N g . Ry
LS Presgure JRS LS El.i_engy RS

Figure 5-1: Performance plot of a first order decoder derived without range-removal.
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Figure 5-2 Performance plot of a first order decoder derived with range-removal.

Although range-removal resolves the problem of objective dominance, on its own ihatoes
guarantee that an acceptable solution (from a decoder designer’s point of view) will be produced

by the search. Applying importance weightings to range-removed objectives alldecoder
designer to tailor performance towards specific desirable criteria. In ordentonstrate this, a
further application of the design tool was undertaken with the aim of produciagoaer with
improved mid/high frequency angle performand&if,g). The mid/high frequency angle
objective was given an importance weighting of 10 while the other objedtiadsequal
importance weights of 1. Table 5.3 shows the objective values for the bestrsphatiluced by

for this application. The best equal importance solution is included for comparison.

ELFVoI EHFVoI ELFng EHFng ELFAnq EHFAnq EAonatch
Importance weighted| 0.1511| 0.1192| 85.7278| 75.6519| 6.7690| 0.1825| 6.7705
Equal importance 0.0015| 0.0346| 51.5343| 60.7148| 3.7459| 23.4983| 21.9366

Table 5.3 Fitness function objective values of the best solution produced by the design tool when

giving higher importance to the mid/high frequency angle objective.
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As expected, higher importance for the mid/high frequency angle objective led to an
improvement for this objective when compared to the previously derived equal angmort
decoder. Please note, however, that selecting a higher weight for the midéigigency angle
objective also led to improved performance for the angle match objeEliyga(r) and poorer
performance for all other objectives. This shows that care needs to be takesseldatimg
importance weightings because of objective inter-dependency.

Figure 5-3 shows the performance plot for this decoder. Note the improved eeetg@yangle
response when compared to the previously derived equal importance decoder displayed in figur
5-2.

Velocityvector  C; Energy vector .=
= R L R

Virtualmics-Low €, Virtual mic - mid/high (C:
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. Pressufe bt *

Figure 5-3: First order decoder derived with a greater importance given to the mid/high frequency

angle objective.
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Clearly, the main advantage of using range-removal in the design toojeidtivds that are
unrelated can be compared and evaluated together without the problem of objective dominance.
When using range-removal together with importance, objectives that are deemdg equa
important should attain approximately the same level, in percentage termsasvimoge

important objectives should be closer to their ideal values than less importanivebje

5.4 Evaluation of the improved multi-objective fitness function

Having shown the value of including range-removal and importance in the fitmeton the
next task was to directly evaluate the individual and combined impact obthamgle match
objective Eagvarcy and the revised volume objectiveB o and Eurve). Five different

applications of the design tool were undertaken:

1. In the first application the volume objectives and the angle match objective wer

switched off in the fitness function by applying importance weightings of 0.

2. In the second application the volume objectives from the work of Wigginssmétieched
on in the fitness function by applying an importance weighting of 1. The angté mat

objective was switched off.

3. In the third application the revised volume objectives replaced those byn#/iggd

were switched on in the fitness function. The angle match objective was switched off.

4. In the fourth application the angle match objective was switched on but the revised

volume objectives were switched off.

5. Finally, in the last application of the design tool, both the angle match igbjectd the
revised volume objectives were switched on so their combined impact irntribesf

function could be evaluated.
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In all five cases the fitness function objectives were given equal imporferckiding the

objectives under test).

Table 5.4 presents the objective values of the best solution found inpgdiciation. The best
solution values presented in this table demonstrate that the new objectiv@sceessful in
meeting their goals. In the third application (row 3 of table 5.4) it candsethat switching on
the revised volume objectives resulted in the design tool producing a dedttdbetter volume
performance when compared to the best solution produced in application one (row 1 D#jable
and application two (row 2 of table 5.4) (lower objective values are better).

Eirvol | Enrvol ELFng EHFMg'q ELFAnq EHFAnq EAonatch

Revised Volume_] Ang|e|:| 0.1739| 0.2226| 55.9049| 59.8127| 0.0102| 22.3771| 22.3806

Wiggins volume[X] Angle[ ] | 0.0027| 0.0890| 37.4894| 50.2268| 0.0097 | 48.7330| 48.7307

Revised volumeX] Angle[ | | 0.0001| 0.0416| 56.8342| 50.7238| 5.7829| 43.7601| 42.5295

Revised volumd_] Angle [X] | 0.5493| 0.6276| 84.0688| 72.5466| 0.0864 | 1.9488 | 1.9140

Revised volumeX] Angle[X] | 0.0175] 0.0170| 55.3970| 61.2816] 3.3100| 21.3271| 19.7557

Table 5.4 Objective values for the best solutions produced when testing the impact of the new
objectives added to the fitness function.

In the fourth application (row 4 of table 5.4) it can be seen that switching aangfe match
objective (without the revised volume objectives) resulted in the desigprtmhicing a decoder
with velocity vector and energy vector angles that match much more clibselythe best
solution produced in application one. In this scenario it looks like there is & mil@ionship
between the angle match objective and the mid/high frequency angle objegtixg) because
the low frequency angle objective gives similar performance while the gidftéquency angle
objective improves significantly. In application five switching on both the revised volume
objectives and the angle match objective resulted in the design tool producing @ sblatiis
better for volume and better for angle match, but not as good as when the tetovedbjare

optimised individually.

In summary, this section has shown that the new angle match objective intineagessibility

of deriving decoders with velocity vector and energy vector angles that masghycby angle
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around the listener. According to Gerzon’s definition of the Ambisonic system this is a desired
performance characteristic and has been neglected in previous work (Gerzon &1BagpnIn
addition, the revised volume objectives are able to generate decoders with ewsme vol

performance around the listener, also better meeting Gerzon’s criteria.

5.5 The generation of higher order decoders

The next task involved assessing the design tool’s capability of deriving higher order decoders.
The aim was to produce second order, third order and fourth order frequency independen

decoders. Equal importance weightings were used during the search.

Table 5.5 presents the objective values for the best solutions produced fordschThe best
first order decoder derived in previous section is shown for comparison. talitleshe total
fitness values highlight the performance transition that can be achievedindneasing the
decoder order - as the decoder order increases the total fithess values of the solutions improve.

Eirvo | Enrvol | Eirmag | Evievag | Eirang | Eneang | Eangvach | TOtal

1% order | 0.0175| 0.0170| 55.3970| 61.2816| 3.3100 | 21.3271| 19.7557 | 161.1059
2" order | 0.0063| 0.0063| 44.0816| 32.7134| 16.1490| 35.8677| 23.2759 | 152.0978
3 order | 0.0167| 0.0020| 32.3641| 32.6588| 10.1408| 38.3335| 28.7547 | 142.2706
4" order | 0.0031| 0.0044| 41.1994| 46.9113| 13.0542| 15.2001| 25.0529 | 141.5589

Table 5.5: Best solutions produced for each decoder order in an equal importance application.

The better performance for the higher order decoders is due to the fact tieatdnapr decoders
produce virtual microphone responses which are more fitting to the 5-speaker layorder to
illustrate this, figure 5-4 shows typical virtual microphone responses forieptifiTU 5-speaker
decoders from first order to fourth order. Clearly for the fourth order detoeleéesponses are

much more directional at the front of the system where the loudspeakers are closer together. Note

also as the decoder order increases the more the centre loudspeaker is used.

At the rear the differences between the virtual microphone responses with eydégrare a bit
more subtle. As the decoder order increases the virtual microphones become asyimmetrica

although remain quite similar to the first order responses.
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The best fourth order decoder derived in this work was selected for ftgste(described in the
following chapters). Figure 5-5 displays the performance plot for this decoder. Wheniogmpar
this decoder with the best first order decoder from the end of section 5.4# saen that much

better vector magnitudes are produced, particularly around at the front of the system.

—— Centre
Front

~——— Rear
First order Second order

=

Third order

Figure 5-4: Virtual microphone response of typical decoders ffbander to 4th order
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Figure 5-5 A good fourth order decoder derived using the design tool

5.6 Evaluation of the even performance optimisation component

The next task presented to the design tool was to derive a decoder with evisatioca
performance by angle around the listener. The aim was to investigaiptiality of the even
error optimisation component of the design tool when used in combinatibrramigje-removal

and importance. The desired decoder was a fourth order frequency independent decoder.

Two applications of the design tool were undertaken to test the even error componeetfirsn t
application each of the fitness function objectives (including the even dijectives) were

given equal importance weightings of 1. In the second application the importanceewvtithe
error objectives was increased to 2. In the following analysis the mxtate produced in each

application are referred to a Decoder A and Decoder B.



Figure 5-6shows the total performance error by angle for Decoder A and Decoder B (summed
objective error by angle). For comparison the response of the standard fourth emaiderd
derived in section 5.5 is included. The mean of the total error is providedch plot for

reference.

In terms of overall localisation performance Decoder A is quite similandostandard fourth

order decoder. However, the localisation performance of Decoder A is more even at the front and
the sides of the system (betweenadd 120). Decoder B has the most even total performance
error distribution of all three decoders reflecting the performargightings that were used.
However, the increase in even performance has been at the cost of a reduction In overal

performance (note the higher error value).

Figure 5-7 plots the individual objective values by angle for each decoder (theevathjectives
are omitted from this analysis as they were originally designed to ensure engn kris clear
that Decoder B has the most even performance for all objectives when congptivedtandard
fourth-order decoder and Decoder A. This is confirmed in table 5.6 which gives thardtand
deviation for all objectives for each of the decodathen compared to the standard fourth order
decoder, Decoder A has more even performance for the low frequency angle oRgetive

the low frequency magnitude objectivE {usg) and the high frequency magnitude objective
(EHFMag)-
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Total performance error by angle

error
mean error

Standard 4th order Decoder A

Decoder B

180 180

Figure 5-6: Total performance error by angle for the even error optimised deaadea typical

decoder. The standard deviation and mean of the error are included for comparison.

Objective error by angle

EHFMag

EHFANng EAngMatch

“““ Standard 4th order

= = =Decoder A

~——— Decoder B

Figure 5-7: Objective error by angle for all three decoders (note the change in seale phog
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Objective | Typical | Decoder A| Decoder B
Eirang 0.0516 | 0.0004 0.0019
Enrang 0.0715| 0.1383 0.0051

Eangmach | 0.1057 | 0.1382 0.0055
E\Fmaq 0.1777 | 0.1426 0.0389
ErFmag 0.2201| 0.1499 0.0127
ELrvol 0.0002 | 0.0002 0.0001
Enevol 0.0000 | 0.0000 0.0000

Table 5.6: Standard deviation of objective error for all three decoders

Whilst searching for even error decoders an interesting objective irdaéomnship became
apparent. When a low error value was obtained for the vector angle objectiigis garor value
was obtained for the vector magnitude objectives and vice \s&eBdcoder Bs performance in

figure 5-7). Decoder designers using even error design criteria in futukestvould take this

inter-dependency into consideration when selecting importance weightings.

In summary, this analysis demonstrates the use of the even error daiimisamponent
incorporated into the design tool. The results show that the even error objecévable to

reduce significantly the large variation in performance around the 360° sound stageveH
consideration should be made when determining their importance weightings. fttundshat

there is a direct tradeoff between choosing good overall performance and good even performance
by angle for each of the objectives. However, by adjusting the imporaighting between the
original improved fitness function objectives and the even error objectives, a decodgredesi

can achieve the required balance between good overall decoder performance and even

performance for all angles.

Following this work a further design tool application was undertaken with thefgimoducing
an even error decoder for further evaluation in later experiments (descrilwedcimapters 6 and
7). After several search runs with different importance weights a decadefound with

suitable characteristics. Table 5.7 details the importance weights that were used.
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ELFVoI EHFVoI ELF Mag EHFMiq ELFAnq EHFAnq EAonatch
0.0 1.0 1.0 1.8 1.0 4.0 1.0
ELFAanv EHFAanv ELF MagEv EHF MagEv
1.0 1.0 1.0 1.0

Table 5.7: Even error decoder objective importance weightings

Note that in this application the low frequency volume objective was effgcgwatched. The
reason for this is because the energy is more suited to represent the perckimedfor the
listener for a frequency independent decoder (Gerzon & Barton 1998). In additiom highe
importance weightings were given to the energy vector magnitude objeEtivg and the

energy vector angle objectivEi{:a,) (i.€. aka a maxcrdecoder).

Even error decoder - design tool performance plot

Velocityvector  :C Energy vector o
= R =iy

Virtualmics-Low , C: | Virtual mic - mid/high :C!
7. N 2 V
Ao {/ \1 N 7 {/’\\\‘
4 7 J % g I
: F Y 1T R
N/ N\ e
:ﬁ;‘- g , *5 2 Giergy M

Prassure

Figure 5-8: The decoder design tool performance plot for the even error optimised decoder

The derived decoder has fairly even performance by angle without redti@ngverall

performance (see figure 5-8). The energy vector and velocity vector responsempagable
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apart from at the front and rear of the system where the energy vector igdsettesired). Also,

note the constant energy level around the listener.

5.7 Evaluation of the minimum audible angle optimisation component

The next design application that was presented to the tool was to pradimeth order
frequency-independent decoder with improved performance in directions where humansare mor
sensitive to sound localisation. The aim of this application was to invedtigatapabilities of
the MAA weighting component incorporated into the design tool. Equal importangktings

were given to all fithess function objectives when deriving this decoder.

Figure 5-9 shows the performance plot of the best decoder derived with the MAA component

turned on.

With MAA component - design tool performance plot
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Figure 5-9 The decoder design tool performance plot for the fourth order MAA optimised

decoder
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It is clear that this decoder has much better performance at the front efysteen when
compared to the previously derived fourth order decoders in this chapter (see5figuarad
figure 5-8 for example). The vector magnitudes are very close to theirvimlaa of 1 in the
front of the system. This increase in performance at the front has beencaisthof reduced
localisation performance to the sides following the pattern of human spathlties (note the
reduced performance of the energy vector angle in particular).

Although there has been a slight performance increase at the direct rda &rergy vector
magnitude it is hard to improve the energy vector magnitude in this area becdhsdarfje
angular spacing between the rear loudspeakers. In fact, the energy vectoudeagmitiid
theoretically only be able to reach a maximum value of 0.34 at 180° whéyutispeakers are
arranged in this way (equivalent to pair-wise constant power panning) (Craven. 2003
Furthermore, if this theoretical maximum was reached it is likely to hawalerse affect on
other elements of a decoder’s performance because of objective inter-dependency. One way of
improving the theoretical localisation performance at the rear of the systémnreduce the

angular spacing between the rear loudspeakers (David Moore & J. P. Wakefield 2008).

In summary, this work has demonstrated that by using the MAA component of the tdesiigjn
is possible to produce decoders with improved theoretical performance in directiens w
humans are more sensitive to sound localisation. The fourth order MAA decoder aimathéed

section was selected for the experiments presented in the following two chapters.

5.8 Evaluation of the off-certre optimisation components

The next element of the design tool to be tested was the off-centre optimisation comjdment.

goal was to produce a fourth order frequency-independent decoder with improved performance in
off-centre listening positions. When deriving the decoder, 9 evenly distributadrig positions

were evaluated in the fitness function: the centre point and 8 surrounding pas&enigure

5-10). Equal importance weightings were given to all objectives.
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Off centre positions (P1- P9)

Front-left Front
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Figure 5-10: The off-centre positisthat were evaluated in the improved fitness function.

Pasitions 2, 4, 6 and 8 are at 35% of the loudspeaker rig radius whereas positiorengl, % are
at 50% of the loudspeaker rig radius. These positions were specifically chosenater

practical experiments the same positions could be evaluated by listeners.

It is important to note that there is a direct performance trade-off whentbg@nggarticular off-
centre optimisation strategy. Improving the velocity vector or engggior at one position can
have an adverse effect on performance at another position because of the change in loudspeaker

level.

Figure 5-11 and figure 5-12 plots the local velocity vector for the fourth ordeseofre
optimised decoder at the 9 listening points evaluated in the improved fitnes®rfundthe
vectors are shown at 0°, 30°, 60° and 90° in figuld B#ile the vectors are shown at 120°, 150°

and 180° in figure 5-12. In each plot the local velocity vectors for the stafmattd order
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decoder (from section 5.5) and the first order decoder (from section 5.3 are sbown f

comparison. An ideal vector is also indicated at each position.

The velocity vector performance of the off-centre optimised decoder & la¢ttnost positions
and for most angles. Take, for example, when a source is panned to 120°. The lodgl veloc
vectors are closer to the ideal vectors (in terms of magnitude and angle)lynatielstening
positions.

Figure 5-13 and figure B4 shows the local energy vectors for the decoders. The difference in
performance is again clear. For instance, when a source is panned to the frdéme (0Cal
energy vector is closer to the ideal vector at all positions for the offeceptimised decoder.

For the other decoders, the vector angles are biased towards the front left loeidsyesak
evaluated from positions 3, 4 and 5, and the front right loudspeaker when evaluating from

positions 7, 8 and 9.

The most problematic area of the sound stage for all decoders is at tteeeedb@° and 180°).
In off-centre positions the local velocity vectors and energy vector pull &way their ideal
direction towards the nearest loudspeaker. This result was expected considerirggethrdalar

spacing between the rear loudspeakers.
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Velocity vector
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Figure 5-11: Local velocity vectors at each position evaluated in the improved fitnessfdoictio
the angles 0°, 30°, 60° and 90°. Note the vector magnitudes at each position have been scaled to

allow for better viewing.
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Velocity vector
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Figure 5-12: Local velocity vectors at each position evaluated in the improved fithessfdioictio
the angles 120°, 150° and 180°. Note the vector magnitudes at each position have been scaled to

allow for better viewing.



Energy vector
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Figure 5-13: Local energy vectors at each position evaluated in the improved fitness function for
the angles 0°, 30°, 60° and 90°. Note the vector magnitudes at each position have been scaled to

allow for better viewing.
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Figure 5-14: Local energy vectors at each position evaluated in the improved fitness function for
the angles 120°, 150° and 180°. Note the vector magnitudes at each position have been scaled to

allow for better viewing.



In order to investigate further the performance of the off-centre decdglene 6-15 plots the
mean error of the velocity vector and energy vector magnitude and anglech position taking
into account each different source angle checked in the fitness function (i.e. one stegsee
between the front and the rear). This figure demonstrates that the off-centisemptiecoder is
able to produce better performance at a greater number of positions tlwhethdecoders. Of
particular note are the consistency low vector magnitude errors across abngositid the
improved vector angles at listening position on the left side of the system and trstdegbit the

System.
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Figure 5-15: Mean magnitude and angle error for the velocity and energy \&&ach position.
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As highlighted earlier, this off-centre optimised decoder was derived usiaiegportance. By
using different weightings the decoder designer could improve the performarice wédtor

angles or magnitudes further.

In summary, this section has shown that the design tool is able to produce decoders wit
improved theoretical localisation performance in off-centre positions. A further applicatiza of
design tool was undertaken with the aim of producing an off-centre optimised décdoe
evaluated in further experiments. When deriving the decoder the following objeupertance
weightings were used during the search (see table 5.8). Greater importanceena® ghe
mid/high frequency objective€(rang Errmag Errvols Enrangeven Enemageved DECaUSe the energy
vector is believed to be a better predictor of sound localisation wheff-aerdre listening

positions (Gerzon 1974; Gerzon & Barton 1992; Gerzon 1992b; Gerzon 1992a).

ELrvol Enevol ELFng EHFMg'q ELFAnq EHFAnq EAonatch
Importance weights| 0.0 0.9 0.25 1.0 0.25 1.0 0.5
ELF AngEvV EHFAanv ELF MagEv EHF MagEv
Importance weights| 0.25 1.0 0.25 1.0

Table 5.8: Objective importance weightings used when deriving the off-centre optimised decoder

5.9 Search algorithm acceleration using High Performance Computing hardware

The final component of the design tool to be tested was the ability to ruwhesan High
Performance Computing (HPC) hardware. When the user switches this component on, all
searches automatically run remotely on a computer server equipped with 2 Cleart&eed
Application Accelerator boards. One search run using the HPC hardware consists sédr686
instances executing in parallel (i.e. 4 chips each with 96 processor elefneatsulations per
processor element) After the remote searches finish the results are transferred to the user’s

computer and can be displayed using the design tool.

In order to investigate the speed increase the user could gain from using the HPC coarponent
average time was taken from 10 search runs. In this investigation three versibesseéarch
were executed:
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1. HPC version - run remotely on a server equipped with the ClearSpeed boards. Each
search instance is started from a random point and stops after a fixed number of 1000

moves.

2. Reference version- run on a modern day computer. This version of the search is
identical to the HPC version except a search run consists of running 1536 searches i

sequence rather than in parallel.

3. Standard design tool version- run on a modern day computer. This version of the
search is used when the HPC component is switched off on the design tool. In contrast to
the other versions a Tabu list is used and the search is stopped after a fixed afumber
bad moves. Because of these additions we expect it to take longer tdlowvever, it
could potentially yield a better quality solution. A search run for this version consisted of

evaluating 1536 searches in sequence rather than in parallel.

In all three versions the aim was to produce a first order frequedepandent decoder. Equal

importance weightings were given to all fitness function objectives.

Table 5.9 shows the average times for each version taken from the 10 search runs. Also shown
are the total fithess values for the best solutions produced from each versielh @&s tive total

fitness.

Average search run time] Best fithess
Standard 54mins 51secs 160.8412
Reference 22mins 30secs 161.4635
HPC 54secs 161.9850

Table 5.9: Comparison of the different search versions.
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The results show that the search on the HPC hardware was approximately 24 timebkdiaste

the reference and approximately 59 times faster than the standard design tool v@x&oithe

10 search runs the standard version was able to find the best solution. This asserpected

given that the standard version of the search employed a Tabu List to allow the Gemacipe

from local minima and was stopped after a fixed number of bad moves. Howe\difiettence

between the best solution produced by the standard version and the best solution produced by the
HPC version is only very slight. Figure 5-16 shows the mean total fitness and 95%ewc@nfi
intervals for each version given the best solutions from the 10 search runs.
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Figure 5-16: Mean total fithess and 95% confidence intervals

In summary, the HPC component of the design tool improves the speed of the searsh. proc
This speed increase is important as it allows more solutions to be evaluatiedavgdt amount

of time increasing the likelihood of finding a good solution. Furthermore, #odecoder
designer’s point of view, this speed increase means the tool can be much more interactive — it

allows almost real time experimentation with different decoder design criteria.
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The benefit of using the standard search is the user can run it looatlyeir computer and

potentially find a better solution if time is not an issue.

5.10Summary

This chapter investigated the capability of each component of the desigri-tmily, in section
5.3, range-removal was shown to resolve the problem of objective dominance akolitigns
to be derived that better meet all of the fitness function objectivagtaimeously. Using range-
removal in conjunction with importance allows a decoder designer to systematicdibgmady
bias the search in favour of specific fithess function objectives giving rikexibility when

tailoring the performance of a decoder.

Next, in section 5.4, the multi-objective fitness function was evaluated. The nésvraaigh
objective ensures decoders derivedngsthe design tool more closely match Gerzon’s
requirements for the Ambisonic system. The volume objectives are able to poshookers

with close to ideal volume performance when included in the fithess function.

In section 5.5 the even error optimisation component was evaluated. The design tossdves
produce fourth order decoders with even localisation performance by angle arouisteties. |
The produced decoders demonstrate the effectiveness of the even error comporenshdwn

that the extent of the even performance can be controlled using importance weighting.

Section 5.6 demonstrated the MAA component is able to improve the theoretical localisation
performance of decoders in directions where humans are more sensitive to sound locafisation.
fourth order decoder was derived with near ideal performance at the front ostam st the

cost of performance to the sides. Performance for this decoder wasngisivad in the

problematic area at the rear of the system.

Section 5.7 showed that the off-centre optimisation component is able to improveotie¢ichle

localisation performance of decoders in distributed listening positions.
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Finally, section 5.8 showed how the tigesolution can be reduced by using HPC hardware.

Shortersearch times improve the tool’s level of interactivity.

Selected decoders produced during this work were further assessed by listeninightdstman

subjects (presented in the next chapter) and binaural measurements (presented in chapter 7).
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Chapter 6

Psychophysical Evaluation of the Developed Decoders

6.1 Introduction

This chapter describes a series of listening tests designed to further thesdssalisation
performance of decoders produced using the design tool. Listening tests were particularly
important for investigating how the human auditory system interprets #netsetif the different
optimisation methods incorporated in the design tool. The overall aim was to vatidatef ¢he

design tool’s components by producing a good decoder according to what the components aim to

achieve.

The following series of tests was performed:
1. Localisation of real sound sources
2. Localisation of decoded sound sources from the central listening position

3. Localisation of decoded sound sources from distributed listening positions

In the first test, listeners were assessed on their capability of localisihgowad sources
positioned at discrete angles in the horizontal plane. The aim of thigag$b produce a set of
results that define a ‘best case’ for localisation accuracy. In the second test, listeners were
required to localise panned sound sources from the central listening positiordtgete the
performance of decoders optimised for the central listening positiothe Ithird and final test,
listeners were required to localise panned sound sources from distributed listenimmmnposit

investigate the performance of the off-centre optimised decoders.

In this experiment the assumption was made that human localisation is equally capablefon the |
and right sides. This means that localisation need only be assessed on one sidistehé¢hne |

which can be used to reduce the number of evaluations the listener needs to make. This approach
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wasusedso the decoders could be tested to a greater angular resolution without risténerli
tiredness which could potentially influence the results. In support of this, ofidbb empirical

data in the literature shows the capability of our hearing system is appteki symmetrical.

For example, in their extensive study of sound localisation Oldfield and Parker found no
differences in localisation accuracy between the left and right sides (Sir@bafiRld & Parker
1984). See also the extensive study of the human auditory system detailed by Blawenrt (Bl
2001) and the work by Makous and Middlebrooks (Makous & Middlebrooks 1989)

6.2 Experimental setup

The experiment was conducted in a musiedio at the University of Huddersfield. The
dimensions of the room at floor level are 4.5m (L) x 5.5m (W) x 2m (H). @&Werberation time
of the room (RT 60) is detailed in figure 6-1. The broadband ambient noise fi¢helroom is
approximately 21dB (A).
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Figure 6-1: RT60 of the music studio used for the listening tests

The loudspeaker array used in the tests consisted of Genelec 8040A loudspeak#rs. In
localisation of real sources, 19 Genelecs were arranged every 10 degrees aroundeh#&disten
0 degrees to 180 degrees in a semi-circle with a radius of 2m to the rightcehtred listening

position. Each loudspeaker was clearly labeled so the subjects could indentify ignlacati
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degrees. In the decoded source tests 5 Genelecs were arranged according to thpeldikers
specification (rear speakers at £110°). All loudspeakers were equidistantife centre point
and were more than 0.5m away from the nearest wall. Figureh®®s the geometry of the

loudspeaker array in the room.

11 D“‘

Figure 6-2 Geometry of the loudspeaker ariiaythe listening tests

All loudspeakers were calibrated to a sound pressure level of 85dB(A) at a distance oh30cm

axis with the tweeter. The sound pressure level at the central listenimgvpoic70dB(A).

Sound source localisation is very much dependent on the nature of the sound (see chapter 2). The
frequency content of the source signal and the amplitude envelope of the source signal play an
important role (Brian Moore 2003). In the light of this, three d#férsource signals were
employed in the tests: low frequency noise bursts (< 700 Hz), mid/high frequeseybwsts
(700 Hz- 5000 Hz) and continuous male speech. The band-limited noise bursts were specifically
chosen so that localisation performance could be tested in the low and mid/high frequency
regions of the human hearing range (i.e. the frequency ranges that the wedottyand energy
vector broadly correlate with). Figure 6sBows how the noise bursts were presented to the
listener.
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Figure 6-3 The amplitude envelope of the low and mid/high frequency noise stimuli

The bursts had a length of 150ms and were repeated three times with a break did&t0@es

each burst (total length of 1450ms). The attack and release time of the angiitetipes was

20ms. The short burst times were specifically chosen to limit thehidaali of the listeners using

head turning cues during the tests. Research by Makous and Middlebrook demonstrated that
similar stimuli parameters were favourable in this respect (Makous & Middlebrooks 1989).

The continuous male speech was chosen because it is a source that has been shown to be ea
localise in many similar tests (Blauert 2001; Bates, Kearney, Boland 2004). It contrasts

with the noise bursts and represents a more “real world” signal that a surround sound system

might typically be used to reproduce. The length of the speech signal was ayapedxis
seconds and was only played once to the listeners. All source files had acesdldé bit and

a sampling rate of 48 kHz.

6.3 Test subjects

A total of 14 subjects took part in the tests (11 male and 3 femaleluldjécts were within the
age range of 20-45 (average age of 25) and had no known hearing impairments. Mt had
taken part in a formal listening test before but were accustomed to surround sounaglisteni
through personal equipment or through academic study. To ensure all subjects wamilaf a
standard a short training session was given before the start of eachhmgiwere also given the
opportunity to take a mock test where the results were given as feedbatttwiothem to

stabilise their performance.
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6.4 Test 1 - Real sound source localisation

6.4.1Test procedure

In this test subjects were presented with one stimulus at a time from a hanclmmsen
loudspeaker at 10 degree intervals between 0 and 180 degrees. Their task wasctly corr
identify the loudspeaker that emitted the sound. This procedure was repeated amtil ev

loudspeaker in the array had played each of the 3 different stimuli once (57 sounds in total).

A software application was created which the listener operated during thentestlaptop
computer (figure 6-4 shows the user interface). The software was designed topleetsim
operate to avoid the user being distracted from the task in hand. For examplef, thechser

interface elements could only be selected in a specific order to prevent listene@ctidently

selecting the wrong option. In addition, an on-screen countdown from 3 seconds wastgiven

the usr clicked the “play sound” button so users could ready themselves before a sound was
presented. Subjects were played the sound once and had to select an angle before proceeding
further (forced-choice).

o s
Localisation of real sound sources

Select the anale

g E

Play sound

Figure 6-4 User interface of the real source listening test software

The subjects were positioned at the central listening point (2 metregtie loudspeakers and at
the same height at ear level). Before the test started the test instnsct@ddie subjects’ heads
were aligned with the loudspeakers at 0 degrees (in front) and 90 degrees (to th®siite)

the test each subject was asked to keep their head as still as possible veoilmtheras playing
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to limit the influence of head-turning cues. They were instructed that thég pwve their
heads after the sound had finished playing to confirm the angle of the loudspeaker. The,test took

on average, 15 minutes to complete.

6.4.2Results

Figure 6-5, figure 6-6, and figure 6-7 present the results for the respective sound soueeeh
figure the subject’s response is plotted with respect to the actual source angle. In all three tests
front-back localisation confusions are apparent (see all responses within or on #reliherdf

the shaded regiorfs) As was highlighted in the chapter 2, front-back confusions generally occur
when head turning cues are not available to the listener, and also when the interaural ti
difference and interaural level difference are the same in the front ancath@eethe cone of

confusion).
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Figure 6-5 Subject response versus the actual source angle for low frequency noise

3 For clarity a front-back reversal is a user response that lies on theteiuss of the interaural axis from
the actual sound source location.
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Figure 6-6: Subject response versus the actual source angle for mid/high frequency noise
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Figure 6-7: Subject response versus the actual source angle for male speech
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In the low frequency noise test, approximately 5% of the total number of sgEmsEs was
deemed to be a front-back reversal. For the mid/high frequency noise test, this intweased
approximately 9%, whereas for male speech front-back reversals only accountes tiosiet%o
of all the user responses. Table @etails the frequency of occurrence of front-back reversals by

angle for each of the tests. Different cell shading is used for guidance.

0° 10° | 20° | 30° | 40° |50° |60° | 70° |80° |90°

Low noise 1 1 1 -
Mid/high noise | 2 1 2 -
Male speech -
100°| 110°| 120°| 130°| 140°| 150°| 160° | 170°| 180°| X
Low noise 4 1 1 1 2 1 13
Mid/high noise H 4 13 |2 1 |1 [2 |23
Male speech 1 1

Table 6.1: Total number of front-back localisation confusions by source angle for each test.

Three interesting points can be drawn from the data in table 6.1. Firstly, front-back
discrimination appears to be poorest in the region where localisationseatoits greatest (i.e. at

the sides). This finding agrees with other research work (Simon R OldfiBlari€er 1984). The
second interesting point is that there are more front-back confusions for mid/high frequeecy noi
and low frequency noise than for male speech. The third point is that thesigraficantly more

back to front confusions than there are front to back confusioaspoint also observed in

previous experiments (Simon R Oldfield & Parker 1984)

Front-back reversals require special treatment when determining the localisediofoeeach

subject. For example, if a sound presented at 10° is reported by a subjeatrtatot60° a
straight subtraction to obtain the error would give -150°. Thidearly not an informative
representation of the error. In order to overcome this problem the localisatiowasradjusted

in the reversed responses according to a method also used by Oldfield and ParkerRSim
Oldfield & Parker 1984). The adjustment entailed subtracting the sound source angl&@om

to give the sound source reversal position. Then the difference was taken between the sound

source reversal position and the user’s response. Using the example given previously, the
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reversal method would produce an error of 10° instead of -150°. As expected, when applying this

correction to the test data a much closer fit to the ideal response was attained.

To gain more information statistical analysis of the data was undertakeninThasto find out
whether there were any significant differences between the localisation cggmabilieach test
subject and whether the type of sound source played a significant faciobjent performance.
Investigation revealed that the most suitable statistical test to de¢etinis was the Analysis of
Variance (ANOVA). ANOVA is a powerful statistical technique thatused to test the
hypothesis that the means from two or more groups of data are equal (Boslaugh & 20aggrs
It is commonly used in many different application areas when examining empgateal One of
the main parameters returned from an ANOVA test is the probability waluBhe probability
value indicates whether differences between the means under test are significant or not. Usually a
value of less than 0.05 indicates that at least one sample mean is sitipitidéarent from the
other sample means, whereas a value of greater than 0.05 generally indicatesdhait the

means are significantly different.

The first stage of the analysis consisted of running a 2-way mixed desighVAM@h subject

and sound source being the two experimental factors. In this test the sound sourkce was t
repeated-measures variable and subjects was the between-subjects v&maltlee repeated-
measures both the original data and the reversal corrected data was used. thButasg the
statistical software (SPSS) checked the data for sphericity using Mauchly’s test of sphericity (a
requirement for a successful application of repeated-measures ANOVA). Wheiieigpivais

not found the results are show with the Greenhouse-Geisser correction, which avaids i
calculations of ratios and significance valups Please note that this procedure was used for all

repeated-measures ANOVA tests used in this chapter.

The results from this test show that both experimental factors were signf{fieasbund source
wasF(2.13, 537.54) =11.55, p < 0.01y,° = .044and subject waE(13, 52) =1.95, p = 0.025,
7> = .09). Interestingly, the interaction between the factors was not deemed sighific
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F(27.73, 537.54) =1.15, p = 0.269;,” = .056suggesting that individual subject performance
was not influenced by the sound source. The full results from this éeshawn in table 1 of
Appendix C.

To further investigate the effect of the sound source an additionalylbetween-subjects
ANOVA was run. The results indicate that there is a significant differeeiveeen sound source
for both the original data (i.65(1.67, 442.70) =8.50, p = 0.01y,” = .03) and the reversal
corrected data (i.d=(1.89, 499.88) =9.85, p < 0.01;,° = .036. As expected, the male speech
source was the easiest to localise - this was declared by the majority ofsulhien informally
guestioned after the test. The difference between the low frequency noise andjmid/hi
frequency noise sources was not deemed significant. Both gave similar performamdmap

the higher number of front-back reversals for mid/high frequency noise (see tatulddble 3 of
Appendix C for full ANOVA output).

In order to investigate the performance of the subjects further, a 1-way between-sub@eta A
test of the subject localisation errors for all three real source lotatigasts was rufthe full
results are provided in table 4 of Appendix C for the original data and thevithtthe reversal
correction applied).For the original data thANOVA results for the mid/high frequency noise
and male speech tests indicate that there were no significant differences betweshsiligdcts
(i.e.F(13, 252) = .306, g .991,7,” = .132andF (13, 252) = 1.432, p = .15 However, for the
low frequency noise test, a significant difference was found between thkilitegs of subjects

when localising this source (i.E(13, 252) = 3.366, p < 0.(;)1;;p2 = .132).

A multi-comparison test was carried out to identify which subjects were desigwiticantly

different for the low frequency noise source. The test revealed that tineemeafor subject 12

was significantly different than subjects 1, 2, 4, 6, 7, 10, 13 and 14 (see figuplée®e note

that the error bars in this figure represent 95% confidence intervalsmedhes are deemed

significantly different if their intervals are disjointed and are ngriificantly different when they

overlap). It was found when examining the data that this particular subjecteexpera larger
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number of front-back reversals for this type of stimuli explaining thefgignce. After applying
the reversal correction the ANOVA determined that there was no significagrtedife between

the subjects for this source (if(13, 252) =1.544, p = .102,” = .074.

20

95% CI LF (original)

Subject

Figure 6-8: Multiple comparison test between the 14 subjects for the low frequency noise source.

This is for the original listening test data with no front-back reversal cameggplied.

The ANOVA results for the reversal corrected data show that there meersignificant

differences between subjects in the low noise and mid/frequency noise teB(1Be£252) =

1.544, p = .102,77,)2 = .074andF(13, 252) = 1.528, p = .1077,)2 = .073 but there was a
significant difference between the subjects for the male speech stifa(3s,252) =3.321, p <
0.01,7, = .146

A multiple comparison test revealed that the performance of subjects 6 amateldignificantly
different from subjects 3, 4, 9 and 13 (see figure 6-9). The perfect test rasabjects 4 and
13, and the lower scores (in comparison) for subjects 6 and 14 is what defined theastatisti

significance flagged by the ANOVA test.
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95% CI Speech (corrected)
IS
1

Subject

Figure 6-9 Multiple comparison test between the 14 subjects for the male speech source. This is
for the test data with the reversal correction applied.

The reason why subject 6 and 14 did not perform as well for the male speechistimulear.
In both the low frequency noise test and the mid/high frequency noise tesh @hiarguably
more difficult sources to localise) both subjects performed relatively eavethverage. These
subjects only took this experiment once so this point could not be investigated fitrisexell
known, however, that many individual factors can influence the accuracy of a subject’s response

during a listening test (e.g. tiredness and concentration).

Having considered the performance of all subjects in both sets of rgsuliwith and without
reversals) the decision was made to include the data from all subjects when ingniduitter
analysis. This decision was based upon the insight gained in the multiple compeasison
Specifically, the error bars for the statistically worse performing stsbpeerlapped with the
error bars for other subjects suggesting the differences in the capabddglosubjects were not

that great.



Figure 6-10, figure 6-11 and figure 6-12 plot the mean localisation error by artledsdo
confidence intervals for the respective sound sour&sch figure shows the original data (red
line with square markers) and the data with the front-back reversal correctioadgjbple line
with circle markers). Note the higher mean error values at the front antbrebe mid/high

frequency noise stimuli because of the front-back confusions.

Low frequency noise
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Figure 6-10: Mean localisation error by angle across all listening test subjectsltiw the

frequency noise source with 95% confidence intervals.
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Figure 6-11 Mean localisation error by angle across all listening test subjects for the rhid-hig

frequency noise source with 95% confidence intervals.
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Figure 6-12 Meanlocalisation error by angle across all listening test subjects for the male speech

source with 95% confidence intervals.



When considering the data with the front-back reversal correction applied,cieéas that
localisation accuracy is best in the front and the direct rear but worse at the rear side. @his over
trend correlates with existing psychoacoustic experimental data (Simon R @MfiBlarker
1984; Blauert 2001). Without the front-back correction applied there are laae Iotalisation
errors and 95% confidence intervals particularly at the front and rear fopbige sources.The

mean and 95% confidence intervals show that the sound source angle was sidgoifieint
sources between the front and the rear-side.

6.4.3Summary

Subjects were required to localise real sources of sound in the horjzlam&l The results from
this test correlate with other research work and present a “best case” when evaluating the

localisation performance of the developed decoders under the same listening conditions.
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6.5 Test 2 - Decoded sound source localisation from the central listening position

6.5.1Decoders under assessment

The following table provides information about each of the eight decoders used in this test

Decoder| Order | Dual band Comments
Derived using the original improved fitness function. This decg
1 First [] was chosen because of its ideal velocity vector response (see
5.1).

Derived using the original improved fithess function. The (¢
2 First X frequency dependent decoder employed in the test (see appendi
implementation details).

Equivalent to the default settings on the Soundfield SP451 dec
unit. It was used as an anchor in this test because of the predicte
performance (see figure). It has also performed badly @vigus
listening tests (Wiggins 2004).

3 First []

Derived using the improved fithess function with range-removal
4 Fourth [] figure 5.5). This decoder was chosen because of its goerhlb
predicted performance.

Derived with the even error optimisation criteria included in the fitn
5 Fourth [] function with range-removal. This decoder was chosen to represg¢
even performance decoder (see figure 5.8).

Derived using the improved fitness function with range-removale

6 Fourth [] MAA optimisation component switched on in the design tool
figure 5.9).
7 Fourth H This decoder was derived by Wiggins (Wiggins 2007). The deg

tool performance plot of this decoder is included in appendix B.

This decoder was derived by Craven (Craven 2003). The desihy

8 Fourth O performance plot of this decoder is included in appendix B.

Table 6.2: Information about the decoders used in the central listening point test.

As previously stated, the aim was to prove the concept of each component of the desi§an,tool.
ideally, the outcome of this test would show the performance of the twoofdst decoder
developed in this work (Decoders 1 and 2) to be better than Decodera8l{d&undfield).
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Decoder 4 (standard fourth order) would ideally have performance which eqeaiseeds the
performance of Decoder 7 (fourth order by Wiggins) and Decoder 8 (fourth orderakgn).

Decoder 5 (even error optimised) would ideally have even performance which iptipéedey

the listeners. Decoder 6 (MAA optimised) would ideally have the best parficarat the front
of the ITU system out of all decoders at the cost of performance to the sides.

6.5.2Test procedure

In this test subjects were assessed on their ability to localise decoded soured panned at
intervals matching the real source localisation test (i.e. every 10°). Bedahsesbeer amount

of potential evaluations (i.e. 19 different angles around the sound stage, 8 differetgrsie8o
different stimuli), the number of angles assessed was reduced from 19 randem tantj0
random angles for each decoder. Each decoder was tested at each angle at lesstl3 total

each subject made 240 evaluations per test which took approximately 45 minutes to complete.
Because of the time involved, subjects were advised to take a short break afiktinogn80
evaluations and 160 evaluations to reduce the risk of tiredness. The test was “double-blind” in

that the presentation of the decoders and sound sources were randomised to thedissasdbje

test instructor.
6.5.3Results

6.5.3.1Front-back reversals

As expected, front-back reversals were apparent when localising all three sousmmaf
Figure 6-13 shows the percentage of total user responses that were deemed front-backsonfusi

for each decoder and for each sound source. The real source test data is included for comparison.

When taking into account the data from all decoders the sound source with thepyogsiteion
of front-back reversals was the mid/high frequency noise source. This wagetblhy the low

frequency noise then the male speech (agreeing with the data from the real source test).

Examining the decoders on an individual basis reveals that not all folliveshme front/back

reversal pattern mentioned above. For example, 4 out of the 8 decoders had a greater number of
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front-back confusions for low noise than for mid/high noise (i.e. Decoder§ Bnfd 7). It was

not obvious why this was the case.

80

M o frequency noise
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[ JTotal
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Figure 6-13: Percentage of front-back reversals for each decoder and for each sound source.

In total, Decoder 8 (fourth order decoder by Craven) gave the least numiemisback
confusions. This was closely followed by Decoder 1 (first order frequienigpendent) and
Decoder 4 (standard fourth order decoder). All other decoders gave comparé&iegrere
apart from the anchor (Decoder 3) which had considerably more front-back reversals.

Although front-back confusion is considered a natural limitation of the auditmtem rather

than the sound reproduction system, overall the percentages of front-back confusiorigheere h

in this test than in the real source localisation test. Furthermore, subjecisneerbetter for

some decoders than for others. Because of this the following analysis will present the results with

front-back reversals in the data and without.

6.5.3.2Preliminary analyis

Preliminary analysis of the results was undertaken to identify the samgécof the two main

experimental factors (decoder and sound source). A 2-way repeated-measures ANQYAA test
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run using both the original data and the reversal corrected data. The full resthieséotests are

reported in table 5 and table 6 of Appendix C.

For the original data (i.e. without the reversal correction) the ANO®ffonted the difference
between the performance of the decoders to be highly signifieégt, 2, 972.54) =24.21, p <
0.01, n,° = .132 This was also the case for the reversal corrected-¢ad9, 809.76) =51.44, p

< 0.01, 5, = .244 This result will be investigated in greater detail in the sections fiolgpw

The ANOVA also confirmea significant difference between sound sources Fi(¢.71, 271.58)
=34.38, p < 0.01,7,° = .178for the original data, anB(2, 318) =18.55, p < 0.01p,° = .104
for the corrected data). Multi-comparison revealed the male speech was deemed the easies

source to localise in both cases, which was expected given the results found in test 1.

Interestingly, the ANOVA also revealed a significant interaction betweeoddeand sound
source. This result indicad the level of performance for a decoder can change significantly
according to the sound source used 0.616, 1687.99) =2.27, p < 0.0%,” = .014for the
original data andF(11.991, 1906.56) =2.13, p = 0.018,” = .01)for the reversal corrected data.

In order to illustrate this figure 6-14 and figure 6-15 presents the mean and 95%ecoafi
intervals for each decoder and for each sound source for originals and reversal cortacted da

respectively (note the change in y axis scale between the two figures).

In both figures it is clear that there are cases where some decoders perfdioastynbetter for
one sound source than the other. For example, in the original data plot Decod®ecater 2
perform significantly better for male speech than for mid/high frequency notsis.isTalso the

case for the reversal corredidata.
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Figure 6-14: Mean and 95% confidence intervals for all decoders and all sound sources (original).
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Figure 6-15: Mean and 95% confidence intervals for all decoders and all sound sources (reversal

corrected).
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6.5.3.3Low frequency noise

Figure 6-16presents the mean localisation error by angle for each decoder for thedowerfcy
noise source. The data presented in this figure is the original data coffectethe test (i.e.
without the front-back reversal correction). For comparison, the equivalentroatahie real

source localisation test is included in each subplot.

The mean localisation errors of Decoder 1 (first order frequency independent)eaaodebD 2
(first order frequency dependent) are closely matched. The only notafdeentife is that
Decoder 2 has a slightly lower error at the rear of the system. Similrmpance was

anticipated for these decoders before the test because of their identical velocityesprioses.

Decoder 4 (standard fourth order) performed well with a strong correlatibrihvtreal source

data between 0 degrees and 110 degrees. After 110 degrees the number of front-back reversal
increases (see 170 degrees for example). Decoder 8 (fourth order decoder by &lsaven)
performed well with a strong correlation with the real source data betvedagéees and 100
degrees. This decoder maintained a relatively low mean error atgdhdacause of the small

number of front-back reversals in this area.

The mean localisation error for Decoder 5 (fourth order even error optinasedpecoder 7
(fourth order by Wiggins) is comparable with the Decoder 4 and Decoder 8 atléseotthe
listener. However, at the front both decoders have a higher mean error bectesgrehter

number of the front-back reversals.
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Figure 6-16: Mean localisation error by angle for each decoder taking into account the sesponse
from all subjects in the low frequency noise test (blue line). The equivalent data fraalthe r
source localisation test is included for comparison (red line). This is the originalittedatwhe

front-back reversal correction applied.



As desired, Decoder 6 (MAA optimised) performed well at the front of thiersybetween 10
degrees and 50 degrees. The data for this decoder had the closest match and strongiest correla
with the data from the real source test in this area. The anchor (Decoder 3) gave the highest mean
error by angle overall. The level of error for this decoder is consistegtyaiound the sound

stage.

A 1l-way repeated-measures ANOVA was used to investigate whether there vgagnigant
difference between the performances of the eight decoders for this particularoscdimar full
ANOVA results are presented in table 7 of Appendix C.

In this case the ANOVA results show there was a significant differencedetive performance
of the decoders (i.&(5.74, 913.26) =8.358, p < 0.0%,” = .050). To illustrate this, figure 6-17
shows the overall mean error with 95% confidence intervals for each decoder. This gesiassug
that Decoder 4 (standard fourth order) and Decoder 8 (fourth order by Cregatentially the
best in this scenario although this is not statistically proven because of the overtapgidgnce
intervals. The only thing that is proven is that all decoders, apart from &ecachich suffered

from a high number of front-back reversals, were significantly better than Decoder 3.

Please note that the standard deviation of the mean localisation error by anglelurekesl iivc
table 6.3 as a measure of even performance. However, when examining the originaé¢ data t
standard deviation value for each decoder is strongly influenced by the number of fiont-bac

reversals.
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Decoder: | 1 2 3 4 5 6 7 8
Standard deviation | 16.75| 13.37| 14.71| 21.74| 17.42| 24.59| 22.28| 11.70
Mean difference from real source| 18.65| 17.26| 40.71| 12.85| 22.49| 17.37| 24.64| 11.99

Table 6.3 Standard deviation of the mean localisation error by angle and the mean difference

from the equivalent real source data for the low frequency noise test (original data).
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Figure 6-17: Overall mean error with 95% confidence intervals for each decoder from the low
frequency noise test (original data).

Figure 6-18 presents the mean localisation error by angle for each decodeildur fitsguency
noise source with the front-back reversal correction applied. As expected, retthaviegersals
has resulted in lower mean localisation errors at the front and the rear syfsteen for some
decoders (please note a smaller y-axis scale was used in this figure when comparesl @eligur

because of the lower mean errors).



Interestingly, two of the first order decoders (Decoder 1 and 2) had ideal velecityr
responses but neither outperformed the fourth order decoders which did naddeveslocity
vector responses at the sides and rear of the system (this was also trueiginthledatta for this
sound source test). This implies that other perceptual factors are importanpnetaaing 5-
speaker decoders with good low frequency performance. One factor that maycmfluen
performance is that first order decoders play sound out of all loudspeakersasaousily at a
greater levkthan the higher order Ambisonic decoders, possibly leading to biases in the listener’s

response.

When comparing all of the decoders in figure 6-18 it is clear that Decodesingidsd fourth
order) is the closest match to the real source data. This decoder performed consistently well, even
through the area of the system where human localisation ability is at its poorest (rear-side).

As desired, the MAA optimised decoder had the best frontal performance. Betweend@” and
listeners found phantom sound sources produced by this decoder the easiest to lodaitee No
performance to the sides for this decoder is also reduced when compared to thedfiaatr an
suggesting that the MAA optimisation component introduced into the designadsawecessful

in this frequency region.

Decoder 3 produced the highest mean localisation error by far at the siddisibtier (note that
the error builds to a peak at the angle of 90 degrees). This suggests thas lfetamiphantom

sound sources very difficult to perceive in this area of the system.

A repeated-measure ANOVA revealed that there were significant diflssem terms of
localisation performance between the decoders when examining the low frequendgstaisa

with the reversal correctiork(5.44, 865.21) =27.55, p < 0.017,7[,2 = .148 (the full ANOVA

results are provided in table 8 of Appendix C). Overall Decoder 4 ésthrfdurth order)
performed significantly better than Decoders 2, 3, 6 and 8 (illustrated in fidi8)e 6-
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Figure 6-18: Mean localisation error by angle for each decoder taking into account the sesponse
from all subjects in the low frequency noise test (blue line). The equivalent data fraalthe r
source localisation test is included for comparison (red line). The data presented guthis fi

includes the front-back reversal correction.
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Decoder:| 1 2 3 4 5 6 7 8
Standard deviation | 4.35| 6.19| 13.30| 4.57| 4.48| 8.08| 5.50 | 6.86
Mean difference from real source| 6.40| 7.88| 18.18| 3.48| 6.47| 7.08| 6.15| 7.06

Table 6.4 Standard deviation of the mean localisation error by angle and the mean difference
from the equivalent real source data for the low frequency noise test (with reversetiao)r
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Figure 6-19: Overall mean error with 95% confidence intervals for each decoder from the low

frequency noise test (with the front-back reversal correction).

The standard deviation values presented in tablaatmeasure of even performasbew that
the localisation error for Decoder 1 (first order frequency independenth&andst consistent
around the sound stage. Relatively low standard deviation values for Decoderdar@tfourth

order) and Decoder 5 (even performance optimised decoder) were also achieved for this source.

Both sets of results (with and without the reversal correction) confirndealbders were
significantly better than the anchor (Decoder 3) when examining the lowefregmoise source

data.
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6.5.3.4Mid/high frequency noise

Figure 6-20 presents the mean localisation error by angle for each decoder fodAmghmi
frequency noise source test. The data presented in this figure is the at&ggmabllected from
the subjects (i.e. without the reversal correction).

The error trend of Decoder 4 (standard fourth order) has the strongesatammrwith the data
from the real source localisation test. However, this decoder has a highest mean localisation error

at 0 degrees and 180 degrees because of front-back reversals.

Decoders 6, 7 and 8 have comparable mean localisation error responses though the mean
localisation error for Decoder 6 is slightly lower than the other desa@teund the front of the
system (between 30 and 60 degrees) and more consistent around the front-side. dimprove
performance at the front was a desired performance characteristic for De¢btek 6ptimised

decoder).

Decoder 5 (even error optimised) appears to produce relatively good performanceicthe d
side. However, performance appears is reduced at the front and the rear. As mentioned
previously, even performance by angle is difficult to assess with front-baelsaév in the data.

Note the high standard deviation of the error for all decoders in table 6.5.
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Figure 6-20 Mean localisation error by angle for each decoder taking into account the responses
from all subjects in the mid/high frequency noise test (blue line). The equivalent data from the
real source localisation test is included for comparison (red line). This is the originaltiata w

the front-back reversal correction.
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Decoder: | 1 2 3 4 5 6 7 8
Standard deviation | 13.17| 21.69| 22.96| 24.25| 25.57| 15.66| 20.75| 17.13
Difference from real source| 19.50| 26.59| 43.95| 18.84| 24.82| 14.89| 18.80| 15.63

Table 6.5 Standard deviation of the mean localisation error by angle and the mean difference

from the equivalent real source data for the mid/high frequency noise test (original data)
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Figure 6-21 Overall mean error with 95% confidence intervals for each decoder from the
mid/high frequency noise test (original data).

A 1-way repeated-measure ANOVA test flagged a significant difference ebptvihe
performance of the decodeise. F(6.18, 983.27) =11.24, p < 0.0%,° = .06 (table 9 of
Appendix C displays the full ANOVA data). Overall, Decoder 6 (fourth order M¥sfimised
decoder) has the lowest overall mean error in figure 6-21. However, the pusglapnfidence
intervals prevent this decoder from being significantly better when analysirata in this way.

What is shown in this figure though is that all decoders are significantly better than Decoder 3.

Figure 6-22 presents the mean localisation error by angle for the mid/high noigk \stth the
front-back reversal correction applied. When comparing this figure with fig@fethe impact
of the front-back reversals in the data becomes clear. Front-back reversals arapantisiille
in each subplot. Generally, for this sound source there were a greater nurfrbat-twFback
confusions than there were backfront confusions (note the high mean localisation errors at the
front of the system).

17&



Decoder 1

50
40
30
9 g B
20 ey Y
: o - S f
B, [ gt ..
10 o o el
B o o9 ° o o %o
0 50 100 150
Decoder 3
50
a
40 £
A oBg
30 d i
1 H
By F Y
20+ F— B
10 gt g By
(7] .-'B | oo S © ?
[0} o OO o o ©
o o
> 0 50 100 150
o
c Decoder 5
<]
= 50
(]
s
s 40
=
30
.I':J
20 B
. 2} o v Bd
SRS = 85
10 B o] ORI, - B
:.P%g.m’ S - 5
o
0 50 100 150
Decoder 7
50
40
30
20 a WE @ E.ﬂ.. .F."m
LT Y. i
10"}’{]&1 R e =
L o o
o>
0 50 100 150

Figure 6-22 Mean localisation error by angle for each decoder taking into account the responses
from all subjects in the mid/high frequency noise test (blue line). The equivalent data from the

real source localisation test is included for comparison (red line). The data presented in this
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figure has the front-back reversal correction applied.
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Decoder:| 1 2 3 4 5 6 7 8

Standard deviation| 6.80 | 6.43 | 12.27| 5.24| 6.02| 6.88| 5.75| 7.60
Difference from real source| 10.18| 10.74| 17.14| 5.89| 7.63| 7.18| 7.65| 9.29

Table 6.6 Standard deviation of the mean localisation error by angle and the difference from the
equivalent real source data for the low frequency noise test (with the reversal correction)
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Figure 6-23: Overall mean error with 95% confidence intervals for each decoder from the

mid/high frequency noise test (with the front-back reversal correction).

The first order decoders (Decoder 1, 2 and 3) have a higher mean error localisatiby angle
than the fourth order decoders (as predicted by the energy vector). These decoderseadso
higher overall mean error (see figure 6-2®ecoder 4 (standard fourth order) and Decoder 6
(MAA optimised) have the strongest correlation with the real source ddéase decoders were

ranked first and second respectively when considering their overall mean erro}.values

A repeated-measure 1-way ANOVA test was undertaken to determine thecaigrefiof the

results in this particular test case (see table 10 for the full ANGMBuUL). The results show that
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there was a significant difference between the performance of the deiceldr$6.12, 973.51)
=11.24, p < 0.01y,” = .088. Figure 6-23 shows the mean overall localisation error for Decoder
4 is significantly lower than Decoders 1, 2, 3 and 8. The mean overall localisatorfoer
Decoder 6 is significantly lower than Decoder 2 and Decoder 3. All other decader
significantly better than the anchor (Decoder 3).

This time the standard deviation values (see table 6.6) show that Decoder 4 hadsthe m
consistent mean error by angle. Decoder 5 (even error optimised) gave the maderonsi
performance between 0 degrees and 90 degrees as predicted.

6.5.3.5Male speech

Figure 6-24presents the mean localisation error by angle for each decoder for the male speech
source. All data presented in this figure is the original data collected from thetsubjihe test.

The equivalent data from the real source test is included for comparison. Naievéneriean

errors in general for this source especially at the front and rear bexfatheelower number of
front-back reversals than the previous two tests.

This figure shows quite clearly that the localisation performance of Dedo@andard fourth
order decoder) was consistently good around the listener. The low standard deviat®on val
presented in table 6.7 highlights this. This decoder was the closest matchetal $@urce data
and was able to maintain good performance when positioning sound sources tosttangitte

the rear of the listener.

Decoder 5 (even error optimised decoder) also gave consistently good localisatiomanecé
(even through the problematic localisation area between 120° and 170° where ity actual
performed better than Decoder 4 on average). This is an interesting resulhgivistdecoder
did not perform as well as the other fourth order decoders in terms of velecity magnitude
or energy vector magnitude. This decoder did, however, perform well for ther \sgyle

objectives and out of all decoders gave the closest match for the angle match oligghive)(
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Figure 6-24: Mean localisation error by angle for each decoder taking into account the responses

from all subjects in the male speech test (blue line). The equivalent data from thenasal sou

localisation test is included for comparison (red line). This is the origirehdtitout the front-

back reversal correction.
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Decoder: | 1 2 3 4 5 6 7 8
Standard deviation | 7.49| 12.37| 14.60| 5.36 | 5.77| 11.77| 6.84 | 7.16
Difference from real source| 9.37 | 15.93| 24.95| 7.19| 7.47| 13.30| 10.49| 10.79

Table 6.7: Standard deviation of the mean error by angle and the mean difference from the

equivalent real source data for the male speech test (original data).

60

al
o

IS
o

w
o

Overall mean error in degrees

N
o

10

0 1 2 3 4 5 6 7 8 9
Decoder

Figure 6-25: Overall mean error with 95% confidence intervals for each decoder from the male

speech test (original data).

The even error optimised decoder also gives even performance aroundether lét desired.
This is highlighted by the relatively low standard deviation values in table 6we ignore the
blip at 70 degrees and draw an imaginary line through the data we see very even performance.

Decoder 6 (MAA optimised decoder) also had a trend that matched its predicted iooalisat

performance (i.e. good at the front at the cost of performance to the sides).

18C



A repeated-measure 1-way ANOVA test was undertaken to investigategtfiicance of the
results for this test case (see table 11 of Appendix B for full ANGWiout). The results
confirmed that there was a significant difference between the performatioe décodersi.e.

F(5.10, 810.74) =13.75, p < 0.04,” = .080. Figure 6-25 illustrates this by plotting the overall
means with 95% confidence intervals. The figure shows that Decoder 4 and Decoder Sywere ver
closely matched giving the lowest overall mean errors and that both decodersgwidicastly

better than Decoders 2, 3, and 6.

Figure 6-26 presents the mean localisation error by angle for each decddénenftont-back
reversal correction applied (please note the change in scale from previous medigLeesy.

The equivalent data from the real source test is included for comparison.

Decoder 5 (even error optimised) gave the most consistent mean error around the(tistener
the low standard deviation value in table 6.8). The blip at 70 degrees noted previously was due to

a front-back reversal.

The remaining localisation error trends presented in figure 6-26 are quite simithose
presented in figure 6-24 but with lower mean errors at the front and rear bectheseeshoval

of the front-back confusions.

A repeated-measure 1-way ANOVA test was run to determine any sighifittierences
between the performances of the decoders in this test case (see table 12 ofxApdendull
ANOVA output). The results show that there was a significant differ€{6e68, 903.046)
=25.79, p < 0.017,° = .14Q The overall mean errors and confidence intervals in figure 6-27
confirm that Decoder 4 (standard fourth order) and Decoder 7 (fourth orderdning)i were
significantly better than the Decoder 3 and 8. Decoders 5 and 1 were closelydnatobst

equalling Decoders 4 and 7. All decoders were significantly better than the anchor (Decoder 3).
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Figure 6-26 Mean localisation error by angle for each decoder taking into account the responses
from all subjects in the male speech test (blue line). The equivalent data from twureal
localisation test is included for comparison (red line). The data presented iguhésHas the

front-back reversal correction applied.
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Decoder: | 1 2 3 4 5 6 7 8
Standard deviation | 5.04| 6.06 | 11.81| 5.29| 3.60| 8.92 | 6.00| 6.90
Difference from real source| 6.52 | 8.77 | 18.67| 7.06 | 6.98 | 10.02| 6.85| 9.92

Table 6.8: Standard deviation of the mean error by angle and the mean difference from the
equivalent real source data for the male speech test (with the reversal cgrrection
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Figure 6-27: Overall mean error with 95% confidence intervals for each decoder from the male

speech test (with the front-back reversal correction).

6.5.3.60verall decoder performance

In order get an idea of the best performing decoder across all tests an oearallogalisation
error was derivetl Figure 6-28 shows the overall mean localisation error with 95% confidence
intervals for each decoder taking into account the three tests. The plot showsitia daig

and the data with the front-back reversal correction.

* We acknowledge that combining the data across tests when the sowredisaieemed a significant
factor is not a valid approach statistically.
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Figure 6-28 suggests that Decoder 4 (standard fourth order decoder) performed. tA&'Heast
examining the original data without the reversal correction this decoder gaween dverall
mean error than all other decoders. The only significant differencenis trperformance was
for the anchor (Decoder 3) which was the worse overall as expected. When examigiata the
with the reversal correction applied Decoder 4 performed significantly bletterDecoders 1, 2,
3, 6 and 8. In the majority of the test cases this decoder gave excellegitifraging and was
able to give the closest match to the results obtained in the real source localisation test.
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Figure 6-28: Overall mean localisation error with 95% confidence intervals for eactedecod
taking into account the data from the three sound source tests (original and reversaidgorrect

6.5.4Discussion

Taken as a whole, test subjects found the noise bursts the most diffimdalise and the male
speech the easiest (correlating with the real source localisation test).wdasishown by the
mean error values and respective high and low standard deviation for these sdlites.
questioned after the test, individuals reportieél noise bursts as sometimes being “elevated”

above the horizontal plane when panned to the side. The mid/high frequency noise ssurce w

also reported as occasionally sounding “more distant” at the rear-side. It was not clear if these
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particular events were as a result of source interaction with theaowiether it was due to the

decoders.

Subjects commented that the male speech source was the easiest to localise hegaauseri
“focused” and “longer in duration”. We acknowledge that small involuntary head movements
may have helped listeners when localising this particular source as thetioastof head
movements was not strictly enforced during the test.

When considering the results from all three sound sources it was the standardofdearth
decoder (Decoder 4) that performed the best overall. This decoder perforaieelyewell in
all cases presented either exceeding or approximately equaling the perfowhaheeother
decoders. The only exception to this was for mid/high frequency noise test (with reversals).

For all sound sources improved localisation was predicted and observed for Decoder 6 (MAA
optimised) at the front of the 5-speaker system at the cost of performance to the sides. This meets

the desired performance characteristics.

Mixed results were obtained with respect to the even error optimised débPededer 5). For

the male speech stimuli very consistent localisation performance around the listener was observed
(ignoring the noted anomaly at 70 degrees in the original data plot). ldower the noise

bursts this was not always the case because of the high standard deviatiofisatitwcarror

across the subjects. Further listening tests with easier to localise sound sources mighbrevea

information with respect to even performance.

Although the results presented for this test are encouraging, they are not elynquletiusive.
The first order decoders (excluding Decoder 3) both gave an ideal velodity vesponse but

this was not reflected in the results for the low frequency noise test. Thiptpritra question as
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to whether other perceptual factors can influence a listener’s judgment. Could the high level of

loudspeaker crosstalk for the first order decoders be a problem for a centrally seated listener?

Importantly, the decoders selected for this test were produced using speci6t isgtertance
weightings. They might not necessarily represent the best decoders theuidoproduce for

each specific scenario. As highlighted earlier, the advantage of using the design theol
decoder designer could experiment with the tool adjusting importance weightings diuhiagd
different decoders. For example, if after auditioning one decoder a specific problem was
identified, the desiginr could adjust the decoder tool’s criteria and importance of different
objectives to attempt to reduce these perceived weaknesses.
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6.6 Test 3 - Decoded sound source localisation from off-centre listening positions

6.6.1Decoders under assessment

The following table details the five frequency independent decoders evaluated irtthis tes

Decoder | Order Comments

Decoder 1 from the previous listening test (the only first ordevdig
evaluated). It was expected to give the worst performance o
because of the large secondary lobes of the virtual microphone
figure 5.1). Not optimised for off-centre performance.

1 First

Decoder 4 from the previous test. This decoder was selected
2 Fourth | represents a good fourth order decoder optimised for the c¢
listening point. Not optimised for off-centre performance.

Derived by the design tool with the off-centre optimisation compo

3 Fourth switched on (see section 5.8).

This decoder was derived by Wiggins and was included
4 Fourth | comparison (appendix B shows the performance plot for this decq
Not optimised for better off-centre performance.

Derived by Poletti using different off-centre optimisation critg

S Fourth (Poletti 2007) (see appendix B for more information).

Table 6.9: Information about the decoder used in the off-centre listening test.

The ideal outcome would be for the off-centre optimised decoder to reduce loudspeakadbias
to produce localisation performance equaling or exceeding the performance of thimutiher

order off-centre optimised decoder designed by Poletti at all listening positions.

6.6.2Test procedure

In this test subjects were required to localise panned sources from 9 diffste@ming positions
(figure 6-29 shows the arrangement of loudspeakers and the listening positions). The X and Y

offset from each of the listening positions was 70cm giving listeners adequate room when seated.
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Figure 6-29 Listening positions (P1 to P9) which were evaluated in the off-centre test.

During the test sound was only presented to the listeners on the right sile sfstem.
However, source angles were marked every 10 degrees on both sides of the system ¢o allow f
the possibility of sound being perceived as coming from the left side of shenswhen in
positions P3, P4 and P5 (i.e. loudspeaker bias). Perceived angles on the left oethengyst

marked as negative angles.

The reader is reminded that the localisation error from the left side listening posmsi( P5)
will be different to the right side listening positions (P7, P8, P9) when testirogne side of the
listener. As will the localisation error from the front and rear lisigmiositions (P2 and P6)n |

each position a listener has a different perspective of a reproduced sound source image.

When designing this test it was clear that asking subjects to evaluatent@samber of source
angles as in the central listener test would not be feasible. For exawpluating 10 angles, for

5 decoders, for each listening position, and for each sound source would regtedeof 1350
18¢



evaluations! In the light of this, the number of angles assessed was reduced to 7 random angles
for each decoder (i.e. 35 evaluations for each listening position). Aftertea inal, it was
decided that subjects could manage to evaluate one sound source at 6 positions during one test

sitting without risking tiredness (i.e. 210 evaluations).

The tests were conducted in groups of six and groups of three. In groupstbésientre line

and right side positions were simultaneously evaluated by each of the subjects (i.e. P1, P2, P7, P8
and P9). In the groups of three, the subjects simultaneously evaluated the left siolesp@s3

P4 and P5). The former test took approximately 30 minutes to complete, wherdatiahgest

took approximately 15 minutes to complete. Subjects recorded their responses on paper. The test
was “double-blind” in that the presentation of the decoders and sound sources were randomised to

the test subjects and test instructor.

6.6.3Results

The results will be presented without the front-back reversal corréctorhe raw experimental
data). This is because in off-centre positions the distinction between a fromebardal and a
loudspeaker nearfield bias is difficult to determine. As a consequence, the errc@mie

decoders will be greater at the front and rear of the system when evdiaatethe centre

listening position (P1) than in the previous test.

6.6.3.1Preliminary analysis

The results were analysed using a multi-way repeated-measures ANOVA withitheariables
being decoder, sound source and listening position (table 13 of Appendix C privdiesl t
ANOVA output). In summary, the effect of the sound source was deemedcsighifi.e.F(2,

166) =4.32, p = 0.0157;,° = .049. Examination of the mean values confirmed the male speech
source to be significantly different from the two noise sourCEss result was expected given

the outcome from the previous two tests.

Overall the difference in performance between the decoders was deemedsiggtiigant (i.e.
F(4, 332) =35.827, p < 0.01y,” = .302. This was also the case for listening positions Fi(é,
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332) =35.827, p < 0.01y,° = .302. Thesefindings will be subject of further analysis in the

following sections.

When examining the interaction between the variables under test there are a number of interesting
features. Firstly, the interaction between sound source and decoder is not deemedrgi@refi
F(6.50, 539.60) =.775, p < 0.599;,° = .009 — aresult which contrasts with the previous test
for centrally seated listeners. This could be attributed to the faarthibe whole performance is
not as good for decoders in off-centre positions (i.e. the influence a sound sasiroa k
decoders performance is less clearly defined when in an off-centre listeningmosifihis
hypothesis is further supported by the fact that the interaction betweeariables (i.e. sound
source, decoder and listening positi@ot significant (i.eF(15.19, 1260.39) =.775, p < 0.909,
7> = .01). The other interesting feature is the fact that the interaction betweededeand
listening position is highly significant which implies that some decoperform significantly
better for some positions than for others (-€8.46, 702.02) =7.25, p < 0.013,° = .01). This

will also be examined in more detail in the following sections.

6.6.3.2Low frequency noise

Table 6.10 presents the mean localisation error by angle for each decoder for ttez|lmmcy
noise source (listening positions 1 to 5). Table 6.11 presents the corresponding lsemiiog

positions 6 to 9. The standard deviation of the mean error by angle is also prés¢émeeend
column of each table as a measure of the spread of the mean localisatiby angle. To guide
the reader better performance is indicated by the lighter shaded cells.

In general, the first order decoder had the highest mean error by angle (as®xp€bis is due
to phantom images being drawn towards the nearest loudspeaker when in off-centre positions
because of the significant level of loudspeaker crosstalk for this degmderthe front-left and

left positions in particular in table 6.10).
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In order to illustrate the problem of loudspeaker bias figure 6-30 ploth¢la@ user response

angle versus the actual source angle for each decoder at the left ligtesithgn (P4) and the

right listening position (P8). It is clear from this figure thatbimth positions the mean user
response for the first order decoder is biased towards the nearest loudspeaked. thie
responses are biased towards the left surround loudspeaker (most obvious where assourc
panned to the rear) whereas in P8 the responses are biased towards the right surround loudspeaker

(most obvious when panning sources to the front).

The loudspeaker bias was a problem for all decoders. However, the off-centrisexptiecoder
was able to reduce this problem at all listening positions. Note in figure [@aBGilthough
loudspeaker bias is still apparent for the fourth order off-centre optimised deitesletoser to
the ideal response line in both positions particularly around the front of the system.

A 2-way repeated-measures ANOVA (decoder and listening position) revealedfénende
between the performance of the decoders to be highly signifieéht,322) =10.82, p < 0.01,

7> = .115(see table 14 in Appendix C)This was also the case for listening positi(2.88,
239.18) =56.01, p < 0.01;7p2 = .403. In order to illustrate this figure 6-31 shows the overall
mean error and 95% confidence intervals for all decoders at all listening positibissfiglire

shows that the fourth order off-centre optimised decoder has the lowest mean error in the majority
of listening positions (P1, P2, P3, P4, P5, P6, and P8). The decoder optimised by Poledti has t
lowest overall mean error in the back-right position (P7) while the standatt twder decoder

has the lowest overall mean error in the front-right position (H®e overall mean errors and
95% confidence intervals show that performance of the off-centre optimised decoder was
significantly better than the first order decoder in listening positions $2P% P6 and P8 and
significantly better than the standard fourth order decoder and the fourth dbgddggins at

the back listening position (P6A further interesting aspect that is clarified by figure 6-31 is the
significant interaction between decoder and position as flagged by the ANQUwe decoders
clearly perform better at some position than othérbe extreme case being for the first order

decoder between the centre and front-left listening positions.
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Mean error by angle - low frequency noise

Position Decoder 0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 o
First order 60.00 3167 2857 000 5000 3000 4000 10.00 1833 10.00 10.00 17.14 2400 86.67 2500 4857 103.33 9500 120.00]  35.07

Standard fourth order 60.00 667 857 000 2800 1000 33.33 13.33 2167 1000 1500 1857 1200 90.00 30.00 9143 80.00 90.00 116.67)  36.66

Centre |Fourth order off-centre 60.00 3000 429 000 3600 1250 667 1500 2333 3000 500 12.86 3000 30.00 50.00 46.25 66.67 90.00 132.50)  33.33
Fourth order Wiggins 6.67 500 3143 1500 30.00 1250 36.67 2833 1667 30.00 1000 1571 30.00 7000 4500 8375 110.00 8500 116.67|  34.88

Fourth order Poletti 60.00 5500 22.86  0.00 4400 60.00 30.00 11.67 10.00 000 20.00 1857 28.00 3333 40.00 43.75 23.33 170.00 87.50] 38561

First order 1000 50.00 2143 8500 2200 20.00 2333 3500 1500 70.00 4500 5286 8750 60.00 130.00 11625 9833 90.00 97.50|  37.06

Standard fourth order 667 833 1000 500 600 1250 1667 3667 33.33 40.00 4000 228 60.00 4000 6500 10429 66.67 90.00 8500 3112

Front Fourth order off-centre 000 667 1429 500 1200 1500 2333 3667 2667 40.00 20.00 3571 3800 3667 57.50 4875 5667 90.00 4500 22.20
Fourth order Wiggins 1000 1167 2571 1500 1200 20.00 2667 3167 23.33 60.00 1500 6333 5600 30.00 5250 101.43 4667 10.00 110.00]  29.68

Fourth order Poletti 60.00 667 128 500 1000 750 23.33 30.00 3167 20.00 3500 3857 30.00 20.00 20.00 63.75 60.00 10.00 10.00]  18.64

First order 40.00 5000 10500 66.00 8500 40.00 60.00 2600 56.67 88.00 100.00 112.50 140.00 11000 115.00 130.00 152.00 70.00 112.50|  36.42

Standard fourth order 3400 3000 4000 68.00 26.67 3400 5000 23.33 23.33 60.00 2400 80.00 150.00 150.00 100.00 106.67 118.33 100.00 84.00 42.48
Front-left |Fourth order off-centre 2200 2600 6500 40.00 6000 1200 3500 30.00 1667 21.67 26.00 4500 4000 96.67 40.00 6500 10167 57.50 100.00|  27.96
Fourth order Wiggins 56.00 3600 7750 4200 20.00 2800 50.00 36.67 36.67 30.00 37.50 6250 10.00 12333 9750 10833 141.67 75.00 96.00 37.16

Fourth order Poletti 4500 1800 50.00 30.00 70.00 12.50 2250 35.00 30.00 38.00 3200 5250 20.00 96.67 30.00 66.67 100.00 42.50 67.50 25.05

First order 9200 8200 7500 74.00 73.33 8800 4075 4833 1000 7167 3200 5500 2000 3667 117.50 120.00 83.33 77.50 102.50|  30.92

Standard fourth order 88.00 5800 4750 76.00 30.00 5200 4250 3500 26.67 4500 6.00 4667 130.00 93.33 11500 11333 92.00 95.00 72.00 34.15

Left Fourth order off-centre 56.00 5250 6250 54.00 2333 4400 50.00 3500 16.67 2667 3800 1500 20.00 56.67 57.50 6833 106.67 92.50 84.00 25.51
Fourth order Wiggins 9400 60.00 6000 5800 50.00 4800 8500 43.33 26.67 3667 14.00 2500 20.00 83.33 9500 10167 11833 97.50 82.00 31.20

Fourth order Poletti 94.00 4800 5250 5250 56.67 4000 2333 3167 20.00 63.33 800 3333 1000 2000 2250 11500 82.00 90.00 _67.50 30.42

First order 80.00 112.00 8750 12500 9500 11600 80.00 56.67 43.33 48.00 14.00 3500 10.00 80.00 107.50 10500 7500 85.00 86.00 33.30

Standard fourth order 112.00 66.00 10250 50.00 4500 67.50 4500 31.67 40.00 50.00 16.00 20.00 130.00 12000 100.00 95.00 76.67 80.00 70.00 33.70
Back-left |[Fourth order off-centre 9400 60.00 9500 6600 60.00 3000 1750 2500 33.33 1500 14.00 1250 000 50.00 30.00 41.67 9500 97.50 70.00 31.85
Fourth order Wiggins 140.00 90.00 80.00 46.67 46.67 5600 7000 48.33 36.67 1667 1800 10.00 000 8667 9500 90.00 9167 85.00 88.00 36.27

Fourth order Poletti 116.00 32.00 130.00 74.00 86.67 4400 1250 4500 43.33 5833 28.00 4500 10.00 1667 3250 46.67 93.33  90.00 _64.00 34.21

Table 6.10: Mean error by angle for the low frequency noise source - positions 1 to 5
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Mean error by angle - low frequency noise

Position Decoder 0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 o
First order 6.67 6600 9833 140.00 10600 130.00 56.67 46.67 3167 20.00 6500 2429 42.00 2333 9500 6875 10000 90.00 80.00f 3825

Standard fourth order 60.00 833 6571 60.00 9200 8500 73.33 40.00 3833 2000 2500 1286 5600 26.67 70.00 8625 100.00 10.00 11500  32.50

Back Fourth order off-centre 63.33 500 2857 500 6800 27.50 56.67 3833 2833 2000 10.00 571 1600 10.00 2500 3875 6667 1500 80.00]  24.01
Fourth order Wiggins 63.33 6667 5429 80.00 8200 5500 5333 3833 2833 2000 1500 2.8 3400 30.00 4500 102.50 101.67 95.00 120.00]  32.85

Fourth order Poletti 12000 3333 4571 500 6600 4500 46.67 43.33 3500 2000 1500 571 1800 3000 3250 3875 7167 9500 12250  34.38

First order 63.33 12200 107.14 110.00 70.00 5250 40.00 36.67 21.67 2000 10.00 7.14 1800 2333 3000 40.00 50.00 60.00 72.50]  34.07

Standard fourth order 333 3167 828 12000 7600 57.50 43.33 3833 2833 2000 1000 571 10.00 2667 30.00 40.00 50.00 60.00 97.50 32.14
Back-right Fourth order off-centre 1000 3500 72.86 6500 97.50 6250 3667 30.00 2833 1000 10.00 571 1400 2000 3250 4250 50.00 6500 8500 27.43
Fourth order Wiggins 2000 5667 72.86 12500 66.00 50.00 40.00 3833 3167 30.00 10.00 571 1000 2333 3250 4500 5500 6000 75.00]  28.59

Fourth order Poletti 1333 10.00 6857 6500 32.00 5500 4333 3500 2500 3000 500 714 1400 2333 30.00 4375 5167 70.00 7500 2252

First order 50.00 7333 10000 6500 40.00 4250 3333 2667 2167 1000 500 1143 2600 2667 5250 5875 6833 7500 8500 27.11

Standard fourth order 333 3833 428 6000 4400 3500 2333 1500 2167 10.00 1500 1429 30.00 2333 3750 5250 51.67 7500 7250  20.69

Right Fourth order off-centre 1333 3833 228 1000 2600 30.00 30.00 20.00 2000 000 1500 1429 28.00 2667 37.50 50.00 66.67 60.00 82.50|  20.86
Fourth order Wiggins 1333 5500 5857 60.00 70.00 47.50 2333 1667 21.67 10.00 20.00 857 2600 2333 5250 50.00 6167 70.00 87.50|  24.07

Fourth order Poletti 2000 3333 7571 10.00 3000 17.50 3333 3167 2833 1000 20.00 11.43 2600 20.00 4000 4625 6333 7500 8500  23.16

First order 36.67 2667 4429 10.00 3200 17.50 46.67 4500 5500 50.00 5500 6429 4600 80.00 6750 6250 90.00 9500 70.00] 22.76

Standard fourth order 9333 60.00 2286 000 1000 20.00 33.33 4333 5333 50.00 60.00 2571 12.00 3333 5250 5125 6500 7500 7500 2501
Front-right Fourth order off-centre 333 3800 6833 000 1000 20.00 30.00 41.67 60.00 40.00 20.00 3429 3400 5333 3667 5429 6600 11500 5333] 2675
Fourth order Wiggins 7667 4400 2667 000 1000 2000 3000 43.33 5333 50.00 50.00 3429 1400 7333 5667 6571 68.00 10500 40.00)  25.99

Fourth order Poletti 6.67 9200 6833 500 1000 20.00 3333 4000 5833 40.00 500 4571 32.00 60.00 60.00 6429 82.00 13000 53.33| 32,62

Table 6.11: Mean error by angle for the low frequency noise source - position 6 to 9
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Figure 6-30 Mean response angle versus the actual source angle for each decoder in the low
frequency noise test (listening positions 4 and 8). Loudspeakers are shown as red squares.

Dashed line is the ideal response. Note the loudspeaker bias effect, particularly in position 4.
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Low frequency noise
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Figure 6-31: Overall mean errors with 95% confidence intervals for each decoder at eaol lisition for the low frequency noise source.
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6.6.3.3Mid/high frequency noise

Table 6.12 and table 6.13 present the mean localisation error by angle for each dedbder for
mid/high frequency noise source. The standard deviation (presented in the end colunfn of eac
table) describes the spread of the error for each decoder at each position. Tiheyuedaler

better performance is indicated by the lighter shaded cells.

In almost all off-centre listening positions the loudspeaker nearfield biad efées a problem.
However, selected results presented in figure 6-32 demonstrate that the offeqgimrised
decoder and the decoder developed by Poletti were able to reduce this effect when corttpared wi
the other decoders under test. For the front listening position (P2) when a source is@émed t
rear the mean subject response is much closer to the ideal response aigyls.al$h the case

for the rear position (P6) when source is panned to the front (particularly for Poletti’s decoder).

Examination of the mean error values by angle reveals that the fourth firdentoe optimised
decoder and the fourth order decoder by Poletti generally gave better performamegebthan
the other decoders. The biggest difference at all listening positions appears to be when presenting

sound sources in the front of the listener and the side of the listener.

A 2-way repeated-measures ANOVA test was undertaken to determine the Isigglifatance
for decoder and listening position (see table 15 for the full results). TheVAN{agged a
significant difference in terms for decoder performaR¢é, 322) =12.12, p < 0.01p,° = .127
and positionF(2.585, 214.58) =60.04, p < 0.013,° = .42Q Figure 6-33 displays the overall
mean error for each decoder at each listening position. The data shows thétcietre
optimised decoder performed significantly better than first order decodks, &3, P4, P5, P6
and P9. In addition, the off-centre optimised decoder performed significantly thettethe

standard fourth order decoder and the decoder optimised by Wiggins at P3, P4, P5, and P6.

All fourth order decoders were significantly better than the first ordevddecat P2, P3, P4, and

P9 and the Poletti decoder was significantly better than the standard fourth order decoder in P4.
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Mean error by angle - mid/high frequency noise

Position Decoder 0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 o
First order 000 1250 20.00 4800 10.00 30.00 50.00 37.50 2875 20.00 3500 33.33 6200 110.00 7250 70.00 47.50 1000 110.00] 3127

Standard fourth order 000 3000 833 800 1333 2000 1750 20.00 1875 28.00 21.67 23.33 2833 107.50 9250 70.00 87.50 10.00 160.00  42.72

Centre |Fourthorder off-centre 000 4500 333 200 1333 2333 1500 1250 27.50 1800 20.00 1167 2667 3500 2500 4250 47.50 2000 12333 27.10
Fourth order Wiggins 000 500 11.67 12.00 10.00 20.00 2250 15.00 2625 22.00 2500 20.00 1500 70.00 10000 30.00 47.50 1000 11167 30.97

Fourth order Poletti 000 8500 167 2.00 10.00 20.00 2250 37.50 23.75 1800 20.00 1500 20.00 37.50 30.00 4500 40.00 10.00 140.00|  33.01

First order 1000 1000 1500 1800 20.00 4333 2750 3500 4500 48.00 64.00 113.33 11750 12500 160.00 137.50 11500 10.00 122.00( 5164

Standard fourth order 000 1000 1833 6.00 1333 2000 2750 37.50 46.25 4400 36.67 40.00 4600 9250 9250 2750 6500 10.00 84.00 28.42

Front Fourth order off-centre 000 1000 1833 250 333 2000 30.00 4250 4250 3600 2167 3500 3333 37.50 2250 2750 50.00 10.00 58.00 16.51
Fourth order Wiggins 000 500 13.33 800 1000 20.00 2250 4250 4250 5400 4333 5400 4333 80.00 87.50 8250 60.00 170.00 72.00 |  40.41

Fourth order Poletti 000 1250 36.67 400 667 2333 3250 4500 4250 42.00 44.00 3500 3167 6500 40.00 60.00 7250 1000 118.00[ 2813

First order 30.00 40.00 66.67 70.00 96.00 6250 26.67 4800 85.00 110.00 11800 12667 150.00 140.00 140.00 130.00 16250 117.50 136.67] 43.10

Standard fourth order 3857 1500 13.33 1250 1167 1500 23.33 3600 2500 50.00 6800 80.00 9250 110.00 120.00 110.00 135.00 11250 100.00]  43.83
Front-left [Fourthorder off-centre 143 1000 1333 2250 1500 1250 16.67 30.00 1500 4600 34.00 3833 3250 44.00 90.00 11000 96.67 9500 10167|  36.07
Fourth order Wiggins 3286 3833 30.00 1250 1167 1750 1667 36.00 3500 48.00 46.00 4833 100.00 13400 11667 160.00 10000 11500 86.67|  45.69

Fourth order Poletti 429 833 1667 7.50 500 1750 20.00 30.00 4500 58.00 60.00 56.67 42.50 64.00 12667 120.00 93.33 7500 86.67|  38.17

First order 1857 3800 50.00 70.00 86.67 77.50 8333 8400 100.00 60.00 72.00 102.00 11500 116.00 126.67 11500 100.00 87.50 80.00 28.03

Standard fourth order 2857 13.33 1333 250 1000 2250 23.33 3800 80.00 46.00 40.00 108.00 10500 122.00 116.67 100.00 100.00 85.00 84.17 41.62

Left Fourth order off-centre 28 500 333 500 833 1750 40.00 60.00 40.00 32.00 1400 1667 30.00 2400 50.00 4500 106.67 87.50 7167 29.83
Fourth order Wiggins 2286 2333 667 500 667 1750 2667 62.00 2500 40.00 3400 3167 11250 11750 123.33 11000 9500 97.50 79.17 42.47

Fourth order Poletti 286 833 000 000 1000 2500 3333 50.00 50.00 38.00 20.00 2500 32.50 5200 40.00 72.50 83.33 9500 8L67 29.24

First order 42.86 4333 4500 57.50 67.50 92.50 27.50 72.50 40.00 50.00 20.00 7167 77.50 140.00 110.00 100.00 8250 75.00 73.33 29.74

Standard fourth order 6.43 1000 667 47.50 1000 20.00 2500 3800 3500 42.00 1600 72.00 11250 12800 11000 70.00 76.67 80.00 70.00 38.40
Back-left [Fourthorder off-centre 571 833 1667 250 1000 17.50 6833 3800 3000 1500 1200 833 750 1600 3000 2500 57.50 80.00 70.00 24.20
Fourth order Wiggins 1571 2833 667 7.50 1167 10.00 1500 46.00 30.00 1400 1400 4167 70.00 130.00 93.33 100.00 90.00 80.00 7167 38.41

Fourth order Poletti 643 500 667 000 1167 22.50 26.67 68.00 3500 52.00 2800 20.00 1250 40.00 5667 30.00 80.00 77.50 6833 25.95

Table 6.12: Mean error by angle for the mid/high frequency noise source - positions 1 to 5
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Mean error by angle - mid/high frequency noise

Position Decoder 0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 o
First order 1000 8250 21.67 84.00 7333 4500 40.00 2500 2625 18.00 1500 23.33 3333 30.00 6250 9750 37.50 160.00 42.00 37.13

Standard fourth order 000 750 333 400 4667 60.00 4250 3250 3500 2600 10.00 1500 3667 27.50 4000 60.00 2500 170.00 66.00 37.84

Back Fourth order off-centre 000 4500 667 200 4667 3667 40.00 3750 2875 2600 11.67 667 1333 1750 3250 3750 3500 1000 9167 21.66
Fourth order Wiggins 1000 1000 1500 24.00 4333 50.00 4250 3500 30.00 1400 10.00 13.33 2833 2250 3500 7500 50.00 170.00 68.00 37.03

Fourth order Poletti 1000 4250 3.33  0.00 667 1333 2667 1750 2375 1600 1333 667 1000 1250 3500 5750 3500 170.00 40.00 37.55

First order 2250 71.67 4800 7333 5667 3750 3500 27.50 18.00 10.00 333 833 1750 3250 4250 50.00 70.00 70.00 23.15

Standard fourth order 1000 750 16.67 30.00 60.00 60.00 40.00 37.50 2875 1800 10.00 333 667 20.00 3000 4250 50.00 60.00 6833 20.85
Back-right Fourth order off-centre 000 2500 2400 200 2333 5667 3500 40.00 30.00 2000 10.00 167 1000 17.50 30.00 40.00 5250 60.00 71.67 20.69
Fourth order Wiggins 2000 1400 5250 66.67 6333 40.00 37.50 30.00 1600 10.00 167 6.67 20.00 3000 4250 5500 60.00 75.00 2257

Fourth order Poletti 000 1250 26.67 4.00 20.00 40.00 5333 3500 2625 1600 833 167 833  20.00 3250 4000 47.50 60.00 6833 20.23

First order 40.00 27.50 1000 6.00 10.00 20.00 30.00 40.00 46.25 6500 5500 4500 46.67 80.00 5333 1667 70.00 93.33 24.94

Standard fourth order 1000 2000 1000 000 10.00 2333 2750 40.00 4875 5200 4833 1833 2167 57.50 50.00 3250 4500 40.00 73.33 19.60

Right Fourth order off-centre 1000 500 833 200 1000 2000 30.00 40.00 3500 4200 2333 1500 2333 77.50 6250 30.00 6500 40.00 80.00 24.01
Fourth order Wiggins 3000 17.50 10.00 000 1000 23.33 27.50 40.00 4625 5400 5333 24.00 2000 3750 5250 27.50 40.00 30.00 7167 17.99

Fourth order Poletti 000 2750 833 0.00 10.00 20.00 3250 42.50 5250 44.00 21.67 1833 20.00 5500 4500 3250 40.00 50.00 _70.00 19.55

First order 4000 2750 1000 6.00 1000 20.00 30.00 40.00 46.25 6500 55.00 4500 46.67 80.00 5333 1667 70.00 93.33 24.94

Standard fourth order 10.00 2000 1000 000 10.00 2333 2750 40.00 4875 5200 4833 1833 2167 57.50 50.00 3250 4500 40.00 73.33 19.60
Front-right Fourth order off-centre 1000 500 833 200 1000 2000 30.00 40.00 3500 4200 2333 1500 2333 77.50 6250 30.00 6500 40.00 80.00 24.01
Fourth order Wiggins 3000 17.50 10.00 000 1000 23.33 27.50 40.00 4625 5400 5333 2400 2000 3750 5250 27.50 40.00 30.00 7167 17.99

Fourth order Poletti 000 2750 833 0.00 10.00 20.00 3250 4250 52.50 44.00 21.67 1833 2000 5500 4500 3250 40.00 50.00 _70.00 19.55

Table 6.13: Mean error by angle for the mid/high frequency noise source - positions 6 to 9
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Figure 6-32: Mean response angle versus the actual source angle for each decoder in the mid/high
frequency noise test (listening positions 2 and 6). Loudspeakers are shown as red squares.

Dashed line is the ideal response. Note the loudspeaker bias effect in both plots.
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Figure 6-33: Overall mean errors with 95% confidence intervals for each decoder at eaol lxtsition for the mid/high frequency noise

source.
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6.6.3.4Male speech

Table 6.14 and table 15 present the mean localisation error by angle for the male speech test.
The standard deviation of the mean error by angle is presented in the end column ofl@alch tab
order to guide the reader better performance is indicated by the lighter shaded cells.

In this test loudspeaker bias effects were apparent for all decoders innwé-distening
positions. However, selected plots displayed in figure 6-34 demonstrate that -tentoff
optimised decoder and the decoder developed by Poletti were able to considerably reduce thi
problem. For example, note that at the front listening position (P2) sountesrear are much
closer to the ideal response line for both decoders. This is also the casdrfmtthedt listening

position (P3).

A 2-way repeated measures ANOVA revealed that the differences betweenftimaece of

the decoders and also the listening position was highly significanF(4e.322) =14.24, p <

0.01, 7,° = .146andF(2.26, 187.35) =82.98, p < 0.0%,° = .500respectively (see table 16 of
Appendix C for full statistical details). To illustrate this fig@@-€5 shows the Poletti decoder

had the lowest overall mean error for 6 out of 9 positions (P2, P3, P4, P7, P8 and P9) thbereas
fourth order off-centre optimised decoder had the lowest overall mean emar pbsitions (P5

and P6). Please note that the error values for both off-centre optimised decoders would have been
much lower at the centre position if the front-back reversals at 170° weovadn(see table

6.14).

The overall mean errors and 95% confidence intervals in figure 6-35 shows that thd-two of
centre optimised decoders gave significantly better performance than theemtbderd at all left

side listening positions (P3, P4 and P5). The off-centre decoder produced by the desilgo tool
gave significantly better performance than the first order decoder atdhdistening position
(P6). In addition, all fourth order decoders were deemed to be significantly batiethe first

order decoder in all front, left-front and left listening position (P2, P3 and P4).
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Mean error by angle - male speech

Position Decoder 0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 o
First order 0 10 125 125 10 20 20 13333 28 75 5 10 24 32857 13333 17143 10 10 8.18
Standard fourth order 0 6 10 25 66667 125 0 13.333 12 10 125 18333 20 42857 23333 25714 10 83333 1036
Centre [Fourth order off-centre 33333 8 75 2.5 10 20 10 16.667 14 10 5 66667 18 31429 26667 2428 140  31.667 30.99
Fourth order Wiggins 33333 10 125 25 66667 10 10 10 % 15 5 11667 12 41429 26667 11429 25 30 10.52
Fourth order Poletti 0 6 5 0 66667 225 25 20 410 5 10 22 25714 16667 15714 90 31667 20.19
First order 0 40 30 25 2333 25 30 40 S0 475 725 86667 148 14857 180 71429 45  116.67 51.07
Standard fourth order 0 % 30 125 10 20 25 30 40 15 30 40 58 71429 96.667 50 50 58333 24.11
Front Fourth order off-centre 0 % 35 5 10 20 30 26667 24 475 0 13333 20 28571 36667 47.143 35 97 2.32
Fourth order Wiggins 0 12 275 15 16667 20 30 50 46 125 10 15 26 65714 80 64286 40 48333 22.54
Fourth order Poletti 0 % 75 275 10 20 35 43333 22 325 30 11667 32 31429 33333 28571 35 68333 15.21
First order 20 40 8 70 135 125 95 40 30 10 10 75 32 1325 11444 1025 90 80 70 42.84
Standard fourth order 7.5 5 5 83333 10 75 30 20 26667 20 125 125 80 125 110 1025 90 80 70 41.82
Front-left |Fourth order off-centre 25 625 83333 83333 10 7.5 24286 40 30 18 75 0 10 225 36667 375 100 60 70 26.40
Fourth order Wiggins 175 175 13333 91667 10  27.5 35714 40 30 16 5 25 53333 125 110 1025 90 80 70 39.29
Fourth order Poletti 25 5 66667 16667 10 20 2287 10 20 44 125 5 83333 20 24444 60 9% 80 70 28.47
First order 30 0 70 105 150  67.5 28333 40 23333 54 225 15 86667 1125 1125 100 %0 80 71667 37.80
Standard fourth order 25 15 66667 66667 10 125 24286 30 23333 32 20 30 83333 1175 110 105 95 80  73.333 39.18
Left Fourth order off-centre 25 10 11667 16667 15 20 28571 40 30 16 10 10 15 20 34444 325 85 83333 725 24.84
Fourth order Wiggins 30 275 16667 66667 10 175 24286 20 26667 14 15 75 25 90 10667 1025 90 73333 73333 35.19
Fourth order Poletti 0 7.5 16667 13.333 5 175 30 40 50 14 15 0 13333 20 2625 375 90 73333 70 26.42
First order 30 40 50 60 60 725 30 30 46667 70 130 110 14333 1675 15111 170 115 11333 85 47.96
Standard fourth order 25 275 20 19167 10 20 25714 30 46667 38 30 20 88333 125 10889 100 90 8667 75 36.99
Back-left |[Fourth order off-centre 25 10 21667 28333 15 175 30 20 36667 18 10 5 11667 45  27.778 275 65 80  71.667 22.26
Fourth order Wiggins 30 375 56667 23333 10 20 24286 30 53333 68 3625 25 83333 1175 10333 1025 90  86.667 71667 35.70
Fourth order Poletti 0 10 16667 33333 10 20 31429 30 46667 40 175 10 10 2375 23333 20 60 80 73.333 22.83

Table 6.14: Mean error by angle for the male speech seyusitions 1 to 5
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Mean error by angle - male speech

Position Decoder 0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 o

First order 13333 32 775 775 70 35 40 40 18 75 15 30 40 52857 10 72857 155 53333 35.59

Standard fourth order 40 6 125 5 33333 25 40 43333 24 10 10 36667 38 72857 36667 64286 90 35 24.37

Back Fourth order off-centre 53333 6 10 5 6.6667 30 25 40 34 10 10 11667 22 32857 40 4287 75 21667 19.05
Fourth order Wiggins 46.667 8 15 25 46667 325 40  36.667 24 10 25 23333 40 32857 56667 97.143 155 40 36.67

Fourth order Poletti 40 6 25 35 10 125 10 30 26 5 25 83333 24 44286 43333 64286 75 43333 21.75

First order 30 20 10 0 13333 20 30  36.667 56 525 15 38333 6 20 33333 37143 30 60 16.95

Standard fourth order 26.667 16 10 0 10 20 30 43333 58 30 10 33333 20 32857 33333 50 50 60 1851

Back-ri ght Fourth order off-centre 0 8 5 0 10 20 30 40 4 125 5 15 26 28571 33333 55714 60 63333 20.35
Fourth order Wiggins 30 20 10 0 10 20 30 40 60 375 125 83333 24 27143 36667 51429 65  63.333 19.72

Fourth order Poletti 33333 6 10 0 10 20 30 40 40 175 75 83333 16 25714 36667 47143 50 51667 17.22

First order 53333 22 10 525 60 45 35 33.333 14 5 25 13333 26 32857 43333 50 70 73333 21.83

Standard fourth order 16.667 14 10 25 10 5 25 30 16 10 25 13333 24 31429 46667 50 55 75 20.36

Ri g ht Fourth order off-centre 0 0 25 5 13333 7.5 35 33333 20 5 0 13333 26 31429 40 51429 60 70 21.33
Fourth order Wiggins 23333 20 10 125 16667 25 40 30 20 5 0 11667 22 32857 40 48571 65 68333 19.09

Fourth order Poletti 0 10 5 5 10 20 25 23333 2 125 0 10 22 34286 40 52857 65 61667 20.15

First order 23333 18 80 70 63333 475 35  33.333 18 10 0 11667 20 30 43333 50 65 68333 23.88

Standard fourth order 6.6667 10 5 5 30 30 35 36667 20 10 0 10 20 32857 40 51429 65 73333 21.20

Front-rig ht|Fourth order off-centre 33333 6 7.5 0 10 325 35 36667 20 10 0 10 20 31429 40 50 60 71667 21.28
Fourth order Wiggins 16.667 20 10 60 63333 45 40  36.667 20 10 0 10 20 32857 40 51429 60 71667 21.57

Fourth order Poletti 33333 2 25 5 10 10 10 30 18 10 25 10 20 31429 40 50 60 70 21.06

Table 6.15: Mean error by angle for the male speech source - positions 6 to 9
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Mean subject response angle in degrees

Mean subject response angle in degrees
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Figure 6-34 Mean response angle versus the actual source angle for each decoder in the male

speech test (listening positions 2 and 7). Loudspeakers are shown as red squares. Dashed line is

the ideal response. Note the loudspeaker bias effect in both plots.
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Male speech
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Figure 6-35 : Overall mean errors with 95% confidence intervals for each decoder at ednb listsition for the male speech source.
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6.6.3.50verall decoder performance

An overall localisation error was derived for all decoders at eachifigt@osition by averaging

the results from each sound source test (see figure 6-37). The low error valees thgghe
off-centre optimised decoder produced by the design tool had the best locapsafitmmance in

7 out of 9 listening positions (P1, P2, P3, P4, P5, P6, and P8). At the back-right listening position
(P7) the low error value suggests that the decoder by Poletti performed thehseegs at the
front-right listening position (P9) the standard fourth order decoder apfmegerform the best

(note the difference between the standard fourth order decoder and the offegimhised

decoder at P9 is marginal).

The data shows that at the left side listening positions (P3, P4 and P5) the reffeqgimised
decoder and the decoder by Poletti gave significantly better performance than thieotloers.
In addition, the off-centre optimised decoder was significantly better thanatmeoff-centre

optimised decoders in the front and rear listening positions (P2 and P6).

As expected, the first order decoder performed the worst overall in eflifigt positions. The
performance of the standard fourth order decoder and the fourth order decoder bys\Wiagi

comparable in most listening positions.

Finally, an overall mean was produced taking into account all listening positiorasl @&odinds

sources (see figure 6-37). The figure shows that overall the off-centresgatidécoder and the
decoder by Poletti were significantly better than first order decoder, standard fourth order decode
and the fourth order decoder by Wiggins. Throughout this analysis the off-centresegtimi
decoder and the decoder produced by Poletti were very evenly matched and there were never any

significant differences between the two.
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Overall mean at each position

120 : :
I First order
I standard fourth order
[ Off-centre optimised
100 T [IFourth order Wiggins | |
[_IFourth order Poletti

Mean overall error in degrees

Centre Front Front-left Left Back-left Back Back-right Right Front-right
Position

Figure 6-36: Overall mean localisation error at each position (with 95% confidence intedgig)into account the data from all the sound
source tests.



Overall

60

50

H

40

-

30

20

Mean overall error in degrees

10

Fourth order off-centre

-
[}
©
2
(s}
=
£
3
L
°
=
<
°
=
I}
i
2}

First order

0

Figure 6-37: Overall mean error and 95% confidence intervals for each decoder taking into
account all positions for each sound source test.

6.6.4Discussion

The localisation performance of five different Ambisonic decoders was esdluraain off-centre
listening test. It was found that in most off-centre listening positiondspeaker bias was a
problem because of the close proximity of the loudspeakers to the listenenge(iiras of

decoder and stimuli). Listeners in positions P2, P4, P6 and P8 were situated attBBo%otaf
surround sound rig radius, whereas listeners in positions P3, P5, P7 and P9 were situated at 50%
of the total radius.

In worse cases phantom sound sources were perceived by listeners to come front differen
directions and some listeners found it difficult to say exactly where certaidseagre coming

from (especially for the noise bursts). During informal questionitey #fie test some listeners
commented that the noise bursts were “diffuse” or “spread out” appearing to come from two
separate locations on occasions. The problem of localising noisy signals reproduced by
Ambisonic systems has been noted in previous research (Gerzon 1985; Benjan#0@8)znd
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it is likely to be due to the angular spacing between the loudspeakers. Loudspealar ang
spacing changes with listening position giving each listener a differespigmtive of the sound
source image. For example, at the right side listening position the angle betweemtthigltit

loudspeaker and back-right loudspeaker is wider than the front-left and back-left position.

Despite these problems, however, there were clear differences between thegrexésrof the
decoders proving that it is possible to improve off-centre localisation pefme. The fourth

order off-centre optimised decoder and the fourth order decoder developed by Padetiblrdo
significantly reduce loudspeaker bias effects in most off-centre list@isions. The greatest
improvement for these decoders was made for listening positions on the opjmsitd the
system to the sound source (highlighted by the significantly lower mean erréisteiring
positions P3, P4 and P5). This would undoubtedly be an important factor when reproducing

sources to multiple listeners in any listening situation.

Overall, the results presented in this test indicate the method incorparatétaei design tool for
improving the localisation performance of a decoder in off-centre position wasssiud.
Furthermore, the listening tests establish that the theoretical design criteria used both in this work,
and the work of Poletti’s, are able to produce decoders for irregular 5-speaker systems with

improved off-centre performance when compared to existing decoders.

6.7 Summary

This chapter described a series of listening tests designed to assess thatitotglerformance

of 5-speaker Ambisonic decoders. Listeners were required to localise sounds satiffere att

angles in the horizontal plane. In the first test, listeners were askedatise real sources of

sound so that a direct comparison could be made with decoded sources panned to the same

location.

In the second test, the localisation performance of the decoders was evaluatetk faanttal

listening position. The results from this test correlated reasonably itlelih& predictions of the
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velocity vector and energy vector. This was especially true for the perforrofitice MAA
optimised decoder which gave good frontal performance for all sound sources. On lhisince,
was also true for the even error optimised decoder. Even performance was obsahecéde

speech source in particular.

In some cases, however, the theoretical predictions were not always synonymous with the
listening test results (e.g. the velocity vector response of the fitst decoders). The large
number of front-back reversals subjects encountered during the test did not helprégdids

The next chapter describes another experiment that employed an objective method to further
investigate this point.

The third test looked at the localisation performance of developed decod#rseattie listening
positions. The results show the off-centre optimisation component incorporateleirdesign

tool was able to produce a decoder with improved localisation performance in off-centre positions
by reducing the loudspeaker bias effect.

Finally, the results for this experiment demonstrate the design tool is able to pgmhete
decoders. Decoders that achieve good fithess scores have been shown to perform Wil in rea

validating the tool’s performance.
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Chapter 7

Binaural Evaluation of the Developed Decoders

7.1 Introduction

This chapter describes a further experiment for investigating the Idicadigeerformance of the
decoders generated using the design tool. The experiment consisted of measurietpteshd-
transfer functions (HRTFs) of a dummy head microphone for decoded sound sources panned at
different angles in the horizontal plane. From these measurements each decadeessesd on

its ability to correctly produce the interaural time and level differenes when compared with

the cues from a reference real source. Previous research has shown this to be an efthotive m
when investigating the localisation capability of an audio reproduction syd#Eroplierson

1989; Mac Cabe & Furlong 1994; Theil3 & Hawksford 1998; Bates, Kearney, Furlong et al.
2007).

Two separate tests were conducted mirroring the listening positions and decodersdevraluate
chapter 6. In the first test, measurements were made from the centrahdigienition. In the
second test, measurements were made from a number of distributed listening positions. From
each position, 7 equally spaced angles between the front and rear of thest€bh syere
evaluated (i.e. 0°, 30°, 60°, 90°, 120°, 150°, and 180°). The aim of this work was to produce data

to support the results of the listening tests.

7.2 Experimental setup

The experiment was performed in a large concert hall at the Universityddersfield. The
surround sound rig consisted of 5 Genelec 8040A loudspeakers and was set up according the ITU
standard (rear speakers at + 110°). A rig radius of 2m was used with the &edspat a height
of 1.65m positioned at least 5m from the nearest wall so early reflectarid not be a factor in

the measurements. The dummy head microphone used in the test was a Neumann KU 100.
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In the first test the microphone was positioned at the centre point of rtoaursil sound rig
(equidistant from the loudspeakers and at the same height). In the second testdhkomé
was positioned at 9 different positions in the listening area (the same as listehing test).
Measurements were made using a laptop computer equipped with a RME Fireface 400 soundcard.

The soundcard operated at a 48 kHz sampling rate and 16 bit resolution.

The measurement process was controlled using Adobe Audition software. The Aurora plugins
(Aurora 2008) were used to generate the measurement signal - an exponentiakesipef 10
seconds. This type of measurement signal was chosen as it maximises th-sigisa-ratio

and is robust to time variations in the system under test (Farina 2000; Farina 2007).

7.3 Data processing

The head-related impulse responses (HRIRs) were derived from the recordetvessps by
convolution with an inverse sine sweep signal, a process known as deconvolution. An example
HRIR is shown in figure 7-1 for a real source at O degrees. The reverberatioth& room is

included in this example.

HRIR for a source at O degrees
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Figure 7-1: HRIR for a real source at O degrees
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Before calculating the auditory cues the room reflections were truncated froHRIRs. A
rectangular window function was applied before the arrival of the firgtctedh rendering them
pseudo-anechoic. After truncating the files their length was 256 samigle® (-2 shows the

same impulse responses as figure 7-1 but with the room reflections eliminated).

HRIR for a source at O degrees
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Figure 7-2: Truncated HRIR for a source at O degrees.

7.4 Estimation of the auditory cues using an auditory model

A computational model was developed for simulating the human auditory system and regtimati
the interaural cues from the measured HRIRs. The model was specifically desigeeabie to

give an estimation of the ITD and the ILD for HRIRs measured at the centeairigtposition

and off-centre listening positions. Its design is similar to other previously detedoitory

models which have shown good agreement with subjective perception (Macpherson 1989; Theild
& Hawksford 1998; V. Pulkki & Hirvonen 2005). However, it differs by including aps&m
precedence effect processor at a high level of the model for suppressing latey aiefronts.

A schematic diagram showing each processing stage of the model is presented in figure 7-3.
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The first stage of the model simulates the outer ear’s response to sound. This is described by the

measured left ear and right ear HRTFs. Please note the middle ear has not been included because
its effect is not required when estimating the two interaural cues of interest in tkiéBharert

2005).

Following this stage, the frequency analysis of the basilar membrane is sinyldikering the

left ear and right ear signals with a 36-band gammatone filterbank (Patteedol®35). The
centre frequencies of the filterbank follow the ERB (equivalent rectanbatza-width) scale
which represents the human auditory pitch scale (Brian Moore 2003).

ITD ILD

estimator | estimator

¢—— Estimate the auditory cues.

Precedence effect l«—— Simulate precedence effect suppressic

processor by windowing.
Hair cell Simulate hair cell behaviour by half-way
<_
response rectification and low pass filtering.

Basilar membrane Simulate the basilar membrane filtering
‘_
filtering using a gammatone filter bank

Left ear / right ear
HRIR

¢— Pseudo-anechoic left/right HRIR

--Quter ear--

Figure 7-3: Structure of the auditory model used for estimating the interaural cues

The resulting basilar membrane signals are then transformed to neural impulsss @sils.

This is simulated at each frequency band by first compressing the signals fy tiaésh by a

power of 0.23, then subjecting them to half-way rectification and low deexinfj (filter cutoff
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frequency 425 Hz). This method of hair cell modeling was proposed by Bernstain et
(Bernstein et al. 1999). Both of the inner ear signal processing stageibatbstrove were
conducted using Auditory Toolbox developed by Slaney (Slaney n.d.) and Akeroyd (Akeroyd
n.d.).

After the outer and inner ear stages the signals are subject to a simple mecefiect
processor. A 4 ms exponential window function is centered on the first neural impulse peak from
the inner ear stage. This was included to simulate localisation suppressiob-2itsr The
resulting signals were then ready for interaural time difference aadhimal level difference

estimation.

Research has shown that the ability of the auditory system to determine ITDsmaddied by
performing a cross-correlation on ear signals and computing the time lag at éhimrrelation
is maximised (Blauert & Cobben 1978). In the literature this method is referred the
Interaural Cross-Correlation (IACC) and has been used in several similestigations
(Macpherson 1989; Mac Cabe & Furlong 1994; Ville Pulkki et al. 1999; V. Pulkki &oHaw
2005; Bates, Kearney, Furlong et al. 2007; Pocock 1982; Jackson et al. 2008). IrrkHhisewo
IACC at each frequency bam@nd timet is defined:

SN x (t+n)xg(t+n+ 1) > 7.1)

TACC(t, f) =
(tf) m‘[ax<mt+n) Zrl\l’=1x122(t+7’l)

whererz is the lag between the two neural impulse signalsafidxg) in samples (limited to the
range of + 1ms in this work). The maximum of this function is the IdDtlie corresponding
frequency band. A final estimate of the ITD was computed by taking a vadze of ITD over
the frequency bands between-2000 Hz.

21¢



Interaural Level Differences (ILDs) were calculated by computing the ratio ofiesdrgtween

the left and right ear basilar membrane signals and converting to dB (see equation 7.2).

APpgi
ILD = 10logy, [—B“S”‘"Lef : ] (7.2)
APBasilarRig ht
where the average powéR is the energy over the duratidrof the responsg
) T x()?dt
AP = OT (7.3)

The frequency dependent ILD was then averaged over all frequency bands.

7.4.1Real source results

Finally, figure 7-4 and figure 7-5 respectively show the estimated ITD and ILBedl€umann
KU100 dummy head computed for real sound sources using the developed model for #he centr
listening position. It can be seen that as sound moves off-axis the ITD anddidades. The
exception is the characteristic dip at £90° for ILD which is due to the sound w#frasting
around the head and adding in phase at the opposite ear (Blauert 2001). In 4ighesl7D for

a spherical head approximated using equation 2.1 was included for comparison.
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ITD of Neumann KU100 Dummy Head Microphone
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Figure 7-4: ITD of the Neumann dummy head calculated using the developed auditory model.

ILD of Neumann KU100 Dummy Head Microphone
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Figure 7-5: ILD of the Neumann dummy head calculated using the developed auditory model.



The trends presented in these plots are consistent with other work confin@iegperimental
setup, environment and the auditory model (minus the precedence effect processor)uliBhe res

for the decoders will now be presented.
7.5Test 1 - Central listening position measurements
7.5.1Results

7.5.1.11ITD

Figure 7-6 shows the estimated ITD for the eight decoders measured in the test. sibgéath
the estimated ITD for a real source is included for reference. TherfdD(difference between

the reference and the decoder) is also shown in each subplot.

Overall, Decoder 2 (first order frequency dependent) was the closest matchei@tbece. This
was closely followed by Decoder 1 (first order frequency independent). deotders had good
performance at the front of the system and were able to maintain goodrerter at the sides
and at the rear. Decoder 2 in particular produced the best performanceaivralproblematic
angles of £150. This result matches the performance predicted by the velocity vector.
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ITD of a Neumann KU100 dummy head generated by each decoder
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Figure 7-6: ITD for each decodatthe centre listening point (blue solid line). The ITD for a real
source is included for reference (red dashed line). The error is shown as a black dash-dot line.

Decoder 3 (default Soundfield) was the worst overall (also predicted by théwebmtor). The
plot for this decoder shows that ITDs at the sides are significantsr lthan the reference. This

suggests listeners would perceive sources as either pulling towards the front or to the rear.

ITDs were also lower than the reference at the sides for Decoders 4, 5 artd @ buich lesser
extent. These decoders were evenly matched overall with Decoder 4 (standard foujth orde
producing better performance at the front and Decoder 7 (fourth order by Wiggins) pgoduci
better performance at the rear. This result also agrees somewhathevittelocity vector

predictions.



Out of all the fourth order decoders, Decoder 8 (Craven decoder) was the welatdsto the

performance level of Decoders 1 and 2.

The fourth order MAA optimised decoder (Decoder 6) has good frontal performanegédrdtv
appears to have fallen victim to what it was aiming to achieve. Specifipaltiprmance to the

sides is degraded considerably when compared to the other fourth order decoders (note £120
degrees in particular). Performance was permitted to degrade at the sides lewiet was not
anticipated to occur prior to the tests. With regard to performance at théheza has been no
apparent improvement. However, as pointed out earlier, it is difficulthrdesign tool to
generate good localisation performance in the rear area of the ITU systanfrieguency
independent decoder given the large angular spacing between the loudspeakers.

The fourth order even performance optimised decoder (Decoder 5) has a reasonabintonsist
ITD error around the ITU system. However, this consistency is lost at thatrgarvas in the
listening test. In order to achieve even performance at the front andtisédeshas been an

overall decrease in performance as predicted.

The most problematic area of the system for all decoders (apart from Decoder 2 and Decoder 3) is
at the rear. The plots suggest that for most decoders phantom imagesegeaet150 degrees

will pull away from the intended direction. Specifically, phantom imdge®ecoder 1 (first

order frequency independent) and Decoder 8 (fourth order Craven decoder) wilwantlg the

side of the listener (higher ITD), whereas phantom images for the other dodethdecoders and

Decoder 3 will pull towards the direct rear of the listener (lower ITD).

Interestingly, there is some evidence to suggest this observation cormeititethe results
obtained in the listening test. To illustrate this point, figure plots the mean subject respbase in t
listening test for the low frequency noise source at the angles of 0°, 309060120°, 150° and

180° (without front-back reversals). Note the correlation between theiplfiggire and figure
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particularly at 150 degrees. For example, at 150 degrees Decoder 8 has a ligaed lfhe

mean subject response draws to the side.

Mean subject response for the low frequency noise source
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Figure 7-7 Mean subject response in the listening test for the low frequency noise source. The

red dashed line indicates the ideal response.

7.5.1.2ILD

Figure 7-8 plots the estimated ILDs for each decoder. In this figure the resultst shggése
angles of +60 degrees and +120 degrees were the most problematic in tegeserEting
accurate ILDs. At both of these angles most decoders were unable to produce lenexicdiff
significant enough to match the real source data implying that a centraibd dstener would
perceive sources as pulling towards the front or the rear. This problem iaatiosable for the

first order decoders (Decoders 1, 2 and 3) and the MAA optimised decoder (Decoder 6).
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Overall Decoder 8 (fourth order Craven decoder) was the closest match to the eefefais
was closely followed by Decoder 5 (even error optimised) and Decoder 7 (fodeh loy
Wiggins). When compared to all other decoders, Decoder 8 excels in performanceé at +15
degrees. This is an interesting result considering the poor performanceeordni the energy
vector at the rear of the system. Specifically, the energy vector andgeamdy from the

intended angle towards the rear loudspeakers (see the performance plot in Appendix B).
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Figure 7-8 ILD for each decoder measured from the centre listening point (blue solid line). The

ILD for a real source is included for reference (red dashed line).

Decoder 1 (first order frequency independent) and Decoder 2 (first oedgrefrcy dependent)
were quite closely matched overall. Decoder 1 performs better in the front half of the sound stage
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whereas Decoder 2 performs better in the rear half of the sound stage. Decoder 8 (defaul
Soundfield) is comparable to Decoder 2 at the rear but worse than both Decodersdt tral 2

front.

Decoder 4 (fourth order range-removal decoder) is fairly close to the dé\@écoder 5 and
Decoder 7 except for the larger error at the side angles of +60 degrees esat-ide error at
+150.

The frontal performance for Decoder 6 (fourth order MAA) is comparable with Dedoded
Decoder 8. However, it appears that performance to the rear and sides has sufferdte (no
angles of 120 degrees and 150 degrees in particular.

When considering the relative differences between the decoders in thiheieti$ strong
agreement with the energy vector predictions. The first order decoders were predietddrn

worse than the fourth order decoders and this was the case.

7.5.2Discussion

In general the results of this test concur with the performance prediot@ades by the velocity

vector and energy vector. For example, Decoders 1 and 2 both had ideal velocity vector
responses resulting in ITDs that closely matched the ITDs of a real source at the angles evaluated.
In addition, the predicted good performance at the front and poor performance at tloarsides

seen for the MAA optimised decoder (Decoder 6).

One notable exception was the good ILD performance of the fourth order Craeelerdacthe

rear. Although the energy vector magnitude for this decoder was comparatble tvher
decoders under test, the energy vector angle was particularly poor at the reaug@bss that

the vectors cannot be completely replied upon when estimating performance between a pair of
widely spaced loudspeakers. The good performance for this decoder was also notedity Wigg

during a similar analysis of ILD performance (Wiggins 2007).
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The results from this analysis show that, on the whole, the optimisation componentsoatiged t
design tool were successful. Good frontal performance was predicted and achi¢redVidiA
optimised decoder in both the ITD and ILD plots (although this good level of paricerhas

been at the expense of performance to the sides and rear to a greater level than anticipated prior t
the test).

Even performance was achieved for Decoder 5 (especially around the front thalfsgstem as
predicted). However, striving for even performance has resulted in a reduced |dV& of
performance around the sound stage when compared to the other fourth order decoders. To
improve even performance and overall performance for both the velocity vector and the ener
vector a dual-band decoder could be implemented.

Whilst these results appear less conclusive than the listening tests in tematching ranked
order of decoder performance to predicted performance, it is good they sitaettdecoders
produced by the design tool perform at a similar level to the best publishedkdgcespecially
bearingin mind that Wiggins’ decoder was derived and selected on the basis of its good

performance under HRTF analysis and Craven’s decoder was carefully hand-crafted.
7.6 Test 2 - Off-centre listening position measurements
7.6.1Results

7.6.1.1ITD

Table 7.1 presents the unsigned mean ITD error by angle for each decoder for each measurement
position (the error in this case is defined as the difference eetthe ITD of the real source and

the ITD of the decoded source). The mean (1) and standard devidtieitl{e error is shown

for each decoder in each position. To guide the reader, better perfoimanteated by shaded

cells.
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From this data it can be seen the off-centre optimised decoder was able to produce the bes
performance at 5 out of 9 listening positions (front-left, left, right, back ramd-fight) and equal
best at the back-right position. The decoder by Poletti performed the bestrentaining 2 off-

centre positions but was very close overall to the off-centre optimised decoder in mostgosition

The main area of the system in which these decoders performed best was at tHedtont7-9

to figure 7-17 show this by plotting the estimated ITD at each of the listening positions. Note that
both decoders (Decoders 3 and 5) produced ITDs at the front of the sound stage thahare m
closer to the ideal response line at most positions. Exceptions to this are measurement made from
the front-left position where both decoders exhibit a large error at 90 degrees (se¢atdeariri

and figure 7-11). In addition, both decoders exhibit large errors as a source degté&s from

the back-left position. This shows that even though both decoders come out the bedest thi

there are negative points to their performance.

At off-centre listening positions the first order decoder (Decoder 1) perfonoesk overall as
expected. For example, the almost constant ITD for this decoder at the back-right position (figure
7-15) indicates that sources will be localised in the direction of the nearest loudspeaker.nThis is i
agreement with the results presented for the listening test. In addititwe, laft side listening

positions the ITD is almost opposite the reference ITD at some angles.

The standard fourth order decoder (Decoder 2) and the fourth order decoder by Wiggins (Decoder
4) were similar at most listening positions. Performance-wise, both decoedrstir than the

first order decoder on average at all positions apart from the centre anddghbontHowever,

they never exceed the performance of the two off-centre optimised decoders€i3e3 and 5)

at any position.
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Mean unsigned ITD error by angle (ms)
Position Decoder 0 30 60 90 120 150 180 | u | o
First order 0.02 0.02 0.06 0.06 0.02 0.15 0.01 |f 0.05 | 0.05
Standard fourth order | 0.02 0.04 0.04 0.09 0.13 0.27 0.01 [ 0.09 [[0.09
Centre Fourth orderoff-centre | 0.02 003 008 006 004 025 001 [ 007|008
Fourth order Wiggins 0.02 0.06 0.10 0.07 0.04 0.23 0.01 | 0.08 [|0.08
Fourth order Poletti 0.02 0.02 0.08 0.07 0.05 0.20 0.01 | 0.07 f0.07
First order 0.03 0.43 0.26 0.09 0.88 0.78 0.02 |[ 0.35 [ 0.36
Standard fourth order 0.01 0.28 0.14 0.08 0.12 0.28 0.01 |f0.13 |0.11
F ront Fourth order off-centre [ 0.02 0.17 0.14 0.09 0.05 0.14 0.02 [ 0.09 |[[0.06
Fourth order Wiggins 0.02 0.42 0.16 0.10 0.13 0.16 0.01 | 0.14 f0.14
Fourth order Poletti 0.02 0.02 0.15 0.17 0.05 0.05 0.02 || 0.07 || 0.06
First order 0.50 0.90 1.25 0.76 0.73 0.55 0.18 | 0.70 | 0.34
Standard fourth order | 0.69 0.07 0.46 0.42 0.62 0.78 0.60 |f 0.52 |0.23
Front-Left |Fourthorderoff-centre| 0.05 037 005 105 052 031 039 | 039[0.34
Fourth order Wiggins 0.56 0.80 0.70 0.41 0.74 0.74 0.59 | 0.65 [|0.14
Fourth order Poletti 0.14 0.56 0.27 0.82 0.61 0.32 0.09 | 0.40 f0.27
First order 0.48 0.96 1.04 0.81 0.69 0.89 0.68 | 0.79 [ 0.19
Standard fourth order | 0.57 0.10 0.20 0.31 0.83 1.00 0.71 | 0.53 | 0.34
Left Fourth order off-centre | 0.04 0.49 0.01 0.21 0.03 0.58 0.67 | 0.29 | 0.29
Fourth order Wiggins 0.49 1.04 0.07 0.36 0.77 0.99 0.72 | 0.63 [[0.35
Fourth order Poletti 0.02 0.23 0.01 0.38 0.14 0.89 0.69 |[0.34[0.34
First order 0.61 115 0.69 0.34 0.97 1.03 0.54 | 0.76 | 0.30
Standard fourth order | 0.28 0.70 0.71 0.08 0.97 0.82 0.75 | 0.61 [10.32
B a Ck- Left Fourth order off-centre [ 0.00 0.61 0.96 0.24 0.00 0.71 0.75 [ 0.47 |0.38
Fourth order Wiggins 0.35 0.53 0.35 0.66 0.70 0.82 0.54 | 0.56 [ 0.18
Fourth order Poletti 0.02 0.08 1.07 0.10 0.30 0.87 0.75 | 0.45 [0.43
First order 0.01 0.49 0.39 0.03 0.16 0.34 0.04 | 0.21 | 0.20
Standard fourth order | 0.00 0.10 0.15 0.04 0.21 0.39 0.04 [ 0.13 0.14
B a Ck Fourth order off-centre [ 0.01 0.05 0.02 0.03 0.01 0.10 0.04 [ 0.04 |0.03
Fourth order Wiggins 0.00 0.04 0.00 0.16 0.12 0.37 0.04 | 0.10 f|0.13
Fourth order Poletti 0.00 0.01 0.24 0.04 0.00 0.03 0.04 | 0.05 f0.08
First order 0.50 0.50 0.24 0.02 0.04 0.40 0.66 | 0.34 (0.25
Standard fourth order | 0.19 0.09 0.24 0.02 0.03 0.40 0.45 | 0.20 | 0.17
Ba C k- R |g ht Fourth order off-centre [ 0.09 0.02 0.24 0.02 0.04 0.40 0.46 [ 0.18 |[0.19
Fourth order Wiggins 0.50 0.05 0.24 0.02 0.04 0.40 0.45 | 0.24 | 0.21
Fourth order Poletti 0.02 0.01 0.09 0.02 0.04 0.40 0.67 || 0.18 [0.26
First order 0.49 0.19 0.05 0.04 0.50 0.40 0.76 | 0.35 (1 0.27
Standard fourth order | 0.54 0.07 0.11 0.03 0.06 0.43 0.77 | 0.29 | 0.29
Ri g ht Fourth order off-centre | 0.13 003 011 007 010 046 077 | 0.24[0.27
Fourth order Wiggins 0.48 0.19 0.06 0.24 0.11 0.46 0.78 | 0.33 [|0.26
Fourth order Poletti 0.05 0.03 0.42 0.06 0.08 0.44 0.76 | 0.26 [ 0.28
First order 0.53 0.00 0.39 0.42 0.20 0.60 0.37 | 0.36 [|0.20
Standard fourth order | 0.49 0.00 0.41 0.52 0.17 0.41 0.69 | 0.39 [10.23
F ront- R | g ht Fourth order off-centre | 0.07 0.01 0.42 0.03 0.09 0.36 0.65 [ 0.23 |[0.25
Fourth order Wiggins 0.51 0.00 0.40 0.54 0.15 0.43 0.67 |{ 0.39 || 0.23
Fourth order Poletti 0.05 0.01 0.44 0.04 0.07 0.33 0.73 | 0.24 || 0.27

Table7.1: Mean unsigned ITD error by angle (ms) for all decoders and all measurement

positions. All decoders exhibit a higher error at the rear of the system.

22¢




ITD of a Neumann KU100 dummy head generated by each decoder

1 1
Decoder 1 Decoder 2

-1 -1

0 100 200 300 0 100 200 300
! Decoder 3 ! Decoder 4
g / y /’“\
Q e AN N
@ O \4( e 0 e )
s —EJ i
-1 -1
0 100 200 300 0 100 200 300
1 r
Decoder 5 = Real source [TD

)D'/hi\‘ —=&— Decoder [TD
'*""”*”//\*/ — Error

-1
0 100 200 300
Source angle in degrees

Figure 7-9: ITD by angle for off-centre tested decoders at the centre position
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Figure 7-10: ITD by angle for off-centre tested decoders at the front position
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ITD of a Neumann KU100 dummy head generated by each decoder
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Figure 7-11: ITD by angle for off-centre tested decoders at the front-left position

ITD of a Neumann KU100 dummy head generated by each decoder

11— — 1 T
pécoder L a Decoder 2/ \ o

o | o~

Milliseconds
\
\
{
=
%
Q

-1

1 S “ s Real source [TD
ecoder5 /| a —=&— Decoder [TD

k™ //\ E /D"'"/I\\'—i — Error
e NS

-1

0 100 200 300

Source angle in degrees

Figure 7-12: ITD by angle for off-centre tested decoders at the left position
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ITD of a Neumann KU100 dummy head generated by each decoder
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Figure 7-13: ITD by angle for off-centre tested decoders at the back-left position
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Figure 7-14: ITD by angle for off-centre tested decoders at the back position
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ITD of a Neumann KU100 dummy head generated by each decoder
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Figure 7-15: ITD by angle for off-centre tested decoders at the back-right position
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Figure 7-16: ITD by angle for off-centre tested decoders at the right position

23C



ITD of a Neumann KU100 dummy head generated by each decoder
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Figure 7-17: ITD by angle for off-centre tested decoders at the front-right position

Interestingly, the performance of the off-centre optimised decodee aear listening position is
deemed by the auditory model as almost ideal. This agrees to some extent with the good

performance seen for this decoder in the listening tests.

The model predicts the worst listening positions are on the opposite of the sound stage as th
sound source (front-left, left andt«left) as was the case in the listening tests.

7.6.1.2ILD

Table 7.2 presents the data for the ILD. The data shows that the off-cetitrisexp decoder

gave the best performance at the left, back-left and front-right listenintippesthe decoder by
Poletti gave the best performance at front-left and back listening positionsi@nestingly, the

non off-centre optimised decoder by Wiggins performed the best in the remaining positions
(centre, front, back-right, right). In order to provide further information figure 7-figue 7-26

show the ILD by angle for all decoders at each listening position.
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Mean unsigned ILD error by angle (dB)

Position Decoder 0 30 60 90 120 150 180 |p | o
First order 0.01 1.66 4.32 0.88 5.95 2.59 1.09 [2.36f2.10
Standard fourth order | 0.07 1.04 4.31 1.02 4.46 3.82 0.46 [[2.17(1.94
Ce ntre Fourth order off-centre | 0.19 1.58 3.88 1.54 0.11 3.04 0.65 [1.57]1.44
Fourth order Wiggins 0.03 0.38 2.45 0.57 3.13 2.82 0.35 [1.39(1.34
Fourth order Poletti 0.30 0.80 6.00 1.46 0.45 0.85 0.70 ] 1.51f2.01
First order 0.34 7.36 2.39 5.89 6.76 3.88 0.24 | 3.84(2.96
Standard fourth order 0.35 4.00 0.94 2.06 3.23 2.13 0.74 ]1.92(1.35
Front Fourth orderoff-centre | 034 551 075 190 138 467 056 [2.16[2.09
Fourth order Wiggins 0.99 4.18 0.42 2.75 1.54 157 0.83 | 1.75[1.30
Fourth order Poletti 0.35 2.78 2.06 3.03 131 3.17 0.54 ]1.89(1.18
First order 8.62 11.53 2.13 9.00 13.16  11.43 6.74 |8.94(3.70
Standard fourth order 4.50 2.27 0.76 0.35 1470  13.67 9.43 [6.52]6.05
Front-Left |rFourthorderoff-centre| 015 510 133 181 144 845 845 |3.82351
Fourth order Wiggins 7.18 5.64 l.64 1.46 12.62 13.88 9.81 [7.46/4.94
Fourth order Poletti 0.24 3.40 1.24 5.89 5.72 1.34 8.18 [3.72][2.96
First order 5.55 8.59 7.50 2.64 9.89 10.09 6.04 [7.18(2.66
Standard fourth order 3.20 1.49 4.44 0.16 9.86 11.33 6.49 |5.28(4.18
Left Fourth order off-centre | 0.33 2.39 3.25 0.61 0.11 1.48 6.19 [2.05}2.16
Fourth order Wiggins 4.73 3.21 3.03 0.15 6.73 10.75 6.49 |5.01(3.39
Fourth order Poletti 0.28 1.08 3.46 0.54 0.16 3.95 6.36 | 2.26(2.37
First order 5.70 1273 10.75 6.19 9.85 13.95 10.64 |[9.97]3.08
Standard fourth order 1.27 4.88 7.09 3.58 1046 1548  10.76 |[7.65](4.90
Back-Left |rFourthorderoff-centre| 041 199 352 28 074 606 1071 [3.76[3.61
Fourth order Wiggins 4.12 6.36 3.21 4.41 7.61 1490 10.72 |[7.33](4.20
Fourth order Poletti 0.54 0.68 1.25 3.93 1.38 8.23 10.74 |[3.82](4.09
First order 1.10 4.64 6.01 5.51 7.50 7.29 0.39 ([4.63]2.84
Standard fourth order | 0.84 3.06 4.17 4.15 7.11 8.60 0.35 |[4.04]3.03
Ba (o k Fourth order off-centre | 0.57 3.76 3.60 3.55 2.76 2.37 0.35 |(242(1.43
Fourth order Wiggins 1.03 2.88 3.73 4.51 5.64 7.82 0.33 [3.71]2.60
Fourth order Poletti 0.55 1.70 3.36 3.92 2.95 3.64 0.34 ]2.35[1.48
First order 2.43 1.54 2.46 4.71 5.56 0.72 6.96 |[3.48(2.29
Standard fourth order 1.70 0.79 2.46 3.53 4.68 0.21 7.35 [2.96(2.47
Back-Ri g ht |Fourthorderoff-centre | 0.09 175 253 212 08 55 720 [287(258
Fourth order Wiggins 2.23 0.09 179 3.94 3.34 0.72 7.42 |12.79( 2.45
Fourth order Poletti 0.10 0.65 4.84 2.69 112 4.17 7.16 ]2.96(2.57
First order 5.42 1.49 5.57 2.25 2.73 3.84 7.17 |4.07(2.06
Standard fourth order 3.19 0.56 6.32 1.03 1.40 3.60 7.58 |3.38(2.70
R | g ht Fourth order off-centre | 0.49 1.20 6.47 0.57 2.63 9.37 7.49 |4.03(3.67
Fourth order Wiggins 4.69 0.36 5.20 1.45 0.07 4.12 7.61 [3.36(2.81
Fourth order Poletti 0.44 0.05 8.43 0.08 2.19 7.84 7.46 |[3.78]/3.94
First order 7.39 3.20 8.91 6.84 331 0.47 3.61 |[4.82(2.96
Standard fourth order | 3.46 2.01 8.43 5.88 1.24 1.32 4.22 [3.79(2.64
Front-Rig ht |Fourth order off-centre | 009 260 837 433 222 646 000 [3.44]3.15
Fourth order Wiggins 5.85 2.13 8.14 6.49 0.43 1.85 412 [[4.14]2.81
Fourth order Poletti 0.02 1.10 9.01 4.71 2.02 4.93 4.26 |[3.72]3.00
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Table 7.2: Mean unsigned ILD error by angle (dB) for all decoders and measurement positions.
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Figure 7-18: ILD by angle for off-centre tested decoders at the centre position
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ILD of a Neumann KU100 dummy head generated by each decoder
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Figure 7-20: ILD by angle for off-centre tested decoders at the front-left position
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Figure 7-21: ILD by angle for off-centre tested decoders at the left position
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ILD of a Neumann KU100 dummy head generated by each decoder

LA LA
0 0" -
Decoder 1 \ \)//\' Decoder 2 \ \ .
-10 LN~ S -10 N
0 100 200 300 0 100 200 300
. 10 ™~ 100/
g L\ =N\
g o 0 ‘
= \ P — \
& 10|Decoder 3 \\3( 10|Decoder 4 \ \/ D =
i ) \_'/- D ) NN e
0 100 200 300 0 100 200 300
= = Real source ILD
10 AN —=— Decoder ILD
L /\. —— Error
[l = - e
10 Decoder 5 -\/ i
0 100 200 300

Source angle in degrees

Figure 7-22: ILD by angle for off-centre tested decoders at the back-left position
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Figure 7-23: ILD by angle for off-centre tested decoders at the back position
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ILD of a Neumann KU100 dummy head generated by each decoder
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Figure 7-24: ILD by angle for off-centre tested decoders at the back-right position
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Figure 7-25: ILD by angle for off-centre tested decoders at the right position
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ILD of a Neumann KU100 dummy head generated by each decoder
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Figure 7-26: ILD by angle for off-centre tested decoders at the front-right position

At the central listening position the decoder by Wiggins (Decoder 4) is closest fitrajatence
(see figure 7-18). This level of performance and consistency around the sound stage is also

maintained for the front listening position (see figure y-19

When examining the plots for the most problematic listening positions (front-left, lefaake b
left) the off-centre optimised decoder and the decoder by Poletti perform significantty bette

especially when positioning sources to the front.

In all positions where the ITU array is left-right symmetrical about the listener, theediftein

performance between the decoders is not as significant and also the error is generally lower.

7.6.20verall decoder performance

Table 7.3 and table 7.4 present the mean overall ITD and ILD error for each measurement
position for each decoder. A total mean error is included as well as tharstaleviation of the

error in the right hand columns of the tables. The results showhthaifftcentre optimised
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decoder and the decoder by Poletti performed the best and were very evenly matched. Both
decoders were able to outperform the other decoders in terms of producing theolsvakt

error and were the most consistent around the sound stage (indicated by the standard deviation).

As previously highlighted, the non off-centre optimised decoder by Wigginsrpedowell in
terms of delivering good ILD performance at 4 listening positions (centre, brack-right and
right).

In both tables the mean error at each listening position (average of all dectwsvs)that the
best listening positions as the centre (as expected) and the worst was thetlgaditieh on the
opposite side of the sound stage as the source (agreeing with the listening test results).
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Overall mean unsigned ITD error (ms)
Decoder Centre Front Front-Left Left Back-Left Back Back-Right Right Front-Right p c
First order 0.05 0.35 0.70 0.79 0.76 0.21 0.34 0.35 0.36 0.43(0.26
Standard fourth order 0.09 0.13 0.52 0.53 0.61 0.13 0.20 0.29 0.39 0.32{0.20
Fourth order off-centre 0.07 0.09 0.39 0.29 0.47 0.04 0.18 0.24 0.23 0.22]0.15
Fourth order Wiggins 0.08 0.14 0.65 0.63 0.56 0.10 0.24 0.33 0.39 0.35| 0.23
Fourth order Poletti 0.07 0.07 0.40 0.34 0.45 0.05 0.18 0.26 0.24 0.23]0.15
1} 0.07 0.16 0.53 0.52 0.57 0.11 0.23 0.29 0.32

Table 7.3: Mean ITD error for each decoder at each listening position. The mean and stanakiod dewiincluded in the right hand columns

Overall mean unsigned ILD error (dB)
Decoder Centre Front Front-Left Left Back-Left Back Back-Right Right Front-Right pu c
First order 2.36 3.84 8.94 7.18 9.97 4.63 3.48 4.07 4.82 5.48( 2.61
Standard fourth order 2.17 1.92 6.52 5.28 7.65 4.04 2.96 3.38 3.79 4.19( 1.94
Fourth order off-centre 1.57 2.16 3.82 2.05 3.76 2.42 2.87 4.03 3.44 2.90(0.90
Fourth order Wiggins 1.39 1.75 7.46 5.01 7.33 3.71 2.79 3.36 4.14 4.112.18
Fourth order Poletti 1.51 1.89 3.72 2.26 3.82 2.35 2.96 3.78 3.72 2.89(0.91
K 1.80 2.31 6.09 4.36 6.51 3.43 3.01 3.72 3.98

Table 7.4: Mean ILD error for each decoder at each listening position. The mean and standand dewigitluded in the right hand column.



7.6.3Discussion

Binaural measurements were made from off-centre listening positions in ordeinatesind
compare the auditory cues for a real source and decoded sources. The results presanted are
general agreement with the listening test results in that the fourth affdeentre optimised
decoder and the decoder by Poletti were able to produce the best performancécalBpdbié
overall decoder ranking, derived from the total means in table 7.3and table 7.4 gexggresb

with the rankings for the low and mid/high frequency noise listening tests.

The auditory model incorporated into this work for predicting locatiaati off-centre listening
appears to work well. The application of this model has never been usedarethisf research

before and warrants further investigation.

7.7 Summary

This chapter further investigated the localisation performance of theogededecoders by
means of a binaural analysis experiment. The listening positions measured mirror those evaluated
in the listening test and the data provided supports the listening test vesichsdemonstrate

that the components added to the tool are generally successful in meeting their overadbsbject
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Chapter 8

Further optimisation of existing Ambisonic decoders

8.1 Introduction

After the listening tests two additional experiments were carried out usiogetscderived by
other authors as starting points for the search. The aim was to see if edestoalgrs derived
using different techniques could be improved using the design tool. In the firstasipplithe
fourth order decoder by Craven was used as a starting point. In the sedaadiapphe fourth
order decoder by Poletti was used as a starting point. These decoders were sethetbadgia
of their comparatively good performance in the tests described in chapter 6 ptet ¢haThe

following sections examine the performance of the best solution derived in each application.

8.2 Further optimisation of the Craven decoder

Craven aimed to meet the following design criteria when deriving his fourth ordedeatec
(Craven 2003):

Reproduced energy should be substantially independent of panning angle.

The velocity and energy vector directions 6y 6 should be closely matched.

The angles 0y 0g should be reasonably close to the panning angle 0.

Velocity vector lengthy should be close to unity.

Energy vector length:rshould be as large as possible.

Information about exactly how the above criteria were formulated in a fitnessofunedis not
detailed in Craven’s work. However, Craven states that a conjugate-gradient search algorithm

was employed for locating his decoder in the search space. When using the design tbel only t
range-removal component was used. Importance weightings were chosen to broadly reflect

Craven’s design criteria (see table 8.1).
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ELFVoI EHFVoI ELFMiq EHFMiq ELFAnq EHFAnq EAonatch
0.0 10.0 1.0 1.0 1.0 1.0 1.5
ELF AngEv EHFAanv ELF MagEv EHF MagEv
0.1 0.1 0.1 0.1

Table 8.1 Importance weights used when deriving a solution from Craven’s decoder

Figure 8-1 shows the performance of the best solution produced after 10 runsiesigmetool
when using Craven’s coefficients as a start point. For comparison, the performance of the

original Craven decoder is shown in figure 8-2.

At first glance the performance of both decoders may seem alike. Indeed, the \@wtoy
However, the veloddity v

magnitude for the new decoder optimised by the design tool now has a value @it tinéyear

magnitudes and angles are very similar for both decoders.

meeting one of Craven’s goals. When examining the virtual microphone patterns of this decoder

it appears that the addition of small higher order lobes for the camdréhe front loudspeakers
have contributed to the improved velocity vector response (figure 8-3 zooomstire smaller
higher order lobes of the centre and front left virtual microphones for both decoders).

Table 8.2 gives the objective values for the new decoder and the original Craweelerdec
Overall the velocity vector angle objectivig a,g) and the energy vector angle objecti#gdun)
are slightly worse in performance for the new decoder. However, the match b#teeector
angles around the sound stage has been improved meeting another of Craven’s goals (highlighted

by the better scores f@ngvarcn in table 8.2.

ELFVoI EHFVoI ELFMgg EHFMgg ELFAnq EHFAnq EAon&
New decoder 0.1226 | 0.0118 | 1.0872 | 28.3584 | 22.9281 | 48.8143| 26.4282
Craven decoder| 0.0753 | 0.0176 | 20.0059| 28.8404 | 20.2021 | 46.9141| 27.7488
Eirangev | EnFangev | Elrvagey | Enemagev | Total
New decoder 0.1127 | 0.1594 | 0.1134 | 0.2751 | 128.3267
Craven decoder| 0.0053 | 0.1662 | 0.1226 | 0.2821 | 144.4647

Table 8.2: Fitness function objective values for the Craven decoder and the decoder derived using

Craven’s decoder coefficients as a starting point.
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Figure 8-1: Performance plot of the best solution produced by the design tool when using

Craven’s decoder as a starting point.
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Figure 8-2: Performance plot of the decoder derived by Craven.
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Figure 8-3: Zoomed in view of the centre and left front virtual microphones for the new decoder

derived from Craven’s solution and the original Craven solution.

In addition to the improvements mentioned so far, the new decoder has reproducedhanésgy
more even by angle around the listener g€, in table 8.2) and there has also been a small

improvement for the energy vector magnitude objectygg).

Although even performance was not part of Craven’s original design criteria, the even error
objectives were still used in this application of the design tool (although m#H snportance
weightings). Consequently, more even performance has been achieved for the new decoders for 3

out of 4 even error objectiveByrangew Eirvag: Enrvag)-

Overall, the decoder derived using the design tool has a total fithess score that is @pphoxim

13% better than the Craven decoder (see tab)e 8.2
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8.3 Further optimisation of the Poletti decoder

In both off-centre tests the decoder derived by Poletti came out as one of tbedoesrs and
was broadly equivalent to the off-centre optimised decoder produced using the dds{gagtoo
chapter 6 and chapter 7). For that reason a further experimental application waoatoeste
if the design tool could improve Poletti’s decoder according to the methods developed in this

research.

When deriving his decoder Poletti used a different optimisation approach (RoO@f). A least
squares method was used for determining a set of loudspeaker weights which gadefia g
when matching the pressure generated by the loudspeakers at several points with thee pressu
generated by a plane wave at different angles. Although this method is diftetie@toff-centre
method developed in this research, the general aim is simitar improve performance at
distributed position in the listening area.

In his paper Bletti states that robust solutions possess a ‘double complementarity’ property

where the sum of the loudspeaker weights (i.e. pressure) and the sum of the sqdapeckeu
weights (i.e. energy) equal 1 for each angle around the 360° sound stage. In oydemdanieet

this as closely as possible, when using the design tool the low frequency volume objective and the

mid/high frequency volume objective were given the most importance (see table 8.3).

ELFVoI EHFVoI ELFMgg EHFMgg ELFAnq EHFAnq EAonatch
50.0 50.0 1.0 1.0 1.0 1.0 0.1
ELF AngEv EHFAanv ELF MagEv EHF MagEv
0.0 0.0 0.0 0.0

Table 8.3 Importance weights used when deriving a solution from Poletti’s decoder

10 runs of the design tool were undertaken using Poletti’s decoder as a starting point. Both the
range-removal component and the off-centre optimisation component were switched oer. Figur
8-4 displays the mean error of the velocity vector and energy vector magnitudasgéesl for

the best solution derived. The mean errors at each listening position talkecéotnt each
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different source angle checked in the fitness function. Table ... shows the objective error values
at the centre point. The performance of the original decoder by Polettiudeddin both figure

and table for comparison.

{ I v fourth order I Fourth order by Poletti {
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Figure 8-4: Mean velocity vector and energy vector errors for the new decoder derived from

Poletti’s decoder and the original Poletti’s decoder at each position evaluated.

ELFVoI EHFVoI ELFng EHFng ELFAnq EHFAnq EAonatch
New decoder | 0.0000] 0.1407| 12.6975| 22.2094| 15.3485| 51.6485| 37.8370

Poletti decoder| 0.0119] 0.1506| 14.1200| 21.1418| 15.4528| 53.4801| 39.2696

Table 8.4: Fitness function objective values for the decoder derived from Poletti and the original

Poletti decoder.

Close examination of figure 8-4 shows that both decoders are very simiémis of velocity

vector and energy vector performance. The new decoder has better performance in some
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positions but worse performance in others. However, the volume objective sctaaddei 8.4

show that the new decoder better meets the double complementarity criteria for a robust decoder.

Poletti’s solution appears to be close to a local minimum in the domain of the fitness function
developed in this work. Consequently, only a small improvement of approximatelywas8%
made in terms of total fitness. Nevertheless, an improvement has been made tineietimg the
double complementarity goal that was set.

8.4 Summary

This chapter has shown that the design tool is capable of taking existinders and improving
them (according to the developed fithess function). Confidence gained in the design tool from the

binaural tests and the listening tests implies that the solutions would perform well.
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Chapter 9

Summary and Conclusions

9.1 Introduction

This research was motivated by the desire to produce improved playback over existing
commercial surround sound loudspeaker arrays. The aim was to develop a tool chpable o
producing surround sound decoders that meet a variety of different design requifemtres

central listening position and off-centre listening positions.

The thesis started with an introduction in chapter 1. Then, in Chapter 2, anvextdasature

review was presented examining several topics relevant to this research: huntany audi
localisation, surround sound, optimisation using computer search algorithms and high
performance computing. The review identified that Ambisonic surround sound decoder design
for irregular loudspeaker arrays could be progressed further. In chapter 3, background theory was

presented on the methods selected for use in this research.

The following section summarises the main contributions of this thesis fromoitkepresented
in chapters 4, 5, 6, 7, and 8.

9.2 Summary of the main contributions of this thesis

The major outcome of this work has been the development of a software-based deswie
tool that allows the user to produce decoders to desired criteria. To the best of the author’s

knowledge a decoder design tool of this sophistication has not been produced previously.

The tool encompasses a number of key components each of which can be controlled bg selectin
different options on the graphical user interface. The following remarks camade mased on

the design tool and each of its components:
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A multi-objective fitness function was developed which more closely matches Gerzon’s

criteria for the Ambisonic system than in previous research work. Uhetidn
comprises a new vector angle match objective and two improved reproduced volume
objectives. The angle match objective ensures decoders are derived with endietber
between the velocity vector angle and energy vector angle. The revised volume
objectives are able to produce solutions with an even volume response by angle around

the listener.

The concept of “range-removal’ was introduced to this application domain to resolve the
problem of dominance in multi-objective fitness functions. Range-removal aflagis

of the fithess function objectives to have an equal impact in the search. A further concept
known as ‘importance’ was introduced for logically biasing range-removed objectives.
When used in combination, range-removal and importance enable good solutions to be
derived by a search algorithm tsardefined criteria withoutad hoc adjustment of

objective weights.

New fitness function objectives have been defined which enable decoders for irregular
loudspeaker arrays to be derived with more even localisation performance by angle.
Although there is a direct trade-off between good even performance and good overall

performance, this trade-off can be balanced by using range-removal and importance.

A novel concept was introduced where a decoder’s theoretical localisation performance

can be improved in specific areas of the sound stage by applying angle-dependent
weightings to the fitness function objectives. The theoretical eféretss of this
concept was demonstrated by applying a weighting scheme according to the pattern of

human spatial resolution determined in previous minimum audible angle experiments.

A new method was developed to enable the localisation performance of decoders to be

evaluated in off-centre listening positions. This method was incorporated énfitntss
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function allowing the search to produce decoders with improved off-centreshiaati

performance.

e The design tool is able to produce Ambisonic decoders from first order tb foraier.

Furthermore, these decoders can be frequency dependent or independent.

e The design tool optionally makes use of high performance computing hardware to
accelerate the search process. The hardware enables more searches to be riodin a per
of time increasing the chance of finding a better solution in a fixed periodnef ti

Alternatively, it makes the tool more interactive for the decoder designer.

e It is possible to start a search from an existing solution. Theoretmadtseshow that
when this is the case the tool is able to improve the theoretical perf@rérbese

solutions.

The tool provides the user with a wide range of options for fine tuning tf@mpance of an
irregular Ambisonic decoder to a level that has not been provided before. Fore&xamper
might want to produce a frequency dependent decoder optimised for better Imfdéjigency
localisation performance in the front of the system; selecting the MAA checkbexelement 3
in figure 4.8) and weighting the search in favour of the energy vector obguimeld enable
this. In contrast, the user might want to produce a decoder optimised for even tlonalisa
performance in off-centre listening positions. Selecting the off-centre checkigogiéseent 3 in

figure 4.8) and weighting in favour of the even error objectives would allow this.

Although the focus has been on Ambisonic decoders for the ITU layout with speaker at a constant
radial distance, it should be stressed that the methods presented could be applied when designing
Ambisonic decoders for any irregular surround sound loudspeaker layout. The custent sy

could be expanded to account for this.
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A further contribution of this thesis was the thorough investigatidn the localisation
performance of decoders developed using the design tool. The experiments conducted give a
detailed insight into the performance of irregular 5-speaker Ambisonic decodersjushot

decoders derived by the tool, but also some existing published decoders.

In the first experiment an extensive series of listening tests was condadteekstigate the
performance of decoders developed for the ITU 5-speaker layout. In generesutte from the
tests verify the design tool components developed in this thesis. This following seesibd

main observations from the tests:

o The results of the listening tests suggest that the developed decoders peféash as
well as previously published decoders or better. For example, the standardfdarth
decoder that was designed to equal or exceed the performance of existing published

decoders was able to do so in the majority of cases.

e The even error optimisation component was, on balance, able to produce a decoder with
even performance by angle. Even performance was most apparent for this decoder for

the male speech source.

e The decoder generated using the MAA optimisation component gave excellent frontal

performance at the cost of performance to the sides and rear for the majority of test cases.

¢ In off-centre listening positions the perception of phantom sound sources is @ttlem
The tests have provided an insight into the extent of these problems and shown that the
off-centre optimised decoder was able to give significantly better performaacehe
non off-centre optimised decoders. This decoder was also able to equal (and arguably
surpass) the performance of the only known existing off-centre optimised 5-speaker

available in the literature.
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o Generally localisation performance at the rear-sides of the ITU 5-spegdtem was
problematic for all decoders. However, sound images can still be perceitred anea
from the optimal listening position and were improved for the best decoders.

In the second experiment measurements were made with a binaural microphone to further
investigate the performance of the developed decodérsauditory model was developed for
assessing each decoder from the central measurement position and off-centre measurement

positions. The following remarks can be made about these tests:

o The results are in broad agreement with the predicted performance further sugherting
design criteria introduced in this thesis. Even performance was observed,atlaeit
reduced overall level of performance, for the even error optimised decodeiAke
does show some signs of improvement at the front in this test but performance at the

sides and rear is degraded.

e All decoders analysed at the central position (apart from the default Stédirtdfeder)
are very good and the fitness function introduced in this work scaasah highly and
quite similarly. This was reflected in the tests as the differences between the decoders are

quite minimal.

e The off-centre measurements are in agreement with the predicted performance and also in
ageement with the listening tests results. They show that the off-centraismuti
decoder performs better in off-centre listening positions as desired at leallingcan

existing off-centre optimised decoder.

The experiments in general support the predicted performance of the generatedsdaubdee
effectiveness of the individual design tool componentdowever, further more extensive
listening tests would be necessary to conclusively differentiate between tib@ desoders.

Some suggestions for further testing are included in the following chapter.
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9.3 Conclusions

This thesis has presented a number of different methods that can be used ionigwolati
combination when improving surround sound playback over 5-speaker surround sound layouts
with a constant radial distance from the listener. It has specifically focuseéchpsaving
localisation performance of Ambisonic decoders for the ITU 5-speaker layout bjopieg
optimisation criteria to be implemented with a search algorithm. The develugibdds have

been encapsulated in a fully functioning software tool.

In conclusion, the design tool presented in this thesis is able to pradpoevéd Ambisonic
decoders for the ITU 5-speaker layout. The performance of the developed decodmerhas
validated by binaural head tests and also listening tests. The tool effeded designers control
when fine tuning the localisation performance of an Ambisonic system at central anentia
listening positions. This ultimately results in decoders that produce a moradogullusion of

surround sound for the listener.
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Chapter 10

Future work

This research has uncovered a number of other potential avenues for futkireSsme of the

main ideas are included here.

Further in-depth evaluation of the design tool components This project has largely been
concerned with the development of a design tool. Extensive testing of 5-speaker glecoder
produced using the tool has been undertaken. However, to be completely conclugiedefis

could focus ora particular component of the tool in detail. For example, the tool could be used
to produce a range of even error decoders with different levels of predietegerdormanceA
listening test could then be undertaken to investigate whether thectpdegierformance

correlates with thésteners’ responses.

Incorporating other perceptual measures into the design tool In this work the focus has been

on improving localisation. However, other perceptual factors are impodargeherating a
convincing illusion of surround sound (e.g. envelopment). In the light of this, maeetiobj
measures could be developed and added to the fitness function. Range-removal and importance

would allow the balance between these factors to be controlled.

Robust single decoder solution- This thesis investigated the performance of decoders designed
for ideal systems with loudspeakers at an equal distance from the cergrahdjgboint. In the

home listening environment, however, loudspeakers are often positioned in a manner which is
convenient. It would be interesting to investigate a single decoder solutiors tr@iuist to
loudspeaker movement (i.e. one set of decoder coefficients for use over atbiidsyeaker
layouts). It is envisaged that such a solution would be particularly usefyldg-and-play

scenarios to allow the user to quickly experience Ambisonic surround.
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Database of solutions- Create and build up a database of good solutions. The solutions could

be derived using different combinations of components and importance weightings on the tool.

Further development of a design tool- Additional features could be added to the design tool.

Some possible features include:

The ability to optimise for different loudspeaker configurations (i.e. 7.1, 22.2).

e Allow the users to add any number of loudspeakers and position them on a graphical user
interface. The user could also add listening positions. This data could then be used by
the tool to produce a decoder suited to their personal situation.

o The ability to automatically and accurately identify the positions of the loudspeakers
relation to the listening point. This would allow the tool to further impeodecoder for
a given layout.

o Decoder ‘audition’ function where the user can quickly assess the performance of the

current best solution produced by the tool by listening to decoded audio.

e Incorporation of other perceptual measures for evaluating a system’s performance (as

mentioned above).

e Testing of the tool for optimising decoders in a number of different ilgjescenarios

(e.g. in-car listening, living room).

Finally, investigation is needed into the effect of the room on surround soOedasionally

during the listening tests different artifacts were noticed when ligjeioi panned sources (e.qg.
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elevated sources, sources sounding more distant than other). Unless attexlobiaracteristics
of the listening room will be superimposed on the reproduced soundfield. This may affect
localisation as well as other spatial attributes such as envelopmentsatical and distance
perception. Further research is required to investigate the extent of the panileaiso devise

methods for compensating for this.
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Appendix A

This appendix presents more efficient low and mid/high frequency volume objectives.
Previously, in chapter 4, the volume at every angle was compared to the volume at all other
angles resulting il iterations for each volume objective (whétés the number of angles
checked in the fitness function).

In order to offer a more efficient (but equally effective) means of measuring volume equality

around the 360° sound stage a different objective design was developed. The alternative method

involves computing a running standard deviation of the volume error at each angle i.e.

1 [N—-1 1 N-1
Eirvor = 5 —7 ZP‘Z_N(. Pi)

N-1 2]
1 , 1
Enrvol :m ZEi N ' E;

Where N is the number of angles to chedk,is the pressurek is the energy. The running
standard deviation algorithm was taken from (Smith 1998). The advantagm@ftle running
standard deviation (rather than the direct method) is the standard deviatibe datermined
from a single pass through the data. The direct method on the other hand hashmpgkshe
data set twice to first calculate the mean.
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Appendix B

In the listening test and the binaural test a first order frequency dependent decoder was evaluated
from the centre listening position (i.e. Decoder 2 in Chapter 6 and Chapter 7). When
implementing this decoder two linear phase FIR filters were used to divide the X and Y encoded
audio signals into two separate frequency regions with a cross-over frequency of 500 Hz. The

following figures show the magnitude and phase response of both filters.
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The high frequency filter is phase linear across all frequencies whereas the low frddieznsy
phase linear up to approximately 6 kHz. Linear phase filters are recommended when

implementing frequency dependent Ambisonic decoders (Lee 2005).
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Decoders developed by other authors were also evaluated in the listening tests and the binaural
tests. These included fourth order decoders developed by Wiggins (Wiggins 2007), Craven
(Craven 2003) and Poletti (Poletti 2007). The performance plots for each decoder are included
below.
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Decoder developed by Poletti
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Appendix C

Tests of Within-Subjects Effects

Type Il Sum of
Source Squares df Mean Square F Sig. Partial Eta Squared
Sound Greenhouse-Geisser 11912.531 2.133 5584.590 11.549 .000 .044
Sound * Subject Greenhouse-Geisser 15490.977 27.730 558.628 1.155 .269 .056
Error(Sound) Greenhouse-Geisser 259929.825 537.543 483.552

Tests of Between-Subjects Effects

Source Type Il Sum of Squares df Mean Square F Sig. Partial Eta Squared
Intercept 48963.409 1 48963.409 184.257 .000 422
Subject 6738.346 13 518.334 1.951 .025 .091

Error 66964.912 252 265.734

Table 1 2-way mixed design ANOVA showing the significance sound and subject and their interaction.
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Type Ill Sum of

Source Sphericity correction Squares df Mean Square F Sig. p Partial Eta Squared
Sound Greenhouse-Geisser 6864.912 1.671 4109.298 8.501 .001 .031
Error(Sound) Greenhouse-Geisser 214001.754 442.704 483.397

Table 2 1-way within-subjects ANOVA showing the significance of the sound source (original data

Type Il Sum of
Source Squares df Mean Square F Sig.p Partial Eta Squared
Sound Greenhouse-Geisser 614.286 1.886 325.648 9.854 .000 .036
Error(Sound) Greenhouse-Geisser 16519.048 499.882 33.046

Table 3 1-way within-subjects ANOVA showing the significance of the sound source (reversal correcied data
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Source Dependent Variable Type Il Sum of Squares df Mean Square F Sig. p Partial Eta Squared

Corrected Model LF (original) 14734.211° 13 1133.401 3.366 .000 .148
HF (original) 2975.940° 13 228.918 .306 .991 .016
Speech (original) 2093.233° 13 161.018 1.432 145 .069
LF (corrected) 839.474° 13 64.575 1.544 102 .074
HF (corrected) 744.361° 13 57.259 1.528 107 .073
Speech (corrected) 842.105' 13 64.777 3.321 .000 .146
Intercept LF (original) 17702.632 1 17702.632 52.568 .000 173
HF (original) 27813.534 1 27813.534 37.122 .000 .128
Speech (original) 2780.451 1 2780.451 24.736 .000 .089
LF (corrected) 5323.684 1 5323.684 127.322 .000 .336
HF (corrected) 5413.534 1 5413.534 144.482 .000 .364
Speech (corrected) 1842.105 1 1842.105 94.433 .000 .273
Subject LF (original) 14734.211 13 1133.401 3.366 .000 .148
HF (original) 2975.940 13 228.918 .306 .991 .016
Speech (original) 2093.233 13 161.018 1.432 145 .069
LF (corrected) 839.474 13 64.575 1.544 102 .074
HF (corrected) 744.361 13 57.259 1.528 107 .073
Speech (corrected) 842.105 13 64.777 3.321 .000 .146
Error LF (original) 84863.158 252 336.759
HF (original) 188810.526 252 749.248
Speech (original) 28326.316 252 112.406
LF (corrected) 10536.842 252 41.813
HF (corrected) 9442.105 252 37.469
Speech (corrected) 4915.789 252 19.507 continued ...
Total LF (original) 117300.000 266
HF (original) 219600.000 266
Speech (original) 33200.000 266




LF (corrected) 16700.000 266

HF (corrected) 15600.000 266
Speech (corrected) 7600.000 266
Corrected Total LF (original) 99597.368 265
HF (original) 191786.466 265
Speech (original) 30419.549 265
LF (corrected) 11376.316 265
HF (corrected) 10186.466 265
Speech (corrected) 5757.895 265

a. R Squared = .148 (Adjusted R Squared = .104)
b. R Squared = .016 (Adjusted R Squared = -.035)
c. R Squared = .069 (Adjusted R Squared = .021)
d. R Squared = .074 (Adjusted R Squared = .026)
e. R Squared = .073 (Adjusted R Squared = .025)
f. R Squared = .146 (Adjusted R Squared = .102)

Table 4 1-way between-subjects ANOVA for all sound sources showing the significance of subjects (original data and reversal
corrected).
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Type Ill Sum of Partial Eta
Source Sphericity correction Squares df Mean Square F Sig. p Squared
Decoder Greenhouse-Geisser 192135.807 6.117 31412.272 24.210 .000 132
Error(Decoder) Greenhouse-Geisser 1261843.359 972.537 1297.476
Sound Greenhouse-Geisser 226156.302 1.708 132404.368 34.383 .000 178
Error(Sound) Greenhouse-Geisser 1045827.031 271.584 3850.848
Decoder * Sound Greenhouse-Geisser 30242.865 10.616 2848.722 2.269 .011 .014

Table 5. 2-way within subjects ANOVA showing the significance of the sound source and decoder and their interaction (original data)

Type Ill Sum of Partial Eta

Source Sphericity correction Squares df Mean Square F Sig. p Squared
Decoder Greenhouse-Geisser 57378.229 5.093 11266.467 51.440 .000 244
Error(Decoder) Greenhouse-Geisser 177355.104 809.760 219.022

Sound Sphericity Assumed 4621.927 2 2310.964 18.552 .000 104
Error(Sound) Sphericity Assumed 39611.406 318 124.564

Decoder * Sound Greenhouse-Geisser 3367.240 11.991 280.816 2.133 013 013
Error(Decoder*Sound) Greenhouse-Geisser 250999.427 1906.557 131.651

Table 6. 2-way within subjects ANOVA showing the significance of the sound source and decoder and their interaction (reversal

corrected data).
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Type Il Sum of

Source Sphericity Correction Squares df Mean Square F Sig. p Partial Eta Squared
Decoder Greenhouse-Geisser 68312.500 5.744 11893.290 8.358 .000 .050
Error(Decoder) Greenhouse-Geisser 1299487.500 913.262 1422.908

Table 7. 1-way within-subjects ANOVA showing the significance of decoder when taking into account the original data from the low
frequency noise test.

1-way within-subjects ANOVA showing the significance of decoder for low frequency noise data (corrected)

Type Il Sum of
Source Sphericity correction Squares df Mean Square F Sig. p Partial Eta Squared
Decoder Greenhouse-Geisser 24758.672 5.442 4549.935 27.552 .000 .148
Error(Decoder) Greenhouse-Geisser 142878.828 865.205 165.139

Table 8 1-way within-subjects ANOVA showing the significance of decoder when taking into account the reversal corrected data
from the low frequency noise test.
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1-way within-subjects ANOVA showing the significance of decoder for mid/high frequency noise data (original)

Type Il Sum of
Source Sphericity correction Squares df Mean Square F Sig. p Partial Eta Squared
Decoder Greenhouse-Geisser 115849.922 6.184 18733.495 11.237 .000 .066
Error(Decoder) Greenhouse-Geisser 1639312.578 983.273 1667.200

Table 9 1-way within-subjects ANOVA showing the significance of decoder when taking into account the original data from the
mid/high frequency noise test.

1-way within-subjects ANOVA showing the significance of decoder for mid/high frequency noise data (corrected)

Type Il Sum of
Source Sphericity correction Squares df Mean Square F Sig. p Partial Eta Squared
Decoder Greenhouse-Geisser 15315.547 6.123 2501.436 15.408 .000 .088
Error(Decoder) Greenhouse-Geisser 158046.953 973.510 162.348

Table 10 1-way within-subjects ANOVA showing the significance of decoder when taking into account the reversal corrected data
from the mid/high frequency noise test.
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1-way within-subjects ANOVA showing the significance of decoder for male speech data (original)

Type Il Sum of
Source Sphericity correction Squares df Mean Square F Sig. p Partial Eta Squared
Decoder Greenhouse-Geisser 38216.250 5.099 7494.858 13.745 .000 .080
Error(Decoder) Greenhouse-Geisser 442083.750 810.740 545.284

Table 11 1-way within-subjects ANOVA showing the significance of decoder when taking into account the original data from the
male speech test.

1-way within-subjects ANOVA showing the significance of decoder for male speech data (corrected)

Type Il Sum of
Source Sphericity correction Squares df Mean Square F Sig. p Partial Eta Squared
Decoder Greenhouse-Geisser 20671.250 5.680 3639.603 25.793 .000 .140
Error(Decoder) Greenhouse-Geisser 127428.750 903.046 141.110

Table 12 1-way within-subjects ANOVA showing the significance of decoder when taking into account the corrected data from the
male speech test.
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Type Il Sum of

Partial Eta

Source Squares df Mean Square F Sig.p  Squared
Sound Sphericity Assumed 101803.040 2 50901.520 4317 015 .049
Error(Sound) Sphericity Assumed 1957343.458 166 11791.226

Decoder Sphericity Assumed 1485732.782 4 371433.195 35.827 .000 .302
Error(Decoder) Sphericity Assumed 3442007.080 332 10367.491

Position Greenhouse-Geisser 7610302.418 2.633 2889807.697 186.705  .000 692
Error(Position) Greenhouse-Geisser 3383172.903 218.580 15477.939

Sound * Decoder Greenhouse-Geisser 62219.143 6.501 9570.428 775 599 .009
Error(Sound*Decoder) Greenhouse-Geisser 6659357.382 539.599 12341.319

Sound * Position Greenhouse-Geisser 448487.463 4.630 96855.223 5.499  .000 .062
Error(Sound*Position) Greenhouse-Geisser ~ 6768729.441 384.331 17611.721

Decoder * Position Greenhouse-Geisser 873176.816 8.458 103235.341 7.246  .000 .080
Error(Decoder”Position) Greenhouse-Geisser 1.000E7 702.024 14247548

Sound * Decoder * Position Greenhouse-Geisser 209374.655 15.185 13788.222 909 554 011
Error(Sound*Decoder*Position) Greenhouse-Geisser 1.911E7 1260.358 15165.992

Table 13 Multi-way within-subjects ANOVA showing the significance of decoder, sound source and listening position.
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Type Il Sum of Partial Eta

Source Squares df Mean Square F Sig. p Squared
Decoder Sphericity Assumed 320392.650 4 80098.162 10.816 .000 115
Error(Decoder) Sphericity Assumed 2458738.512 332 7405.839

Position Greenhouse-Geisser 2351974.980 2.881 816326.549 56.013 .000 403
Error(Position) Greenhouse-Geisser 3485141.174 239.137 14573.824

Decoder * Position Greenhouse-Geisser 210178.992 11.606 18108.749 2.000 023 024
Error(Decoder”Position) Greenhouse-Geisser 8723765.552 963.339 9055.763

Table 14 2-way within-subjects ANOVA for the low frequency noise source.
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Type lll Sum of Partial Eta
Source Squares df Mean Square F Sig. p Squared
Decoder Sphericity Assumed 477994.330 4 119498.583 12.115 .000 127
Error(Decoder) Sphericity Assumed 3274809.643 332 9863.884
Position Greenhouse-Geisser 2507112.503 2.585 969758.416 60.036 .000 .420
Error(Position) Greenhouse-Geisser 3466110.245 214.580 16153.031
Decoder * Position Greenhouse-Geisser 326527.047 8.114 40240.114 3.103 .002 .036
Error(Decoder*Position) Greenhouse-Geisser 8732960.222 673.501 12966.520
Table 15 2-way within-subjects ANOVA for the mid/high frequency noise source.

Type 1l Sum of Partial Eta
Source Squares df Mean Square F Sig. p Squared
Decoder Sphericity Assumed 749564.945 4 187391.236 14.244 .000 .146
Error(Decoder) Sphericity Assumed 4367816.307 332 13156.073
Position Greenhouse-Geisser 3199702.398 2.257 1417535.709 82.975 .000 500
Error(Position) Greenhouse-Geisser 3200650.925 187.350 17083.806
Decoder * Position Greenhouse-Geisser 545845.433 7.389 73876.812 3.886 .000 .045
Error(Decoder*Position) Greenhouse-Geisser 1.166E7 613.253 19013.319

Table 16 2-way within-subjects ANOVA for the male speech source.
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