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Abstract

Dilute nitride alloys of III–V semiconductors, and transparent conducting group-II oxides
may both be categorised as highly mismatched compounds. The small size and high values
of electronegativity of nitrogen and oxygen (see figure), compared to the substituted anion,
in dilute nitrides, and the cation, in transparent conducting oxides, give rise to striking
properties in these materials.
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The dilute nitride alloys GaNSb, InNSb, and GaInNSb,
grown by molecular beam epitaxy, have been studied. In-
frared absorption measurements of GaNSb are presented,
showing the divergence of transitions from the valence
band to E− and E+ conduction bands with increasing ni-
trogen incorporation. The fitting of the positions of the
valence band to E+ transitions gives a value of 2.6 eV
for the coupling parameter in this material. A reduction
in the bandgap of InNSb from that of InSb is shown by
modelling the competing effects of Moss-Burstein band
filling and bandgap renormalisation. Finally, bandstruc-

ture calculations of the quaternary material GaInNSb, with dilute incorporations of ni-
trogen and indium, show that the material is suitable for the exploitation of the 8–14 µm
atmospheric transmission window. Structural characterisation of GaInNSb shows that this
material can be grown lattice matched to GaSb with nitrogen and indium incorporations
of 1.8 and 8.4 per cent, respectively.

The conducting oxide CdO, grown by metal-organic vapour-phase epitaxy, has also been
studied. Analysis and simulation of infrared reflectance data, including conduction band
non-parabolicity and Moss-Burstein band filling, reveal bandgap and band-edge effective
mass values of 2.16 eV and 0.21 m0, respectively. In addition, high energy 4He+ ion
irradiation was used to stabilise the Fermi level in CdO. Carrier statistics calculations
were performed and the charge neutrality level was found to be 2.52 eV with respect to
the Γ-point valence band maximum, corresponding to 0.36 eV above the conduction band
minimum. The location of the charge neutrality level within the conduction band explains
the propensity for high unintentional n-type doping, and the high conductivity observed
in CdO.
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Chapter 1

Introduction

1.1 Historical background

1.1.1 Dilute nitrides of III–V materials

Initial interest in the growth of dilute nitride alloys of III–V semiconductors was to utilise

the bandgap range between the III–nitrides and the III–arsenides. It was thought that the

growth of GaNAs across the entire composition range from GaAs, with a room temperature

(RT) bandgap of 1.42 eV (near-infrared) [1], to GaN, with a RT bandgap of 3.4 eV

(ultraviolet) [2], would facilitate the fabrication of optoelectronic devices spanning the

entire visible spectrum. Despite the expected miscibility gap between GaAs and GaN [3,4],

samples of GaNxAs1−x with x # 0.016 were fabricated [5]. Rather than an increase

in energy of the alloy’s bandgap from that of GaAs, as would be expected from the

virtual crystal approximation, it was found to decrease rapidly with increasing nitrogen

incorporation. In addition, it was observed that the incorporation of nitrogen caused a

decrease in the material’s lattice constant, as is predicted from Vegard’s empirical law [6].

This allowed the lattice matching of GaNAs to Si [7], and of GaInNAs to GaAs with a

bandgap in the technologically important 1.3–1.55 µm range [8]. Due to their potential for

use in devices for data- and tele-communications [9] and as active layers in multi-junction

solar cells [10], dilute nitride alloys of Ga(In)As and Ga(In)P [11,12] have received a great

deal of attention.

Prior to the work of Buckle et al. [13] and subsequently Veal et al. [14], research into dilute

1



Chapter 1. Introduction 2

nitrides of group-III antimonide materials was very limited [15], despite their potential for

the exploitation of the atmospheric transmission window of 8–14 µm. The use of antimony

had been limited to low [16] and moderate [17] inclusions in the alloy Ga(In)NAs (with

Sb replacing As), to further reduce the bandgap from that of GaAs, in order to produce

devices operating at 1.55 µm for telecommunications applications.

1.1.2 Transparent conducting oxides

Transparent conducting oxides (TCOs) represent an exceptional class of materials. It

would be expected that the pre-requisites for optical transparency, an electronic bandgap

in excess of ∼3 eV, and conductivity, the presence of conduction band electrons, would be

mutually exclusive. However, the wide bandgap materials In2O3, SnO2, and ZnO exhibit

these properties due to their strong propensity for unintentional n-type doping. Both

conductivity and transparency in these materials can be increased by additional extrinsic

doping, as is seen in the commonly used Sn doped In2O3 [18–20].

TCOs are used in a wide variety of applications including transparent contacts for thin film

transistor liquid crystal displays and photovoltaics [21, 22], and in light emitting diodes

[23,24]. Recent interest in ZnO, with a RT bandgap of ∼3.4 eV and large exciton binding

energy of ∼60 meV, has mainly been focussed on its use in optoelectronic applications

operating at blue and ultraviolet wavelengths with a high quantum efficiency [24, 25]. A

reduction in the bandgap of ZnO by alloying with CdO, a conducting oxide with a bandgap

smaller than that of ZnO, has been demonstrated in optoelectronic applications operating

at blue-green wavelengths [26,27].

1.2 Organisation of the thesis

The remainder of this chapter provides a general background to semiconductors and band-

structure approximations, along with descriptions of the unusual bandstructure of dilute

nitride alloys of III–V semiconductors. Chapter 2 outlines the theoretical principles of the

experimental techniques employed during this research.

The experimental section of the thesis is separated into two parts. The first part (chapters
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3 to 5) details experimental results, with discussion and conclusions, of the optoelectronic

properties and basic characterisation of the highly anion-mismatched alloy semiconductors

gallium nitride antimonide, indium nitride antimonide and the related quaternary alloy

gallium indium nitride antimonide. The second part (chapters 6 and 7) details exper-

imental results, with discussion and conclusions, of the basic band parameters and the

Fermi-level stabilisation energy of the significantly cation-anion mismatched semiconduc-

tor cadmium oxide.

1.3 Semiconductor crystal structure

The most common semiconductors are the elemental crystals of group IV, e.g. silicon and

germanium, and binary compounds containing elements of group III and V, e.g. gallium

arsenide and indium antimonide. With the exception of III–N compounds, these materials

crystallise into the zinc blende structure (known as the diamond structure for elemental

crystals). This structure, illustrated for a compound material in figure 1.1, consists of

two interpenetrating face-centred cubic lattices offset along the body diagonal by one

quarter of the length of the diagonal. For binary compounds, atoms A and B represent

different elements (zinc blende structure) and for elemental semiconductors atoms A and

B represent the same element (diamond structure).

The crystal structure adopted by the group-III nitrides and a number of the II–VI semi-

conductor compounds (e.g. zinc oxide and cadmium sulphide) is the wurtzite structure

and is indicative of the increased ionicity found in the bonding of these materials. In the

wurtzite structure each atom of one element is surrounded tetrahedrally by four atoms of

a second element, as in the zinc blende structure, however, the locations of the atoms are

such that they make up two interpenetrating close-packed hexagonal lattices.

The final structure of interest is the rocksalt structure. Normally associated with ionic

insulators, the rocksalt structure is adopted at ambient temperature and pressure by the

semiconductor cadmium oxide. Structurally it consists of two interpenetrating face-centred

cubic lattice of different elements offset along the body diagonal by one half of the length

of the diagonal.
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A
B

Figure 1.1: The crystal structures (left to right) zinc blende (GaSb), wurtzite (ZnO) and
rocksalt (CdO).

1.4 Energy band structure

The periodic potential resulting from the atomic nuclei in the crystal structures described

in the previous section gives rise to a series of energy bands in such solids describing the

allowed energies as a function of wavevector (or quasi-momentum). This can be simply

considered for an ideal lattice by an effective one-electron potential U(r) which, for a

given electron, contains the combined potential of the atomic nuclei and of other electrons.

Bloch’s theorem [28] states that the eigenstates of the one-electron Hamiltonian:

H = −!2∇2

2m
+ U(r) (1.1)

where U(r + R) = U(r) for all R in a Bravais lattice, can be chosen to have the form of

a plane wave times a function with the periodicity of the Bravais lattice,

ψnk(r) = eik·runk(r) (1.2)

The index n in the Bloch theorem is given because for any k there are many solutions to

the Schrödinger equation. The solutions are given by the eigenvalue problem:

Hkuk(r) =

(
!2

2m

(
1
i
∇+ k

)2

+ U(r)

)
uk(r)

= εkuk(r)

(1.3)

As the wavevector only appears as a parameter in the Hamiltonian, the energy levels for a

given index, n, will vary continuously with k. In this way, the allowed energy values for a
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given index, or band, are described by the function εn(k). An example of the bandstructure

of a semiconductor calculated by a pseudopotential method is given in figure 1.2, where

the starting point for the calculation was equation 1.1.

Figure 1.2: The bandstructure of zinc blende gallium arsenide calculated by a pseudopo-
tential method between a number of high symmetry points [29]

1.5 Bandstructure approximations

1.5.1 Parabolic approximation

For electronic transport problems, the properties of a given semiconductor are determined

by the small proportion of electrons close to the lowest conduction band minimum (CBM)

and holes near the highest valence band maximum (VBM). These carriers are either pro-

duced by doping with donors (electrons) or acceptors (holes) or by excitation (thermal

or optical) across the bandgap. For a direct-gap semiconductor, where the VBM and

the CBM are coincident in k-space, the energy-band dispersions can be approximated by

means of a Taylor expansion about k− k0, where k0 is the value of k where the extrema

occur.

E(k− k0) = E(0) + A|k− k0|2 + B|k− k0|4 + . . . (1.4)
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Due to symmetry considerations in direct-gap III–V semiconductors, the extrema occur

at the Brillouin zone centre (the Γ-point) where k = k0 = 0. In addition, the effect of the

higher power terms of k are negligible, therefore, equation 1.4 can be written:

E(k) ≈ E(0) + Ak2 (1.5)

By analogy with the free electron energy dispersion, it is convenient to define A to be

!2/2m∗
e where m∗

e is the effective mass of the conduction band electrons, or −!/2m∗
h for

valence band holes. The effective mass is, in the general case, a tensor quantity. However,

for direct-gap semiconductors which crystallise into the zinc blende structure, the electron

and hole dispersions are isotropic close to the Γ-point, and the effective mass can be

reduced to a scalar quantity.

This results in the so called parabolic approximation of energy dispersion, shown in equa-

tion 1.6 where Eg is the energy bandgap of the material, and the zero of energy is defined

as midgap.

Ee,h(k) ≈ ±Eg

2
± !2k2

2m∗
e,h

(1.6)

This approximation is good for wide gap semiconductors (e.g. GaAs whose room temper-

ature bandgap is ∼1.4 eV) however, as Eg decreases, the higher order terms neglected

in equation 1.4 become increasingly important causing the conduction band dispersion to

deviate from the parabolic approximation such that equation 1.6 ceases to well describe

the bandgap for narrow gap semiconductors (e.g. InSb, whose room temperature bandgap

is ∼0.17 eV).

1.5.2 8-band k · p (neglecting the effect of higher bands)

Rather than attempt to calculate the higher order terms in equation 1.4, a simpler, ac-

curate method to calculate the bandstructure of narrow gap semiconductors is given by

Kane [30,31]. The k ·p perturbation method employed by Kane exploits the fact that the

cell periodic functions for any k (belonging to different bands) form a complete set. It

is therefore possible to express the wavefunctions of the electrons for any k in terms of a

point of known parameters, in this case the Brillouin zone centre (Γ) where the required

parameters are assumed known (or can be fitted to experiment). The starting point is the
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independent electron Hamiltonian,

H =
p2

2m0
+ V0(r) + Vso (1.7)

where p = −i!∇, V0(r) is the periodic potential due to the crystal lattice and Vso is

the spin-orbit interaction. The eigenfunctions of H are Bloch functions giving the time-

independent Schrödinger equation (after eliminating the factor eik·r):
(

p2

2m0
+

!
m0

k · p +
!2k2

2m0
+ V0(r) + Vso

)
unk(r) = Enkunk(r) (1.8)

In this model, the k · p interaction is treated as a perturbation from the zone centre by

expanding the unknown function unk(r) in terms of the zone centre functions un0(r).

Following Kane, equation 1.9 shows a formulation of the 8-band Hamiltonian describing

the interaction between the electrons of three valence bands and one conduction band at

the zone centre each with spin degeneracy. This neglects the effect of higher (and lower)

bands which will only have a small contribution provided k is not too large.

H =



 H̃ 0

0 H̃





H̃ =





Es
1√
2
!kc −!kc 0

1√
2
!kc Ep − 2

3∆ 0 0

−!kc 0 Ep + 1
3∆ 0

0 0 0 Ep + 1
3∆





(1.9)

Here, Es and Ep are the eigenvalues of {(p2/2m0) + V0 + Vso}ui0 = Ei0ui0, where ui0

are the zone centre functions of the bands considered, ∆ is the spin-orbit split-off energy

and c is related to Kane’s matrix element (P ) by c = (2/3)1/2P/!. c has the dimensions

of velocity and is ∼1/300 the velocity of light for all III–V semiconductors. As the off-

diagonal block elements of H are zero, the 8× 8 Hamiltonian collapses to a 4× 4 matrix

without loss of information. Further simplification of the Hamiltonian can be performed

in the case where ∆ ( Eg.

1.5.3 2-band k · p: the α-approximation

In the case where the spin-orbit split-off energy is significantly greater than that of the

material bandgap the Hamiltonian can be reduced to the 2×2 matrix shown below, where
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!k is written as p.

H =



 Es −pc

−pc Ep + 1
3∆



 (1.10)

Selecting the zero of energy to be the centre of the bandgap (Es = Eg/2 and Ep + ∆/3 =

−Eg/2) and solving the Schrödinger equation, Hijψ = Ejψ for equation 1.10 yields an

analytical expression for the 2-band k · p approximation:

E2 = (pc)2 +
(

Eg

2

)2

= p2c2 + (m∗)2c4 (1.11)

where m∗ is defined as Eg/2c2, it should be noted that this is the equation of a relativistic

particle with rest mass m∗ and maximum velocity c " clight/300. Re-arranging equation

1.11, such that the zero of energy is located at the conduction band minimum, the α-

approximation representation of the 2-band model can be obtained.

E(1 + αE) =
p2

2m∗ (1.12)

where α = 1/Eg, justifying the above definition of m∗. The α-approximation provides an

intuitive method of calculating the non-parabolicity of a bandstructure due to its direct

link to the bandgap of the material. It can be seen that as Eg is increased α → 0 and the

parabolic approximation is recovered.

1.5.4 Pidgeon and Brown 8-band k · p Hamiltonian

The Pidgeon and Brown 8-band k · p Hamiltonian [32] in the zero field limit is shown

in equation 1.13. As before, the 8 × 8 Hamiltonian can be expressed without loss of

information by the 4× 4 matrix shown below due to spin degeneracy.

H =





Eg + EparF 0
√

2
3EP Epar −

√
1
3EP Epar

0 −1
2(Γ1 − 2Γ2)Epar 0 0

√
2
3EP Epar 0 −1

2(Γ1 + 2Γ2)Epar

√
2Γ2Epar

−
√

1
3EP Epar 0

√
2Γ2Epar −∆so − 1

2Γ1Epar





(1.13)

In this formulation, the effect of the interactions between the four bands is included in the

Ep term which is related to the Kane parameter P by Ep = 2m0P 2/!2. The interactions
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between remote bands and the conduction band are taken into account through second-

order perturbation theory and are described by the Kane parameter F which may be

expressed in terms of the bandgap, spin-orbit split-off energy and the effective mass,

1
m∗

e
= (1 + 2F ) +

Ep(Eg + 2∆so/3)
Eg(Eg + ∆so)

(1.14)

Similarly, the effect of higher-order bands on the valence bands are incorporated in the

Γ1,2 terms which are defined in terms of the Luttinger parameters, γL
1,2,

Γ1 =
γL

1 − Ep

3Eg
and Γ2 =

γL
2 − Ep

6Eg
(1.15)

Finally, Epar = !2k2/2m0 is the free-electron energy, Eg the electronic bandgap and ∆so

the spin-orbit split-off energy.

A comparison between the three models of the semiconductor bandstructure described is

shown graphically in figure 1.3. The Pidgeon and Brown 8-band k · p model gives three

valence bands (heavy, light and spin-orbit split-off hole bands) and one conduction band.

A single conduction band and valence band (light hole) are shown for the α-approximation,

and finally, the parabolic approximation is shown for the conduction band only. For each

case, the parameters for InSb were taken from a review of III–V semiconductors [1].

For the narrow gap semiconductor InSb, it is expected that the 8-band Pidgeon and

Brown model will give the most accurate description of the bandstructure, as it takes into

consideration the effect of higher bands, in addition to the 8-bands explicitly considered.

In addition, unlike the 2-band model, it makes no assumption with respect to the spin-

orbit split-off energy, ∆so. With increasing k, the parabolic expression will give the most

inaccurate description as it merely gives the exact solution to a given band at the zone

centre.

1.6 Dilute nitride bandstructure

The incorporation of dilute quantities of nitrogen into III–V semiconductor compounds is

known to result in a decrease in both the bandgap and lattice parameter of the material

from that of the host compound [33]. This effect has been observed in many materials

including GaNP [34], GaNAs [5] and InNAs [35], and is a result of the small size and large

electronegativity of the nitrogen atom compared to that of the anion it replaces.
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Figure 1.3: Bandstructure calculations for InSb. The solid lines show the Pidgeon and
Brown 8-band k · p model with three valence bands, heavy hole (blue), light hole (green)
and spin-orbit split-off (black) and one conduction band (red). The dashed line shows
the α-approximation (showing conduction and light hole bands) and dot-dashed line the
parabolic conduction band.
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The usual result of reducing the bandgap of a binary III–V semiconductor, by introducing

a third element of group III or V, is to increase the lattice constant. This can be seen in

figure 1.4 where the bandgap as a function of lattice constant is shown for a number of

mixed cation/anion compounds together with some dilute nitride alloys.

Figure 1.4: The bandgap as a function of lattice constant for various mixed cation/anion
compounds, including some dilute nitride alloys.

1.6.1 Deviation from the virtual crystal approximation

As a first approximation, the properties of a ternary semiconductor compound, e.g. III–

V–V′ , can be determined by a linear interpolation between the properties of the endpoint

binary compounds, in our example: III–V and III–V′ . This method is known as the virtual

crystal approximation (VCA) as it describes an ideal crystal with an averaged or virtual

potential with the effects of lattice disorder neglected. A successful application of the

VCA is Vegard’s empirical law [6], which can be used to determine the lattice constant of

ternary semiconductor compounds.

The dependence of other properties of ternary semiconductor compounds are generally not

linear. An example of this is the bandgap where a bowing term quadratic in composition
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is used to describe the observed deviation from the VCA.

EA1−xBx
g = (1− x)EA

g + xEB
g − bx(1− x) (1.16)

Here, Eµ
g is the bandgap of material µ, x is the fraction of the binary compound B, and b

is a constant for a given alloy and is referred to as the bowing parameter. The magnitude

of b is dependent on the constituent binary compounds A and B, but is typically a fraction

of an electron-volt and not dependent on the composition of the material. The bandgaps

of the non-nitrogen containing compounds in figure 1.4 were calculated using equation

1.16 together with values for the required material-dependent parameters from a review of

the band parameters of III–V compound semiconductors and their alloys by Vurgaftman

et al. [1].

A much greater deviation from the VCA is observed in the bandgap of dilute nitride alloys

of III–V compounds than in non-nitrogen containing mixed cation or anion III–V alloys.

The inclusion of just 1 per cent nitrogen into GaAs results in a reduction in bandgap

from that of the host material of ∼0.12 eV [5]. Describing this in terms of equation

1.16 gives a bowing parameter which, for x = 0.01, is ∼14 eV, a value much greater

than that observed in non-nitrogen containing ternary alloys. More importantly, however,

the bowing parameter for dilute nitride alloys is composition dependent. Therefore the

functional form of an equation capable of describing such materials is different from that

of equation 1.16.

The significant deviation from the VCA observed in III–N–V compounds is due to the

isoelectronic nature of the substitutional nitrogen within the III–V host. Though the

nitrogen atom has the same electron valence as the atom it is replacing, its other properties

(size, electronegativity, bond length etc.) are significantly different, as shown in table 1.1.

This results in a considerable, and highly localised, perturbation to the electronic potential

surrounding the substitutional atom. Therefore, a nitrogen atom within a III–V host is

seen as electronically neutral other than in the immediate vicinity of the atom, leading to

a highly spatially localised defect potential [36].

Tight-binding calculations have shown this isolated nitrogen defect level to be resonant

with the host conduction band in a number of III–V semiconductor compounds including

GaAs, InAs, GaSb, and InSb [37, 38]. The interaction between this resonant defect level
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Table 1.1: The atomic radii and Pauling electronegativities of the common group V ele-
ments.

Element Atomic radius (Å) Pauling electronegativity
Nitrogen 0.65 3.04

Phosphorus 1.00 2.19
Arsenic 1.15 2.18

Antimony 1.45 2.05

and the host conduction band is the basic premise behind the most popular description of

III–N–V semiconductors, the band anticrossing model.

1.6.2 The band anticrossing model

The band anticrossing (BAC) model describes the interaction between the host III–V

conduction band, EM , and the resonant nitrogen level, EN , by means of a simple two-

level interaction, parameterised by the matrix element VMN . This method was first used

to describe the rapid decrease in bandgap with nitrogen incorporation of the quaternary

alloy Ga1−yInyNxAs1−x [39]. The 2× 2 BAC Hamiltonian matrix for a given k is

HBAC =



 EM (k) VMN

VMN EN



 (1.17)

The (energy) eigenvalues of this matrix are shown in equation 1.18 and define two non-

parabolic bands, conventionally denoted E− and E+ for the lower and higher energy bands

respectively. The result for GaNxSb1−x, for x = 0.005 is shown graphically in figure 1.5

(solid lines) together with the non-interacting result i.e VMN = 0 (dotted lines).

E±(k) =
1
2

(
(EM (k) + EN ) ±

√
(EM (k)− EN )2 + 4V 2

MN

)
(1.18)

The BAC model is the most widely employed description of the bandstructure of dilute

nitride semiconductors due to its simplicity and ease of application. However, when the

model was first introduced, it was not without its shortcomings. First, the functional

form of the interaction matrix element, VNM , with nitrogen incorporation was not known.

Second, the model describes only a single nitrogen state (arising from an isolated anion

substituted nitrogen atom) interacting with the host conduction band. With increasing
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Figure 1.5: The band anticrossing interaction between the host conduction band, EM (k),
and the localised nitrogen level, EN , coupled by the matrix element VMN for GaNxSb1−x

with x = 0.005. The resultant bands E− and E+ are shown in red, while the host
conduction band and nitrogen levels are shown as dashed lines.
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nitrogen incorporation the likelihood of finding N–N pairs and larger complexes increases,

and the energy of the states resulting from these complexes would be different from that

of the isolated case.

1.6.3 Tight-binding calculations

Theoretical validation of the semi-empirical BAC model was given by the work of Lindsay

and O’Reilly, where an sp3s∗ tight-binding Hamiltonian was used to describe the band-

structure of GaNAs [40]. In this work, the electronic structure of GaNAs was determined

from the comparison of the conduction band states ψc1 and ψc0 in two supercells, made

up of Ga864N1As863 and Ga864As864, respectively. The resonant state associated with the

isolated nitrogen atom, ψN0, was derived and was found to be highly localised with in

excess of 50 per cent of its probability distribution being found on the nitrogen site or

on the sites of the nearest-neighbour gallium atoms. Due to the highly localised nature

of the nitrogen state it was found that, for increasing nitrogen concentrations, a linear

combination of isolated nitrogen resonant states could be used to accurately describe the

nitrogen in the system for nitrogen incorporations to ∼25 per cent.

From this work a 10-band k ·p Hamiltonian was developed to describe the bandstructure

of dilute nitride alloys. The Hamiltonian, based on that of Pidgeon and Brown discussed

in the previous section, is shown below.

H =





HPB
11 − αx HPB

12 HPB
13 HPB

14 β
√

x

HPB
21 HPB

22 HPB
23 HPB

24 0

HPB
31 HPB

32 HPB
33 HPB

34 0

HPB
41 HPB

42 HPB
43 HPB

44 0

β
√

x 0 0 0 EN − (α + γ)x





(1.19)

The majority of the elements are the same as in the Pidgeon and Brown Hamiltonian

(equation 1.13) and are denoted HPB
nm. It can be seen that the nitrogen level only directly

affects the host conduction band of the system and that the interaction has the functional

form β
√

x, where β is a material dependent constant and x is the fractional nitrogen

incorporation. In addition, the effect of nitrogen pair states and larger complexes is

incorporated through the constant γ, which decreases the energy of the nitrogen level
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with increasing nitrogen incorporation. The bandstructure of InNSb, with 0.5 per cent

nitrogen, calculated using the Lindsay and O’Reilly k · p Hamiltonian is shown in figure

1.6.

A comparison between the modified k · p Hamiltonian of Lindsay and O’Reilly, and the

BAC Hamiltonian of Shan et al. reveals that the functional form of the interaction matrix

element of the BAC Hamiltonian is VMN ∝
√

x, with the constant of proportionality

being β although, in the context of the BAC model, this paramemter is often denoted

CMN [41].

Figure 1.6: The bandstructure of InNxSb1−x for x = 0.005 calculated from Lindsay and
O’Reilly’s 10-band k ·p Hamiltonian, and parameters from tight-binding calculations [38].
The valence bands are shown in blue (heavy-hole), green (light-hole) and black (spin-orbit
split-off), while the conduction bands are shown in red (E±). In addition, the resonant
nitrogen level and the host conduction band are shown as dashed black lines.
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1.6.4 Empirical pseudopotential method

In addition to the simple description of dilute nitride alloys by the BAC model, and the

more involved calculations of Lindsay and O’Reilly, another explanation of the effect of

nitrogen in III–V semiconductor alloys has been proposed. Similar to that of Lindsay and

O’Reilly, this method is based on large supercell calculations, however, the electronic and

optical properties are determined from empirical pseudopotential calculations within the

local density approximation [42]. Though this description will not be considered further in

this work, it is outlined here to give a more balanced overview, and indicate the contentious

nature of the research in this field.

In this method, a large supercell is used to describe the system and the constituent com-

ponents, e.g. Ga, As, N atoms, are placed on lattice sites in any desired configuration

(random, clustered, etc.). The use of large supercells has the advantage of allowing many

different local environments to be described in the calculation. After the initial setup

of the supercell, the relaxed atomic positions are determined from the valence-force-field

method where a simple “balls on springs” Hamiltonian is used, allowing the stretching and

bending of atomic bonds in the relaxation. The crystal potential V (r) is then described

as a superposition of screened atomic pseudopotentials, which can be used to determine

the single-particle eigensolutions of the system for very large supercells [43].

The main conclusion of this method is that a breaking of the crystal symmetry of the

host III–V lattice, resulting from the incorporation of nitrogen, leads to the splitting of

the degenerate L and X conduction band minima. It is proposed that the mixing, or

interaction, between the split L and Γ conduction band states leads to the formation of

the E− state, while the E+ state arises from the mixing of the nitrogen level and the split

L conduction band states.

Both the Γ-L-X mixing model and the BAC model provide good qualitative agreement

with all available experimental data, however, due to its simple analytical formulation,

the BAC model has been most widely applied in the field of dilute nitride alloys of III–V

semiconductors.
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Experimental techniques

2.1 Optical absorption spectroscopy

Optical absorption spectroscopy provides a direct and simple method for obtaining in-

formation about the bandstructure of a semiconducting material. Photons of a known

energy are used to excite electrons in a material to higher lying energy states and, in

doing so, information of the optically allowed electronic transitions within the material

can be determined.

Fundamental absorption refers to excitations from one electronic band to another. In

the case of an ideal, undoped, direct bandgap semiconductor the fundamental absorption

transition will take place from the highest occupied valence band to the lowest unoccupied

conduction band with the absorption onset occurring within a few meV of the energy of the

material bandgap, this process is illustrated in figure 2.1. Using a parabolic description

of the bands, the absorption may be defined as α(hν) ∝ (hν − Eg)1/2 where α is the

absorption coefficient, hν is the energy of the incident radiation, and Eg the bandgap of

the material [44].

Therefore, the bandgap of a material can be determined by plotting the square of the

absorption coefficient as a function of the energy of the incident radiation and taking a

linear extrapolation of the fundamental absorption edge to α2 = 0.

Although the bandstructures of the materials considered in this work are not well described

by the parabolic band approximation, for small k the band dispersion will still be parabolic.

This can be seen by considering equation 1.12, where the zero of energy is chosen to be at

18
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E

k

Eg

Figure 2.1: The fundamental absorption process illustrating the excitation of an electron
from the occupied valence band to the unoccupied conduction band by the absorption of
a photon of energy Eg.

k = 0. For small k, E will be small compared to Eg, therefore the αE (of equation 1.12)

may be neglected, resulting in a parabolic dispersion. Whereas for large k, the αE term

will dominate and the band dispersion will be linear.

It has also been shown experimentally that for materials with non-parabolic bands the

fundamental absorption edge of an α2(hν) plot initially increases linearly before deviating

at higher values of hν (corresponding to higher values of k) [45]. This can also be seen for

GaSb in figure 3.1.

In this work, transmission geometry infrared absorption measurements were performed

over an energy range of 0.1 to 1.2 eV using a Perkin Elmer Spectrum GX Fourier-transform

infrared spectrometer with a narrow gap cadmium mercury telluride detector, and potas-

sium bromide and quartz beamsplitters. Ultaviolet/visible measurements were performed

using a Perkin Elmer Lambda 25 spectrometer with a working range of 1.24 to 4.00 eV.

All absorption measurements were performed at room temperature. The background ab-

sorption by air molecules and the varying intensity of the light source as a function of

energy was accounted for by performing a background absorption scan for each set of

measurements. The absorption coefficient is determined from the fractional transmission

using the relation:

T (hν) =
(1−R)2 exp(−α(hν)d)
1−R2 exp(−2α(hν)d)

(2.1)

where α is the absorption coefficient, d is the sample thickness, and R is the reflection

coefficient at the air/semiconductor interface, which is approximately equal to {(n−1)/(n+

1)}2, where n is the refractive index of the sample. In the case of the dilute nitrides the
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refractive index of the sample was assumed to be approximately equal to that of the host

binary.

2.2 Infrared reflectance spectroscopy

Infrared reflectance spectroscopy allows the determination of the plasma frequency of

a material. The plasma frequency, ωp, is dependent on the charge concentration, n, the

charge effective mass, m∗, and the high-frequency dielectric constant, ε(∞), of the material

and is given by the relation:

ω2
p =

ne2

m∗ε(∞)ε0
(2.2)

where e, is the electronic charge and ε0, the permittivity of free space. A diagram showing

a single reflection from the epilayer/substrate interface in a stratified medium is shown in

figure 2.2. The angles of incidence and transmittance are denoted θi and θt, respectively.

The refractive indices of the epilayer and substrate are n2 and n3, and the epilayer thickness

is d.
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Figure 2.2: A single epilayer/substrate reflection for a material with epilayer thickness d,
and a semi-infinite substrate. The radiation strikes the epilayer at angle of incidence θi,
and is transmitted at an angle θt

The Fresnel equations giving the amplitude coefficients of reflection and transmission for

light at an angle θ to the surface normal are given below. The refractive indices of the

material either side of the interface are n1 and n2 (as in figure 2.2) and the polarisation is

defined in terms of the electric field with respect to the plane of incidence.

r‖ =
n2 cos θi − n1 cos θt

n2 cos θi + n1 cos θt
and r⊥ =

n1 cos θi − n2 cos θt

n1 cos θi + n2 cos θt

t‖ =
2n1 cos θi

n2 cos θi + n1 cos θt
and t⊥ =

2n1 cos θi

n1 cos θi + n2 cos θt

(2.3)
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The total reflectance from a sample is determined by summing the contributions from

each reflection. Only the first two reflections are shown in figure 2.2. The reflectance from

multiple reflections is determined from the geometric sum:

r = r12 + t12r23t21e
iδ + t12r23r21r23t21e

iδ + . . .

= r12 + t12t21r23e
iδ

∞∑

n=0

(r23r21e
iδ)n

= r12 +
t12t21r23eiδ

1− r23r21eiδ

(2.4)

where δ = Γω/c, accounts for the change in phase of the light travelling through the

epilayer. Here, Γ is the path difference between subsequent reflections which, from figure

2.2, is defined:

Γ = n2(AB + BC)−AD

= 2dn2

[
1

cos θt
− tan θt sin θt

]

= 2dn2 cos θt

(2.5)

In our case, the incident radiation is unpolarised, therefore, the reflectance is calculated

from the average value of the sum of the squared polarised reflectivities:

R =
1
2
(|r‖|2 + |r⊥|2) (2.6)

Simulation of the infrared reflectance spectrum of a material using a suitable model,

e.g. the two-oscillator dielectric model, shown in equation 6.1, allows the determination

of the plasma frequency of the material and, provided the carrier concentration is known,

the effective mass may be calculated.

The reflectance measurements were also performed with a Perkin Elmer spectrum GX

spectrometer, working in the energy range 0.1 to 1.2 eV. A Perkin Elmer variable angle

specular reflectance stage was used, though all measurements were performed at 35◦. The

reflectance was determined from the ratio of the reflectance from the sample surface and

that from a high reflectivity optical mirror.
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2.3 X-ray diffraction

X-rays incident on a crystalline sample are scattered coherently by the periodic array of

atoms in the material, giving rise to constructive interference at certain angles of reflection.

Diffraction occurs as the wavelength of the incident x-rays is of a similar magnitude to the

lattice spacings within the material. The interference of the diffracted x-rays is described

by Bragg’s Law, which states that constructive interference will occur at an angle θ to the

crystal surface when the condition λ = 2dhkl sin θ is satisfied, where dhkl is the distance

between consecutive hkl Miller planes and λ is the incident x-ray wavelength.

For fully relaxed epitaxial layers x-ray diffraction enables the determination of the lat-

tice constant(s) of the layer from solutions of the Bragg equation. For commensurately

grown epilayers the degree of strain can be determined by comparison of the asymmetric

(parallel to the growth direction) and symmetric (perpendicular to the growth direction)

Bragg reflections. In addition, the crystalline quality of an epilayer is often quantified by

measuring the full-width at half-maximum of the diffraction peak as any deviation from

an ideal lattice acts to broaden the diffraction peak.

Finally, interference fringes, known as Pendellösung or Kato fringes [46], may be used to

determine the thickness of films of sufficiently high crystalline quality. The fringes result

from multiple scattering and extinction effects within the material [47] and dynamical

simulations which account for these effects are used to determine the film thickness.

High resolution x-ray diffraction (XRD) scans around the 004 Bragg reflection, and recip-

rocal space maps around the 224 asymmetric and 004 symmetric reflections were collected

using a Philips PANalytical X’Pert PRO Materials Research Diffractometer with Cu Kα

radiation (λ = 0.15406 nm).

2.4 Hall effect measurements

The physical principle on which Hall measurements is based is the Lorentz force. Electrons

moving perpendicular to a magnetic field experience a force normal to the direction of

motion and the applied field. When a current is passed through a material (from contact

1 to 3 in part (a) of figure 2.3) with an applied magnetic field perpendicular to the plane
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of the sample, a potential difference is induced across the sample (measured across contact

2 and 4 in the figure). From this voltage, known as the Hall voltage, the carrier sheet

density can be determined from the relation VH = IB/ens, where I and B are the applied

current and magnetic fields respectively, e the electron charge, and ns the carrier sheet

density.

V
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4
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Figure 2.3: Hall effect (a) and resistivity (b) measurements for determining the carrier
sheet density, ns, and the carrier mobility, µ, of a sample.

The mobility of the carriers, µ, can be determined from the relation:

µ =
|VH |
RsIB

(2.7)

where Rs is the sheet resistivity of the sample. The sheet resistivity can be determined

from the van der Pauw equation:

e−πRA/Rs + e−πRB/Rs = 1 (2.8)

where RA and RB are characteristic resistances of the sample given by RA = V43/I12

and RB = V14/I23 (as shown in part (b) of figure 2.3). From these equations the carrier

sheet density and mobility can be determined for any arbitrarily shaped, simply connected

sample with four small Ohmic contacts placed on its periphery [48,49].

Single field Hall effect measurements were performed at room temperature and at 77 K

using an Ecopia HMS-3000 Hall Measurement System, using the standard van der Pauw

method described above.



Part I

Dilute nitrides of III–Sb materials

24



Part I. Dilute nitrides of III–Sb materials 25

Introduction

The growth of high-quality dilute nitride alloys of III–V compounds is inhibited by the

small atomic radius and bond-length, and large electronegativity of nitrogen compared to

other group-V elements, as can be seen in the periodic table figure shown in the abstract.

The anion substitution of nitrogen in place of larger, more electropositive elements results

in a high degree of localised strain, limiting the solubility of nitrogen in such materials [50].

The incorporation of nitrogen is achieved by growth at a temperature much lower than

the that typically used in growth of the binary. As a result, many point defects are

produced degrading the optical and transport properties of the material [51, 52]. Post

growth annealing however, has been used to reduce the high unintentional defect density

in many dilute nitrides [53–55].

The large bandgap reduction observed when adding small quantities of nitrogen into III–V

semiconductor compounds and alloys (discussed in section 1.6) has been most extensively

studied in dilute nitride arsenides, while little work on dilute nitride alloys of III–Sb

compounds has been reported [15]. Antimony has been mostly used in low [16] and

moderate [17] quantities in the alloy Ga(In)NAs to further reduce the bandgap from that

of GaAs and to improve the optical quality of the material.

In this introductory chapter the growth and structural characterisation of the dilute nitride

GaNxSb1−x for small inclusions of nitrogen is discussed. High-resolution x-ray diffraction

rocking curves around the symmetric 004 Bragg reflection were collected using a Philips

X’Pert PRO Materials Research Diffractometer with Cu Kα radiation (λ = 0.15406 nm).

Optical absorption measurements were performed using a Perkin Elmer Spectrum GX

FTIR spectrometer in the range 0.1–1.2 eV. Single field Hall measurements were conducted

at both room temperature and 77 K using the standard van der Pauw configuration with

In-Sn and Pt wire contacts.

Dilute nitride alloys of GaSb were grown at QinetiQ Ltd., Malvern, by plasma-assisted

molecular beam epitaxy (MBE). The elements of the host binary (Ga and Sb4) were

supplied using standard effusion cells while the nitrogen was incorporated using an Oxford

Applied Research HD25 radio frequency (RF) plasma source. The temperature of the

substrate during growth was monitored using a thermocouple calibrated using the known
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(1 × 5) to (1 × 3) surface reconstruction temperature for GaSb under an Sb flux [56].

The GaNSb samples consistently exhibited a clear, streaky (1×3) reconstruction pattern,

indicating the desired two-dimensional growth.

The output of the plasma source was investigated by optical emission spectroscopy as a

function of chamber pressure (proportional to nitrogen flow rate) and RF plasma power,

to maximise the atomic to molecular/ionic nitrogen ratio. The optimum chamber pressure

was found to be ∼2.5×10−6 mbar, while the effect of plasma power had little effect on the

ratio.

Thin films of GaNSb (nominally 250 nm) were grown on GaSb(001) substrates for

structural characterisation while thicker samples (nominally 2 µm) were grown on semi-

insulating GaAs(001) for electrical and optical characterisation. The use of an insulating

substrate with a bandgap much larger than that of the epilayer allowed the electrical and

optical properties to be investigated without being affected by substrate conduction or

absorption.

Figure I.1: The 004 rocking curves of three GaNSb layers (black points), the dynamical
simulation for each spectrum is shown (red lines) together with the nitrogen incorporation
calculated from the simulation.

The XRD rocking curves around the 004 Bragg reflection of three GaNSb/GaSb(001)

samples can be seen in figure I.1. The dynamical simulations of the spectra are used



Part I. Dilute nitrides of III–Sb materials 27

to determine the sample thickness and composition. The nitrogen concentration of each

sample is given in the figure. In each spectrum the GaSb(001) substrate peak is centred

at zero Bragg angle and the broad peak seen to higher Bragg angles is that of the dilute

nitride epilayer. The clearly visible Pendellösung interference fringes allow an accurate

determination of the material thickness and composition and are indicative of the high

structural quality of the layers.

The degree of nitrogen incorporation was calculated from the experimentally determined

lattice constant of the dilute nitride and the lattice constants of the endpoint binary ma-

terials GaN and GaSb. The validity of Vegard’s law has been shown for the dilute nitride

alloy GaNAs from first-principles total-energy calculations where the nitrogen is incorpo-

rated substitutionally on the arsenic site [57]. It has also been shown, however, that a

small deviation from this linear relationship occurs with increasing nitrogen incorporation

(above ∼3 per cent nitrogen in GaNAs) and is thought to be due to non-substitutional

nitrogen incorporation [58]. In this work, the assumption is made that Vegard’s law is

valid for the range of nitrogen incorporations considered.

The three rocking curves shown in figure I.1 come from samples with nitrogen incorpo-

rations of 0.56, 0.75, and 1.00 per cent, grown at temperatures of 420, 400, and 380
◦C respectively. The trend of increasing nitrogen incorporation with decreasing growth

temperature, illustrated in figure I.2, is observed in the growth of other dilute nitride

alloys [33].

The degree of nitrogen incorporation was found to vary with growth rate, nitrogen plasma

power, and growth temperature. The nitrogen incorporation is found to increase with de-

creasing growth temperature, and with increasing nitrogen plasma power, consistent with

other dilute nitride materials [59]. It can be seen in figure I.2, which shows the nitrogen

incorporation as a function of growth temperature for a number of GaNSb samples, that

the dependence of the incorporation of nitrogen on the plasma power is less pronounced

than is seen with growth temperature.

The nitrogen incorporation as a function of growth rate for a number of GaNSb samples

is shown in figure I.3, here all samples were grown at 400◦C, 400 W plasma power and

2.5×10−6 mbar chamber pressure. The growth rate limiting group-III flux of Ga was

changed in order to attain different growth rates. In each case the group-V flux of Sb4
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Figure I.2: Nitrogen incorporation as a function of growth temperature for a number of
GaNSb samples. The circles (red) and triangles (blue) show samples grown with plasma
powers of 400 and 200 Watts, respectively [13].

was changed in order to maintain the optimum V:III ratio of ∼1.5. The behaviour of

increasing nitrogen incorporation with increasing growth rate is significantly different from

that seen in MBE grown GaInNAs and GaNAs, where the nitrogen incorporation decreases

linearly with increasing growth rate [58,60], consistent with conventional doping of III–V

materials [61].

An increase in nitrogen incorporation, together with an improvement in surface morphol-

ogy, has also been observed in the growth of Ga(In)NAs with the addition of dilute [62],

and moderate [17, 63] inclusions of antimony. It is suggested that the large antimony

atoms act as a self-surfactant which increases the degree of nitrogen incorporation, similar

to that seen in the growth of Ga(In)NAs in the presence of a bismuth flux [64], although

in this instance the group-V element is not incorporated into the material.
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µ

Figure I.3: Nitrogen incorporation as a function of growth rate (black circles) for GaNSb
samples grown at 400◦C and with fixed nitrogen plasma conditions (400 W, 2.5×10−6

mbar chamber pressure), and, for comparison, GaInNAs (dashed line) [60].
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GaNSb optical characterisation

The bandgap reduction due to the incorporation of dilute quanities of nitrogen into gallium

antimonide is shown from optical absorption measurements. As well as a reduction in

bandgap from that of gallium antimonide, transitions from the valence bands to E+ are

observed and a least squares fitting of the upper branch of the solution of the BAC

Hamiltonian is made, giving a coupling parameter for GaNSb of 2.6±0.1 eV. Finally, a

comparison between the BAC model and Lindsay and O’Reilly’s 10-band k ·p model with

tight-binding parameters is made, showing good agreement between the two models.

30
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3.1 Introduction

Nitrogen induced bandgap reduction has been observed in many alloys including GaNP

[34], GaNAs [5], InNAs [35] and most recently GaNSb [14]. The addition of antimony to

the dilute nitride GaNAs has been shown to improve the optical and electronic properties

of the material [62] and has been suggested as a possible material for long wavelength

optoelectronic devices lattice matched to GaAs [65]. To determine the dependence of

the bandgap of such materials as a function of nitrogen incorporation, the band anti-

crossing (BAC) model parameters of the constituent endpoint ternaries must be known.

Though these have been well investigated in GaNAs there is little data for GaNSb, a

fact highlighted in a review on nitrogen containing III–V materials by Vurgaftman and

Meyer [2].

In this chapter, infrared absorption measurements of GaNSb samples with nitrogen incor-

porations between 0.2 and 1.0 per cent are presented and a value for the coupling param-

eter, CMN (= VMN
√

x), for GaNSb is determined. The dispersion of the non-parabolic

conduction bands of the material are also compared to the predictions of the 10-band

modified k · p Hamiltonian of Lindsay and O’Reilly, using their preliminary values for

GaNSb.

3.2 Experimental details

Gallium nitride antimonide samples were grown by RF plasma-assisted molecular beam

epitaxy on two different substrates. Samples ∼250 nm thick were grown on GaSb(001)

substrates for structural characterisation and thicker samples, ∼2 µm, were grown on

semi-insulating GaAs(001) substrates, allowing Hall and transmission geometry optical

absorption of the epilayer to be performed. Further information on the growth and struc-

tural characterisation of the samples can be found in the introduction to this part of the

thesis.
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3.3 Absorption simulation

The absorption coefficient, α, is defined as the ratio of the energy removed from an incident

beam of electromagnetic radiation per unit time and volume to the incident flux.

α = !ω × number of transitions per unit volume and time
incident flux

(3.1)

The number of transitions per unit time (W ) from an initial state |i〉 to a final state |f〉

is given by Fermi’s “Golden rule”:

W =
2π

! |〈f |HI |i〉|2δ(Ef − Ei − !ω) (3.2)

where HI is the interaction Hamiltonian between the incident electromagnetic radiation

and the electrons of the target material and the δ-function ensures the conservation of

energy for the interaction. If the initial and final states of a transition are two Bloch

states, then conservation of quasi-momentum gives:

W ∝ 2π

! |Pfi|2δ(Ef (kf )− Ei(ki)− !ω)δki+q,kf
(3.3)

Here, Pfi is the momentum matrix element describing the transition for one primative

unit cell and q is the wavevector of the incident radiation. The photon momentum, !q,

is usually much smaller than the momenta of the initial and final electron states and

therefore δki+q,kf
# δki,kf

. Summing over all the initial and final quasi-momenta, the

total transition rate can then be written as:

W ∝ 2π

!
∑

k

|Pfi|2δ(Ef (k)− Ei(k)− !ω) (3.4)

where k = ki = kf . Transitions arising solely from excitations by electromagnetic waves,

where the photon momentum is small compared to that of the electron momenta, will be

vertical in k-space, and are therefore can only be direct transitions.

Replacing the summation over k by an integral and assuming that the matrix element

is independent of k (usually given an average value) and finally that the valence band is

fully occupied and the conduction band is empty, the transition rate is given by:

W ∝ 2π

! |Pcv|2
∫

δ(Ef (k)− Ei(k)− !ω)d3k (3.5)

where the integral describes the joint density of states between the valence band and the

conduction band.
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The incident flux of the electromagnetic radiation is given by the product of the energy

density and the incident velocity. The cycle averaged energy density is 1
2εω2A2

0, where ε is

the permittivity, ω the angular frequency of the wave, and A0 the vector potential. The

incident velocity is given by c/n where c the velocity of light and n is the refractive index.

Using equation 3.1, the absorption coefficient can be written:

α(E) ∝
∑

c,v

|Pcv|2gcv(E)
!ω

(3.6)

where gcv(E) is the joint density of states, Pcv is the momentum matrix element and

!ω is the energy of the incident radiation. The momentum matrix element describes the

transition between a valence band, v, and conduction band, c, i.e. Pcv = 〈c|p̂|v〉, where

|v〉 represents the valence band states, |c〉 represents the conduction band states and p̂ is

the momentum operator.

The summation in equation 3.6 is over all allowed conduction and valence bands. For

dilute nitride alloys of III–V compounds, the conduction band is made up of |+〉 and |−〉

states representing the E+ and E− energy levels.

The non-parabolic sub-bands produced by the incorporation of nitrogen into the host GaSb

can be treated as a simple two state system (section 1.6.2), making the assumption that

the nitrogen levels form a narrow band highly localised at the Γ-point. The hybridised

band resulting from the interaction between the conduction band states and the nitrogen

states, has the form:

|ψk〉 = ack|ck〉+ aNk|Nk〉 (3.7)

The time-independent Schrödinger equation for this two state system then reduces to the

secular equation: 

 Eck VkN

VNk EN







 ack

aNk



 = E



 ack

aNk



 (3.8)

If transitions between valence band states and nitrogen states are neglected, i.e. 〈N |p̂|v〉 =

0, then the matrix elements for the optical transitions become:

Pk = 〈vk|p̂|ψk〉

= ack〈vk|p̂|ck〉
(3.9)

Solving equation 3.8 gives:

E± =
1
2
(Eck − EN )2 ± 1

2
{
(Eck − EN )2 + |VkN |2

} 1
2 (3.10)
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and a±ck =
VkN

{(E± − Eck)2 + |VkN |2}
1
2

(3.11)

where |ack|2 + |aNk|2 = 1 has been used. Hence,

|P±|2 =
|VkN |2

(E± − Eck)2 + |VkN |2 |Pcv|2 (3.12)

and the absorption coefficient, equation 3.13, is reduced by the first factor on the right

hand side of equation 3.12:

α(E) ∝ (|a+
ck|

2 + |a−ck|
2)

∑

c,v

|Pcv|2gcv(E)
!ω

(3.13)

3.4 Results and discussion

The infrared absorption spectra of four GaNSb samples with nitrogen incorporations be-

tween 0.2 and 0.6 per cent are shown in figure 3.2; the spectra are offset in the y-direction

for clarity. The feature seen in the region 0.40–0.45 eV is attributed to optical transitions

from the valence band to E− states and the feature seen in the region 0.8–0.9 eV is at-

tributed to transitions from the valence band to E+ states. The divergence of these features

can be seen with increasing nitrogen concentration consistent with the BAC model.

The infrared absorption spectra were simulated using the method reported by Perlin et

al. [66], based on the calculation of the joint density of states for each electronic transition

within the defined material bandstructure, and utilising the BAC matrix element defined

in section 3.3. The bandstructure of GaNSb used for the absorption calculation is shown

in figure 3.3. The valence bands were calculated using Pidgeon and Brown’s 8-band k · p

Hamiltonian [32] with an experimentally determined bandgap for GaSb of 0.71 eV (figure

3.1) and further band parameters taken from the literature [1]. The conduction bands were

calculated using the BAC equation 3.10, and using the non-parabolic host conduction band

obtained from the 8-band k · p calculation.

The joint density of states for each transition was calculated from the numerical differen-

tiation of the appropriate bands from the 8-band k · p and BAC model bandstructures.

The absorption was then determined, using equation 3.13, for each of the transitions from

the valence bands to the E− and E+ states. A sum of the six absorption contributions

gives the total absorption for the material, with the momentum matrix element |Pcv|2
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Figure 3.1: Infrared absorption spectrum of GaSb grown epitaxially on a GaAs substrate.
The nominal thickness of the layer from growth conditions was 150 nm. The absorption
edge was determined to be 0.71 eV.
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Figure 3.2: Infrared absorption spectra of GaNSb layers with nitrogen incorporations
between 0.2 and 0.6 per cent are shown. Each spectrum is offset by 5000 cm−1 in the
y-direction. The arrows are a guide to the eye to highlight the divergence of the features
attributed to transitions from the valence band to E− and E+.
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used as a free parameter with which to fit the experimental data. The absorption of a

GaNSb sample with 0.6 per cent nitrogen (circles) can be seen in figure 3.4 together with

the absorption components from the light (dot-dashed) and heavy (dashed) hole valence

bands to (a) the E− and (b) E+ states. In addition, the total calculated absorption is

shown (solid line).

Figure 3.3: The calculated bandstructure of GaNSb used for the absorption simulation.
The three valence bands (light hole, heavy hole and spin-orbit split-off bands) were cal-
culated using the 8-band k · p Hamiltonian of Pidgeon and Brown, and the conduction
bands using the band anticrossing model with CMN = 2.6 eV and EN = 0.78 eV. The
optical transitions that contribute to the absorption are also shown (coloured arrows).

The pronounced nature of the valence band to E+ transition seen in the infrared absorption

spectrum of GaNSb in figure 3.4 is a consequence of the large spin-orbit splitting of the host

material. The transition from the spin-orbit band to E− occurs close to 1.4 eV, an energy

somewhat greater than that of the transitions from the light and heavy hole valence bands

to E+, which occurs at ∼1.0 eV. This is not the case for GaNAs where the transitions from

the light and heavy hole valence bands to E+ occurs close to 1.8 eV, and is considerably

masked by the spin-orbit to E− transition beginning around 1.55 eV [66].
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Figure 3.4: The infrared absorption spectrum (circles) of GaNxSb1−x/GaAs with x =
0.006 together with the constituent components (dashed and dot-dashed lines representing
heavy and light hole bands to (a) E− and (b) E+ bands respectively) and the sum total
(solid line) of the absorption simulation.

Room temperature single field Hall analysis of the samples revealed degenerate p-type

carrier concentrations in the range 3–6×1018 cm−3. The cause of the high carrier concen-

trations seen in the samples investigated is thought to be due to the high level of native

acceptor defects found in GaSb [67] enhanced by a large dislocation density due to the

lattice mismatched growth of the nitride layer on the GaAs substrate and by the incor-

poration of nitrogen. A bandgap narrowing resulting from the high carrier concentrations

was included in the bandstructure with a 35 meV increase in the valence band with respect

to the conduction band and nitrogen level [68].

In addition to a small narrowing of the bandgap, localised deformations in potential sur-

rounding the high quantity of native acceptor defects will act to smear both the conduction

band (in our case E−) and valence band edges. The valence band edge is unaffected by

this as the perturbed part of the valence band is found above the Fermi level [44,69]. For

the E− level, however, the formation of tail states into the bandgap results in a non-zero

absorption below the expected valence band to E− transition. As the E+ level is predom-

inantly nitrogen-like at the Γ-point [39], the position of the valence band to E+ transition

remains unaffected by this and acts as a good reference point with which to determine the
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band parameters of the BAC model.

The position of the transitions from the degenerate valence bands to E− and E+ were

determined from the infrared absorption spectra of samples with nitrogen incorporations

between 0.2 and 1.0 per cent. The errors were estimated to be ± 20 meV for valence

band to E+ transitions and ± 0.03% in the nitrogen incorporation. Determination of the

accuracy of the valence band to E− transitions is not possible without further investigation

into the effects of the high carrier concentration and has been conservatively estimated at

± 50 meV for illustrative purposes.

The experimentally determined positions of the transitions from the degenerate valence

bands to the E− and E+ bands are shown in figure 3.5, together with a fitting of the BAC

model, and the dispersion of the valence band to the E− and E+ transitions predicted by

Lindsay and O’Reilly’s 10-band modified k · p Hamiltonian.

Figure 3.5: The position of the valence band to (i) E− (filled squares and bars) and (ii) E+

(filled circles and bars) transitions together with a fitting based on the band anticrossing
model (solid lines) with a nitrogen level of 0.78 eV and a CMN value of 2.6 eV and a 10-
band k · p simulation using parameters taken from tight binding calculations by Lindsay
and O’Reilly (dashed lines).

The BAC model dispersion of the E+ transition was determined from a least squares fitting
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of the positive root of equation 1.18 to the E+ transition data with the coupling constant,

CMN , as the fitting parameter. The energy of the nitrogen level used was 0.78 eV above

the VBM, as determined by Lindsay and O’Reilly from their preliminary tight-binding

calculations of GaNSb [38]. From this fitting, the coupling parameter, CMN , for GaNSb

was found to be 2.6±0.1 eV.

The dispersion of the E+ band given by one of the solutions of the 10-band modified k ·p

Hamiltonian is shown as a comparison to the BAC model. The values of the constants α, β,

γ and EN of the Hamiltonian were 2.34, 2.80, 2.30 and 0.78 eV respectively, as determined

from preliminary tight binding calculations of GaNSb by Lindsay and O’Reilly [38].

It can be seen that both models give a good description of the E+ dispersion with nitrogen

incorporation, and that the valence band to E− transitions occur at lower energies than is

predicted from both models. This is consistent with the expected tailing of the conduction

band into the bandgap due to the high quantity of ionised impurities in the material.

Finally, it can be seen that the E− level given by the 10-band k · p model decreases more

rapidly with nitrogen incorporation than for the BAC model. This is due to the γ term

in equation 1.19 which acts to describe the effects of N–N pairs and cluster states by

reducing the energy of the nitrogen level to reflect the average energy of all of the nitrogen

complexes present in the material.

3.5 Conclusions

The incorporation of dilute quantities of nitrogen into gallium antimonide has been shown

to reduce the bandgap of the material from that of the binary host consistent with the

BAC model. Simulations of infrared absorption spectra, based on a joint density of states

method, have indicated a prominent valence band to E+ feature. The BAC coupling

parameter of GaNSb was determined to be 2.6±0.1 eV from a least squares fitting of the

valence band to E+ transition using a nitrogen level of 0.78 eV.

Finally, the positions of the transitions from the valence bands to the E+ level were

shown to be in good agreement with those predicted from Lindsay and O’Reilly’s 10-band

modified k · p Hamiltonian and preliminary tight-binding parameters for GaNSb.
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InNSb optical characterisation

The bandgap reduction in dilute nitride alloys of indium antimonide may be inferred

from infrared absorption measurements. Though the measurements show an increase

in the energy of the absorption edge of the samples compared to that of pure indium

antimonide, the increased carrier concentration resulting from the nitrogen incorporation

is shown to cause this increase, masking the reduction in the bandgap of the material.

The absorption edge of the samples is calculated using 10-band k ·p calculations, and the

effects of Moss-Burstein band-filling and bandgap renormalisation are included through

Fermi-Dirac statistics calculations.
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4.1 Introduction

The incorporation of small quantities of nitrogen into indium antimonide, reducing the

bandgap of the material below its intrinsic room temperature value of ∼180 meV (≈ 7µm),

would enable the exploitation of the atmospheric transmission window between 8 and 14

µm (≈ 155 and 90 meV).

The predicted bandgap as a function of nitrogen incorporation of InNSb is shown in

figure 4.1. The bandgap was determined from 10-band k · p bandstructure calculations,

previously discussed in section 1.6.3, together with preliminary parameters based on tight-

binding calculations by Lindsay and O’Reilly [38]. In addition, the calculated transmission

of electromagnetic radiation through the earth’s atmosphere is shown as a function of

wavelength [70]. It can be seen from these calculations that less than 1 per cent nitrogen

incorporation into InSb could be used to span the entire atmospheric transmission window

between 8 and 14 µm.

µ

Figure 4.1: The calculated bandgap as a function of nitrogen incorporation of InNSb,
shown together with the atmospheric transmission window found between 8 and 14 µm
[70], illustrating the suitability of the material for optoelectronic devices operating in this
wavelength range.

In this chapter, the reduction in the bandgap of InNSb from that of InSb is inferred
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from infrared absorption measurements. The absorption edges of the nitrogen containing

samples are, however, shown to increase in energy from that of intrinsic InSb. This

increase is believed to be due to the increased free-carrier concentration in the nitrogen

containing samples, giving rise to the effects of Moss-Burstein band-filling and bandgap

renormalisation.

4.2 Experimental details

Indium nitride antimonide samples were grown by RF plasma-assisted molecular beam

epitaxy on InSb(001) substrates miscut by 2◦ towards (111)B for structural characterisa-

tion, and on GaAs(001) substrates for optical and electrical characterisation. As with the

GaNSb samples, the thickness of the samples for structural characterisation was nominally

200 nm, and those for optical characterisation ∼2 µm. Further information on the growth

and structural characterisation of the samples can be found in the introduction to this

part of the thesis.

4.3 Theoretical background

The high n-type carrier concentration observed in InNSb samples gives rise to two ef-

fects which alter the optical properties observed in the samples. These effects and their

treatment in our calculations are outlined below.

4.3.1 Moss-Burstein band filling

The lowest energy optical transition that can take place in a semiconductor is from the

highest occupied electron state, to the lowest unoccupied electron state. For a semicon-

ductor that is not degenerately doped, i.e. the Fermi energy is within the bandgap, this

transition will be from the VBM to the CBM (neglecting the effects of thermal excitation

across the bandgap) as illustrated in 4.2(a). If the semiconductor is degenerately doped

however, as is the case in InNSb, then the lowest unoccupied electron state is found close

to the Fermi energy, which is situated within the conduction band 4.2(b).
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The increase in energy of the absorption cut-off with increasing carrier concentration was

first observed in InSb, whose small bandgap and conduction band effective mass lead to a

low degeneracy concentration, i.e. n(EF = Eg) ≈ 3× 1016 cm−3 and a Fermi energy that

increases rapidly with increasing carrier concentration. This observation was interpreted

contemporaneously by T.S. Moss and E. Burstein and as such is often referred to as

Moss-Burstein band-filling [71,72].
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F
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Figure 4.2: A schematic representation of Moss-Burstein band filling, (a) the absorption
cut-off in a non-degenerate semiconductor is equal the energy of its bandgap and (b) a
degenerate semicondutor’s absorption cut-off is equal to a vertical transition from the
valence band into the conduction band near the Fermi-level.

In modelling the Moss-Burstein band filling a number of assumptions are made. It is

assumed that only direct band-to-band transitions will take place in the absorption process,

i.e. phonon-assisted transitions are neglected. It is also assumed that the lowest unoccupied

energy level in the material is situated at the Fermi energy, EF . In reality, at finite

temperatures, the lowest unoccupied electron state will be below EF , due to the thermal

excitation of electrons across the Fermi energy [28]. Finally, it is assumed that the valence

band is non-dispersive over the wavevector range of interest, an accurate assumption for

the heavy hole valence band in all materials considered in this work. The final assumption

makes the determination of ∆Emb more convenient, as Evb(kF) = 0, and is therefore equal

to EF − Eg, where the Fermi energy is referenced to the valence band maximum.

The absorption cut-off energy is then determined from calculating the carrier concentration
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as a function of Fermi energy using the relation:

n(EF ) =
∫ ∞

Eg

g(ε)f(ε, EF )dε (4.1)

where g(ε) is the conduction band density of states and f(ε, EF ) is the Fermi-Dirac prob-

ability distribution given by:

f(ε, EF ) =
1

eε−EF /kBT + 1
(4.2)

The conduction band density of states, g(ε), is determined from the derivative of the

conduction band dispersion which can be calculated by any of the methods outlined in

section 1.5.

The calculated absorption cut-off for InSb is shown as a function of carrier concentration

in figure 4.3, where the InSb bandstructure was calculated using the Pidgeon and Brown

8-band k ·p Hamiltonian. Here, the calculated degeneracy concentration of 3× 1016 cm−3

is in good agreement with experiment [71].

!

Figure 4.3: The minimum optical transition as a function of carrier concentration for
InSb at 300 K, calculated using the Pidgeon and Brown 8-band k · p bandstructure and
assuming the lowest available conduction band state is situated at the Fermi energy.
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4.3.2 Bandgap renormalisation

The second, and less pronounced effect is that of bandgap renormalisation. Here, electron-

electron, and electron-impurity interactions act to redistribute the states close to the

band extrema, reducing the bandgap of the material, as illustrated schematically in fig-

ure 4.4.

E

k

EF

(a)

Eg + !Emb

E

k

EF

(b)

Eg + !Emb - !Ebgr

Figure 4.4: A schematic representation of bandgap renormalisation, (a) shows the Moss-
Burstein band-filling and (b) shows the redistribution of electron states due to the electron-
electron and electron-ion screening of the conduction and valence band.

The degree of bandgap shrinkage resulting from the degeneracy of a material is calculated

using the method of Berggren and Sernelius [73]. The reduction in bandgap due to the

electron-electron interactions is calculated from:

∆Ee−e = −2e2kF

πεs
− e2kTF

2εs

[
1− 4

π
arctan

(
kF

kTF

)]
(4.3)

where kF is the Fermi wavevector and kTF is the Thomas-Fermi screening wavevector,

given by (2/
√

π)(kF /aB)1/2. Here, aB is the Bohr radius in units of Ångströms given by

0.53εsm0/m∗.

The contribution to the redistribution of states due to the interaction between electrons

and impurity ions is given by:

∆Ee−i = − 4πe2n

εsaBk3
TF

(4.4)

In each case, the degree of bandgap shrinkage is dependent on the Fermi wavevector which,

in turn is dependent on the carrier concentration of the material.
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4.4 Results and discussion

The α2 absorption spectra as a function of excitation energy are shown for two InNSb

samples in figure 4.5. The samples were grown to a thickness of 2 µm on GaAs sub-

strates as described in section 4.2. For comparison, the absorption spectrum of an InSb

sample, of thickness 2.2 µm also grown on GaAs, is shown in the figure. The nitrogen

incorporations of the two InNSb samples are 0.51 and 0.68 per cent, with carrier concen-

trations of 2.05×1018 and 2.30×1018 cm−3 respectively, as obtained from single field Hall

measurements. The carrier concentration of the InSb sample was ∼2×1016 cm−3.

It can be seen from figure 4.5 that the absorption edge of the InSb sample is close to

180 meV, the energy of the room temperature InSb bandgap, and that the two nitrogen

containing samples have higher energy absorption edges of around 310 and 330 meV.

!
2
 

Figure 4.5: The FTIR absorption spectra of an InSb and two InNSb epilayers grown to
a thickness of 2 µm on GaAs substrates. The absorption spectrum of the InSb (circles)
sample shows the fundamental absorption occurring close to 180 meV – consistent with
the bandgap of InSb. The InNSb samples show absorption edges at around 310 meV and
330 meV for the 0.51 and 0.68 per cent nitrogen samples respectively.

As expected, the absorption edges of the InNSb samples are higher than predicted from

the bandgap calculations illustrated in figure 4.1, due to the effects of Moss-Burstein

band-filling and bandgap renormalisation discussed above.
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The results of the calculations of the bandgap reduction due to (i) the nitrogen incorpora-

tion, Eg, and (ii) the bandgap renormalisation, ∆Ebgr, together with the absorption edge

enhancement due to Moss-Burstein band-filling, ∆Emb, are summarised in table 4.1. Also

included, is the calculated absorption edge energy, given by Eα = Eg − ∆Ebgr + ∆Emb,

and the corresponding experimental values.

Table 4.1: Summary of calculated and experimental results. The nitrogen incorporation
is given as a percentage, while the nitrogen-induced reduced bandgap, Eg, the bandgap
renormalisation, ∆Ebgr, the Moss-Burstein absorption edge enhancement, ∆Emb, and the
calculated and experimentally determined values of the absorption edge, Eα, are given in
meV.

Nitrogen (%) Eg (meV) ∆Ebgr ∆Emb Eα calc. Eα expt.
0.51 128 20 222 330 310
0.68 112 20 240 332 330

Good agreement can be seen between the calculated and experimentally determined values

of the absorption edge of the two InNSb samples, from this it can be inferred that the

bandgap of the material is reduced by the incorporation of nitrogen, however, the effect is

concealed by the effects resulting from the increased carrier concentration in the nitrogen

containing samples.

4.5 Conclusion

Infrared absorption spectra and Hall analysis of epitaxially grown InNSb indicate a high

degree of Moss-Burstein band-filling resulting in an absorption edge higher in energy than

that of pure InSb. By quantifying the effects of Moss-Burstein band-filling and bandgap

renormalisation it was inferred that a reduction in bandgap due to the incorporation of

nitrogen into the samples was consistent with the data. Though a large portion of the 8–14

µm optical transmission window has been shown to be attainable at room temperature

with InNSb (0.68 per cent nitrogen corresponds to a wavelength of ∼11.1 µm), in order to

utilise this fundamentally narrow bandgap material, the free carrier concentration must

first be dramatically reduced.



Chapter 5

GaInNSb lattice matching

The ability to tune the bandgap and lattice constant of the dilute nitride alloy

Ga1−yInyNxSb1−x, by varying the degree of indium and nitrogen incorporation during

growth, is demonstrated. High-resolution x-ray diffraction rocking curves and reciprocal

space maps are used to determine the degree of indium and nitrogen incorporation, and

to demonstrate the lattice matching of the quaternary alloy with its host binary, GaSb.

Simulations of the lattice constant and bandgap as a function of nitrogen incorporation

show good ageement with experimental data for the samples produced.

48
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5.1 Introduction

The incorporation of nitrogen and indium into the III–V binary compound gallium ar-

senide has been extensively studied and used to tailor the bandgap and lattice constant

for devices, allowing them to operate in the technologically important 1.3–1.55 µm (940–

800 meV) wavelength range [8,74–77]. A marked degradation in the optical quality of the

material with increasing nitrogen concentration, however, makes it an unsuitable material

for longer wavelength applications e.g. molecular detection and exploitation of the atmo-

spheric transmission windows of 3–5 µm (415–250 meV) and 8–14 µm (155–90 meV).

The group III–antimonide alloys of gallium and indium have received much less at-

tention, but show great promise for long-wavelength infrared applications due to their

small intrinsic bandgaps which, with the incorporation of nitrogen, can be further re-

duced [13,15,78].

µ

µ

Figure 5.1: The calculated bandgap as a function of nitrogen incorporation for GaInNSb
alloys, shown together with the atmospheric transmission windows of 3–5 and 8–14 µm.
The dashed lines represent 20 per cent increments in gallium concentration away from
InNSb and the solid lines represent the endpoint ternary alloys. The bandgap disper-
sion was calculated using the 10-band k · p Hamiltonian described in section 1.6.3 with
parameters from tight-binding calculations [38,79].

The calculated bandgap variation as a function of nitrogen incorporation for InNSb and

GaNSb can be seen in figure 5.1. Here, the solid lines represent the ternary endpoints
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of the material and the intermediate dashed lines represent 20 per cent changes in cation

concentration. The atmospheric transmission windows of 3–5 and 8–14 µm are also shown,

highlighting the applicability of this material system to long wavelength device applica-

tions.

As with GaInNAs grown on GaAs, dilute nitride alloys of GaInSb can be lattice matched

to GaSb, or, for higher electron confinement, to alloys of GaAlSb, with only moderate

inclusions of indium and nitrogen. In addition, growing GaInNSb samples lattice matched

to their GaSb substrates allows the properties of the material to be investigated without

the complications introduced by strain within the epilayer, e.g. strain induced disloca-

tions.

In this chapter, the structural characterisation of GaInNSb epilayers, lattice matched to

GaSb(001) substrates, is presented. An intermediate GaInSb layer is used in conjunction

with high resolution x-ray diffraction (XRD) measurements to determine the degree of

nitrogen and indium incorporation within the quaternary alloys.

5.2 Experimental details

The GaInNSb samples were grown by RF plasma-assisted molecular beam epitaxy. Each

of the samples were grown on GaSb(001) substrates and consist of a GaInSb intermediate

layer and a GaInNSb epilayer, both grown at a nominal thickness of 250 nm.

The samples were grown such that the nitrogen incorporation could be accurately deter-

mined using high-resolution XRD. The intermediate layer was grown with identical con-

ditions as the nitrogen containing epilayer and, with the assumption that the effect on the

Ga:In ratio of the RF plasma source and subsequent incorporation of nitrogen is negligible,

both the indium and nitrogen incorporations can be independently determined.

Sample A was grown with an indium cell temperature of ∼730◦C, while sample B had a

higher indium cell temperature of ∼760◦C, and as such, a higher indium flux. In each case

the substrate temperature was fixed at ∼360◦C. Further details on the general growth

techniques used for the dilute nitride alloys in this work can be found in the introduction

to this part of the thesis.
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5.3 Lattice matching

The lattice constant of GaInNSb can be matched to that of Ga1−zAlzSb, for all z, by

varying the degree of nitrogen and indium incorporation. The indium incorporation (y)

required to maintain a lattice match to the endpoint alloys of GaAlSb was calculated as

a function of nitrogen incorporation (x) using a linear interpolation between the lattice

constants of the endpoints of Ga1−yInyNxSb1−x. The band parameters for GaSb, InSb and

AlSb were taken from the review of III–V semiconductors and their alloys by Vurgaftman

et al. [1] together with an experimentally determined bandgap value for GaSb (determined

in chapter 3). The reduction in bandgap from that of the non-nitrogen containing alloy

was determined using the 10-band k ·p method outlined in section 1.6.3, with parameters

from tight-binding calculations [38,79] and from previous experimental work [78].

The blue axis (right) and traces of figure 5.2 show the percentage of indium, as a function

of nitrogen incorporation, required to maintain a lattice match with GaSb (solid line) and

AlSb (dashed line), the two endpoint binaries of GaAlSb. While the red axis (left) and

traces show, for each substrate material, the bandgap as a function of nitrogen incorpora-

tion for these lattice matched alloys. As with the blue axis, lattice matching to GaSb is

represented by the solid line and to AlSb by the dashed line.

The higher intrinsic lattice constant of AlSb results in the requirement for approximately

10 per cent more indium to achieve a lattice match than is required by GaSb. As a result

the bandgap reduction in GaInNSb lattice matched to AlSb is greater than that seen in

the GaSb lattice matched simulation.

5.4 Results and discussion

The XRD rocking curve around the 004 reflection of sample A is shown in figure 5.3 (solid

line). The nominal thicknesses of the dilute nitride epilayer and the intermediate layer

are 250 nm, while the nitrogen incorporation estimated from growth conditions is 1.5 per

cent. The nitrogen and indium incorporations were independently determined from the

dynamical simulation of the rocking curve (dashed line) and found to be 1.5 and 3.1 per

cent respectively. Referring back to figure 5.2, it can be seen that 1.5 per cent nitrogen
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Figure 5.2: Blue axis (right) and traces: the calculated indium inclusion required, as a
function of nitrogen incorporation, to maintain a lattice match to GaSb (solid line) and
AlSb (dashed line). Red axis (left) and traces: the calculated bandgap of GaInNSb alloys
lattice matched to GaSb (solid curve) and AlSb (dashed curve) as a function of nitrogen
incorporation. Points A and B show the bandgap and lattice constant of the samples
discussed in this chapter.

requires ∼6.2 per cent indium to attain a lattice match with GaSb. This prediction is

supported by the rocking curve, in which the GaSb substrate and nitride epilayer peaks

are seen to be well separated with the epilayer peak at a higher Bragg angle, indicating a

smaller lattice constant than that of the substrate.

Sample B was grown with a higher indium cell temperature, in order to increase the

indium incorporation within the sample and attain a lattice match between the epilayer

and substrate. Figure 5.4 shows the rocking curve around the 004 reflection of sample

B (solid line), together with the dynamical simulation (dashed line). The simulation

of the rocking curve gives nitrogen and indium incorporations of 1.8 and 7.9 per cent,

respectively.

The increase in nitrogen incorporation from 1.5 to 1.8 per cent seen in sample B was unin-

tentional and it is suggested that the large indium atoms act to promote the incorporation

of nitrogen in the films. This effect has been seen in a number of materials for example,

as was discussed in the introduction, the growth rate of GaNSb is indicative of a self-

surfactant effect due to the large antimony atoms enhancing the nitrogen incorporation.
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Figure 5.3: The x-ray diffraction rocking curve of the 004 diffraction maximum (solid line)
of sample A, together with the dynamical simulation (dashed line) determining nitrogen
and indium incorporations of 1.5 and 3.1 per cent respectively.

Also, increased nitrogen incorporation has been observed in the growth of Ga(In)NAs in

the presence of an overpressure of Bismuth [64].

In both samples the XRD data exhibit clear Pendellösung interference fringes confirming

the high structural quality of the layers. In addition, good agreement is observed between

the data and the dynamical simulation, suggesting no significant lattice relaxation has

occurred in the sample.

The calculated lattice mismatch between the GaSb(001) substrate and the intermediate

Ga0.921In0.079Sb layer is ∼0.5 per cent. To account for the possible effects of strain, leading

to the inaccurate determination of indium and nitrogen content, reciprocal space maps

(RSMs) around the symmetric 004 and asymmetric 224 Bragg reflections were performed.

Figure 5.5 shows the RSM of the asymmetric reflection of sample B. It can be seen that

both the intermediate and nitride layers show predominantly coherent growth with the

substrate. Analysis of the RSMs revealed that the intermediate GaInSb layer was 12 ± 2

per cent relaxed while the nitride epilayer was pseudomorphically grown. Inclusion of

the strain into the simulation led to the revision of the indium incorporation from 7.9 to

8.4 ± 0.2 per cent, while the nitrogen content remained unchanged.



Chapter 5. GaInNSb lattice matching 54

10
0

10
1

10
2

10
3

10
4

10
5

10
6

In
te

n
s
it
y
 (

c
o

u
n

ts
/s

e
c
)

-2000 -1500 -1000 -500 0 500

Relative Bragg angle (arc-seconds)

GaInSb

GaSb(001)

GaInNSb

Figure 5.4: The x-ray diffraction rocking curve of the 004 diffraction maximum (solid line)
of sample B, together with the dynamical simulation (dashed line) determining nitrogen
and indium incorporations of 1.8 and 7.9 per cent respectively. The GaSb substrate peak
can be seen centred at 0 arc-sec with the dilute nitride epilayer appearing as a shoulder
on this peak indicating a lattice match close to the GaSb substrate.

It can be seen from figure 5.2 that an indium incorporation of 8.4 per cent would require

a nitrogen concentration of ∼2 per cent to achieve a lattice match with GaSb. This is

supported by the XRD measurements which show the dilute nitride epilayer as a shoulder

on the low Bragg angle side of the strong GaSb substrate peak, indicative of a fractionally

higher lattice constant.

The lattice constant and nitrogen incorporations are summarised in figure 5.2. For a given

nitrogen concentration, points lying below (above) the lattice matching line represent a

deficiency (abundance) of indium and therefore a lattice constant lower (higher) than that

of GaSb.

Atomic force microscopy was used to determine the rms roughness of a nominally lattice

matched sample of GaInNSb grown directly on a GaSb(001) substrate with the same

growth conditions as sample B. The average rms roughness from a number of 5× 5 µm2

images was found to be ∼1.8 nm. Figure 5.6 shows an atomic force microscope (AFM)

image of a 5× 5 µm2 section of the sample with a height scale of 10 nm.
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Figure 5.5: The reciprocal space map of the 224 diffraction maxima of sample B. Analysis
of the 004 and 224 RSMs indicates strain within the buffer and epilayer to be 12.5 and
less than 1 per cent respectively and indicates a revision in indium incorporation from 7.9
to 8.4 per cent.

Figure 5.6: A 5×5 µm2 AFM image of a 250 nm thick GaInNSb layer grown on GaSb(001)
with nominal nitrogen and antimony incorporations of 1.8 and 8.4 per cent respectively.
The average rms roughness across a number of 5 × 5 µm2 images was found to be ∼1.8
nm.
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5.5 Conclusions

The growth of dilute nitride alloys of GaInSb lattice matched with GaSb has been demon-

strated, highlighting the potential for the lattice-matching of this quaternary alloy to both

GaSb and virtual substrates of the wide gap semiconductor AlSb. The high quality of the

samples is confirmed by the presence of Pendellösung fringes in the high-resolution XRD

measurements and by the low rms roughness (∼1.8 nm for 5 × 5 µm2) determined by

atomic force microscopy. The nitrogen and indium incorporations were determined from

high-resolution XRD measurements of samples containing an intermediate GaInSb layer

and a lattice match was shown with nitrogen and indium incorporations of 1.8 and 8.4 per

cent respectively.



Conclusions and further work: Dilute nitrides

In chapter 3, a value of 2.6 eV was determined for the BAC coupling parameter of the

dilute nitride alloy GaNSb. Infrared absorption measurements were used to determine the

position of the E+ conduction band as a function of nitrogen incorporation between 0.2

and 1.0 per cent. A least squares fitting of the position of E+ as a function of nitrogen

incorporation was made assuming a fixed nitrogen state energy of 0.78 eV (as determined

from tight-binding calculations). Finally, the evolution of the E+ level with nitrogen

incorporation was shown to agree well with the predictions of Lindsay and O’Reilly’s

10-band k · p Hamiltonian, with preliminary parameters determined from tight-binding

calculations.

Dilute nitride alloys of the narrow gap semiconductor InSb were investigated in chapter

4. The incorporation of nitrogen into the material caused an increase in the fundamental

absorption edge, however, by considering the competing effects of Moss-Burstein band

filling and bandgap renormalisation it was inferred that a reduction in the bandgap of the

material from that of the binary host had occurred.

Finally, in chapter 5 the lattice matching of the quaternary alloy GaInNSb with the host

binary, GaSb was defenestrated. The growth of the material with a GaInSb intermediate

layer allowed the determination of both the indium and nitrogen incorporations. High-

resolution XRD rocking curves indicated the high structural quality of the layers and

bandstructure calculations of the material highlight its potential for use in the exploitation

of the atmospheric transmission windows of 3–5 and 8–14 µm.

Any future work and application of dilute nitride antimonides is strongly dependent on

the reduction of the free carriers in the material. In the case of GaSb, the incorporation

of nitrogen dramatically increases the hole concentration giving rise to significant band-

tailing of the conduction band. For InSb, the incorporation of nitrogen, rather than
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decreasing the energy of the fundamental optical transition, increases it due to the Moss-

Burstein effect. The future of dilute nitride antimonides in the production of optoelectronic

devices is dependent or reducing this charge excess. This has been achieved in dilute nitride

arsenides by careful annealing studies and the use of surfactants.

Once the free electron density within the materials has been reduced, photoluminescence

and photomodulated reflectance experiments can be performed to more accurately deter-

mine the electronic and optical properties of the materials.
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Introduction

Early reports on the growth of epitaxial cadmium oxide (CdO) by a variety of techniques

including activated reactive evaporation [80,81], solution growth [82], spray pyrolysis [83],

chemical vapour deposition [84], and dc reactive magnetron sputtering [85], were prompted

by the need for highly conductive transparent contacts for the use in solar cells and flat-

panel displays. The majority of these materials were of poor crystalline quality, being poly-

crystalline or amorphous, and therefore unsuitable for optoelectronic applications.

More recently, a resurgence of interest in group II(B) oxides has been prompted by the

technological importance of optoelectronic materials and devices operating at short wave-

lengths in the blue/ultraviolet region of the electromagnetic spectrum. Significant interest

has been shown in zinc oxide (ZnO), with a direct room temperature bandgap of ∼3.4

eV and a large exciton binding energy of ∼60 meV which make it a suitable material for

short wavelength diodes and lasers operating at room temperature [24, 86]. The emission

wavelength of ZnO devices can be extended by alloying with magnesium oxide (Eg # 7.7

eV) and CdO (Eg # 2.3 eV), shifting the bandgap to higher and lower values, respec-

tively [26].

For CdO to be a viable material for use in optoelectronic devices, either alone or alloyed

with other group II oxides, it is necessary to produce material of high crystalline qual-

ity. Such materials have been produced by metal-organic molecular-beam epitaxy [87] on

GaAs(001) substrates and by metal-organic vapour-phase epitaxy (MOVPE) on sapphire

substrates [88, 89]. Here, the work of Zúñiga-Pérez et al. is summarised, outlining the

epitaxial growth of the high quality single crystalline CdO(001) layers discussed in the

following experimantal chapters. The samples were grown on r-plane sapphire substrates

by MOVPE [89].

The CdO layers were grown, at a nominal thickness of 900 nm, at atmospheric pressure

in a horizontal vent-run type MOVPE reactor, equipped with two independent gas in-

lets. The oxygen and cadmium precursors (tertiary butanol and dimethylcadmium) were

transported into the reaction chamber by a purified nitrogen carrier gas and entered the

reactor through the lower and upper inlet, respectively. The two-inlet configuration gives

a greater growth rate uniformity along the reactor, as well as a better control over the par-
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tial pressures of the precursors. The tertiary butanol to dimethylcadmium flux ratio was

maintained at 10:1 throughout the growth process while the RF heated graphite susceptor

provided growth temperatures in the range 308 to 405◦C. X-ray diffraction (XRD) mea-

surements were performed using a Philips PANalytical X’Pert PRO Materials Research

Diffractometer with a four-crystal Bartels-type Ge(220) monochromator.

Figure II.1 shows a typical XRD scan of the CdO layers grown in work. It can be seen

that the scan is dominated by the CdO(00l) reflections, confirming the high degree of

crystallinity in the films. Prior to this work [88] only cubic substrates, e.g. Si(111) [85]

and GaAs(001) [90], had been used to grow (00l) oriented CdO.

square (rms) roughness values that are presented
have been evaluated from 2! 2 mm2 images.

3. Results and discussion

In Fig. 1 we show a typical y22y scan of the
CdO layers. All the samples analyzed in this study,
with thicknesses around 900 nm, exhibit an (0 0 1)
orientation with the previous scans dominated by
the CdO (0 0 l) reflections. It is interesting to note
that this (0 0 1) preferential orientation had been
only obtained by growing CdO on cubic materials
such as Si(1 1 1) [15] and GaAs(0 0 1) [17], but, as
we show in this paper, it can be achieved over
noncubic substrates too. Further, under our
experimental conditions the growth takes place
along the [0 0 1] direction irrespective of the
growth temperature, which seems to indicate that
in this case the layer orientation is mainly
determined by the substrate one.

In order to determine the crystalline quality of
the layers, we measured the FWHM of the rocking
curves around the CdO (0 0 2) peak, and the results
are shown as a function of growth temperature in
Fig. 2. The values obtained at temperatures
around 385 1C ("0.141) are very close to the best
results reported by other authors (0.131) [2], and
much lower than those found on single crystalline
CdO films grown on GaAs (0.551) [17]. At
this temperature, the otherwise featureless
surface exhibits only narrow grooves, as shown
in Fig. 3(a), leading to a rms roughness of about

2 nm. As the growth temperature decreases, the
layers degrade, showing a strong mosaic spread
that results in FWHM values three times larger
than those obtained at higher temperatures. The
bigger mosaicity is due to the development of
pyramidal grains as illustrated in Fig. 3(b), where a
number of these square-based pyramids can be
distinguished. Owing to their large lateral size,
4 mm, the rms roughness calculated from 2! 2 mm2

images reveals the roughness of the exposed facets
and remains constant around 1 nm. However, if a
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Fig. 2. X-ray rocking curve FWHM of the CdO (0 0 2)
reflection as a function of growth temperature.

Fig. 3. SFM images of CdO layers grown (a) at 383 1C
(10! 8.4mm2) and (b) at 344 1C (10! 10mm2).
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Figure II.1: An XRD scan of CdO grown by MOVPE on sapphire at 308◦C. The single
crystalline nature of the material is confirmed by the presence of only (00l) CdO peaks.

The crystalline quality of the samples was determined from the full-width at half-maximum

(FWHM) of rocking curves around the (002) CdO reflection. This can be seen as a function

of growth temperature in figure II.2. It can be seen from the figure that the lowest values

of the FWHM occur at ∼385◦C. At this temperature, the FWHM of the XRD peak is

0.14◦, very close to the best reported value in the literature of 0.13◦, from CdO grown by

pulsed laser deposition on MgO(111) substrates [91], and significantly better than those

grown on GaAs(001) by metal-organic molecular beam epitaxy (∼0.55◦) [90].
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square (rms) roughness values that are presented
have been evaluated from 2! 2 mm2 images.

3. Results and discussion

In Fig. 1 we show a typical y22y scan of the
CdO layers. All the samples analyzed in this study,
with thicknesses around 900 nm, exhibit an (0 0 1)
orientation with the previous scans dominated by
the CdO (0 0 l) reflections. It is interesting to note
that this (0 0 1) preferential orientation had been
only obtained by growing CdO on cubic materials
such as Si(1 1 1) [15] and GaAs(0 0 1) [17], but, as
we show in this paper, it can be achieved over
noncubic substrates too. Further, under our
experimental conditions the growth takes place
along the [0 0 1] direction irrespective of the
growth temperature, which seems to indicate that
in this case the layer orientation is mainly
determined by the substrate one.

In order to determine the crystalline quality of
the layers, we measured the FWHM of the rocking
curves around the CdO (0 0 2) peak, and the results
are shown as a function of growth temperature in
Fig. 2. The values obtained at temperatures
around 385 1C ("0.141) are very close to the best
results reported by other authors (0.131) [2], and
much lower than those found on single crystalline
CdO films grown on GaAs (0.551) [17]. At
this temperature, the otherwise featureless
surface exhibits only narrow grooves, as shown
in Fig. 3(a), leading to a rms roughness of about

2 nm. As the growth temperature decreases, the
layers degrade, showing a strong mosaic spread
that results in FWHM values three times larger
than those obtained at higher temperatures. The
bigger mosaicity is due to the development of
pyramidal grains as illustrated in Fig. 3(b), where a
number of these square-based pyramids can be
distinguished. Owing to their large lateral size,
4 mm, the rms roughness calculated from 2! 2 mm2

images reveals the roughness of the exposed facets
and remains constant around 1 nm. However, if a
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Fig. 3. SFM images of CdO layers grown (a) at 383 1C
(10! 8.4mm2) and (b) at 344 1C (10! 10mm2).
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Figure II.2: The full-width at half-maximum values of the (002) rocking curve of CdO
shown as a function of temperature. It can be seen that the minimum, and by extension
the highest crystalline quality, occurs at a growth temperature of ∼385◦C.

The surface morphology was studied using contact mode scanning force microscopy, with

a home made microscope setup combined with an SPM100 control unit. V-shaped Si3N4

tip-sharpened cantilevers with a tip radius of ∼10 nm and nominal force constants of 0.1

and 0.5 N/m were used.

For the optimum growth temperature samples, the otherwise flat surface exhibits narrow

grooves, giving an rms roughness of ∼2 nm, measured from a 4 µm2 image. With decreas-

ing growth temperature the surface structure degrades, showing a strong mosaic spread

resulting in a FWHM value three times that of the optimally grown samples.

Table II.1: Perpendicular (a⊥) and in-plane (a) lattice parameters obtained from (0 0 l)
symmetrical reflections and from {2 2 4} asymmetrical reflections on CdO layers grown
at 361◦C, and the Landolt-Börnstein CdO lattice parameter [92] (a0).

a(0 0 l)
⊥ (Å) a(2 2 4)

⊥ (Å) a(2 2 4) (Å) a0 (Å)
4.693 ± 0.003 4.693 ± 0.004 4.701 ± 0.009 4.697

Finally, the lattice parameter in the growth direction was determined from (002) and (004)

symmetrical reflections, and from reciprocal space maps on {224} asymmetrical reflections.
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The results are summarised in table II.1.

It can be seen that the perpendicular lattice parameters determined from the symmetric

and asymmetric reflections are equal, and that they coincide with the obtained in-plane

lattice parameter. These results indicate that complete strain relaxation has taken place

and that fully relaxed CdO layers have been grown on r -plane sapphire.



Chapter 6

CdO bandgap and effective mass determination

The room temperature bandgap and the band-edge effective mass of single crystal epitax-

ially grown cadmium oxide are determined from infrared reflectivity, ultraviolet/visible

absorption and Hall effect measurements. Infrared reflectivity measurements of the sam-

ples are performed to determine the plasma frequency as a function of carrier concentration

from which the band-edge effective mass is determined. The fundamental optical transition

as a function of carrier concentration is obtained from ultraviolet/visible absorption mea-

surements. As the material is unintentionally degenerately doped, this transition occurs

between the valence band and the Fermi level, situated within the conduction band. Sim-

ulation of the fundamental optical transition using a non-parabolic conduction band and

the newly determined band-edge effective mass enables the determination of the bandgap

of the material.

64
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6.1 Introduction

Cadmium oxide, like other ionic semiconductors e.g. ZnO and InN, exhibits an intrinsically

high electron density. The origin of this property is the low energy of the conduction band

minimum at the Γ-point compared to the rest of the Brillouin zone, resulting in a strong

propensity for the creation of donor-type defects, a topic that is discussed further in

chapter 7. Typically, the carrier concentrations found in as-grown cadmium oxide are so

high that the Fermi level is located within the conduction band.

This high unintentional degenerate doping has two main implications for the determina-

tion of the bandgap of the material. First, it causes the absorption edge to be strongly

dependent on the carrier concentration of the material with the fundamental optical tran-

sition occurring between the valence band and the lowest unoccupied conduction band

level, situated close to the Fermi-level within the conduction band [71,72]. Second, in de-

generately doped systems electron-electron and electron-impurity interactions take place

between the electrons of the conduction band and the ionised impurities from which the

carriers originate, causing a downward shift in the conduction band [73].

The currently accepted value for the room temperature bandgap of CdO is 2.28 eV. This

was determined from thermoreflectance measurements performed at 100 K of single crystal

CdO grown by a vapour transport technique [93]. Despite these measurements by Koffy-

berg being performed at 100 K, a number of recent papers have cited the value without

qualification of temperature, or claiming a room temperature bandgap in the range 2.2–2.4

eV [27, 94–97]. In summarising his work Koffyberg states that the interpretation of the

data is qualitatively correct. However, he concedes the inclusion of the non-parabolicity

of the conduction band and the complex shape of the valence band may produce better

agreement with the data [93].

The literature values for the cadmium oxide effective mass are wide ranging, typically

lying between 0.1 m0 and 0.3 m0, however, values as high as 1.19 m0 have been reported.

In both cases the values were determined from the free carrier dispersion [92]. The most

commonly used value for the effective mass of CdO is 0.14 m0 which Koffyberg uses,

without justification or citation, in his thermoreflectance paper [93].
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6.2 Experimental details

Single crystal CdO samples were grown by MOVPE on r -plane sapphire substrates as

described in the introduction to this part of the thesis. The samples were annealed under

ultra-high vacuum at a temperature of 400◦C for between 2 and 24 hours in order to

reduce the carrier concentration of the material. The free electron concentrations were

reduced from ∼1.8×1020 cm−3, for the as grown samples, to as low as 4.4×1019 cm−3 for

the post-growth annealed samples.

Infrared reflectivity measurements were made using a Perkin Elmer Spectrum GX FTIR

spectrometer with a 35◦ specular reflection with respect to the surface normal. Transmis-

sion geometry ultraviolet/visible absorption measurements were performed using a Perkin

Elmer Lambda 25 system working between 1.24 and 4.00 eV. All measurements from

both optical systems were taken at room temperature. Finally, single field Hall effect

measurements, also conducted at room temperature, were performed using the standard

van der Pauw method. Further details on the experimental techniques can be found in

chapter 2.

6.3 Results and discussion

The infrared reflectivity spectra of three CdO samples are shown in figure 6.1. The spectra

were simulated using an expression describing the propagation and reflection of electromag-

netic radiation from a two-layer stratified medium derived from the Fresnel equations [98].

This expression is dependent on the complex refractive indices (ñ) of the materials which

are described in terms of the two-oscillator dielectric model of the complex permittivity

(ε̃) where

ε̃ = ñ2 = ε(∞) +
[ε(0)− ε(∞)]ω2

T

ω2
T − ω − iωγ

−
ε(∞)ω2

p

ω(ω + i/τ)
(6.1)

Here, ω is the frequency of the incident radiation, ε(0) and ε(∞) are the static and high-

frequency dielectric constants, ωTO and ωp are the TO-phonon and plasma frequencies,

and γ and τ are the phonon damping and free-carrier scattering time.

Simulation of the reflectivity spectra enables the determination of the plasma frequency

and the epilayer thickness. The sample thicknesses obtained from fitting the reflectivity
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Figure 6.1: Infrared reflectivity spectra of three CdO samples with carrier concentrations
of (a) 1.7×1020, (b) 1.2×1020, and (c) 6.2×1019 cm−3 (open circles). In each case the
simulation based on the two-oscillator dielectric function is shown (solid lines).
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spectra were in the range 0.48–0.65 µm. The layers have been previously been shown

to be fully relaxed from the comparison of the lattice parameters determined from XRD

reciprocal space maps and of literature values for bulk grown material [88].

The plasma frequency plotted as a function of carrier concentration for the CdO samples

is shown in figure 6.2 together with calculated values for three different band-edge effective

masses. Simulation of the plasma frequency as a function of carrier density was calculated

using the following relation

ω2
p =

ne2

m∗
avε(∞)ε0

(6.2)

where n is the free carrier density, e is the electronic charge, m∗
av is the density of states

integrated effective mass and ε0 the permittivity of free space.

Figure 6.2: The plasma frequency of the CdO samples determined from infrared reflectivity
measurements plotted as a function of carrier concentration (filled circles) together with
three simulations of the plasma frequency calculated with a bandgap of 2.16 eV and band-
edge effective mass values of 0.19 m0, 0.21 m0 and 0.23 m0 (lines). The inset shows the
density of states integrated effective mass as a function of carrier concentration.

The value of effective mass used in equation 6.2 is dependent on the carrier density as

the Fermi level is situated within the conduction band, due to the high electron densities

observed in our samples. The effective mass for a given carrier density was calculated

by modelling the conduction band dispersion of CdO using a 2-band k · p method, and
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including the effect of bandgap renormalisation following Berggren and Sernelius [73].

Given this band dispersion, the carrier concentration and density of states integrated

effective mass for a given Fermi level (EF ) were determined from

n(EF ) =
∫

g(E)f(E,EF )dE (6.3)

and

m∗
av(EF ) =

1
n(EF )

∫
m∗(E)g(E)f(E,EF )dE (6.4)

where g(E) is the density of states, f(E,EF ) the Fermi-Dirac distribution and m∗(E)

the energy dependent effective mass, calculated from the derivative of the band disper-

sion.

The bandstructure was calculated using the band-edge effective mass (m∗
0) and the

bandgap (Eg) as input parameters. The calculations shown in figure 6.2 have band-edge

effective mass values of 0.19 m0, 0.21 m0, and 0.23 m0 together with a bandgap value of

2.16 eV. The effect of the bandgap value on the plasma frequency simulations was found

to be negligible in the range 1.9 to 2.3 eV.

It can be seen from figure 6.2 that an effective mass of 0.21m0 fits the experimentally

determined plasma frequencies very well. It should be noted, however, that both the

simulations of the infrared reflectivity and the calculated plasma frequency rely on the

high-frequency dielectric constant of CdO. Using infrared reflectivity, a unique determi-

nation of the high-frequecy dielectric constant and the epilayer thickness is not possible,

consequently a previously determined value of 5.3 for ε(∞) was used [92]. A recent paper

investigating the effects of the carrier concentration on the dielectric function of various

TCOs by spectroscopic ellipsometry suggests that the value of ε(∞) is linearly reduced

with increasing carrier concentration. The reduction in ε(∞) for ZnO:Ga was found to be

∼5 per cent for an increase in carrier concentration from 3.2×1019 to 7×1020 cm−3 [99].

It is therefore assumed that the increase in ε(∞) for the decrease in carrier concentration

observed in our CdO samples is not likely to have a significant effect on the results.

The ultraviolet/visible α2 spectra of three CdO samples are shown in figure 6.3. The po-

sition of the fundamental direct optical transition was obtained from the point of intersec-

tion between the linear extrapolations of the background absorption and the fundamental

absorption feature seen in the vicinity of the CdO direct bandgap.
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!
"

!

Figure 6.3: The ultraviolet/visible absorption spectra of three CdO samples with carrier
concentrations of (a) 1.7×1020, (b) 1.2×1020, and (c) 6.2×1019 cm−3. The position of
the fundamental optical transition (from valence band to Fermi-level) is seen to increase
with carrier concentration. This trend is further highlighted in the inset where the α2hν
spectra of all samples considered in this work is shown.
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The high unintentional n-type doping observed in cadmium oxide results in a strong depen-

dence of absorption edge with carrier concentration [71,72], as well as the less pronounced

effect of bandgap renormalisation resulting from the electron-electron and electron-defect

interactions [73]. As with the calculation of plasma frequency, the Fermi-level as a function

of carrier concentration is determined from a non-parabolic 2-band k ·p conduction band.

Making the assumption that direct transitions take place from a single, non-dispersive

valence band to the Fermi-level of the non-parabolic conduction band, the position of the

fundamental direct absorption feature is obtained. A non-dispersive valence band was used

as recent density functional theory calculations suggest the heavy-hole band of rocksalt

CdO changes by less than 50 meV within the region of k-space of interest, increasing to

maxima at the L-point and between the Γ- and X-points [100].

The calculated absorption edge as a function of carrier concentration is shown in figure

6.4 for bandgap values of 2.14, 2.16 and 2.18 eV and with the previously determined

band-edge effective mass value of 0.21m0. It can be seen that good agreement between

the calculated and experimentally determined values is found within this narrow range of

bandgap energies.

The mobility of the carriers determined from Hall effect measurements and from the in-

frared reflectivity spectra, using the relation µ = eτ/m∗, where τ is the electron lifetime,

are shown as a function of carrier concentration in figure 6.5. It can be seen that the val-

ues of mobility determined from optical measurements (optical mobility) are significantly

higher than those determined from transport measurements.

Previous work on the conduction mechanism of highly doped zinc oxide [101] have sug-

gested that scattering at the boundaries separating the crystalline grains and in the vicinity

of ionised impurities are the primary mechanisms limiting the mobility in the material.

The scattering at grain boundaries results from a Coulombic repulsion between the free

charge carriers in the material and carriers trapped in defect states originating from in-

complete atomic bonding at the grain boundaries [102]. The origin of ionised impurity

scattering is the Coulombic interaction between free charge carriers and ionised impurities.

While the grain boundary scattering is confined to the regions close to the crystalline grain

edges, ionised impurities scattering will occur throughout the crystalline grains.

The electron mobility determined from d.c. Hall effect measurements will be affected by
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Figure 6.4: The position of the fundamental optical transition plotted as a function of
carrier concentration for the CdO samples together with simulations calculated using a
non-parabolic 2-band k · p conduction band with a band-edge effective mass of 0.21 m0

and bandgaps of 2.14, 2.16, and 2.18 eV.

Figure 6.5: The mobility as a function of carrier concentration obtained from carrier
lifetimes of the reflectance measurements (circles) and Hall effect measurements (triangles).
In each case the mobility is seen to decrease with increasing carrier concentration.
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scattering from both grain boundaries and ionised impurities as the measurement is de-

pendent on the transport across the entire sample. The mobility obtained from infrared

reflectance measurements, however, will be largely insensitive to grain boundary scatter-

ing, as the grain boundaries constitute only a small volume of the material compared to

the crystalline grains. This means that the reflectance from crystalline grains will be dom-

inant, and will therefore give a mobility representative of the degree of ionised impurity

scattering in the material.

It can be seen in figure 6.5 that the values of mobility obtained from reflectance measure-

ments are significantly higher than those determined from Hall effect measurements. This

indicates that the dominant scattering mechanism, in both the as-grown and annealed

CdO samples in this study, is that of the grain boundaries. Previous studies of gallium

doped zinc oxide have shown grain boundary scattering [103] and, for highly doped mate-

rial, ionised impurity scattering [104] being the dominant scattering mechanisms. In the

latter case, the mobility determined from optical measurements gave values very similar

to those determined by Hall effect measurements.

The rate of decrease with carrier concentration observed in the optical mobility is greater

than that seen in the Hall mobility. This again highlights the fact that the optical mobility

is representative of ionised impurity scattering. The free carriers in the material come from

ionised point defects produced during growth, therefore, a higher carrier concentration is

indicative of a higher concentration of ionised impurities. The mobility determined from

the Hall effect measurements shows a less pronounced decrease with carrier concentration

as the mobility here is dominated by scattering at crystalline grain boundaries.

The values of mobility determined by Hall effect measurements for CdO in this work are

similar to those of found in commercially used TCOs such as tin doped indium oxide (ITO),

while the values obtained from optical measurements are significantly higher. Typical

values of mobility for ITO are of the order of 100 cm2 V−1 s−1 for carrier concentrations

of ∼1021 cm−3 [105, 106]. With the optimisation of growth conditions to increase the

electron mobility and suitable doping to increase the carrier concentration CdO would

make a promising material for commercial applications requiring very highly conducting

transparent materials.
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6.4 Conclusion

Infrared reflectivity and ultraviolet/visible absorption spectroscopies have been used, to-

gether with Hall effect measurements, to determine the bandgap and band-edge effective

mass of single-crystal epitaxial cadmium oxide grown by MOVPE on r-plane sapphire

substrates. The band-edge effective mass and bandgap values were found to be 0.21m0

and 2.16 ±0.02 eV, respectively. The bandgap value obtained was lower than the value fre-

quently cited as the room-temperature bandgap determined by Koffyberg from thermore-

flectance measurements performed at 100 K. Finally, a comparison between the mobilities

of the material determined by Hall effect and optical measurements was made indicating

that the dominant scattering mechanism in the samples is due to the grain boundaries. In

addition, the intrinsically high mobility of single crystal cadmium oxide was shown from

measurements of the optical mobility, which are largely insensitive to scattering at the

grain boundaries.



Chapter 7

Fermi-level stabilisation of cadmium oxide

High energy 4He+ ion irradiation of epitaxially grown cadmium oxide films has been used

to stabilise the Fermi energy close to the charge neutrality level. The position of the

charge neutrality level is determined from Hall effect measurements and from density of

states calculations of the cadmium oxide conduction band. The charge neutrality level

is also independently determined from the comparison of ultraviolet/visible absorption

measurements with density functional theory calculations. Finally, the high unintentional

n-type conductivity of cadmium oxide is explained, within the framework of the amphoteric

defect model, to be a result of the position of the charge neutrality level.
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7.1 Introduction

The high unintentional doping seen in epitaxial cadmium oxide, may be described in

terms of Walukiewicz’s amphoteric defect model (ADM) [107]. This model has been used

to explain a number of phenomena pertaining to the doping of semiconductor compounds,

including doping limits in wide bandgap semiconductors [108], and the propensity for

certain materials to exhibit unintentional intrinsic doping [109].

The main concept of the ADM is that point defects produced during growth can lead to

the formation of defect states with donor- (D+) or acceptor-like (D−) character depending

on their position with respect to the Fermi level. A schematic representation of the

distribution of potential defect states is shown in figure 7.1. The average position of the

potential defect states is referred to as the charge neutrality level (CNL). If the Fermi

level is located below the CNL then it is energetically favourable for a defect to produce a

donor-like state. Whereas when the Fermi level is found above the CNL it is more likely

that an acceptor-like state will be produced. In each case, the most probable defect state

produced will act to move the Fermi level towards the CNL.

E

CNL

g(E)

D
-

D
+

Figure 7.1: Schematic representation of the energy distribution of potential defect states.
The charge neutrality level marks the average position of the donor-like (D+) and acceptor-
like (D−) states.

High energy particle irradiation can be used to induce point defects in a material in order

to stabilise the Fermi level at the CNL. In this chapter, the irradiation and stabilisation of

the Fermi level in epitaxial cadmium oxide is reported and the high unintentional doping

is discussed in terms of the position of the charge neutrality level and the ADM.
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7.2 Experimental details

The single crystalline cadmium oxide samples used in this chapter were grown by metal-

organic vapour-phase epitaxy; further details on their growth and structural character-

isation can be found in the introduction to this part of the thesis. The samples were

irradiated at the Surrey Ion Beam Centre with 1 MeV He+ ions in order to increase their

carrier concentrations by introducing point defects into the material.

The irradiation dose was determined from the displacement damage dose methodology for

modelling extraterrestrial solar cell degradation [110]. The range of displacement damage

doses chosen was guided by the work of Li et al. in their work investigating the Fermi-

level stabilisation energy of group III nitrides [111]. Five displacement damage doses in

the range 7.5×1013 to 5×1016 MeV g−1 were chosen for the particle irradiation. From this

the He+ fluences were calculated from the following relation:

Dd = NIEL× fluence (7.1)

where Dd is the displacement damage dose and NIEL is the non-ionising energy loss. The

non-ionising energy loss of a system can be calculated using the stopping and range of ions

in matter (SRIM) program [112]. The data from the SRIM calculation is used to determine

the total energy loss as a function of depth due to ionisation and vacancy production. The

method used to calculate the NIEL is detailed in reference 110.

Figure 7.2 shows the non-ionising energy loss of He+ ions in cadmium oxide. It can be seen

that this energy loss increases with increasing depth in the material, so an average value

of 1.17 MeV cm2 g−1 was used for the calculation of the He+ fluences. The range of He+

fluences used to irradiate the samples was in the range 6.4×1013 to 4.3×1016 cm−2.

The carrier concentrations of the samples were determined from Hall effect and infrared

reflectivity measurements. The sheet density of the samples was determined from Hall

effect measurements, while their thicknesses were obtained from the simulation of the

infrared reflectivity spectra. Further details of the Hall effect measurements and the

infrared reflectivity simulation can be found in chapters 2 and 6.
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Figure 7.2: The non-ionising energy loss (NIEL) of 1 MeV 4He+ ions in cadmium oxide,
calculated using the ionisation energy loss and vacancy production rate due to ions and
recoils determined from SRIM [110].

7.3 Results and discussion

The carrier density as a function of displacement damage dose (Dd) is shown in figure

7.3 for the irradiated samples (open circles). The carrier concentration of the material

prior to particle irradiation was ∼1.8×1020 cm−3 therefore, for the two least irradiated

samples, the carrier concentration is seen to decrease before increasing back to the value

of the unirradiated material. The carrier concentration of the two most heavily irradiated

samples is greater than that of the material prior to irradiation. The rate of increase of

carrier concentration between these two points is indicative of a plateau in the carrier

concentration at ∼2.2×1020 cm−3.

The carrier concentration as a function of Fermi level was calculated from the 2-band k·p

conduction band, as calculated in the previous chapter. The results of this are shown in

figure 7.4, where the Fermi level for each sample (with respect to the valence band at the Γ-

point) is given as a function of displacement damage dose. The samples prior to irradiation

have a Fermi level ∼2.52 eV above the Γ-point valence band, initially with irradiation this

decreases to ∼2.50 eV before increasing and beginning to stabilise at ∼2.56 eV. This value

corresponds to 0.36 eV above the Γ-point conduction band minimum, as calculated from
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Figure 7.3: The carrier concentration, determined from Hall effect measurements using
thicknesses from infrared reflectivity analysis, plotted as a function of displacement damage
dose for the five cadmium oxide samples (open circles), the curved line is present as a guide
for the eye, it can be seen that the carrier concentration begins to stabilise at the highest
displacement damage dose.

the previous chapter.

The ultraviolet/visible transmission geometry absorption spectra of the five irradiated

samples is shown in figure 7.5. It can be seen that very little change is observed in the

position of the fundamental absorption feature, attributed to direct transitions from the

valence band to the conduction band near the Γ-point. It is unsurprising that little change

is observed in the optical absorption spectra of these samples as figure 7.4 shows the total

change in Fermi energy to be ∼55 meV, while the error in the measurement of the optical

transition is around ± 30 meV.

The inset of figure 7.5 shows the α2 optical absorption of the most heavily irradiated cad-

mium oxide sample. The energy of the direct valence band to conduction band absorption

is estimated from the point of intersection of the linear fits of the fundamental absorption

feature and the low energy absorption, which may be attributed to indirect transitions

from the higher-lying valence band at K- and L-points. This value was determined to be

2.52 ± 0.03 eV.
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Figure 7.4: The Fermi level plotted as a function of displacement damage dose for the five
cadmium oxide samples (circles). The Fermi level was calculated from carrier statistics cal-
culations using the band parameters determined in chapter 6 and the carrier concentration
from Hall effect measurements.

Figure 7.5: The UV/visible absorption spectra for the five cadmium oxide samples. It
can be seen that there is very little change in the position of the fundamental absorption
feature with increasing displacement damage dose. Inset: The UV/visible absorption of
the most heavily irradiated sample, the position of the fundamental absorption feature
has been estimated as 2.52 eV from the point of intersection of the linear extrapolations
of the absorption edge and the low energy background.
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Figure 7.6 shows the theoretically calculated bandstructure of rocksalt cadmium oxide

between the Γ and K high symmetry points. The calculations, performed within the hybrid

density functional theory framework, use a perturbative treatment of GW corrections

computed with the HSE03 hybrid functional. Further details of the calculations for the

production of the bandstructure can be found elsewhere [113–115]. The bandstructure in

the Γ-K direction was chosen as this is where the valence band shows the most pronounced

upward shift and therefore will result in the smallest direct transition from the valence

band to Fermi level. From these calculations, the Fermi level in the most heavily irradiated

sample is found to be 2.57 ± 0.03 eV, a value which agrees, within error, with the value

determined from the carrier concentrations of the samples.

! K

Figure 7.6: The DFT bandstructure of the conduction band and three highest valence
bands of cadmium oxide between the Γ- and K-points, the direction in which the up-
ward curvature of the valence band is greatest. The position of an optical transition of
magnitude 2.52 eV is shown, suggesting a stabilised Fermi energy of 2.57 eV.

The stabilisation of the Fermi level within the conduction band of cadmium oxide as a

result of He+ ion irradiation is not unique in semiconducting materials, this has also been

observed in indium arsenide [116] and indium nitride [111].
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As described in section 7.1, the irradiation of the cadmium oxide samples induces elec-

trically active native defects, or defect complexes, within the material. The electronic

nature of these defects is dependent on their position with repect to the Fermi energy. For

defect levels located above the Fermi energy it is energetically favourable for the defect to

be donor-like, an example of which in cadmium oxide would be an oxygen vacancy. On

the other hand, if the defect level is located below the Fermi energy, it is energetically

favourable for an acceptor-like defect to be formed, in the case of cadmium oxide this

could be a cadmium vacancy. Therefore, by irradiating the CdO samples with high energy

particles, the Fermi level is stabilised at the CNL, the average position of potential defect

states.

This can also be seen from density functional theory calculations of defect formation

energies. Figure 7.7 shows the formation energies of common defects in InN as a function

of Fermi energy [117]. It can be seen that for Fermi energies below the CNL, donor-like

nitrogen vacancies are more energetically favourable, whereas for Fermi energies above the

CNL acceptor-like indium vacancies are more favourable.

Figure 7.7: Defect formation energies of InN as a function of Fermi energy from density
functional theory calculations within the local density approximation [117].
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The position of the CNL is dictated by the spatially localised nature of the irradiation

induced defects. As the type of defects produced by particle irradiation are typically highly

localised in real space, the wavefunctions of the electronic defects produced must involve

Bloch functions from several bands and over a large region of k-space [36]. Therefore,

the levels will be deep (have a high ionisation energy, as either acceptors or donors) with

respect to the valence and conduction bands across the entire Brillouin zone. It has been

shown that, as a first approximation, the position of the CNL can be found close to the

midpoint of the average bandgap across the entire Brillouin zone [118].

! LKWX! W

Figure 7.8: The DFT calculated bandstructure of cadmium oxide over a number of high
symmetry points. The red dashed line shows the position of the CNL as determined in
this work, while the black dot-dashed line shows the average midgap energy of the k-space
region shown.

Figure 7.8 shows the DFT bandstructure of cadmium oxide over a greater range of high

symmetry points than in figure 7.6. Here, it can be seen that the conduction band mini-

mum at the Γ-point is significantly lower than any other point in the bandstructure. The

experimentally determined value of the CNL is shown as a dashed line and is seen at

2.56 eV, 0.4 eV above the Γ-point conduction band minimum. In addition, the average

bandgap across the k-space region displayed is shown as a dot-dashed line at 3.3 eV, 1.41

eV above the Γ-point conduction band minimum.

The difference between the experimentally determined value of the CNL and the average
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midgap energy may be due to a number of reasons. Firstly, the figure is a two-dimensional

representation of allowed energy states between a small proportion of high symmetry points

in the material. In reality, the allowed energy states exist as a three-dimensional continuum

of states, therefore the average midgap energy should be calculated as the midpoint of

the bandgap at all positions in k-space in the entire Brillouin zone. Secondly, the DFT

calculations used to determine the bandstructure are susceptible to an underestimation

in energy of the shallow-core d-levels in semiconductor materials [100]. This has also

been shown for CdO by x-ray photoemission spectroscopy experiments by our group. The

valence band maximum to Cd 4d separation for the CdO samples considered in this work

was found to be ∼9.13 eV compared to ∼7 eV from DFT calculations [119]. The effect

of the underestimation of the Cd 4d levels is to overestimate the repulsion between these

states and the O 2p (valence band) states resulting in an overestimation of the energy

of the valence band states (other than at the Γ-point where this is forbidden due to

symmetry considerations). The overestimation of the energy of the valence band states

leads an overestimation of the average midgap energy in the region of k-space shown in

figure 7.8.

7.4 Conclusions

The irradiation of single-crystalline epitaxially grown cadmium oxide has been shown to

increase the sample carrier concentration with increasing irradiation dose. The position

of the Fermi level was calculated from the carrier concentration determined by Hall effect

and infrared reflectivity measurements, and from the calculation of the density of states of

the conduction band using the material parameters determined in chapter 6. The Fermi

level has been found to stabilise within the conduction band at a position 2.56 eV above

the Γ-point valence band maximum. The low conduction band minimum at the Γ-point

of cadmium oxide is suggested as the reason for the stabilisation of the Fermi level within

the conduction band. The position of the defects energy levels introduced by the particle

irradiation lie close to the centre of the bandgap across the entire Brillouin zone, due to

their spatially localised nature. This average defect level is found above the Fermi level of

as-grown cadmium oxide and therefore the production of donor-like defects is energetically

favourable when the material is irradiated.
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In chapter 6, the bandgap and band-edge effective mass of epitaxially grown, single crys-

talline CdO were determined from infrared reflectivity, Hall effect and ultraviolet/visible

absorption measurements. The determination of the values was dependent on bandstruc-

ture and Fermi-Dirac statistics calculations, incorporating the effects of conduction band

non-parabolicity and bandgap renormalisation. The difference between the values deter-

mined in this work (2.16 eV and 0.21 m0) and the ubiquitous 100 K values determined

and used by Koffyberg (2.28 eV and 0.14 m0) was not insignificant.

A comparison between the mobilities of the CdO samples, obtained from Hall effect mea-

surements and from infrared reflectance measurements, showed the dominant scattering

mechanism to be due to the grain boundaries within the material. To fully exploit the

inherent conductivity of CdO, therefore, it would be necessary to increase the average

crystalline grain size. This may be possible by high-temperature annealing, or by further

optimising the growth conditions. In either case, this will lead to a reduction in free

carriers within the material, making it necessary for extrinsic doping to maintain high

conductivity and transparency.

In chapter 7, the stabilisation of the Fermi level at the CNL, 0.4 eV above the Γ-point

CBM, was achieved by 1 MeV 4He+ ion irradiation. The location of the CNL within the

conduction band of CdO explains the propensity for unintentional n-type doping of the

material, as it is energetically favourable to produce defects during growth (or in this case

irradiation) such that the Fermi level lies close to the CNL.

In addition, knowledge of the position of the CNL can be used to determine the surface

space charge characteristics of a material, as the Fermi level is pinned close to the CNL

at surfaces. When the Fermi level is above the CNL, in the bulk (i.e. far away from the

surface), the band bend upwards at the surface giving rise to an electron depletion layer.
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Whereas, when the Fermi level is found below the CNL, in the bulk, the bands bend down

causing an electron accumulation layer, as is observed in InAs, and InN [120,121].

Figure 7.9 shows the calculated downward bending of the conduction band of CdO, with

respect to the Fermi level. The band-bending was calculated by solving Poisson’s equation

within a modified Thomas-Fermi approximation, for CdO with a bulk carrier concentration

of 4×1019 cm−3. By solving the Schrödinger equation of the potential well produced by

the bending of the band, it is predicted that a single quantised electron energy level,

shown in the figure, will be found at the surface of CdO with this carrier concentration

[122,123].

The presence of quantised states at the surface of CdO can be verified by scanning

tunneling spectroscopy, or angle resolved photoemission measurements. Both of which

have been used to confirm the presence of quantised electron states at the surface of

In(Ga)N [124,125].
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Figure 7.9: Downward band bending at the surface of cadmium oxide with a carrier
concentration of 4×1019 cm−3. The conduction band is plotted, as a function of depth,
with respect to the Fermi level which is pinned at a material surface close to the charge
neutrality level. The band bending was calculated by solving Poisson’s equation within
a modified Thomas-Fermi approximation, and the energy of the quantised subband by
numerically solving the Schrödinger equation for the potential well [123].
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(2005).

[90] A. B. M. A. Ashrafi, H. Kumano, I. Suemune, Y. W. Ok, and T. Y. Seong, J. Cryst. Growth

237-239, 518 (2002).

[91] M. Yan, M. Lane, C. R. Kannewurf, and R. P. H. Chang, Appl. Phys. Lett. 78, 2342 (2001).

[92] H. Finkenrath, Cadmium oxide (CdO), in Physics of II-VI and I-VII Compounds, Semi-

Magnetic Semiconductors, edited by O. Madelung, M. Schulz, and H. Weiss, volume 17B of

Landolt-Börnstein: Numerical Data and Functional Relationships in Science and Technology.

Group III: Crystal and Solid State Physics, Springer, 1982.

[93] F. P. Koffyberg, Phys. Rev. B 13, 4470 (1976).

[94] X. Li, A. Mason, T. A. Gessert, and T. J. Coutts, Electrochemical and Solid-State Letters

4, C66 (2001).



References 92

[95] E. Menéndez-Proupin, G. Gutiérrez, E. Palmero, and J. L. Peña, Phys. Rev. B 70, 035112

(2004).

[96] S. F. J. Cox, J. S. Lord, S. P. Cottrell, J. M. Gil, H. V. Alberto, A. Keren, D. Prabhakaran,

R. Scheuermann, and A. Stoykov, J. Phys.: Condens. Matter 18, 1061 (2006).

[97] S. Sadofev, S. Blumstengel, J. Cui, J. Puls, S. Rogaschewski, P. Schäfer, and F. Henneberger,

Appl. Phys. Lett. 89, 201907 (2006).

[98] C. Pickering, J. Phys. C: Solid St. Phys. 13, 2959 (1980).

[99] H. Fujiwara and M. Kondo, Phys. Rev. B 71, 075109 (2005).

[100] A. Schleife, F. Fuchs, J. Furthmüller, and F. Bechstedt, Phys. Rev. B 73, 245212 (2006).

[101] T. Minami, H. Sato, K. Ohashi, T. Tomofuji, and S. Takata, J. Cryst. Growth 117, 370

(1992).

[102] J. Y. W. Seto, J. Appl. Phys. 46, 5247 (1975).

[103] J. J. Robbins, J. Harvey, J. Leaf, C. Fry, and C. A. Wolden, Thin Solid Films 473, 35 (2005).

[104] S. Brehme, F. Fenske, W. Fuhs, E. Nebauer, M. Poschenrieder, B. Selle, and I. Sieber, Thin

Solid Films 342, 167 (1999).

[105] P. P. Edwards, A. Porch, M. O. Jones, D. V. Morgan, and R. M. Perks, Dalton Trans. 19,

2995 (2004).

[106] T. Minami, Semicond. Sci. Technol. 20, S35 (2005).

[107] W. Walukiewicz, Appl. Phys. Lett. 54, 2094 (1989).

[108] W. Walukiewicz, Physica B 302-303, 123 (2001).

[109] L. F. J. Piper, T. D. Veal, C. F. McConville, H. Lu, and W. J. Schaff, Appl. Phys. Lett. 88,

252109 (2006).

[110] S. Messenger, E. Burke, G. Summers, M. Xapsos, R. Walters, E. Jackson, and B. Weaver,

IEEE Trans. Nucl. Sci. 46, 1595 (1999).

[111] S. X. Li, K. M. Yu, J. Wu, R. E. Jones, W. Walukiewicz, J. W. Ager III, W. Shan, E. E.

Haller, H. Lu, and W. J. Schaff, Phys. Rev. B 71, 161201(R) (2005).

[112] J. F. Ziegler, J. P. Biersack, and M. D. Ziegler, The Stopping and Range of Ions in Matter,

volume 1, Pergamon, 1985.

[113] L. F. J. Piper, A. DeMasi, K. E. Smith, A. Schleife, F. Fuchs, F. Bechstedt, J. Zúñiga-Pérez,
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