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Abstract

In this thesis, scanning probe microscopy experiments on graphene and chemically

modified graphene crystals are discussed. Since its discovery in 2004, graphene

has not only impressed researchers and industry because it is a crystal that is

only one atom thick, but also because of its electronic transport properties. How-

ever, a major challenge remaining is the task to introduce an energy gap in

graphene. One way to open an energy gap in pristine graphene is its confine-

ment to nanometre sizes. To this end, methods were developed to fabricate such

nanostructures out of graphene. Here, the atomic force microscope (AFM) based

technique of local anodic oxidation was applied to selectively oxidise graphene.

Using this technique, graphene nanostructures as small as 20 nm have been fabri-

cated. A graphene quantum dot (QD) created with this technique was measured

at low temperatures. It showed quantum Coulomb blockade behaviour, with an

energy gap of≈10 meV. Furthermore, the transport behaviour of these nanostruc-

tures was also investigated under ambient conditions. Scanning gate microscopy

measurements carried out on a graphene quantum point contact (QPC) demon-

strated the possibility to locally influence the charge carrier concentration in the

QPC, and thus alter the resistance of the device. These experiments additionally

prove the usefulness of local anodic oxidation to create graphene nanostructures.

Equally tempting as opening a gap in graphene and studying the resulting trans-

port properties is the prospect of studying the influence of the edges terminating

a graphene crystal on its transport properties. To that end, reliable methods for

obtaining the crystallographic orientation of a given edge are needed. While most

techniques require either elaborated sample fabrication or modelling, it is shown

here how atomically resolved scanning tunnelling microscopy (STM) imaging to-

gether with Raman spectroscopy can be used to determine the crystallographic

direction of graphene edges without doubt. An alternative way of creating an

energy gap in graphene is its modification with atomic hydrogen. Atomic force
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microscopy was first used to measure the topography of hydrogenated graphene

crystals. It is further shown, how the amount of adsorbed hydrogen could be

decreased using AFM. The changes induced in the hydrogenated graphene sam-

ples in this way have been further corroborated by Raman spectroscopy and low

temperature transport experiments, establishing AFM as a method to engineer

the resistance of hydrogenated graphene.
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Chapter 1

Introduction

The isolation of graphene [1,2] was the first-ever observation of a two-dimensional

crystal by mankind. Graphene is a macroscopically sized, but only one atom thick

layer of carbon atoms periodically arranged in a honeycomb lattice. At a first

glance, this discovery seemed to contradict established physical laws, which says

that two-dimensional materials should not exist [3]. This contradiction could be

solved by regarding the fact that only the growth of free-standing two-dimensional

materials is forbidden. In their seminal discovery, Geim and Novoselov extracted

graphene by micromechanically cleaving a graphite crystal, which consists of mil-

lions of graphene layers stacked upon each other, down to a single layer and

placing it on top of an oxidized silicon wafer.

In their first investigations of this material, they studied the behaviour of its

charge carriers. They found an intriguing property, namely that both electrons

and holes in graphene follow a linear energy dispersion [4] with a band gap of zero.

Consequently, in terms of electronic transport properties, graphene’s charge car-

riers constitute a two-dimensional gas of so called massless Dirac fermions. This

finding connected the physics of relativistic particles with solid state structures.

Subsequently, further details about charge carrier transport in graphene were

elucidated [3]. Not only ballistic transport [5] of the charge carriers in graphene

was found, but also a mobility (reaching up to millions by August 2010) of both

electrons and holes that was practically independent of temperature and charge

carrier concentration. The latter facts elevate graphene into a position as a most

promising contender for future microelectronics applications. However, the fact

remains that pristine graphene is found to be always conductive, even in the limit
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of virtually zero charge carrier concentration, whereas transistor applications re-

quire the presence of a non-conducting state.

But the significance and challenges of graphene are not only limited towards

its electronic properties. Its mechanical and optical properties are at least equally

remarkable. Graphene exhibits a breaking strength of ∼40 N/m [6], shows record

values for room temperature thermal conductivity [7] and Young’s modulus [6]

and can sustain strain of up to 20% [6] [8]. The fact that graphene is only one

atom thick makes it the ultimate support for transmission electron microscopy

(TEM) studies [5]. Also in the field of optoelectronics, graphene could have major

impact as e.g. a photodetector [9] or as a transparent conductor [10].

Looking from a materials point of view, graphene proves to be unique, too.

Being a strictly two-dimensional material, it is an ultimate incarnation of the

surface [5]. It can be considered as an atomic scaffold, which can serve as a

starting point in synthesizing new two-dimensional crystals. These stoichiomet-

ric graphene derivatives are believed to show new electrical, optical and chemical

properties. They might also offer a way to control the electronic structure of the

pristine graphene crystal, which might have its application in electronics. A first

proof was already presented [11], showing how the bonding of atomic hydrogen

to the graphene lattice leads to reversibly transforming the zero-gap semiconduc-

tor graphene into a two-dimensional hydrocarbon, exhibiting a metal-to-insulator

transition.

Still, despite the achievements just mentioned, plenty of open questions re-

main. What is the experimentally achievable upper limit for the mobility of

graphene’s charge carriers? What happens at the Dirac-point, i.e. the energy

where electron dispersion and hole dispersion touch? Can one efficiently control

the electronic structure of graphene? While in the beginning of graphene research

the investigations of global properties were dominating, soon thereafter the need

for complementing local investigations, ideally down to the single atom level, be-

came apparent. Local investigations of graphene’s properties would allow allow

for a deeper understanding of the physics and chemistry governing graphene. To

be more precise, one question where the local nature of graphene becomes im-

portant is what happens when graphene becomes confined to nanometre sizes?
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Moreover, could one confine graphene to these sizes while still maintaining control

of the termination of the resulting nanostructure? Another important task would

be the atomically resolved determination of the crystallographic orientation of the

edges terminating graphene. These edges are predicted to strongly influence both

the chemical and physical behavior of the graphene crystals, and thus identifying

their nature is of general importance. Last but not least, starting from an already

macroscopically chemically modified graphene crystal, the question arises what

its topographic surface structure looks like when compared to pristine graphene.

Experimental tools ideally suited for real-space investigations with a reso-

lution down to a single atom are scanning probe microscopes (SPM). Scanning

probe microscopy allows three-dimensional real-space images of the electronic and

topographic properties of the sample surface to be obtained. This research field

was started in 1982, with the invention of scanning tunnelling microscopy (STM)

by Binnig and Rohrer [12]. STM is limited to the investigations of conductive

sample surfaces alone. To overcome this limitation, Binnig invented the atomic

force microscope (AFM) in 1986 [13]. Since its first demonstration, scanning

probe microscopy has become an essential tool for experiments on the nano- and

atomic scale, including atomically precise determination of the surface topogra-

phy and chemical modification of the sample surface down to the single atom

level [14].

In this thesis, AFM- and STM-experiments are presented, which were aimed

at answering some of the questions outlined above. The thesis is organized as

follows: in Chapter 2, I will present the fundamentals of graphene’s bandstruc-

ture, AFM and STM. Furthermore, I will discuss AFM images and Raman spec-

troscopy data that serve as a reference for graphene. The main conclusions from

these two experiments are used throughout the thesis. In Chapter 3, the SPM-

based technique of local anodic oxidation and its application to fabricate graphene

nanostructures are discussed. Chapter 4 starts with an introduction to the ba-

sics of charge carrier transport through quantum dots and finally presents and

discusses the experimental results obtained for graphene quantum dots created

by local anodic oxidation. In Chapter 5, scanning gate microscopy (SGM) data

are discussed, which further demonstrate the success of SPM-based local anodic
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oxidation to confine graphene to nanometre-sizes, as well as showing how to lo-

cally modify the conductance in graphene nanostructures. In Chapter 6, STM

and Raman spectroscopy experiments are presented, which ultimately allow us

to determine the crystallographic orientation of edges terminating a graphene

crystal. Chapter 7 finally presents experiments on engineering the resistance in

hydrogenated graphene. It is shown, how AFM can be used to transform hy-

drogenated graphene back towards pristine graphene. In the last chapter of this

thesis, I will give a summary of what has been achieved in this thesis and what

still needs to be understood. I will also outline directions of future research based

on the findings presented in this thesis.
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Chapter 2

Fundamentals

2.1 Introduction to Graphene

Graphene is the name given to a single layer consisting of three-fold coordinated

carbon atoms. Graphene can be regarded as the fundamental building-block of

hexagonal α-graphite. The crystal structure of hexagonal α-graphite is shown in

Fig. 2.1. Within each graphene layer, every carbon atom forms three strongly lo-

calized σ-bonds with its neighbouring atoms. This leads to a honeycomb-lattice,

as shown in Fig. 2.1. By definition, a single isolated graphene layer would con-

stitute a two-dimensional crystal, since it would be only one-atom thick but

extended laterally. In the pioneering work of K.S.Novoselov et al. [1, 2], it was

demonstrated for the first time, that graphene and other two-dimensional crystals

can be isolated and investigated. Since then, strong efforts of both experimen-

tal and theoretical physical research focussed on graphene, due to its fascinating

inherent physical properties [3].

Probably one of the most interesting properties of graphene are its electrical

transport properties. Graphene is a zero-gap semiconductor [3]. Novoselov et

al. have shown, that it is possible to tune the charge carrier concentration n in

graphene of both electrons and holes up to n∼1013 cm−2 by applying an external

electric field [1]. Additionally, even at such high carrier concentrations, the mo-

bilities µ of the charge carriers have been found to be extremely high, on the order

of µ = 15, 000cm2 V−1s−1. This value was found to be almost independent of

temperature [4], being limited only by scattering on fixed impurities. Because of

this, graphene might offer the possibility of fabricating submicron-size electronic

devices showing ballistic transport at room temperature [3].
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Figure 2.1: Crystal structure of hexagonal α-graphite. The lattice constant within each
layer is 2.46 Å. The lattice constant perpendicular to the layers is 6.70 Å. Each layer
represents a single layer graphene sheet. (Image taken from http://www.electronics-
cooling.com.)

2.1.1 Graphene band structure

In order to obtain a detailed understanding of graphene’s intriguing transport

properties, we have to calculate its bandstructure. The following discussion of

the graphene band structure calculation follows closely Ref. [15]. A more de-

tailed derivation, but which contains exactly the same steps as in [15], can be

found in [16]. The honeycomb crystal structure of a single graphene sheet is

shown on the left in Fig. 2.2 In the honeycomb arrangment shown in (a), each

Carbon atom contributes three of its four valence electrons to occupy planar sp2-

hybridized orbitals, leading to the formation of in-plane σ-bonds with its three

nearest neighbour atoms. The honeycomb atomic lattice formed is not a Bravais

lattice, but consists of two interpenetrating triangular Bravais sublattices, as in-

dicated by dashed red and black triangles in (c). The unit cell of the honeycomb

lattice hence contains two inequivalent sublattices containing either the carbon

atoms labelled A (open circles) or B (solid dots) in Fig. 2.2(a) and (c). The unit

cell of the honeycomb lattice is a rhomboid with the unit vectors:

a1 =
√

3aex and a2 =

√
3

2
aex +

3

2
aey (2.1)
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Figure 2.2: (a): Honeycomb atomic lattice structure of graphene, consisting of two
interpenetrating triangular lattices, formed by the two lattices A and B, with lattice
unit vectors a1 and a2. (b): The corresponding first Brillouin zone, which is a hexagon.
The unit vectors in reciprocal space are b1 and b2. The points K and K′ denote the
corners of the first Brillouin zone. (c) Illustration of the two inequivalent, interpene-
trating triangular lattices (dashed lines), where the sublattice formed from atoms on
A positions of the honeycomb lattice is red and the one formed by atoms sitting on B
positions is black.

where a=1.42 Å is the interatomic distance. The interatomic distance is related

to the lattice constant a0 through a0=
√

3a.

The reciprocal lattice is again a triangular lattice, spanned by the reciprocal

lattice vectors b1 and b2, as shown in Fig. 2.2(b):

b1 =
2π√
3a

(ex −
1√
3
ey) and b2 =

4π

3a
ey. (2.2)

The first Brillouin zone is a hexagon. Only two of the six corners of the Brillouin

zone are inequivalent, since the others can be obtained from a primitive trans-

lation of the form nb1 + mb2, where m,n are integers. The two inequivalent

corners are labelled K and K′.

To calculate the energy band diagram, one commonly solves the time indepen-

dent Schrödinger equation for one electron of the crystal lattice in the effective

periodic potential of all the other electrons and the cores of the lattice. Because

of the translational symmetry of the lattice, any of the possible wavefunctions for
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the electron of the lattice should satisfy Bloch’s theorem

Tai
Ψ = eikaiΨ, (i = 1, 2), (2.3)

where Tai
is a translational operation along the lattice vector ai, and k is the

wavevector [16].

The corresponding wavefunctions satisfying Bloch’s theorem (Eq. 2.3) are

called Bloch functions. Such a Bloch function can be constructed to be based on

an atomic orbital in the unit cell (or atom) [16]. Because the honeycomb lattice of

graphene consists of two inequivalent triangular lattices, one has to consider two

wavefunctions. One for an electron on the sublattice formed by atoms labelled A,

and one for an electron on the sublattice formed by atoms labelled B. The Bloch

functions for the two inequivalent atomic sites A and B can be expressed as:

ΦA(~k, ~r) =
1√
N

N∑
~RA

exp(i~k ~RA)φA(~r − ~RA) (2.4)

and

ΦB(~k, ~r) =
1√
N

N∑
~RB

exp(i~k ~RB)φB(~r − ~RB). (2.5)

The summation runs over all respective atomic lattice sites, A or B, for all unit

cells N present. The term φi(~r − ~Ri), with i = A,B, constitutes the atomic

wavefunctions (Wannier functions) for the respective atom sites, in the following

assumed to be the pz-orbital occupied by the fourth valence electron (I will not

consider the bandstructure of the sp2-orbitals).

The eigenfunction of the solid is then given as a linear combination of the

Bloch functions of the two different atomic sites. It reads:

Ψ~k(~r) = cAΦA + cBΦB. (2.6)

We now have to solve the time-independent Schrödinger equation with a

Hamiltonian for a single electron in the atomic potential given by all the car-

bon atoms. After substituting Eq. 2.6 into the Schrödinger equation, multiplying

it with the complex conjugate of Eq. 2.6 and integrating over the whole space,
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we obtain in matrix form (details of the derivation can be found in [15]):

HΨ = ESΨ. (2.7)

In the tight-binding approximation, electrons can only hop between neighboring

atoms. Furthermore, the overlap of the Wannier functions between neighboring

atoms is neglected. This yields the following form of the operators H and S:

H =

(
E0 −tf(k)

−tf∗(k) E0

)
and S =

(
1 0

0 1

)
, (2.8)

where we have defined a geometrical factor

f(k) =
∑
ml

e−ikml . (2.9)

The ml are the vectors pointing to the nearest neighbor atoms of an atom of the

B sublattice. In the configuration shown in Fig. 2.2 they are given by (putting

the origin on an atom of the B sublattice):

m1 = aey, m2 =

√
3a

2
(ex −

1√
3
ey), m3 =

√
3a

2
(−ex −

1√
3
ey) (2.10)

Inserting into the exponential form, Eq. 2.9 finally yields:

f(k) =

√
1 + 4cos(

√
3kxa

2
)cos(

ky3a

2
) + 4cos2(

kx

√
3a

2
). (2.11)

The eigenvalues of Eq. 2.7 are found by solving

det(H − ES) = 0, (2.12)

giving the following dispersion relation for the pz-electrons in graphene:

Egraphene(k) = E0±t·|f(k)|. (2.13)

E0 corresponds to the Fermi energy and can be set to zero. t is the hopping

element, with a value of t=2.66 eV (used below), as follows from a DFT calcu-

lation [15]. The band structure for graphene is shown in Fig. 2.3. Because of
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Figure 2.3: The band structure of a single graphene layer with E0=0. The energy is
given in units of the hopping element t. Valence and conduction band touch at the six
corners of the Brillouin zone, which are denoted K and K′. A hexagon representing the
first Brillouin zone is drawn in the image. Figure taken from [15].

the two atoms per unit cell, the dispersion relation consists of two bands, valence

band (E<0) and conduction band (E>0). The two bands touch at the six corners

of the first Brillouin zone, which are called K and K′ points. Because valence and

conduction band touch at these six points, graphene has a gap equal to zero. Fur-

thermore, close to the K and K′-points, the energy varies approximately linearly

with k. The remarkable property of a linear energy dispersion will be examined

now in more detail, following again closely [15].

To carry out a low-energy expansion of the band dispersion for graphene, we

decompose the vector k into a vector K (K′), pointing at the point K (K′), and

a small vector q

k = K + q or k = K′ + q. (2.14)

The vectors K and K′ are for example ± 4π
3
√

3a
ex, according to Fig.2.2(b). We

now insert this into the geometrical factor and carry out a Taylor expansion up

to first order in q. It follows for the K-point

f(k)≈− 3a

2
(−qx + iqy), (2.15)
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while for the K′-point it reads

f(k)≈− 3a

2
(qx + iqy). (2.16)

Because both results differ only by one sign, one can introduce a valley index α,

which is -1 for the K-valley and +1 for the K′-valley. With this, the Hamiltonian

for graphene in the low energy limit is then given as:

Hα
eff = −t3a

2

(
0 αqx + iqy

αqx − iqy 0

)
, with α = −1,+1. (2.17)

The energy dispersion resulting from this Hamiltonian reads:

E±
α = ±~vF|q|, vF =

t3a

2~
= 8.7·105m/s. (2.18)

Hence, close to the K and K′-points the energy of the charge carriers in graphene

varies linearly with q and is determined by a single parameter, the Fermi velocity

vF. This linear energy dispersion is the key to many novel properties, which have

never been studied in solid-state systems before the discovery of graphene [3]. The

linear dispersion can also be employed to link the physics of the charge carriers

in graphene to that of relativistic particles. The energy dispersion of relativistic

particles is found from the Dirac equation and is given by:

E = ±
√
c2~2k2 +m2c4 (2.19)

If we set the mass to zero, we arrive at:

E = ±c~|k| (2.20)

The last equation looks similar to the energy dispersion obtained in the low

energy expansion for graphene. In the case of graphene, the Fermi velocity vF

plays the role of the velocity of light, c. For this reason, one can say that the

electrons (and holes) in graphene, close to the K (K′)-point behave as massless

Dirac fermions. Accordingly, the linear energy dispersion around the K and K′-

points, which in three dimensions forms cones, is referred to as Dirac cones. The

effective Hamiltonian in the low-energy expansion, Equation 2.17, is called the

Dirac Hamiltonian. This analogy between the physics of the charge carriers in
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graphene and that of massless relativistic particles looks appealing in the sense

of studying relativistic physics in a solid state system [3].

Apart from that, the linear dispersion for graphene also implies a density of

states (DOS) different to that found in conventional two-dimensional electron

gases (2DEGs). Starting from the linear dispersion around the K and K′-points

and taking into account the four-fold degeneracy (factor 2 for spin, factor 2 for

inequivalent K and K′ valleys) of the charge carriers in graphene, one can derive

that the density of states for graphene takes the following form:

DOS(E) =
2|E|
π~2vF

2
. (2.21)

Two important consequences arise. First, the density of states is linear with

energy E. Secondly, the DOS vanishes for E = 0, i.e. at the touching of the cone-

shaped valence and conduction bands at the K and K′-points, the so-called Dirac

points. The latter property allows to classify graphene as a zero-gap (because

valence and conduction bands touch, without a gap) semiconductor (because the

DOS vanishes for E = 0).

2.2 Introduction to Atomic Force Microscopy

The invention of the scanning tunnelling microscope (STM) [12] by Binnig et al.

started the field of scanning probe microscopy (SPM). Shortly afterwards, Binnig

et al. proposed the atomic force microscope (AFM) [13] in 1986. Scanning probe

microscopy provides the opportunity to investigate various properties of sample

surfaces in real-space. The resolution achievable with these techniques is about

100 pm parallel to the sample surface and about 10 pm perpendicular to the

sample surface. In SPM, a very sharp tip is raster scanned over a sample surface,

being either in contact with the sample surface, or in close vertical proximity.

The movement of the tip is realized with a piezoelectric element, thus allowing a

movement of the tip relative to the sample in the sub-nm range. A feedback-loop

circuit is employed to control the distance between tip and sample. If the distance

between tip and sample is kept constant, one is obtaining an image of constant

interaction between tip and sample. This interaction is monitored by displaying

the control signal used to keep the tip-sample distance constant on a PC.

In STM, a tunnelling current flows between an atomically sharp conductive tip
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and the surface of a conductive sample, when the tip is in close proximity to the

sample. This tunnelling current depends exponentially on the distance between

tip and sample [14]. Because for insulating substrates no tunnelling current is

expected to flow between its surface and a conductive tip in close vicinity, STM

investigations are limited to the studies of conductive samples.

The principle underlying atomic force microscopy is to detect forces, rather

than a current, acting between a given sample surface and a sharp tip, raster

scanned over this surface. To detect the forces acting between tip and sample,

the tip is mounted on a cantilever. The cantilever can be regarded as a leaf spring,

clamped on one side. Under a given force acting on the cantilever, the cantilever

responds like a spring. So the force acting on the tip is translated into the

deflection of the cantilever, which can be measured. A very common method to

measure the cantilever deflection is the use of an optical measurement [14]. A laser

beam incident on the cantilever is reflected onto a position-sensitive photodiode

(PSD, usually a four-segment photodiode). In the PSD, the optical signal is

converted into a voltage, that serves as control parameter for the feedback-loop

circuit.

Since AFM relies on a force-based interaction between tip and sample surface,

it allows to investigate the surface properties of insulators as well as those of

conductors. The principle of an atomic force microscope is shown in Fig. 2.4. In

the image, a part (∆x long) of one single scan line of the AFM tip across the

sample surface is shown. Once the AFM tip hits the shown step, the cantilever

bends upwards. The laser reflected off the back of the cantilever now points

to a more positive voltage at the four segment photodiode (consisting of four

segments labelled A,B,C,D) compared to the user-defined setpoint deflection

(which we assume to be zero, corresponding to the middle of all four segments).

This deflection voltage is recorded by the feedback-loop, where it is compared

with the setpoint deflection.

Because the measured vertical deflection in the left part is larger than the

setpoint deflection, an error signal is calculated inside the feedback electronics.

This error signal is then converted into a voltage, which is applied to the z-piezo

element through the control electronics. This z-signal serves to adjust the vertical

tip-sample distance such that the error signal at the feedback loop is zero, or close

to zero. In the case shown, the generated z-signal is applied to the scanning piezo

such that the scan piezo contracts (right part of the image), and hence lowers the
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Figure 2.4: Schematics of an atomic force microscope. A sharp probe tip mounted to
a cantilever is raster scanned over the surface of a sample. The interactions between
the probing tip and the sample surface cause the cantilever to bend. A laser beam
which is reflected from the cantilever onto a photodiode changes its position on the
photodiode relative to the bending of the cantilever. A feedback-loop circuit acts as
to keep the bending of the cantilever constant. This provides an image of constant
interaction between tip and sample.

sample with respect to the tip. The amount ∆z by which the sample is moved

down is as large as it needs to be for the cantilever to bend down again, and thus

maintain the setpoint deflection (zero in the case shown). The height difference

∆z can be recorded as a function of the lateral tip coordinates (x,y). Displaying

these data on a PC gives a real-space image of constant interaction between tip

and sample. Usually, as in the case shown in Fig. 2.4, this can be interpreted as

the sample topography. But one should take into account that different chemical

or frictional interactions between the AFM tip and the sample can also exert a

force on the cantilever, and hence require adjustment of the vertical tip sample

distance.

The AFM investigations presented in this work were taken with a Digital

Instruments Multimode SPM with a Nanoscope IIIa controller. This combi-

nation allows contact mode AFM, TappingMode AFM and scanning tunnelling

microscopy among several other types of scanning probe investigations. The Mul-

timode SPM keeps the cantilever at a fixed position. In order to raster scan the

sample surface, the sample is moved by means of a piezo-element relative to the

tip.
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2.2.1 Contact mode atomic force microscopy

Relating to the schematics of contact mode AFM operation as depicted in Fig. 2.4,

two different types of information about the sample surface being investigated

can be obtained. As described above, one can use AFM to measure the sample

topography by measuring the vertical deflection at the four quadrant photodiode.

To facilitate this type of measurements, one monitors the vertical deflection given

by (A + B)− (C +D), where A,B,C,D stand for the voltage at the respective

segment of the photodiode.

Force-distance curves

The force a cantilever exerts on the sample surface while scanning can be mea-

sured by recording a force-distance curve. An example of such a curve, recorded in

contact mode AFM on a hydrogenated graphene crystal, is presented in Fig. 2.5.

The vertical deflection of the cantilever, which corresponds to the photodiode

voltage (A+B)− (C +D), is recorded as the sample is moved towards the AFM

tip (red curve) and then away (blue curve). A calibration is made to determine

the sensitivity of the cantilever in normal direction, Snormal, which gives the volt-

age measured at the photodiode caused by a certain cantilever deflection. The

voltage at the photodiode, generated by the laser beam reflected off the can-

tilever, is divided by Snormal to obtain a cantilever deflection in nm as a function

of z-piezo movement. For each force-distance curve, the cantilever deflection of

0 nm is defined by the setpoint photodiode voltage set by the user.

At point (1), the sample is far away from the AFM tip, and hence the can-

tilever doesn’t deflect. As the sample approaches the AFM tip, at point (2) the

tip comes in contact with the sample. This situation, where the cantilever sud-

denly deflects downwards, is usually referred to as jump-to-contact. It occurs

when the attractive forces between tip and sample overcome the restoring force

of the cantilever. Moving the sample even further now leads to a positive de-

flection of the cantilever. For the case shown, a hydrogenated graphene flake on

top of a silicon oxide surface was used as a sample, which can be considered to

be infinitely hard (there shouldn’t be any elastic indentation of the flake and the

silicon oxide substrate). The contact stiffness is thus much higher than the spring

constant of the cantilever. Therefore the measured cantilever deflection is a linear

function of the movement of the sample. The measured linear dependence reflects

Hooke’s law. The sample is moved further in z-direction until a pre-defined limit
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Figure 2.5: Force-distance curve measured in contact Mode AFM on a hydrogenated
graphene flake. The red curve corresponds to moving the sample towards the AFM tip.
At point (1), no deflection of the cantilever is observed. While the sample is moved
further towards the tip, at point (2) the tip snaps into contact with the sample. At this
point, the attractive forces between tip and sample overcome the restoring force of the
cantilever. Further movement of the sample causes a linear deflection of the cantilever,
until a user-defined limit is reached for the sample movement. During the following
retraction of the sample, the cantilever deflection decreases linearly. Adhesion between
tip and sample causes the cantilever to even bend downwards, until the restoring force
of the cantilever overcomes adhesion at point (3). After that, the cantilever is no longer
in contact with the sample.

is reached. Then, the sample will be moved away from the AFM tip, while the

deflection at the photodiode is monitored. The retraction movement is displayed

by the blue curve in Fig. 2.5. If adhesion is present between the sample surface

and the AFM tip, the tip will remain in contact past the jump-to-contact point

and is bent downward (negative deflection) until the restoring force of the can-

tilever becomes greater than the adhesion, which happens at point (3), and the

tip snaps out of contact and returns to its initial state. After that point, the tip

is no longer in contact with the sample and upon further retraction of the sample

no cantilever deflection is measured.

The force the cantilever exerts on the sample surface, the spring force Fspring,

can be obtained by multiplying the measured cantilever deflection at the point

where the tip scans the sample with the normal spring constant of the cantilever.
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The point where the tip scans the sample is given by the intersection of the exten-

sion cycle (red curve) with the user-defined setpoint, which defines a deflection

of 0 nm. The graph shown was taken with a Nanosensors PPP-CONTR highly

doped silicon cantilever, with a normal spring constant of knormal=0.29 N/m.

A positive spring force means that the tip is exerting a force onto the sample

perpendicular to its surface. The force-distance curve shown was taken in the

so-called zero force mode, where the cantilever has only a very small positive

deflection while scanning the sample. Hence, for the case shown the spring force

is Fspring≈0 nN . The adhesion force, Fadh, is defined by the difference in de-

flection between zero deflection (upper dashed line at point (2), far from the

sample) and the deflection at the point where the cantilever snaps out of con-

tact in the retraction cycle (dashed line at point (3))). In our case, we have

Fadh = 149nm×0.29nN/nm = 43.2nN . The loading force is defined as the to-

tal force with which the tip is scanning the sample, given by Fload = Fadh+Fspring.

Lateral force microscopy

A second type of measurement employs scanning the cantilever at 90◦ relative

to the long axis of the cantilever, and measuring the lateral deflection of the

cantilever according to (A+C)−(B+D), while still keeping the vertical deflection

of the cantilever constant.

The lateral deflection is measured at the photodiode as a voltage, Ulateral.

Schwarz et al. [17] have shown how this lateral deflection can be converted to a

lateral force acting on the AFM tip:

Flateral =
3

4
·ktorsion·

h

l

1

m·Snormal

·Ulateral. (2.22)

Here, h is the height of the tip on the cantilever and l is the length of the

cantilever. m is defined as m = mnormal/mlateral. mnormal is the slope of the

voltage at the photodiode in vertical direction, (A + B) − (C + D), versus the

vertical displacement of the laser beam on the photodiode. Accordingly, mlateral

is the slope of the photodiode voltage in lateral direction, (A + C) − (B + D),

versus the lateral displacement of the laser beam on the photodiode [17]. For

our system, mnormal and mlateral are equal, and hence m = 1. Snormal is the

sensitivity of the cantilever in vertical direction. Its unit is V/nm, and it tells,
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how much Volts of vertical deflection signal at the photodiode equals a given

vertical bending of the cantilever in nm. ktorsion is the torsional spring constant

of the cantilever used. It can be calculated from the geometrical dimensions of

the cantilever and the torsional modulus , G, a constant specific for the cantilever

material, according to [18]:

ktorsion =
G·t3·b

3·l
· 1

h2
. (2.23)

t is the thickness and b is the width of the cantilever used. h and l are de-

fined as before (length of the cantilever and height of the tip on the cantilever,

respectively).

Lateral force microscopy allows areas exhibiting different friction to be dis-

tinguished. The reason is that a different elastic modulus of the surface leads to

a different contact shear strength of the surface in contact with the AFM tip.

This difference leads to a different lateral deflection of the cantilever. But also

the influence of changes in the topography can lead to a contrast in the lateral

deflection signal. This is shown in Fig. 2.6. In the top part, the cantilever is

Figure 2.6: Lateral force microscopy. Scanning the cantilever perpendicular to its long
axis and measuring the lateral deflection on the photodiode can be used to distinguish
sample areas of different composition (top). On the other hand, topographic differences
of a sample consisting of the same material will only result in small peaks in the lateral
deflection signal (bottom). (Image taken from http://www.mechmat.caltech.edu.)
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scanned across an area consisting of two different materials, but with no topo-

graphic contrast. Once the cantilever is scanned across the middle section of the

sample, containing the second material, the cantilever deflects laterally as long

as this material is scanned. After getting to a position where the first material

is present again, the lateral deflection becomes zero again. The corresponding

lateral deflection signal measured is shown below the sample topography. The

non-zero lateral deflection of the cantilever in the middle part of the sample leads

to a non-zero plateau in the measured lateral deflection signal, with the length

of the plateau being approximately equal to the size of the area consisting of the

different material. Scanning the same line across the sample backwards will lead

to a plateau in the lateral deflection signal of the same length, but with the value

of the plateau now taking the negative value compared to the forward scan.

On the other hand, in the bottom part of Fig. 2.6, the influence of changes in

the sample topography of the same material on the lateral force signal is shown.

Once the cantilever is starting to scan across the hillock, it will bend, and thus

give rise to non-zero lateral deflection until the tip is on top of the hillock. On

top of the hillock the lateral deflection becomes zero again. Scanning down the

hillock the lateral deflection becomes non-zero again, but this time reverses its

sign, because the cantilever gets bend in the opposite direction.

2.2.2 TappingMode atomic force microscopy

In TappingMode AFM, the cantilever is forced to oscillate permanently at, or

close to its resonance frequency. This oscillation can be characterized by its

oscillation amplitude, its oscillation frequency and its oscillation phase. This is

shown in Fig.2.7. As soon as the oscillating cantilever is brought close to the

surface, the force gradient δF/δz, present due to the interaction between tip and

sample, will shift the resonance frequency of the oscillating cantilever. If δF/δz

is assumed to be constant over the cantilever oscillation, one can calculate the

resulting cantilever frequency fr, with effective spring constant keff = k+ δF/δz

according to [19]:

fr =
1

2π

√
k + δF/δz

meff

. (2.24)
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Figure 2.7: Parameters of the forced oscillation of the cantilever in TappingMode
AFM. The amplitude of the oscillating cantilever reaches its maximum Amax when the
cantilever is forced to oscillate at or close to its resonance frequency ω0. The bandwidth
is the width of the resonance curve for an amplitude Amax/

√
2. Inset: The cantilever

oscillates periodically around a mean value z with an amplitude A. d is the smallest
distance between tip and sample. Taken from Ref. [19].

This implies that for repulsive forces the resonance will shift to higher frequen-

cies, as shown in Fig. 2.8. In amplitude modulation TappingMode AFM, the

cantilever oscillation is driven at a constant frequency ωd, close to its natural

resonance frequency, ω0, with a fixed amplitude. If the natural resonance fre-

quency of the cantilever oscillation is shifted to ωr due to interactions between

tip and sample, the oscillation amplitude measured at ωd changes [19]. To mea-

sure and display the interaction between tip and sample, the tip-sample distance

is adjusted in a way to keep the oscillation amplitude constant. A feedback-loop

circuit compares the measured amplitude with a user-defined set-point amplitude

and calculates an error signal. This error signal is then converted into a control

signal that is applied to the z-piezo, in order to move the sample relative to the

tip such that the user-defined set-point amplitude is maintained. The control

signal applied to the z-piezo is displayed on a PC. Similar to contact mode AFM,

a topography corresponding to constant force between tip and sample is obtained.

2.3 Introduction to scanning tunnelling microscopy

The scanning tunnelling microscope (STM) was invented and applied for the first

time by Gerd Binnig and Heinrich Rohrer in 1982 [12] [20]. The name derived
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Figure 2.8: In TappingMode AFM, repulsive forces between tip and sample shift the
free resonance curve (solid line, far away from the surface) towards higher frequencies
(dashed curve) by an amount equal to ∆ω. In amplitude modulation TappingMode
AFM, the driving frequency, indicated by ωd, with which the cantilever is forced to
oscillate is fixed. Therefore, the measured oscillation amplitude at this frequency has
decreased by an amount ∆A compared to the free oscillation (far away from the surface).
In order to maintain the free amplitude, the sample has to be moved away from the
tip, in order to compensate for the repulsive forces. After Ref. [19].

from the quantum mechanical tunnel effect that was first experimentally observed

and described in field emission experiments [21]. The quantum mechanical tunnel

effect allows particles to penetrate a thin barrier, whose energetic maximum is

higher than the energy of the particle. In STM, as depicted in Fig. 2.9, the tunnel

effect is exploited by bringing two conductive electrodes into close vicinity, with

one electrode being a sharp metal tip (typically made from Ir, W or PtIr) and

the other one being the sample to be investigated. The distance between the

tip electrode and the conductive sample electrode is typically on the order of

few Å [14]. Applying a bias voltage between tip and sample leads to a tunnel

current flowing through the barrier between tip and sample, which is typically on

the order of 1pA up to few nA [14]. Below, it is discussed how this can be used

to obtain real-space images of the sample surface.

The magnitude of the tunnel current depends exponentially on the width of

the barrier. Changing the barrier width by 1 Å leads to a change in the mea-

sured tunnelling current by one order of magnitude. This strong dependence on

the tip-sample distance (that eventually defines the barrier width) leads to the

fact that only the outermost atoms of the tunnelling tip, in the ideal case only

one single atom, contribute to the formation of the tunnelling current. The result

is the possibility of achieving atomic resolution in scanning tunnelling microscopy.
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Figure 2.9: Principle of STM. A sharp metallic tip is raster-scanned parallel to the
surface of a conductive sample in close vertical vicinity, while a bias voltage is being
applied between tip and sample. The tunnelling current flowing between the outermost
tip atom and the sample surface is amplified. The tip is raster-scanned across the
sample surface by means of piezoelectric elements. The tunnelling current flowing at
each point is determined by the local geometric and electronic structure of the surface.
After amplification, it is processed by the control unit. In this way, one can obtain
a real-space image of the surface, ideally with atomic resolution. (Image taken from
http://commons.wikimedia.org.)

2.3.1 Theory of scanning tunnelling microscopy

A sketch of the energy diagrams for tip and sample in tunnelling contact can be

seen in Fig. 2.10. The sample is here assumed to be undoped graphene, with

its density of states being ρsample(E)∝|E|. The tip is shown to have an energy-

independent density of states, ρtip(E) = const.. In both, tip and sample electrode,

the available states are filled up to the Fermi energy, EF . The two electrodes are

separated by a small vacuum gap z0, with the tip being positioned at z=0. An

applied bias voltage V across this tunnel junction shifts the two Fermi energies

relative to each other, by an amount eV . We use the convention that a positive

bias voltage applied to the sample increases the energy in the tip. The distance z,

the two work functions of tip and sample, Φt and Φs, and the energy eV represent

a trapezoidal tunnel barrier for the electrons.

According to quantum mechanics [22], an electron in the tip can be described
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Figure 2.10: Schematic view of the tunnelling process between a tip with a constant
density of states, ρtip(E) = const. and a graphene sample with a local density of states
ρsample(E)∝E. The distance between tip and sample is z0. The tip is positioned at
z = 0. When a positive voltage V is applied to the sample with respect to the tip,
electrons from occupied states in the tip can tunnel into unoccupied states of the sample,
as indicated by the arrows inside the barrier region. Therefore they must overcome the
barrier formed by the sum of the workfunctions Φs of the sample and Φtip of the tip
and the applied bias energy eV .

by its wave function Ψ. By applying the bias voltage V , a tunnelling current

occurs. The probability density of observing an electron at a point z inside the

sample electrode is proportional to:

|Ψ(0)|2e−2κz with κ =

√
m(Φt + Φs − 2E + eV )

~
. (2.25)

Because it has a non-zero value, there is a non-zero probability for the electron

propagating through the barrier.

The total current measured at the sample electrode is hence proportional to

e−2κz. Using the free electron mass, assuming the tip and sample work functions

to be equal and assuming that the bias is much smaller than the value of the

work function, the decay constant can be expressed as:

κ = 5.1
√

Φ(eV )nm−1. (2.26)

Taking an average value of the work function of Φ≈5 eV [22], the decay constant

becomes κ≈11.4 nm−1. The current thus decreases by one order of magnitude

per 0.1 nm increase in the barrier separation z.
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A theoretical description of electron tunnel experiments in planar tunnel junc-

tions (consisting of two planar metal electrodes separated by an insulating layer)

was first given by Bardeen [23]. His quantum mechanical time-dependant pertur-

bation approach allows to calculate the tunnelling current flowing between two

planar metal electrodes separated by a thin insulator under an applied bias volt-

age. For the tunnelling current between the two electrodes, as shown in Fig. 2.10,

it follows [22]:

I =
4πe

~

∞∫
−∞

[f(EF − eV + ε)− f(EF + ε)] (2.27)

×ρtip(EF − eV + ε)ρsample(EF + ε)|M |2dε, (2.28)

where f(E) = (1 + exp[(E − EF )/kbT ])−1 is the Fermi distribution function. ρtip

and ρsample are the density of states (DOS) of the tip and sample electrode,

respectively. The tunnelling matrix elements M are given in one-dimensional

form by [22]:

M = − ~2

2m

∫
z=0

[χ∗
∂ψ

∂z
− ψ

∂χ∗

∂z
]dxdy, (2.29)

where the integration goes over the sample surface, z=0. m is the electron mass,

ψ is a wave function of an electron in the sample, and χ is a wave function of an

electron in the tip.

If kBT is smaller than the energy resolution required in the measurement, then

the Fermi distribution function can be approximated by a step function [22]. The

tunnelling current then reads:

I =
4πe

~

eV∫
0

ρtip(EF − eV + ε)ρsample(EF + ε)|M |2dε. (2.30)

The last equation can be further simplified, if one makes the following assumptions

[22],

1. the tip state is spherically symmetric;

2. the tunneling matrix element does not depend on energy level;

3. the tip DOS is a constant over the energy interval of interest; and

4. the sample DOS varies in energy not much in each kBT.
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This yields the following formula for the tunnelling current:

I≈4πe

~
ρtip|M |2

eV∫
0

ρsample(EF + ε)dε. (2.31)

Since the DOS of the tip is independent of E, it can be taken out from the

integration, and taken as a constant.

Tersoff and Hamann [24, 25] now evaluated the tunnelling matrix element M

by modelling the tip as a geometrical point, with arbitrarily localized potential

and wave functions. The matrix element Mµν is then simply proportional to the

amplitude of the wave function of an electron in the sample Ψsample at the position

r0 of the tip:

M∝Ψ(r0). (2.32)

Using this expression for the tunnelling matrix element, the tunnelling current

reads:

I∝ρtip|Ψ(r0)|2
eV∫
0

ρsample(EF + ε)dε. (2.33)

With the definition that the local density of states of the sample at the energy

level E at the center of curvature of the tip is

ρsample(E, r0)≡|Ψ(r0)|2ρsample(E) (2.34)

the tunnelling current is proportional to

I∝
eV∫
0

ρsample(EF + ε, r0)dε. (2.35)

Hence the STM image is related to a property of the surface alone [22]. Thus,

in the Tersoff-Hamann model, the STM image is a contour map of constant sur-

face LDOS, i.e. the charge density from sample states at the Fermi level.
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2.3.2 STM imaging modes

Images are obtained by scanning the tip over the sample surface line by line. This

raster-scanning is facilitated by piezeoelectric elements that are either mounted

to the tip, with the sample being fixed, or vice versa. Applying well-defined

voltages to the piezo elements changes their shape and thus lead to a movement

of the parts rigidly mounted to the piezo elements. In order to achieve atomic

resolution, two operating modes are used for scanning tunneling microscopy, both

shown in Fig.2.11:

Figure 2.11: Left: Constant height mode. The tip is scanned in a constant height
above the sample surface, and changes in the tunnelling current are measured. On the
upper terrace shown, the tip is closer to the sample than on the lower one, thus leading
to higher tunnelling current flowing as indicated by the thicker arrow between tip and
sample. Right: Constant current mode. The vertical distance between tip and sample
is adjusted such that the tunnelling current flowing is kept constant. When going from
the higher to the lower terrace, the tip is moved down accordingly. (Image taken from
http://www.fz-juelich.de.)

• The constant-current mode. In constant-current mode an image of con-

stant tunnelling current flowing between tip and sample is obtained. A

feedback loop consisting of a proportional and an integral circuit compares

the measured value of the tunnelling current at each point with the set-

point value for the tunnelling current. From the calculated difference a

voltage is generated, which is applied to the piezoelement responsible for

adjusting the tip-sample distance. This leads to a permanent adjustment
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of the tip-sample distance, such that the difference between the measured

tunnelling current and the setpoint value is minimal at each point. While

the tip is raster-scanned across the sample surface, the voltage applied to

the z-piezo, to keep the tunnelling current constant close to the setpoint

value, is recorded and displayed. The image obtained in this way shows

contours of constant local density of states (LDOS) of the sample surface

close to the Fermi level.

• The constant-height mode. In this mode, the feedback loop is limited to a

very narrow bandwidth, while the tip is raster-scanning the sample surface.

The result is that the distance between tip and sample surface is almost

constant during the measurement. One records the tunnelling current flow-

ing between tip and sample surface. The change in the tunnelling current

is then interpreted as the change in topography at the corresponding points

of the sample surface. This method allows for very high scanning speeds,

since no adjustment of either tip or sample is necessary. High scanning

speeds are desirable in order to minimize the influence of thermal drift.

Nevertheless, a disadvantage of this method is that it is limited to very flat

sample surfaces. Otherwise, tip and sample might touch each other at very

small tip-sample separations, or in case of too large tip-sample separations,

no tunnelling current might be measured at all.

The images obtained with scanning tunneling microscopy are images of the local

density of states of the sample surface. Thus an exact assignment of STM images

to the position of atoms on the sample surface is only permitted in certain cases.

2.3.3 Considerations on Vibrational Stability

The tunnelling current flowing between a conductive tip and the surface of a

conductive sample in STM experiments depends exponentially on the distance

between tip and sample surface. A change of this tip-sample-distance of 1 Å

thus leads to a change in the tunneling current of 1 order of magnitude. In

order to successfully perform STM experiments, the mechanical stability of the

distance between tip and sample, ∆z, has to be ∆z'1 pm = 1·10−12m, according

to [26]. Building vibrations can be regarded as the main sources jeopardizing STM

investigations. They are caused either through wind load and seismic activities

(e.g. traffic) with vibration frequencies in the range between 1 Hz and 10 Hz. The
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other major source of building vibrations comes from machines in the building,

operated at the line frequency of 50 Hz. This produces vibrations in the range

between 10 Hz and 100 Hz, with maximal amplitudes lying typically between

15 Hz and 20 Hz [26].

In order to allow ourselves to perform STM experiments, a vibration-isolation

setup was constructed, shown in Fig. 2.12, which should considerably reduce the

influence of building vibrations on the scanning probe microscope. The vibration

isolation stage consists of a metal-cage C, in which the scanning probe unit (con-

sisting of an optical microscope D and the actual scanning probe microscope, E)

is placed. Afterwards the whole cage gets suspended from the ceiling A of a lab

located in the basement of Schuster Building (University of Manchester) through

elastic bungee ropes B. The whole microscope is then suspended freely in a cer-

tain height above the floor F. The STM images presented in a later chapter are a

clear proof that this vibration isolation is sufficient to achieve atomic resolution

on both HOPG and graphene under ambient conditions.

2.4 AFM topography of graphene

The proof, whether a given flake of graphite consists out of just one atomic

layer of carbon atoms is a non-trivial task. The theoretical thickness of a single

graphene layer is 3.35 Å, which is close to the resolution limit of scanning probe

microscopes. For the Digital Instruments Multimode AFM with Nanoscope IIIa

controller, the ultimate resolution perpendicular to the sample surface is given

to be between 0.3 Å and ∼1 Å by the manufacturer [27]. Two methods to

determine the height of a given graphite flake on a substrate are optical mi-

croscopy and atomic force microscopy. With optical microscopy, one is able to

spot graphite flakes of monoatomic height (single-layer graphene) on an oxidized

silicon wafer [1,28]. An optical image of single layer graphene is shown in the left

part of Fig. 2.13. The image shows two single layer graphene sheets. This could

be confirmed by means of atomic force microscopy (AFM) investigations. On the

right, an AFM image of the marked area in the optical image, shown on the left,

is displayed. The measurements were performed under ambient conditions with

a Digital Instruments Multimode atomic force microscope with Nanoscope IIIa

controller.
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Figure 2.12: The scanning probe unit, consisting of the SPM E and an optical micro-
scope D, is placed in a metal cage C. This cage is suspended from the ceiling A of the
lab through elastic bungee ropes B. Thus, the whole setup is hanging freely above the
ground floor F.
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Figure 2.13: The left part shows an optical microscope image of single layer graphene.
The magnification used was 100 times. One graphene sheet lying over another one
can be seen. The optical contrast between each graphene layer and the underlying
SiO2-substrate is the same, thus indicating the same thickness for both layers. (Sample
and image courtesy of Peter Blake, University of Manchester.) The right part shows
an image taken with TappingMode AFM. It shows the raw data without any image
processing applied. It corresponds to the marked area in the optical image. The
different parts of the image are indicated. The image size is 6.2 µm×6.2 µm.

To confirm, that the graphene layers identified with optical microscopy are

indeed single layer sheets, the TappingMode AFM image shown in Fig. 2.13 was

evaluated in terms of determining the step height between the imaged terraces.

The results are given in Fig. 2.14 and Fig. 2.15, respectively. The stepheight

between the two graphene layers was determined to be 4.1 Å, which is very close

to the vertical separation of 3.35 Å of individual graphene layers inside a graphite

crystal. Since both layers show the same contrast in the optical image, Fig. 2.13,

this result confirms that the given sample consists of two single layer graphene

flakes.

The observation that the step height from the SiO2 surface to the first graphene

layer after averaging is not around 4 Å, but rather 8 Å, i.e. twice the value ex-

pected, could be due to the presence of ambient species, like nitrogen, oxygen

or water between the first graphene sheet and the SiO2-surface, or on top of the

graphene sheet [29]. AFM experiments of measuring the step height of a graphene
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second layer first layer substrate

Figure 2.14: The left part shows an image obtained with Tapping-Mode AFM. It has
a size of 3.317µm × 3.317µm. Three different areas in this image have been indicated
by arrows. To measure the hight between adjacent terraces, all lines parallel to the
vertical black line have been averaged. The averaged linescan is shown in the right part
of the image. The stepheigt between terraces is determined as the difference between
the averaged z-positions of the red and green cursors, each pair being positioned on
one terrace. In this way the stepheight between the second graphene layer and the first
graphene layer was determined to be 4.1 Å.

second layer first layer substrate

Figure 2.15: The same averaged linescan as in Fig. 2.14 was taken to determine the
stepheight between the SiO2-substrate and the first graphene layer. The stephight
between the first graphene layer and the underlying SiO2-substrate was determined to
be 8.4 Å.
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flake on SiO2 carried out in ultrahigh vacuum [29] directly gave a value of 4 Å.

Additionally, it was reported [30] that when the step height of graphene on SiO2

was measured by AFM immediately after the sample has been taken out of vac-

uum storage (graphene flake stored under a pressure of 1×10−6 Torr for several

days), the measured step height between the flake and the SiO2-surface was also

found to be only 4 Å.

A further point was made by Song and Cho [31], who studied the interaction

between single layer graphene and different dielectric substrates. They found

an increase in the step height between graphene and the substrate obtained from

AFM images after averaging, when going from substrates with high dielectric con-

stant to a substrate with lower dielectric constant. They attribute this increase

in step height to a decrease of van der Waals interaction between the graphene

layer and the substrate.

2.5 Raman spectroscopy on graphene

Raman spectroscopy is a very useful tool in studying graphene. In [32], it has

been shown how Raman spectroscopy can be used to determine the number of

graphene layers being present in graphite thin films. With Raman spectroscopy, it

is possible to unambigously determine whether a given ultrathin graphite sample

consists of only one atomic layer.

A typical Raman spectrum obtained for a pristine single layer graphene crystal

is shown in Fig. 2.16. The spectrum shown has been obtained using a Renishaw

Raman spectrometer with an excitation wavelength of 514 nm. The size of the

laser spot was around 2 µm.

The most important features of this spectrum are as follows. First, the

so-called G-peak at a wavelength of 1580 cm−1. This peak is observed for all

graphitic materials. The second important peak is the so-called 2D-peak (some-

times also referred to as G′-peak) at around 2700 cm−1. The 2D-peak can be

used to determine the number of graphene layers for a given ultrathin graphite

sample.

In the case of single layer graphene, the 2D-peak is a single Lorentzian [32].

If this criteria is satisfied for a given sample, then the given sample consists

of a single layer graphene crystal. As an example, the 2D-peak of the Raman
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Figure 2.16: Raman spectrum of a single layer graphene flake obtained at an excitation
wavelength of 514nm. The peaks routinely observed are the G-peak at 1580 cm−1,
present in all graphitic materials, and the 2D-peak at around 2700 cm−1. The 2D-peak
can be used to determine the number of layers in a given ultrathin graphite sample.

spectrum in Fig. 2.16 and the plot of single Lorentzian lineshape to fit the 2D-

peak are shown in Fig. 2.17. For bilayer graphene, the 2D-peak can no longer

be described by a single Lorentzian lineshape, but rather as a convolution of

four Lorentzians. Additionally, when comparing the full width at half maximum,

bilayer graphene has a FWHM twice as large as that for single layer graphene [32].

These two observations, as well as the evolution of the Raman spectrum for

samples consisting of even more layers, are shown in Fig. 2.18.

In defected graphene, one additionally observes the so-called D-peak at around

1350 cm−1 [32]. The fact that there is no such peak observed in the Raman spec-

trum shown in Fig. 2.16 indicates the absence of a significant number of defects

in the sample that was measured.
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Figure 2.17: Magnification of the 2D-peak of the Raman spectrum (black curve) shown
in Fig.2.16. A single Lorentzian lineshape (red curve) has been fitted to the experimen-
tal data. One clearly sees a very good agreement between the fit and the experimental
data. This indicates that the measured 2D-peak consists of a single, sharp and sym-
metric peak and thus confirms that our sample is a single layer graphene crystal.
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Figure 2.18: In the left part, the evolution of the Raman 2D-peak of ultrathin graphite
samples with the number of constituting graphene layers, obtained at an excitation
wavelength of 514 nm, is shown. While for a single graphene layer the 2D-peak at
about 2680 cm−1 is a single Lorentzian, it broadens more and more with an increasing
number of graphene layers. For bilayer graphene, the 2D-peak is already twice as
broad as in the case of single layer graphene. The right part of the image shows two
Raman spectra for the 2D-peak of bilayer graphene, obtained at two different excitation
wavelengths, as well as the deconvolution of this peak into four Lorentzians. This is in
stark contrast to single layer graphene, where one only has a single Lorentzian peak.
Figure taken from Ref. [32].
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Chapter 3

Scanning probe lithography on

graphene

Graphene, since its first experimental observation in 2004 [1], attracted great

attention due to the remarkable electronic properties. Very high mobilities and

charge carriers behaving as massless Dirac fermions, open bright prospects both

in the field of future integrated device electronics, as well as in the field of more

fundamental studies aiming at exploring the properties of Dirac fermions in solid-

state structures [3]. Confining the macroscopically sized graphene flakes down to

nanometre sizes [33, 34, 35] combines its unique properties with quantum phe-

nomena arising from confinement. To carve nanostructures out of graphene,

most commonly electron beam lithography with subsequent reactive ion etching

is carried out [33,34,35,36]. A promising alternative is given by AFM-based local

anodic oxidation (LAO), also referred to as scanning probe lithography, since it

offers resist-free structuring and thus avoids contaminating the graphene flake

with resist residues. First being applied to silicon [37] and metal surfaces [38],

scanning probe lithography was also used to manipulate the surface of graphite

(HOPG) [39] and to create nanoelectronic devices by patterning two-dimensional

electron gases [40, 41]. In [42] it was first shown how this technique can be

applied to perform nanolithography on graphene. Subsequently, first examples

of graphene-based nanoelectronic devices created by scanning probe lithography

were reported [43,44,45].
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3.1 Introduction to local anodic oxidation

In local anodic oxidation (LAO), the conductive tip of a scanning probe micro-

scope acts as a cathode, while the surface of the conductive sample to be oxidized

is the anode. Usually, a water layer present on the sample surface acts as the

electrolyte between AFM tip and sample surface.

In order to perform LAO, a voltage between the AFM tip and the surface has

to be applied. This voltage creates a very high electric field at the apex of the

AFM tip, which eventually causes the formation of OH−-ions in the water layer

present on the substrate surface. These hydroxide ions react with the substrate,

causing an oxidation of the substrate material.

When the AFM tip is brought into close vicinity of the sample surface, the

water layer on the sample surface forms a meniscus between the AFM tip and

the sample surface, as shown in Fig. 3.1. Shape and dimensions of the meniscus

Figure 3.1: The water layer on the sample surface forms a meniscus with the AFM-tip
being close to the sample surface. Shape and size of the meniscus depend on the voltage
applied between AFM-tip and sample, the hydrophobicity of both tip and sample and
the relative humidity. The meniscus formed determines the lithographic resolution of
SPL, as indicated by d in the sketch. Graphic taken from Ref. [46].

depend on how hydrophobic or hydrophilic the tip and the substrate are, as well

as the relative humidity and the tips radius Ref. [46]. The size of the meniscus, d

in Fig. 3.1, limits the lithographic resolution. When a negative voltage is applied

between AFM tip and grounded sample, the hydroxide ions gather kinetic energy
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in the electric field before they hit the substrate. Depending on the substrates

chemical reactivity and the incident kinetic energy, the hydroxide ions can either

oxidize the substrate (oxide formation) or etch it, i.e. remove material from the

substrate [47].

3.2 Experimental set-up for scanning probe lithog-

raphy

In order to carry out scanning probe lithography, we need to consider several

factors. First, we have to ensure that we can apply a bias voltage between tip

and sample. This is done by electrically connecting both the sample and the AFM

tip. Furthermore, we have to be able to control and adjust the humidity, in which

the LAO experiments are performed. Since the humidity controls the amount of

water on the sample, it is a key parameter in local anodic oxidation experiments.

Our scanning probe lithography experiments were carried out using a Digital

Instruments MultiMode scanning probe microscope (labelled C in Fig. 3.2) with

a Nanoscope IIIa controller and a signal access module (SAM, F). The SPM

is mounted under an optical microscope (E), which itself is placed on a stone

block for vibration isolation. The MultiMode SPM is equipped with a AS-130

scanner, which offers a horizontal scan range of up to 125×125 µm2 and allows

for a vertical movement of the sample of 5 µm. For performing local anodic

oxidation experiments, we used Nanosensors PPP-CONTR (n+-doped silicon,

resistivity 0.01-0.02 Ωcm, tip radius < 10 nm) contact mode cantilevers or NT-

MDT NSG11/TiN AFM-tips (TiN conductive coating, tip radius < 35 nm).

The entire scanning probe microscope was operated inside an air-tight enclo-

sure (plastic bag A), allowing for control of the relative humidity between tip

and sample. In order to change the relative humidity, we used a hotplate with

a beaker filled with distilled water. Therefore the beaker is also covered by a

plastic bag (D) and connected to the plastic bag housing the SPM. To probe

the humidity, a Farnell ST-321 THERMO HYGROMETER (accuracy +/- 3.5%

relative humidity) was held ≈10 cm in front of the sample inside the SPM.

The electrical connections used for local anodic oxidation on graphene are

sketched on the left in Fig. 3.3. A voltage between the tip and the sample is

applied by a Keithley 2410 source meter through the Nanoscope signal access
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(a) (b)

Figure 3.2: The experimental set-up: A plastic bag (A) covers the Digital Instruments
Multimode SPM (C) to create an environmentally controlled atmosphere. The hot
plate (B) heats a beaker containing destilled water. The beaker is covered with a
plastic bag (D), to increase the humidity at the AFM. SPM and optical microscope
(E) are placed on a solid block to allow for vibration isolation. The AFM-tip can be
electrically contacted through the signal access module (F).

module. Before placing the samples in the SPM, the samples were mounted on

a chip-carrier to contact them electrically via a break-out box. For in-situ resis-

tance measurements a SR830 lock-in amplifier (Stanford Research Systems) was

connected to the break-out box in either a 2-probe or 4-probe set-up. Self-written

LabVIEW (National Instruments Corporation) programs control the SourceMe-

ter and lock-in amplifier as well as they record the data (current flowing between

tip and sample and sample resistance). A typical sample which was investigated is

shown on the right side in Fig. 3.3: on top of a silicon wafer (B), several graphene

flakes of different thicknesses (D) are contacted by electrical contacts, (C), made

from Ti/Au. At least one of the contacts is set to ground while performing SPL

on a graphene device. Before structuring the graphene samples, they were an-

nealed for 2.5 h at 250◦C in a H2/Ar atmosphere. This treatment was suggested

by Ishigami et al. [29] in order to remove any residual photoresist on the graphene

flake. However, a thin film of material remained, but could eventually be removed
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Figure 3.3: Left: Electrical setup for scanning probe lithography. The tip voltage is
applied through a Signal Access Module using a sourcemeter. The oxidation current
flowing between tip (A) and the grounded graphene flake (D), is limited to 1 µA in
order to avoid accidental damage to the flake. The resistance of the graphene flake
can be monitored in-situ through a breakout-box by connecting a lock-in amplifier to
the sample contacts (C). Right: Optical image of a graphene device used for scanning
probe lithography. Several thinner and thicker graphene flakes are placed on top of an
oxidized silicon wafer (B) (oxide thickness typically 300 nm). The flakes are connected
through Ti/Au-contacts, allowing the flakes to be set to ground with respect to the
AFM tip. (Sample courtesy of Rui Yang, University of Manchester.)

by scanning over the flake with a low negative voltage applied between the SPM

tip and the grounded sample.

3.3 Fabrication of nanometre-sized structures on

graphene

3.3.1 TiN-coated tips

For the first attempts to perform local anodic oxidation experiments, we used

AFM tips coated with TiN. These are conductive tips, and hence should be suit-

able for AFM lithography. Using these tips, we were able to etch lines in thin

graphite and few-layer graphene with a tip bias ranging from -10 V to -20 V with

respect to the grounded sample. The relative humidity was in the range of 50-60%.

Two typical lines etched with TiN-coated tips in a thin graphite sample under

above conditions are shown in Fig. 3.4. As an example, the second line shown
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Figure 3.4: Top part: Two examples of lines oxidised in thin graphite with TiN-
coated tips. Both lines show an irregular shape. The corresponding line profiles for
each contact-mode AFM image are shown on the right. They indicate that both lines
are around 200 nm wide and up to 20 nm deep. Material is scattered around the etched
areas (high particles). The SEM images, shown in the bottom part, confirm that the
TiN-coated tips get worn out strongly when used for AFM-etching of few-layer graphite.
The left image shows a nearly new tip (rather sharp), whereas in the right a heavily
used one is shown. It is very blunt, and the conductive coating was ablated.
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was etched with a tip bias of -10 V under a relative humidity of 58%. The tip

velocity used was 2 µm/s. To characterize the etched lines, line profiles were

taken perpendicular to the cut. They are shown in the top part of Fig. 3.4, on

the right side of the corresponding contact mode AFM images. One can see that

the etched lines are around 200 nm wide, 15-20 nm deep and irregular in shape.

No linewidths narrower than that could be achieved using TiN-coated tips.

Additionally to etching away graphite, mounds (seen as white spots on the

AFM-images) appeared around the area were SPL was performed. Most probably

these mounds are material from the tip that was ablated when performing the

etching, since the TiN-coated tips got strongly consumed during local oxidation.

This is clearly seen on SEM-images, shown in the bottom part of Fig. 3.4, were

both a nearly new tip as well as one used for a couple of etchings are shown. The

used tip, shown on the right, is both much shorter and much more blunt when

compared to the nearly new one shown on the left. While for a new TiN-coated

tip an etching voltage of -10 V or less was sufficient to achieve etching, higher

voltages had to be applied to oxidize the graphene after each further oxidation

cycle. Usually, after ten oxidation cycles no more oxidation was possible and the

tip had to be replaced.

During the etching process, currents of about 100 nA flowing between the

AFM tip and the sample have been observed. On the other hand, scanning the

same area of the graphene flake for minutes without applying a bias voltage did

not lead to any removal of graphene or appearance of mounds. That clearly in-

dicates that the lines were etched with local anodic oxidation.

3.3.2 Silicon tips

The lithographic resolution of 200 nm obtained with TiN-coated AFM tips was

not good enough to create graphene nanostructures of the required sizes of around

30 nm. Hence we investigated the performance of highly doped silicon AFM tips

in our local anodic oxidation experiments.
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Lithographic resolution

Operating the AFM in contact mode, we achieved successful local anodic oxi-

dation when a tip voltage of -7 V was applied to the silicon tips at a relative

humidity of 70%. The tip was scanned along the chosen directions with a probe

velocity ranging from 200 nm/s up to 1 µm/s. Higher scanning speeds led to

irregular line shapes or even complete suppression of oxidation. The spring force

acting on the tip was set close to zero. This condition was found to yield the

most reliable oxidation while achieving the thinnest line widths. Under these

conditions, an oxidation current flowing between the AFM tip and the grounded

graphene flake of 10-100 nA could be measured at the source meter.

For a relative humidity of 70% we found that for the given probe velocity,

the line widths increased approximately linearly with applying a higher negative

potential to the AFM tip. The dependence of the width of the oxidized lines as

function of bias voltage applied to the AFM tip is shown in Fig. 3.5. For tip

Figure 3.5: Dependence of the linewidth on applied AFM-tip bias voltage. The width
of the etched lines increases approximately linearly with more negative bias voltages.
Redrawn from [45].

voltages less negative than -5 V, no oxidation was observed at all. Typically, tip

voltages of -7 V were found to yield the best results in terms of reliability and

achieving narrow line widths. For the relative humidity lower than 60%, higher

negative tip voltages, often in excess of -20 V, were needed to start oxidation. On

the other hand, for relative humidities higher than 80%, no oxidation was found

to occur. In this case, the oxidation current flowing between tip and sample
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reached the set current limit of 1 µA.

An example of lines oxidized with silicon tips is shown in the upper part of

Fig. 3.6. On the top left, several lines can be seen, which were oxidized by applying

Figure 3.6: Top part: Left: Several lines oxidized in graphene (tip bias -7 V, relative
humidty 65-80%, tip velocity 1 µm/s). Note that all lines appear as protrusions. Right:
In the upper part, a magnified image of the region on the left indicated by the blue box
is displayed, showing two straight lines oxidized in graphene. The bottom part shows
an AFM line profile taken perpendicular to the oxidized lines (blue line in the upper
image), indicating that the thinnest line (left) only has a width of 30 nm. Bottom part:
The left shows an SEM image of a silicon tip that was used for oxidizing graphene. On
the right, the SEM image of a new silicon tip is shown for comparison. No significant
wear of the used tip can be seen.

a voltage of V=-7 V to the silicon tip with respect to the grounded graphene flake

in an atmosphere with the relative humidity between 65% and 80% and a probe

velocity of 1 µm/s. The upper image on the right shows a magnified view of two

of the lines, as indicated by the box on the left. The thinnest line (left) is only

30 nm wide, as shown by the line profile (corresponding to the blue line in the

upper image) below this image. It is worth mentioning that this particular line
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appears as a protrusion. Additionally, in the large scale AFM image shown in

the top left, no debris is observed. SEM images of silicon tips used for anodic

oxidation are shown in the bottom part of Fig. 3.6. On the bottom left, a silicon

tip that was used for local anodic oxidation is shown. On the right, a new AFM

tip is shown for comparison. In contrast to TiN coated tips (Fig. 3.4), the silicon

tips remained intact even after several oxidation cycles.

Chemical nature of oxidized graphene

In general, we have found that the oxidized areas when imaged in contact mode

AFM sometimes appeared as protrusions and sometimes as depressions, depend-

ing on the scan direction. This observation can be related to the influence of fric-

tional forces on the contact AFM imaging process. Hence the question whether

we created a stable graphitic oxide, or whether we etched away the graphene

completely cannot be answered from contact AFM images alone.

However, performing local anodic oxidation under identical conditions (same

humidity, bias voltage, tip velocity) results in a similar height (within experi-

mental error) of the measured protrusions or depressions found for the respective

oxidation conditions. To further investigate this question, we have imaged lines

oxidized in graphene (oxidation conditions: tip bias -7 V to -9 V, relative humid-

ity 60% - 80%, tip velocities 200 nm/s - 1.2µm/s) by both contact mode AFM

and TappingMode AFM. The results are shown in Fig. 3.7. While in contact

AFM imaging (top panel, image on the left, indicated line profile on the right)

all four lines, labelled A, B, C, D, appear as protrusions, in Tapping Mode AFM-

imaging the broadest line (A) appears as depression containing some debris, while

the lines labelled B, C and D still appear as protrusions. The different behaviour

for line A is due to the different oxidation conditions, under which this line was

oxidized.

Whereas the lines B, C and D are only 80 nm wide (equal to a single scan

of the AFM tip), for line A an area of about 450 nm (equal to multiple scans)

was oxidized. Apparently, the time for which the area corresponding to line A

was exposed to the AFM tip voltage is much greater than that for lines B, C and

D. The result of mostly etching away graphene (indicated by the solid arrow) for

area A is in line with our observations that prolonged exposure to the tip voltage

leads to the eventual removal of graphene. The debris in area A, which appears as

protrusions, is formed from residual pieces of oxidised graphene (dashed arrows).
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Figure 3.7: Top: On the left, a contact mode AFM image showing four different
lines (labelled A, B, C and D) oxidized on graphene is displayed. The dashed arrows
indicate inhomogeneous areas on line A, but which are not well resolved in contact mode
AFM. The corresponding line profile (solid line in the image) on the right indicates all
of the lines as being protrusions. Bottom: Tapping Mode AFM image of the same
four oxidized lines as shown in the top panel. The improved lateral resolution allows
distinguishing areas for line A where graphene was etched away (solid arrow) and where
residual pieces of oxidised graphene remained (dashed arrows). The line profile on the
right (averaged over the area indicated by the blue square in the image on the left)
shows that the broadest line (A) appears as depression, but still shows spikes originating
from residual oxidised graphene (dashed arrow). All other three lines (B, C, D) appear
as protrusions.

Scanning area A in contact mode gives rise to the appearance of a protrusion,

because of these residual oxidised graphene pieces. The lateral resolution in

contact mode AFM is affected by lateral forces, and hence this area appears

as protrusion. In Tapping Mode AFM, the lateral resolution is less affected by

lateral forces, and so both the areas where graphene was etched away and the

single residual oxidised graphene pieces are better resolved. In the corresponding

line profile, which was averaged over an area indicated by a blue square in the

Tapping Mode AFM image on the left, the latter appear as spikes (dashed arrow),

whereas the etched areas appear as depression.
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Although these results clearly confirm the chemical alteration of graphene

by local anodic oxidation, they still don’t allow for a clear assignment of the

chemical composition of the oxidized areas appearing as protrusions. Ideally, the

oxidation of graphite should lead to gaseous products, leaving a fully etched area

as is observed in our case, when using a prolonged expsoure of graphene to the

tip voltage.

To understand the chemical nature of the protrusions, one has to consider

that the experimental scheme used for local anodic oxidation resembles that of

an electrochemical cell. In Ref. [48], the electrochemical oxidation of the graphite

(HOPG) surface in a low concentration sulfuric acid solution was investigated.

In this paper, the authors also report the formation of protrusions (about 1 nm

high) during the initial stage of electrochemical oxidation of HOPG. They con-

ducted x-ray photoelectron spectroscopy (XPS) experiments, which showed clear

signatures of C-O bonds having formed on the HOPG surface after the electro-

chemical treatment. Their suggestion is that the hydrolysis reaction, which leads

to the formation of functional groups, such as alcohols, can be considered as the

initiation reaction for the electrochemical oxidation of HOPG.

The oxidized areas appearing as protrusions which we observe could thus

possibly consist of this metastable graphitic oxide, containing carbonyl and car-

boxyl groups, or could simply be made out of hydrocarbons, which are present

in the air surrounding the water meniscus of the AFM tip. Hydrocarbons might

also be present as contaminations adsorbed on the pristine graphene crystal. In

the same way, other adsorbates, such as nitrogen or oxygen, present on pristine

graphene [29] might also contribute to the formation of the protrusions formed

during local anodic oxidation.

Element specific analysis, such as X-ray photoelectron spectroscopy (XPS)

(as mentioned above) can unfortunately not be conducted on these protrusions,

since their area is far to small to lead to an appreciable signal representing the

protrusions alone. One way though would be the use of a conductive AFM tech-

nique, the so-called scanning spreading resistance microscopy (SSRM). In this

technique one measures the current flowing between AFM tip and sample when

a bias voltage is applied between AFM tip and the oxidized graphene sample.

The bias voltage applied should be smaller than what is used for local anodic

oxidation. From the resultant resistance of the areas containing the protrusions,

one could confirm whether they are all identical, and would hence point to the
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existence of specific material formed. If this should be the case, the resistances

could be compared to what is reported in literature for materials that are likely

to be formed, such as graphitic oxide mentioned above.

Confining graphene to nanometre sizes

Having established the working parameters for AFM-based lithography of graphene,

we focus on oxidizing nanometre-sized structures that could operate as nanoelec-

tronic devices. Electronic transport measurements of structures created by local

anodic oxidation will be discussed in the following two chapters.

An example of a graphene quantum point contact created by AFM-lithography

is shown in Fig. 3.8. On the left side, a contact mode AFM image is shown. It

Figure 3.8: Left: Contact AFM image of a graphene flake equipped with gold contacts
(white areas in the middle of the four image edges), on which a quantum point contact
was formed (area inside the black box). Right: The upper part shows a magnified
image of the area marked with the black box. The quantum point contact was made
oxidizing a straight line on the flake, only interrupted by a small gap. This gap is about
70 nm wide, as is shown in the line profile in the bottom part.

shows a single layer graphene flake with four Ti/Au contacts (seen in the middle

of each edge, white colour). A straight white line runs diagonal through the

image, which is interrupted by a small gap. That gapped region is marked with a

black box. The upper part on the right side of Fig. 3.8 shows a magnified image
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of the area enclosed by the black box. The structure shown can be regarded as a

graphene quantum point contact. It was formed by oxidising a constriction, i.e.

separating the graphene flake into two independent parts by leaving only a thin

conducting connection between them.

To oxidize a quantum point contact in graphene using SPL, we first oxidised a

straight line, interrupted with a small gap (the gap is an area where no oxidation

took place, such to leave the graphene unperturbed). For the quantum point

contact shown in the right part of Fig. 3.8, we used a tip voltage of Vox=-7 V, a

scan size of 1.5 µm and a probe velocity of 0.3 µm/s. The temperature was 21◦C,

and the oxidation was carried out at a relative humidity of 78%. The gap in the

oxidized line was formed by applying a positive voltage pulse of +1 V (setting

the voltage to 0V didn’t result in gap formation) for 0.5 s in between two voltage

pulses of -7 V. The total exposure time for the three voltage pulses was adjusted

such, that the probe only scanned the required line once (i.e. it only completed

one pass, either trace or retrace). For the values mentioned, the oxidized line

was interrupted by a gap of 170 nm width. Because we didn’t see any effect on

the electronic transport properties for this size of the constriction, the gap was

further narrowed with oxidizing a series of dots, using a tip voltage of -6 V for

5 s while keeping the tip at a fixed position. Finally, we ended up with a gap of

about 70 nm width, as can be inferred from the line profile taken across the gap,

which is shown in the bottom part on the right side of Fig. 3.8.

A second example of a quantum point contact etched in graphene using AFM-

lithography is shown in Fig. 3.9. The left part of the image shows a contact mode

AFM overview image of the structure, fabricated with a tip bias of -7 V, relative

humidity of 60-70% and probe velocities between 0.2-0.7 µm/s. In the top part of

that image, a V-shaped line oxidized in graphene can be seen. This line is a cut

in graphene and serves to electrically insulate a contact from the remaining part

of the flake. The region separated by the oxidised line, which can be used as a

sidegate, is indicated by SG. Next to the sidegate, a narrow graphene constriction

(60 nm×60 nm in size) was fabricated that essentially forms a graphene quantum

point contact. A black arrow points to the graphene constriction, which is also

shown in larger magnification in the center of the top image on the right part

of of Fig. 3.9. The line profile in the lower right part of Fig. 3.9 was taken

perpendicular to the etched diagonal line, and clearly shows the step-height of
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Figure 3.9: Left: Contact mode AFM image showing a quantum point contact (black
arrow) with adjacent sidegate (top part, labelled SG) formed in single layer graphene
by scanning probe lithography. The sidegate consists of a contact that has been elec-
trically isolated from the remaining graphene flake by etching a V-shaped line around
it. Oxidation was carried out at -7 V tip bias, a relative humidity of 60-70% and probe
velocities ranging from 0.2-0.7 µm/s. Right: On top, a magnified image of the quan-
tum point contact, marked in the left image with a black box, is shown. The quantum
point contact is a region of intact graphene with a size of about 60 nm×60 nm. On the
bottom, an AFM line profile perpendicular to the etched line that forms the quantum
point contact is displayed, indicating a stepheight of the cut of around 0.8-1 nm, the
stepheight of single layer graphene (as discussed before). This is an example of an
area oxidized on graphene appearing as a depression, i.e. indicating that graphene got
etched away completely.

single layer graphene as measured by AFM, i.e. a step-height of around 0.8 nm.

3.3.3 Conclusions

In conclusion, we have shown how to create graphene nanostructures using AFM-

based local anodic oxidation. It was shown that this approach yields a resolution

better than 30 nm and is capable of producing structures that could be used as

nanoelectronic devices.

Electronic transport measurements, which also demonstrate the insulating

behavior of the oxidized lines, will be presented in the next two chapters. Out of
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five graphene devices, we were able to create three nanostructures, with two of

them working at low temperatures.

While we have clear evidence that graphene is chemically altered, the chemical

nature of the structures oxidised in graphene by this scanning probe lithography

technique can yet not be clearly assigned.
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Chapter 4

Graphene-based nanoelectronic

devices

Many of the unusual and fascinating properties of graphene are attributed to

the linear and gapless band structure of this two-dimensional material. On the

other hand, many applications, e.g. in the field of micro-and nanoelectronic

devices, require the presence of a band gap. A feasible strategy to create a band

gap in graphene is to confine it to nanometer sizes. Investigations on so called

graphene nanoribbons (GNRs), nanometer wide and micrometer long strips of

graphene, have shown that indeed an energy gap can be opened in graphene due

to size confinement [33]. Confining graphene to nanometer sizes is usually done

by removing unwanted material from a graphene crystal by etching in a reactive

plasma (e.g. in an oxygen plasma).

Another structure that can be achieved by confining graphene to nanometer

sizes are quantum dots made from graphene [34, 35]. Quantum dots can be seen

as confined islands of a conductor or semiconductor, which are coupled to source

and drain electrodes by highly resistive barriers and to a backgate. A schematic

picture depicting this situation is given in Fig. 4.1.

In this chapter, I will first give an introduction to quantum dots by explaining

the fundamentals of charge carrier transport in these structures. In the second

part, I will present an example of a graphene quantum dot fabricated using AFM

lithography. The results of measuring electronic transport through a graphene

quantum dot defined by this technique are presented and discussed in the third

part. Finally, I will conclude with summarizing our main achievements and giving

an outlook to where this work might eventually lead.
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Figure 4.1: Schematic of a quantum dot, in the shape of a disk, connected to source
and drain contacts by tunnel junctions and to a gate by a capacitor. The current I
through the device, emanating from electrons tunneling on and off the dot, is measured
as a function of bias voltage VSD between source and drain electrode and of gate voltage
Vg. Taken from [49]

The main results of this chapter have been published in [45].

4.1 Introduction to quantum dots

Quantum dots are the main building block of a class of nanoelectronic devices

known as single electron transistors. They are particularly interesting as possi-

ble candidates for the operation as switching elements in future very large scale

integration circuits. Their main importance lies in their behavior with respect to

how they conduct electric current. However, a relatively common problem with

quantum dots based on conventional materials used in the semiconductor indus-

try is that they only show single electron switching behaviour at temperatures far

below room temperature. To operate at room temperature, quantum dots have

to be made very small. However, at the nanometre sizes required, materials like

Silicon are likely to encounter fundamental limitations, according to the semicon-

ductor industry roadmap [3]. Contrary to this, it was recently shown [34] that

quantum dots made from graphene can still operate as single electron transistors

even at room temperature.
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4.1.1 Electron transport through quantum dots

A quantum dot is a small conducting island, which is weakly coupled to charge

reservoirs (source and drain electrodes). In equilibrium, an integer number of

electrons are localized on the dot. If one now adds one more electron to the dot,

the charge on the dot is increased by e. The resulting change in the Coulomb

energy of the dot is e2/C, where C is the total capacitance of the island. Should

the energy of an electron from the reservoirs be smaller than e2/C, this electron

can’t tunnel onto the dot. In order to occupy the dot, it has to have an energy

larger than the electrostatic energy of the dot. This phenomenon is therefore

called Coulomb blockade. In effect, an energy gap of size e2/C, called the charg-

ing energy, separates the highest occupied energy level of electrons in the dot

from the lowest unoccupied energy levels.

In order to observe Coulomb blockade in electronic transport measurements

through a quantum dot, two conditions have to be met.

• The charging energy of the dot must be much larger than the thermal

energy:

EC =
e2

Cdot

�kBT (4.1)

The capacitance of the dot, Cdot, which sets the charging energy, is defined

by the geometry of the device as well as by the distance to source, drain and

gate contacts. Hence, making a quantum dot small enough might eventually

enable the observation of Coulomb blockade at a given temperature.

• The tunnelling barriers that weakly couple the dot to both source and drain

electrodes, have to be sufficiently opaque. The observation of Coulomb

blockade relies on the fact that the number of electrons on the dot is fixed

at a given integer value. Thus, the electrons have to be located in either

the source or drain reservoirs or on the dot, such that no fluctuations in

the number of electrons on the dot occur over the time span of a typical

measurement.

Taking the typical time to charge or discharge the island, ∆t = RbarrierCdot,

and the Heisenberg uncertainty relation: ∆E∆t = (e2/Cdot)RbarrierCdot, we

obtain that the tunnelling resistance of the barriers need to be much larger
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than the resistance quantum h/e2=25.813kΩ.

Rbarrier�h/e2 (4.2)

Weakly coupling the dot to source and drain electrodes can be achieved by

using narrow constrictions that are usually referred to as quantum point

contacts (QPCs). But there exists also an upper limit on the barrier re-

sistance, such to allow at all for conducting transport measurements. The

optimal value for Rbarrier is around 100kΩ when applying lock-in measure-

ments to characterize the electronic transport properties of the quantum

dot.

A common way to overcome Coulomb blockade is by applying a gate voltage

to the dot. This voltage changes the electrostatic energy of the dot. Once the

charging energy has been overcome, a single electron can tunnel on the dot. This

process of charging an electrode one at a time is called single electron charging.

It is described in more detail below.

An important addition to the model just described is the existence of quantum

mechanical energy levels inside the quantum dot. If the dots are small enough,

these energy levels arise because of the quantum mechanical nature of electrons,

and the energy spacing between subsequent levels increases when the quantum

dots are made smaller. When electrons are confined to small sizes, they behave

according to the quantum mechanical model of a small particle confined inside

a potential well (”particle in a box”). The resulting single-particle energy level

spacing ∆E = EN − EN−1 has to be added to the charging energy to properly

describe the energy barrier an electron faces when attempting to tunnel on the

dot. Aside from the geometric dimensions, material parameters can influence the

intrinsic energy level spacing as well.

4.1.2 Theory of Coulomb blockade

To understand charge carrier transport through quantum dots for the device

configuration shown in Fig. 4.1, I will follow the theory as described in Ref. [50,49].

The potential landscape of a quantum dot is shown in the top part of Fig. 4.2.

An equivalent circuit diagram can be constructed, which is shown in Fig. 4.3.

Given that the resistance of the tunnel barriers between source and drain elec-

trodes and the dot are high enough, an integer number of electrons residues in

70



Figure 4.2: Potential landscape through a quantum dot. The states in both source
and drain electrode are filled up to the electrochemical potentials µsource and µdrain

which are related via the bias voltage Vsd=(µsource-µdrain)/e. The discrete states in
the quantum dot are filled with N electrons up to µdot(N). The addition of one electron
to the dot would raise µDot(N) (the highest solid line) to µdot(N +1), the lowest dashed
line. In the top part of the image, this addition is blocked at sufficiently low temperature
(kBT << ∆E + e2/C). By changing the gate voltage applied to the dot, the highest
unoccupied energy level of the dot, µdot(N +1), is aligned in a window between µsource

and µdrain. Now to addition of an electron to the dot is allowed. The lower two images
illustrate the sequential tunneling process that now takes place. In the lower left, an
electron from the source occupies the dot state with energy µdot(N + 1). Now, N+1
electrons occupy the dot. In the lower right picture, this electron tunnels off to the
source electrode, leaving the dot with N electrons on it. After [49]

the dot. The electrostatic energy of the dot can be written as:

Eel−stat =
(−en+Q0)

2

2C
(4.3)

with: n = N − N0, Q0 = CsourceV source + CdrainV drain + CgateV gate and C =

Csource + Cdrain + Cgate. The integer part of the excess charge in the dot is

en = e(N − N0), with N being the number of electrons in the dot, and the

elementary charge e (taken positive). N0 is the number of electrons at zero gate

voltage and zero bias voltage (i.e. source-drain voltage), which might arise due to

doping. Q0 represents the continuous part of the excess charge on the dot, which

is induced on the dot by the voltage differences Vsource and Vdrain between the
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Figure 4.3: Equivalent circuit diagram of the configuration shown in Fig. 4.1

dot and the leads, and by the gate voltage. C is the total capacitance of the dot

with respect to ground, which consists of the capacitances between the dot and

the leads (Csource and Cdrain), and the capacitance between dot and gate (Cgate).

To measure electronic transport through the dot, we apply a small bias volt-

age, Vsd = (µSource−µDrain)/e, across the dot as the gate voltage is varied. Then

the continuous part of the excess charge on the dot becomes Q0 = CgV g, where

Vg stands for the gate voltage which is varied, and Cg denotes the capacitance

between gate and the dot. The ground state energy for N electrons in the dot

at zero temperature is the sum over the single particle energies relative to the

bottom of the conduction band, and the electrostatic energy of the dot:

U(N) =
N∑

p=1

Ep +
(−en+ CgVg)

2

2C
. (4.4)

From Eq. 4.4 we can calculate the electrochemical potential which by definition

is the minimum energy necessary to add the N th electron to the dot: µd(N) =

U(N)− U(N − 1),

µd(N) = EN +
(n− 1/2)e2

C
− e

Cg

C
Vg. (4.5)

This can be written as µd(N) = µch(N) + eφN . The electrochemical potential is

the sum of the chemical potential µch(N) = EN and the electrostatic potential

eφN . When the number of electrons on the dot is changed by one, the resulting
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change in electrochemical potential at fixed gate voltage reads:

µd(N + 1)− µd(N) = EN+1 − EN + e2/C. (4.6)

Equation 4.6 implies that the electrochemical potential changes by a finite energy

when an electron is added to the dot. µd(N +1)−µd(N) is large for large energy

splitting between consecutive quantum dot states, and/or for a small capacitance.

This energy gap can lead to a blockade for tunnelling of electrons into and out

of the dot, as is shown in the top part of Fig. 4.2. The N + 1 electron can not

tunnel into the dot, because the resulting electrochemical potential µd(N + 1)

is higher than the electrochemical potential of the reservoirs. In other words,

current through the dot is zero in this case, since there is no available state

on the dot in the energy window between µsource and µdrain. So for µd(N) <

µsource, µdrain < µd(N + 1) the electron transport is blocked, which is known as

the Coulomb blockade.

The Coulomb blockade can be eliminated by changing the gate voltage (or

equivalently, the induced charge Q0, so that µd(N +1) is lined up between µsource

and µdrain[µsource > µd(N + 1) > µdrain]. This is shown in the two images in the

lower part of Fig. 4.2. Here, an electron can tunnel from the source electrode into

the dot [µsource > µd(N + 1)]. The electrochemical potential in the dot increases

by the amount given in 4.6, which for the depicted situation is dominated by

eφN+1− eφN = e2/C. Because µd(N +1) > µdrain, one electron can tunnel out of

the dot to the drain electrode on the right, causing the electrochemical potential to

drop to µd(N). Now, an electron from the source electrode can again tunnel into

the dot and repeat the cycle. This process, where current is carried by successive

charging and discharging of the dot, is known as single charge tunnelling.

As the gate voltage is changed, the conductance of the quantum dot oscillates

between zero (Coulomb blockade), and non-zero (no Coulomb blockade). These

so called Coulomb oscillations are illustrated in Fig. 4.4. In the case of Coulomb

blockade, where no current can flow through the dot, a conductance minimum is

found. This situation corresponds to a fixed number of electrons in the dot. At a

conductance maximum, this number oscillates by one electron. The period of the

conductance oscillations can thus be determined using Eq. 4.5 and the condition

µd(N, Vg) = µd(N+1, Vg +∆Vg). For the period of the oscillations in gate voltage
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Figure 4.4: Left: The conductance through a quantum dot as a function of gate voltage
at fixed source-drain voltage. In the upper part the situation for a vanishing energy
splitting ∆E is shown. Here, all peaks are strictly periodic as a function of gate voltage,
and their height is the same. In the bottom part, the same situation is depicted for
quantum dots with a non-vanishing energy splitting. The conductance peaks are no
longer periodic and the peak height is no longer constant. Right: Schematic model
of the charge stability diagram of a quantum dot. It is obtained when measuring the
differential conductance, i.e. the change of source-drain current as the bias voltage
between source and drain is varied, at a fixed gate voltage for a series of gate voltages.
Inside the Coulomb diamond (white), electronic transport through the dot is blocked
(Coulomb blockade), and hence the conductance is zero. Outside the diamond (grey
area), Coulomb blockade is overcome, and a current can flow through the dot.

∆Vg corresponding to a change of one electron, we get:

∆Vg =
C

Cg

(
EN+1 − EN

e
) +

e

Cg

. (4.7)

For vanishing energy splitting EN+1 − EN = 0, the classical capacitance-voltage

relation for a single electron charge ∆Vg = e/Cg is obtained. This situation

reflects in periodic conductance peaks as a function of voltage, and is shown in

the upper part on the left of Fig. 4.4. A non-vanishing energy splitting results in

aperiodic oscillations, as shown in the diagram underneath.

Another way to lift the Coulomb blockade is given by changing the bias voltage

that is applied between source and drain electrode. Measuring the differential

conductance through a quantum dot as a function of varying bias voltage at fixed

gate voltages for a large range of gate voltages, one obtains the so called charge

stability diagram. This is schematically shown on the right part of Fig. 4.4. The

regions in which Coulomb blockade occurs, and hence no current flows through

the dot, is indicated by a white diamond that is called Coulomb diamond. It

corresponds to the conductance minima shown on the left, where the dot carries
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a fixed number of electrons. Here, the number of electrons on the dot is stable.

Outside the diamond (grey areas), the conductance is non-zero, corresponding to

the conductance peaks in the left part of that image, there shown for a fixed bias

voltage.

As outlined above, the size of a Coulomb diamond in gate voltage around

zero bias voltage equals the distance between two adjacent conductance peaks.

This distance, as shown in the scheme, is determined by the charging energy of

the quantum dot and the spacing between the two successive energy levels in the

quantum dot. On the other hand, from the height of the Coulomb diamonds

in the direction of the bias voltage, the energy required to add one additional

electron to the dot can be directly determined: eVbias = e2/Cdot + ∆E. In the

case of vanishing splitting between the energy levels, all Coulomb diamonds will

have equal height (eVbias = e2/Cdot) and equal distance around zero bias voltage

(∆Vg = e/Cdot). This can be observed in the case of classical Coulomb blockade.

Temperature dependence of conductance oscillations

In electronic transport measurements through quantum dots, three different tem-

perature regimes can be distinguished:

1. e2/C�kBT . Here, the discreteness of charge cannot be resolved in transport

measurements.

2. ∆E�kBT�e2/Cdot. This is the so called classical or metallic Coulomb

blockade, where many single-particle energy levels of the dot are thermally

excited. The conductance through the dot is only affected by the charging

energy e2/Cdot.

3. kBT�∆E<e2/C. This is the quantum Coulomb blockade regime. Here,

only one or a few of the quantum mechanical energy levels of the dot par-

ticipate in transport. The energy level spacing ∆E becomes important.

In the classical Coulomb blockade regime, the conductance maxima are inde-

pendent of temperature and Coulomb oscillations are visible for temperatures up

to kBT<0.3e2/Cdot [49].
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In the quantum Coulomb blockade regime, electronic transport occurs through

a single quantum mechanical energy level of the dot. One would expect a mono-

tonic increase in peak height as the temperature is reduced. Generally, for temper-

atures close to the energy level spacing ∆E inside the dot, the charging energy

should dominate the energy gap. This leads to relatively weak changes in the

height of the conductance peaks, as opposed to the classical regime, where the

peak height should stay constant. On decreasing the temperature further, upon

entering the quantum regime (kBT�∆E), the peak heights increase, with maxi-

mum peak heights at lowest temperatures. But experimentally, a slightly different

situation was found. Meirav et al. [51] observed a non-monotonic behaviour of the

conductance peaks. In their experiment, some peaks decreased with rising tem-

perature at low temperatures and then increased again at a higher temperature.

On the other hand they have found other peaks that do not show such a decrease

at low temperatures. This observed random peak behaviour is usually due to the

variations in the nature of the energy levels inside the quantum dot [49]. For

different single-particle energy levels in the dot their coupling to the reservoirs

might differ. This has been considered in the work of Meir et al. [52] in order to

explain the unusual temperature dependence of the conductance peaks observed

in the experiment of e.g. Meirav et al. [51]. Meir et al. modelled electronic trans-

port through a single quantum dot, incorporating both the effect of Coulomb

interaction and the energy level spacing between two single particle energy levels

in the dot. In their model, they also accounted for a different coupling of these

single-particle energy levels of the quantum dot to the charge reservoirs. As a

result, they calculate that the conductance peak corresponding to the stronger

coupled level shows a monotonic decrease as the temperature is increased. On

the other hand, the conductance peak corresponding to the weaker coupled en-

ergy level of the quantum dot first decreases as temperature is increased. But

as the temperature approaches the bare level spacing, ∆E'kBT , the height of

this conductance peak increases again. Meir et al. explain this behaviour by con-

sidering that at temperatures comparable to the energy level spacing the second

energy level in the dot starts contributing to the conductance of the first peak.

Because this second energy level has a stronger coupling to the reservoirs, an in-

crease in conductance occurs. Extending their theory to multiple energy levels in

the quantum dot, with different couplings to the reservoirs for each energy level,

they were able to qualitatively reproduce experimental data shown within their

76



paper [52]. This model thus can be used to explain the temperature dependence

of the conductance peaks in the regime of quantum Coulomb blockade.

On the other hand, from the temperature dependence of the conductance

minima in the quantum Coulomb blockade regime one is able to determine the

energy gap of the quantum dot. By considering two adjacent, discrete energy

levels confined in a quantum dot, spaced by an amount of ∆E, the Fermi energy

lies halfway between these two energy levels when a conductance minimum occurs.

By calculating the conductance through the dot at the Fermi energy, one obtains

the conductance minimum as a function of temperature [53].

If the temperature, at which the conductance through the quantum dot is

measured, is much smaller than the energy gap of the quantum dot, i.e.

kBT�∆E +
e2

C
, (4.8)

the conductance minimum between two adjacent conductance peaks was found

to show thermally activated behavior over some temperature range [53]:

Gmin∝exp(−Eact/kBT ). (4.9)

In this expression, the activation energy equals half of the energy gap of the

quantum dot, which is the sum of quantization energy plus charging energy:

Eact =
1

2
(∆E + e2/C) (4.10)

Accordingly, from plotting the natural logarithm of the value of the conductance

minimum as a function of inverse temperature, the slope from the resulting linear

function equals half the value of the energy gap.

4.2 Graphene quantum dots

It was demonstrated in the works of Ponomarenko et al. [34] and Stampfer et

al. [35] that quantum dots from graphene can be made by etching graphene in a

reactive oxygen plasma to obtain the desired geometric structure. An alternative

route to remove unwanted material from graphene to create an island, which is
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weakly coupled to source and drain electrodes, is given by scanning probe lithog-

raphy. This approach consists of local electrochemical etching of graphene under

the influence of a biased conductive AFM-tip in the presence of an etchant. The

most common etchant for scanning probe lithography is water. In the previous

chapter it was demonstrated how this approach is applied to locally cut and oxi-

dise graphene. Following this procedure, we were successful in creating quantum

dots in single layer graphene. Measurements of electronic transport through the

quantum dot structures obtained revealed the existence of Coulomb blockade os-

cillations at low temperatures.

To start with the fabrication of a graphene-based quantum dot, graphene

crystallites were prepared from natural graphite [54] on an oxidized Si substrate

(300 nm of silicon oxide) by micromechanical cleavage [3,1,2]. Standard electron

beam lithography and thin film deposition were then used to define electrical

contacts, consisting of Ti and Au, on the graphene flake [1, 4]. Prior to further

treatment by scanning probe lithography, the samples were annealed for 4 hours

at 550K in hydrogen/argon atmosphere (10per cent hydrogen) to remove resist

residues due to the lithography. Electrical measurements revealed an electron

mobility of 13,000cm2 (Vs)−1 (measured at typical carrier concentrations of n =

1012 cm−2). The single layer nature of the device was confirmed by optical mi-

croscopy and Raman spectroscopy [4,55]. Topography scans reveal the height of

our graphene samples to be typically about 0.8 nm above the SiO2 surface, which

is the standard value for monolayer graphene in AFM measurements.

The final fabrication of a quantum dot structure in the graphene sample was

done using local electrochemical oxidation, as described in Chapter 3. The biased

tip (Vtip=-7 V with respect to the grounded graphene sample) was scanned at

a speed of about 200 nm/s along chosen lines across the graphene sample. The

temperature was 22◦C and the relative humidity was 70%.

Figure 4.5 shows an example of a quantum dot structure etched in graphene

using local anodic oxidation. The left part of the image shows a contact mode

AFM topography of our device. The bright lines appearing as protrusions, about

20 nm wide, were fabricated using scanning probe lithography. They confine

the graphene crystal to a central island, labelled as quantum dot (QD), which
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Figure 4.5: Example of a graphene QD structure created by local anodic oxidation.
Contact-AFM height image shown in the left. The corresponding friction image is
shown on the right. The bright regions in the right image are intact graphene, and
dark lines the areas where graphene was etched away. The central island marked as the
quantum dot (QD) is connected to the source (S) and the drain (D) electrodes via two
narrow constrictions. Side gates (SG) are also formed from graphene. Taken from [45]

is connected to graphene source and drain electrodes (S,D) via two narrow con-

strictions. These constrictions (in the example shown about 40 nm wide), which

can be referred to as quantum point contacts (QPCs), provide the barriers to

decouple the quantum dot from the source and drain contacts. Sidegates were

also formed from confining graphene by local anodic oxidation, indicated in the

picture by SG. The right part of Fig. 4.5 shows a lateral force image obtained

simultaneously with the topography. The dark regions in this image are the areas

were graphene has been oxidized using local anodic oxidation, while the bright

regions are intact graphene. The Si wafer was used as a global backgate.

4.2.1 Electronic transport through graphene quantum dots

The transport measurements of our quantum dot devices obtained by scanning

probe lithography took place in a Wessington Cryogenics CH120 dewar, equipped

with a He3 system capable of cooling down to 300 mK. A SR830 lock-in amplifier

(Stanford Research Systems) and several Keithley 2400 sourcemeters completed

the set-up. We performed transport measurements on our quantum dot devices

at various temperatures. The typical behavior of their conductivity is presented

in Fig. 4.6 for a quantum dot similar to the one shown in Fig. 4.5 The conduc-

tivity shows the strongly distorted V-shape [34] behavior, and its value drops

well below one conductivity quantum (e2/h)in the voltage range between 33 V
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Figure 4.6: Conductivity through one of our QD devices (size of 100 nm) as a function
of back-gate voltage for different temperatures. Red curve corresponds to 2.5 K; green
curve to 10 K; blue curve to 20 K; black curve to 30 K. Inset: Temperature dependence
of conductivity at a minimum between peaks (Vg=34.4 V). Taken from [45].

and 41 V. In this range several sharp conductivity peaks are observed. Outside

this region the conductivity grows above 0.5e2/h, which we attribute to increased

conductance through the constrictions (QPCs) between the QD and the S and D

contacts, and the QD levels could not be resolved. The non-monotonic behavior

of G in the region below 33 V and above 41 V is probably due to changes in the

transmission through the QPCs [35]. One has to consider that the QPCs consist

of nanometer-sized graphene ribbons (size on the order of 20 nm). It has been

shown, that graphene confined to these geometries has energy states in the gap

due to the irregular edge structure [33]. This might be one reason, why transmis-

sion through our constrictions might have changed.

The resonances in the voltage range between 33 V and 41 V are associated

with the energy levels in the QD. The peaks are strongly aperiodic, which suggests

that both the Coulomb energy and the size quantization energies are contributing

to the splitting between the energy levels [49] (see bottom part of Fig. 4.4 for a

schematic illustration of that situation). We observe that the number of peaks

stays constant for T < 20 K. Also, the relatively weak temperature dependence
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in the resonances (that can be as high as 0.5e2/h) indicates that only one QD

is present [52]. In the case of two quantum dots or more in series, one would

also expect a seemingly random peak spacing. But additionally one would also

expect in that case some conductance peaks to be completely suppressed at low

temperatures, while they should appear at higher temperatures, thus changing

the number of peaks [56]. This is clearly not the case in our experiment. Further-

more we see that the peak height increases at lowest temperatures, as expected

for Coulomb blockade in the quantum case [52]. As described above, from the

temperature dependence of the minimum conductivity one can extract the activa-

tion energy, which is directly proportional to the energy gap e2/Cdot + ∆E of the

dot (the sum of charging energy and confinement energy). The corresponding fit

to our data is shown in the inset in Fig. 4.6. Our activation energy corresponds

to an energy gap of 6.5 meV, in agreement with the typical level spacing expected

for a 100 nm QD ( ∆E = α/D, where α varies around a value of 1 eV/nm by a

factor of 2 in different models [57,58]).

Similar values of the gap are obtained from the stability diagrams (conductiv-

ity versus the gate voltage and source-drain bias) such as in Fig. 4.7, which shows

the standard Coulomb diamonds . The height of the diamonds directly yields the

Figure 4.7: Coulomb diamonds for the QD in Fig. 4.6 as a function of the gate
voltage (the horizontal axis) and the source-drain bias voltage (Vb, the vertical axis).
T=2.5 K. The conductivity varies from 0.002 e2/h (yellow) up to 0.2 e2/h (red). Re-
drawn from [45].

distance between adjacent energy levels of the dot and for this particular sample
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varies from 5 to 10 mV. This agrees well with the value of 6.5 meV obtained

from the temperature dependence of the minimum conductance. The variation

in height of the diamonds clearly shows that the size quantization contributes

significantly to the formation of energy levels in our small quantum dots [49].

4.2.2 Conclusions and outlook

It was shown that graphene could be confined to a quantum dot geometry, consist-

ing of a graphene island weakly coupled to graphene source and drain electrodes

by two narrow constrictions, employing atomic force lithography. Using this tech-

nique, the constrictions can be made as small as 20 nm. This sets the lithographic

resolution limit of our AFM-based technique. An example of a quantum dot con-

sisting of a 100 nm×100 nm sized graphene island fabricated by AFM lithography

was given. Electronic transport through a similarly sized device clearly reveals

the presence of quantum Coulomb blockade phenomena in devices of that size.

The contribution of individual quantum mechanical energy levels formed inside

the graphene quantum dot can be directly obtained from the presented charge sta-

bility diagrams. Additionally, from the temperature dependence of the Coulomb

blockade oscillations a behavior characteristic of quantum Coulomb blockade can

be seen.

In principle, the lithographic resolution limit can be overcome using much

sharper AFM tips. It has been shown [34] that the smallest quantum dots made

from graphene show fascinating properties, both with respect to fundamental

physics (behavior of Dirac fermions in confined geometries) as well as with re-

spect to microelectronic applications (a single-electron transistor operationable at

room temperature was demonstrated). The approach of using AFM lithography

to create such small structures holds promise regarding ease of use (no clean-

room environment needed, much faster processing than electron beam lithog-

raphy). Moreover, by using the sharpest tips available, the resolution limit of

electron beam lithography of 5 nm (given by the size of an individual PMMA-

molecule [34]) could be further reduced to about 2 nm, with keeping high relia-

bility.

Another application of AFM-based lithography lies in its ability for local

(nanometre sized) electrochemical modification of the substrate. One could think
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of replacing water as the source of reactive ions by other chemicals. Thus, one

might be able to chemically modify the graphene scaffold by grafting different

functional groups originating from the electrolyte. This local chemical modifi-

cation might similarly be employed to change the chemical nature of edges ter-

minating graphene. One could hope for creation of electronically uniform edges,

ideally mimicking the behaviour of ideal zig-zag and armchair graphene edges.

This would then allow to study theoretical predictions, made for these boundary

conditions, in artificially created graphene nanostructures.
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Chapter 5

Scanning gate microscopy on a

graphene quantum point contact

(QPC)

In the previous chapter, it has been shown that a quantum dot structure fabri-

cated in graphene using local anodic oxidation shows quantum Coulomb blockade

behaviour at low temperatures. This implies directly that the lines confining the

quantum dot structure, which have been oxidized using scanning probe lithog-

raphy, are electrically insulating. Otherwise one wouldn’t be able to measure

the observed quantum dot characteristics of the graphene nanostructure. In this

chapter, a further proof of the insulating electrical properties of the areas oxidized

in graphene using local anodic oxidation is presented. Additionally, the experi-

ment discussed below shows the possibility of changing the conductance through

a graphene nanostructure using a moveable, local top-gate under ambient condi-

tions.

Graphene nanostructures, such as nanoribbons [33] [59] [60], quantum point

contacts (QPC) [34], single electron transistors [3] [35] and quantum dots (QD)

[34] [45] offer intriguing new possibilities in the field of nanoelectronics. It has

been shown how to routinely fabricate these graphene-based nanoelectronic de-

vices, using either standard electron-beam lithography with subsequent reactive

ion etching [33,59,34,35], or employing AFM-tip assisted etching of graphene [42,

45,22,43] (by applying a voltage between a conductive AFM tip and a grounded

graphene flake in humid atmosphere to achieve direct etching of the graphene
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crystal into the desired device structure). In both cases the electronic struc-

ture of graphene is altered (band-gap opened up) due to size quantization in

nanostructured graphene. However, the transport properties of such structures

depend strongly on the particular distribution of the Coulomb potential along

their edges [61,62,63], so one would benefit from the detailed information about

the spatial distribution of the energy gap introduced [64].

While the electronic properties of nanostructured graphene devices are most

commonly studied using either the global electrostatic back-gate [33,59,45,61,63]

or side-gates [60, 35, 61, 63], conducting transport experiments using local scan-

ning electrostatic gating of such nanostructures is relatively new [64], and is yet to

be further explored. Local electrostatic gating of graphene nanostructures com-

plements experiments employing a global back-gate in that it allows for precise

local control of the charge carrier density inside the final device structure. The

local gating leaves the remaining part of the device, such as source and drain con-

tacts, unaffected. It thus yields additional information on the electronic transport

properties of these nanostructured devices, which allow for an exclusive charac-

terisation of the working part, i.e. the respective nanostructure, of the graphene

device.

A powerful tool in accessing this regime of electronic transport measurements

is scanning gate microscopy (SGM). In SGM, the biased tip of a scanning probe

microscope serves as a local top-gate, which can be moved across the sample

surface. This enables one to measure changes in the conductance of a sample,

when the charge carrier concentration in the sample is altered by the voltage

applied to the tip, as a function of tip position. A further advantage of SGM

over static local top-gates, as used e.g. in [62, 36], is the possibility to vary the

coupling of the electric field of the top-gate (here the AFM tip) as the distance

between the top-gate and the graphene device can be continuously changed.

First examples of the two-dimensional mapping of differences in the local

conductance of graphene devices consisting of micrometer-sized graphene sheets

using SGM were already given [65, 66, 67]. But so far, only one study [64] in-

vestigated the local conductance of a graphene nanostructure using SGM, at low

temperature.
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5.1 Introduction to scanning gate microscopy

Scanning gate microscopy (SGM) is an experimental method, which allows for the

characterization and imaging of electrical transport in a given electronic device

structure. It is a real space technique, with a spatial resolution in the nm-range.

In the past, SGM was successfully applied to locate and characterize local po-

tential barriers in electronic device structures based on carbon nanotubes [68,69]

and to reveal their influence on charge carrier transport in such devices [70,71].

The physical principle behind SGM is the electric field effect, analogous to the

working principle underlying the metal-insulator-semiconductor-(MIS)-capacitor.

A potential difference (referred to as the gate voltage) between a metal electrode

(called the gate) and a semiconductor, separated by a thin insulating layer, leads

to either a depletion or an accumulation of charge carriers in the semiconductor.

This gate voltage-induced change in the charge carrier concentration alters the

conductance of the semiconductor.

In SGM, instead of having a fixed back-gate as in an MIS-capacitor, the tip of

a scanning probe microscope serves as a local top-gate, which can be moved across

the sample surface. This enables one to measure changes in the conductance of

a sample, when the charge carrier concentration in the sample is altered by the

voltage applied to the tip, as a function of tip position. Local perturbations of

the sample, such as defects and the presence of localized charged impurities have

by definition an electronic structure, that differs from the unperturbed sample.

Hence SGM might provide a straight-forward way to image and characterize them.

The principle measurement setup for SGM is shown in Fig. 5.1. In SGM a

voltage (in the shown case it is the AC-reference-voltage of a lock-in amplifier F)

is applied to an electrically conductive tip A that is raster scanned in a certain

height above a device structure to be investigated. A device structure consists

of a graphene flake B on an oxidized D silicon wafer E, with the graphene flake

being equipped with metal contacts C to allow the application of a current (in the

picture indicated as a DC-voltage by using a battery H in combination with the

resistor I) along the graphene flake. In order to do so, one of the electrodes must

be grounded. The same ground is used for the voltage source which is connected

to the tip.

Alternatively, one can also apply a DC-voltage to the AFM tip and pass an

AC-current through the sample. The advantage of the former approach is that

by performing a lock-in measurement, one obtains a higher sensitivity when the
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Figure 5.1: Schematic view of a possible scanning gate microscopy setup. An AC-
biased conductive AFM-tip A is moved across the surface of an electrically contacted C
graphene sample B. The graphene sample is supported on an oxidized silicon wafer D,E.
Applying a DC-voltage H to the graphene sample leads to a current flowing through
the graphene. The resistor I serves to limit the flowing current to not burn the sample.
Since the AC-electric field of the tip changes the density of charge carriers in the
graphene sample, a local change in sample resistance occurs. This change in sample
resistivity can be detected with a Lock-In-Amplifier F. For displaying the change in
sample resistance with respect to the tip position, a PC G is employed.

voltage applied to the AFM tip is modulated with the reference frequency of the

lock-in amplifier.

While the AC-biased tip is scanned above the graphene flake, the electric field

between the tip and the sample then changes the charge carrier concentration in

the area of the graphene flake below the tip, and hence its conductivity. Since an

AC-voltage is applied to the tip, there is a periodic change in the conductivity of

the sample below the tip position. This is equal to a change in the local resistiv-

ity of the sample at the given tip position. A changed sample resistance implies

that under the given constant DC-current through the sample this will result in

a changed voltage drop across the sample (namely between the two contacts, be-

tween which the DC-current has been applied). The measurement of this voltage

drop is carried out with the lock-in amplifier. The lock-in amplifier only measures

a voltage drop, that is modulated with the frequency of the AC-voltage applied

to the tip. Thus, one measures almost exclusively the local changes in the sample

resistance that are caused by the influence of the electric field of the tip, which
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is scanned above the sample.

Quantitatively, the AC-biased AFM tip changes the concentration of charge

carriers, n, in the part of the sample below the tip according to:

n = n0 + β·Vtip, (5.1)

with n0 being the charge carrier concentration of the sample area below the tip

without the tip being present. So the AC-biased tip is periodically depleting

or accumulating charge carriers in the sample area below the tip. Plugging the

AC-voltage applied to the tip into equation 5.1 gives:

n = n0 + β·V0sin(ω·t+ Φ). (5.2)

V0 is the amplitude of the AC-voltage, ω is the oscillation frequency and Φ is the

phase of the AC-signal. The prefactor β is given by:

β =
ε0ε

ze
. (5.3)

Herein ε0 is the dielectric constant of vacuum, ε is the dielectric constant of the

material between the AFM-tip and the sample, in our case it is the one of air.

z is the distance between tip and sample, and e is the elementary charge of an

electron.

This local change in the charge carrier concentration leads to a change of the

local conductivity σ in the given sample area:

σ = nµe. (5.4)

µ is the mobility of the charge carriers in the part of the sample below the

AFM-tip. If the charge carrier concentration is changed as outlined above, the

conductivity reads:

σtip = (n0 + β·V0sin(ω·t+ Φ))µe. (5.5)

The sample is assumed to be split up into N squares of equal size, as shown

in Fig. 5.2. σtip is the conductivity of the square, which is influenced by the

tip. Because the DC-current through the sample is known, in the ideal case one
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Figure 5.2: Top View of the scanning gate microscopy setup. A DC-current is applied
to a an electrically contacted A graphene flake C, which is lying on an oxidized silicon
wafer D. The graphene sheet can be divided into squares. Each square has a size of
the order of 10nm, given by the resolution achievable in SGM. Raster scanning the
conductive AFM-tip B across the graphene flake allows to obtain a two dimensional
map of the conductivity in the device structure imaged.

measures (by measuring the voltage drop at the lock-in amplifier):

σmod
tip = (V0sin(ω·t+ Φ))µe. (5.6)

Hence, SGM can be used to locally map variations in sample resistance (due

to local variations in charge carrier concentration), as a function of AFM tip

position.

In reality, there is always a background resistance being present, which de-

pends on the sample size. The narrower the sample, as for example in the case of

carbon nanotubes, or nanowires, the stronger the effect of the AFM tip-induced

carrier modulation, and hence a larger signal at the lock-in will be detected. The

wider the sample, the less the AFM tip induced change of carrier concentration

affects the overall resistance. Accordingly, the signal measured at the lock-in will

decrease.

The lateral resolution in SGM experiments depends on the tip-radius and on

the distance between tip and sample. The achievable lateral resolution was esti-

mated to be of the order of 10 nm [68]. In combination with the ability to raster

scan the conductive AFM tip across the device structure to be investigated, this

allows a two dimensional imaging of the sample conductivity with high lateral
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resolution.

5.2 Experimental results

Graphene flakes were exfoliated from natural graphite and deposited on top of

an oxidized silicon wafer. After selecting single layer flakes using optical mi-

croscopy [28] and Raman spectroscopy [32], Ti/Au-contacts were lithographi-

cally defined on the graphene flake. To confine these flakes to nanostructures, we

have employed local anodic oxidation, as described in Chapter 3. Using contact

mode AFM, we were scanning the biased AFM tip (Vtip= -7 V with respect to

grounded sample) in a humid atmosphere (relative humidity of 70%) with a ve-

locity of 200 nm/s to locally oxidize graphene to create the desired nanostructure

geometries. The spring force applied to the AFM tip was set close to zero, but

such that we were still able to obtain stable height images.

A QPC fabricated in this way in single layer graphene, as well as the corre-

sponding scanning gate microscopy image, is shown in Fig. 5.3. On the left, a

Figure 5.3: On the left, a contact mode AFM image of a quantum point contact
(QPC) created in single layer graphene by AFM-based local anodic oxidation is shown.
The graphene QPC is about 80 nm long and about 35 nm wide. On the right, the
change in the resistance of the graphene device, obtained at the same position where
the topography shown on the left was taken, is shown when scanning the DC biased
AFM tip (Vtip=-0.5 V) across the sample surface. Clearly, the resistance of the sample
under the influence of the electric field of the biased AFM tip only changes at the
position of the graphene QPC, corresponding to the centre of both images, on the left
and on the right. All other areas on the right image show the same color, indicating
that no changes in sample resistance were detected when the AFM tip was scanning
these positions. This background resistance is about 14 kΩ, while the resistance at the
QPC increases to a maximum of 120 kΩ.
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contact mode AFM topography of the final nanostructured graphene device is

shown. A dark vertical line in the middle of the image can be seen, which corre-

sponds to the area of the graphene sheet that was oxidized by AFM local anodic

oxidation. Left and right of this line are intact graphene areas (bright color).

The dark line is only interrupted by a small area, about 35 nm wide and about

80 nm long, which can be seen in the centre of the image. This small area is the

graphene quantum point contact. The image on the right in Fig. 5.3 was obtained

on the same area as shown on the topography image on the left. It corresponds to

the voltage drop across the sample, measured with the lock-in technique at each

position of the AFM tip, under ambient conditions. For the measurement shown,

a DC-voltage of Vtip=-0.5 V with respect to ground was applied to the AFM tip

(Nanosensors PPP-CONTR highly doped silicon tips). An AC-current of 1 µA

was applied across the QPC shown on the left. We chose contact mode AFM to

scan the biased AFM tip across the sample, while simultaneously measuring the

sample resistance. This is slightly different to the common operational mode of

SGM of lifting the biased AFM tip to a certain height (e.g. about 5 nm [66])

above the sample. We assumed the resistance between AFM tip and sample to

be on the order of several hundred kΩ , and hence chose contact mode scanning

to have the strongest coupling of the electric field of the AFM tip to the graphene

nanostructure (due to minimal distance between the AFM tip and the sample).

The rather uniform background (all areas of the image except the centre part) on

the right image of Fig. 5.3 justifies our assumption that there is no ohmic current

between the biased AFM tip and the sample.

As is clearly visible, the only significant change in the sample conductance

happens at the position of the quantum point contact. This manifests itself in

the bright spot seen in the centre of the right image in Fig. 5.3, at exactly the

same position where the QPC is found in the sample topography, as shown on

the left side. All other areas of the sample show a more or less uniform colour,

indicating that the sample conductance in these areas was not affected at all by

the local gating exerted by the AFM-tip.

This result also proves the electrically insulating behaviour of the lines cre-

ated by scanning probe lithography, which in the case discussed here effectively

define the graphene quantum point contact. If these lines were not electrically

insulating, the area where the quantum point contact is defined shouldn’t differ

in terms of conductance from the remaining part of the graphene flake. But then,

92



one would not expect to observe a pronounced susceptibility to the electric field

of the AFM tip at this position. This contradicts our results, as is evident from

Fig. 5.3.

5.3 Conclusions

This experiment successfully demonstrates the ability to locally change the con-

ductance of a graphene nanostructure by means of a biased AFM tip under ambi-

ent conditions. It opens the possibility for more refined studies, examining either

the electronic transport behaviour for any user-defined geometry of the graphene

nanostructure. Alternatively, one could also vary the voltage being applied to the

AFM tip, or the distance between AFM tip and sample, to study in more detail

how this will affect the charge carrier transport through the nanostructures.

Furthermore, it was confirmed that the lines oxidized in graphene using local

anodic oxidation are insulating in terms of electronic transport. If they were not

insulating, no pronounced effect of the applied AFM tip bias on the conductance

through the sample in the region of the constriction should be seen during the

SGM experiment. The constriction would then not behave as a bottleneck for

electronic transport, contrary to what we have observed. This result proves that

AFM-based local anodic oxidation is a well-suited technique to perform lithog-

raphy on graphene crystals, yielding nanostructured graphene devices with the

same quality as those fabricated using standard electron beam lithography with

subsequent plasma etching.
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Chapter 6

Determining the chirality of

graphene edges

Single layer graphene was first isolated in 2004 by using the micromechanical

cleavage technique [1, 2]. Although a number of other methods for graphene

synthesis have been proposed since then (including the reduction of graphene ox-

ide [72], decomposition of silicon carbide [73, 74], epitaxial growth on Nickel and

other substrates [75,76,77,78] or direct chemical exfoliation [79,80] the microme-

chanical technique (also known as the ”Scotch-tape method”) is still the procedure

of choice for many researchers. Furthermore, the uniqueness of this procedure is

that it reveals the peculiar micromechanical properties of this material, which

might be used in obtaining crystallographically oriented graphene samples [3,81].

The choice of crystallographic orientation of the graphene flakes might be of cru-

cial importance for the electronic properties of resulting devices [58,57,82]. Two

problems generally arise: (i) how to determine the crystallographic orientation of

a particular graphene crystallite and (ii) how to prepare a device which is oriented

exactly along one of those directions. Whenever there are quite a few ways for

determination of the orientation [83, 84, 85, 86, 87], preparation of well oriented

edges is a challenging task. It has been noted [81] that flakes obtained by the

”Scotch-tape method” often exhibit straight edges with the angle between the

adjacent ones being a multiple of 30◦. An example of such a flake is shown in

Figure 6.1.

Considering the hexagonal symmetry of graphene crystals, it has been sug-

gested that the breaking occurs along the principal crystallographic directions,

yielding flakes terminated with either armchair or zigzag edges [3,81]. Previously,
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Figure 6.1: (a) Optical image of a single layer graphene flake prepared by microme-
chanical cleavage. It can be clearly seen that the edges terminating the graphene
crystal follow straight lines up to lengths of several micrometers. Certain edges of this
particular flake, oriented relative to each other in integer multiples of 30◦, have been
highlighted by a dashed line (black and light-blue, for the respective type of edge).
(b) Sketch of the honeycomb crystal lattice of graphene. Two distinct crystallographic
orientations of a graphene crystal are possible: armchair (black), and zigzag (red).
Redrawn from [88]

Raman measurements have been employed to verify this idea [85, 86], demon-

strating a clear difference in the amplitude of the D peak for edges oriented along

zigzag and armchair directions. However, Raman measurements require elaborate

modeling to explain the finding. In this chapter, I will show how high-resolution

scanning tunneling microscopy (STM) can be used to prove beyond doubt that

edges of graphene crystals are predominantly oriented along crystallographic di-

rections. The main advantage of high-resolution STM compared to the aforemen-

tioned techniques is its ability to provide direct real-space images of the graphene

crystal lattice with atomic resolution. Additionally, there is no need to have

suspended samples, as e.g. for transmission electron microscopy (TEM) exper-

iments, in order to carry out STM investigations. Thus, it ultimately enables

one to directly determine the crystallographic orientation of a given graphene

flake, and hence the orientation of the edges terminating that sample. I will also

compare the results of the STM study to the Raman measurements.

The main results of this chapter have been published in [88].

6.1 STM on graphene and graphite

In an atomically resolved image of a graphene crystal, obtained by STM, one

should see all six atoms forming the honeycomb unit cell of the crystal lattice of
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graphene [89]. This is in contrast to three dimensional graphite, as for example

in highly oriented pyrolithic graphite (HOPG), where one only sees every second

atom of the surface honeycomb unit cell in an atomically resolved STM-image.

In HOPG, the single graphene layers are stacked together perpendicular to the

plane in the so-called Bernal stacking (see Fig. 6.2 for a schematic depiction), fol-

lowing an ABAB... alternation of atomic planes. This implies that every second

Figure 6.2: Schematic of the Bernal stacking of graphene layers in graphite (HOPG).
Top view (a) and side view(b) of two stacked graphene layers, representing A and B.
The unit cell of HOPG is drawn in (b) as a dashed line. While the atoms labelled α
in the topmost layer sit directly on top of an atom of the underlying layer, the atoms
labelled β sit on top of the center of the honeycomb of the underlying atomic plane.
After [90].

atom, called α in Fig. 6.2, of the honeycomb unit cell of the topmost graphene

sheet sits on top of a Carbon atom (labelled α′) of the graphene sheet located

directly below the topmost sheet. The remaining three Carbon atoms of the hon-

eycomb unit cell of the topmost layer sit on so-called hollow sites, where there

is no Carbon atom located directly underneath them. These Carbon atoms are

labelled as β in the topmost layer, and β′ in the layer directly underneath the

topmost layer.

An example of an atomically resolved STM image taken on HOPG is shown on

the left in Fig. 6.3. This STM-image shows the trigonal symmetric arrangement

of atoms that is commonly observed for atomically resolved images of the HOPG

surface. The reason that only every second atom (appearing as bright protrusion

in Fig. 6.3) of the honeycomb unit cell of the topmost graphene sheet on the

surface of HOPG is observed can be explained by the site asymmetry of the α-

and β-Carbon atoms in Bernal-stacked HOPG.

Because the α-atoms sit on top of a Carbon atom in the layer directly un-

derneath them, their electronic bands along the vertical line at the corner of the
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Figure 6.3: Left: Atomically resolved constant-height STM image of HOPG (sample
bias +240 mV, tunnel current 1.7±0.2 nA). The trigonal symmetry indicates that only
every second atom of the honeycomb unit cell of the topmost graphene layer is visible.
These atoms appear as bright protrusions, whereas the dark spots correspond to the
center of the honeycomb unit cell. A model honeycomb is drawn on top for illustration,
showing that one type of Carbon atoms (green spots) is seen, whereas the nearest
neighbour atoms (black spots) are not visible. Right: In (a) the energy dispersion of
the bands belonging to α- and β-atoms along the vertical line on the corner of the
Brillouin zone of HOPG are shown. In (b) the energy landscape for electrons tunneling
from tip to sample (left) or vice versa are shown. The density of states of the sample is
depicted qualitatively for the HOPG surface, with its contributions arising from α and
β-atoms indicated. In the absence of any mechanical interactions between the STM-tip
and the HOPG surface, one can only image α-atoms at tunneling voltages smaller than
-0.55V applied with respect to the sample. After [91].

Brillouin zone of HOPG show dispersion, as shown on the top of Fig. 6.3(a). On

the other hand, the electronic band of the β-atoms is localized near the Fermi

level for that part of the Brillouin zone. This results in a higher one-dimensional

density of states near the Fermi-level (predominantly β-atoms), as shown quali-

tatively in the bottom part of Fig. 6.3(b). Gwo and Shih [91] have demonstrated

for the first time that it is possible to selectively image both α- and β- atoms of

the HOPG surface, depending on the polarity and the magnitude of the tunneling

bias voltage.

Thus, while it is possible to image both type of atoms, still only one type of

atoms will be visible under each respective condition only. In the case of a single
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isolated graphene sheet, this situation is entirely different. Because in the latter

case, we investigate only a single layer of Carbon atoms arranged in a honeycomb

lattice, there is no site asymmetry between the Carbon atoms of the honeycomb

unit cell. Thus, all six Carbon atoms constituting the honeycomb have the same

electronic dispersion, and hence the same density of states. Therefore, in an

atomically resolved STM-image of single layer graphene, we should see all six

atoms of the honeycomb unit cell.

6.2 Determining the chirality of graphene edges

For certain flakes obtained by micromechanical cleavage, there is strong evidence

that their edges are crystallographic, i.e. that they follow well-defined crystallo-

graphic orientations.

Single layer graphene flakes were obtained by micromechanical cleavage of

natural graphite. Exfoliated graphite flakes were deposited on top of an oxi-

dized silicon wafer (300 nm of SiO2), and crystallites of single layer thickness

were identified using optical microscopy [28]. For our studies, we used flakes

with a significant percentage of edges forming angles which are integer multiples

of 30◦. Examples of such flakes are shown in Figure6.1(a) and Figure 6.4(a).

Upon selection of appropriate flakes, we used e-beam lithography to define elec-

trical contacts on the flakes (Ti, 5 nm + Au, 40 nm) (Figure 6.4(b)). In order

to find out whether the edges of e.g. the graphene flake shown in Fig. 6.4 fol-

low crystallographic orientations, we carried out high-resolution scanning tunnel-

ing microscopy investigations. A Multimode scanning probe microscope with a

Nanoscope IIIa controller was employed for conducting the STM experiments.

All STM experiments were carried out under ambient conditions. Tunneling

tips were made out of mechanically cut Pt80/Ir20-wire. The samples were pre-

cisely positioned in our STM, and the scanning direction was carefully aligned

with one of the edges. Prior to imaging, the flakes were annealed at 250◦C in a

hydrogen/argon-atmosphere [29], in order to remove resist residuals due to the

lithography treatment. After that, the flakes were found to be clean enough to

achieve atomic resolution. Figure 6.4(c) shows an STM image of the graphene

flake shown in Figure 6.4(a), taken in constant-height mode at a sample bias of

223mV and a set-point tunneling current of 2.8 nA (the tunneling current varied
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Figure 6.4: (a) Typical graphene flake obtained by micromechanical cleavage. Two
distinct types of edges, rotated against each other in multiples of 30◦, are indicated as
armchair type (green) and zigzag type (red). (b) To carry out STM imaging, the flake
in (a) was equipped with electrical contacts, and oriented carefully along the scanning
direction of the STM-tip. (c) STM constant-height image (+0.223V, (2.8 plus minus
0.3)nA), showing atomic resolution of the graphene hexagonal lattice. The inset on
the lower right shows the Fourier transform of that image, where six well resolved
diffraction spots are clearly visible. A single black hexagon is drawn as guide to the
eye. Superimposing that hexagon onto the optical image proves the crystallographic
orientation of the two indicated edge types. Redrawn from [88].

by a maximum of ±0.3 nA between positions on the atoms and interatomic po-

sitions). The atomically resolved hexagonal graphene lattice can be clearly seen,

which is a clear proof of the monolayer character of this particular sample [89].

The Fourier transform of that image, shown in the inset on the lower right of

Fig.2(c), accordingly shows six well-resolved diffraction peaks. Both the atomi-

cally resolved image of the lattice and the Fourier transform image allow us to

determine the orientation of the edges of a given graphene flake. This is done by

virtually tiling the entire graphene flake in question with the experimentally ob-

served hexagonal unit cell (or equivalently the corresponding Fourier transform).

Following this approach for the flake shown in Figure 6.4(a), we can identify the

green edge as being armchair and the red edge as being zigzag.

Additional information about the edges can be obtained from the Raman mea-

surements. Recent results show that it is possible to distinguish between armchair

and zigzag orientation by Raman spectroscopy [85]. The disorder-induced Raman

feature of graphene (D peak at approximately 1350 cm−1) is activated through a

double resonance process [92] and is often observed at the edges. This is because

100



the edges act as defects, allowing elastic backscattering of electrons to fulfill the

double resonance condition [93]. The D peak was reported to be stronger at the

armchair edge and weaker at the zigzag edge, due to the momentum conservation

(armchair edges can scatter electrons between two non-equivalent Dirac cones,

while zigzag edges cannot) [85, 93]. Raman measurements were carried out us-

ing a WITec CRM200 confocal microscopy Raman system with a 100x objective

lens (numerical aperture=0.95). The excitation laser wavelength is 532 nm. We

measured Raman spectra from points A and B, which are two edges forming an

angle of 90◦, as labelled in the inset (optical image) of Figure 6.5. During the

Figure 6.5: Raman spectra taken from two different edges (optical image shown in the
inset on the upper left), labelled edge A (vertical line, black spots) and edge B (hori-
zontal line, red spots), forming an angle of 90◦. As graphene has a hexagonal crystal
lattice, the two edges are believed to have different chirality. During the measurement,
the laser polarization (linear) is oriented parallel to the graphene edge being measured,
to maximize the D peak signal. The Raman spectra at edge A (black) shows a D-peak
intensity of 37% compared to the G-peak intensity, while it is only 23% for the spectra
taken at edge B (red). Raman spectra from different spots of the two edges gave similar
results. This confirms our finding that edge A is armchair, whereas edge B is zigzag.
Redrawn from [88].

measurement, the laser polarization (linear) is oriented parallel to the graphene

edge under investigation, in order to maximize the D peak signal [85, 93]. To

determine the exact position of the graphene edge, Raman spectra were taken at

different positions while scanning the laser spot perpendicularly across the par-

ticular edge under question (with a step size of 50 nm). The maximum intensity
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of the D-band measured under these conditions was taken in order to compare

the two different edges. As shown in Figure 6.5, at point A, the D peak intensity

is 37% of that of the G peak, while it is only 23% at point B. This suggests that

the edge containing point A is armchair while the other edge is zigzag. Raman

spectra from different points of the two edges were checked and similar results

were obtained. The Raman results confirm the STM results of the graphene

crystallographic orientation. Here, we have to clarify that the edges mentioned

above are predominantly crystallographic, as perfect zigzag and armchair edges

are extremely rare. There are small amounts of armchair sections even on zigzag

edges, both on exfoliated single layer graphene [57, 62, 94] and terraces on bulk

graphite [95], which contribute to the observed D peak at point B.

6.3 Conclusions

In conclusion, we have demonstrated the direct determination of the crystallo-

graphic orientation of graphene edges by using high-resolution STM. The obtained

atomic resolution images of the graphene crystal lattice have allowed us to un-

ambiguously identify both armchair and zigzag edges of a given graphene flake

prepared by mechanical exfoliation. Complementary information has been ob-

tained by Raman spectroscopy, fully justifying our assumption that certain edges

on micromechanically exfoliated samples predominantly follow crystallographic

orientations of the underlying graphene crystal lattice.

Moreover, these experiments constitute a direct proof that the theoretical

model underlying the interpretation of Raman spectra of graphene edges is valid.

The Raman spectra obtained from the two different crystallographic edge types

show the behaviour as expected from the model, which predicts that no D-peak

should occur at zigzag edges, but that it should be observed on armchair edges.

The atomic resolution images obtained from STM experiments fully support these

findings, and hence validate the theoretical model. For graphene flakes being ter-

minated by straight edges which enclose an angle of integer multiples of 30◦ with

each other, Raman spectroscopy can thus be used to determine the crystallo-

graphic orientation of the underlying graphene crystal reliably.
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Chapter 7

Engineering resistance in

graphene

Elias et al. [11] demonstrated for the first time the reversible chemical modifica-

tion of graphene crystals using atomic hydrogen. They showed that exposing a

pristine graphene crystal to atomic hydrogen transforms the zero-gap semicon-

ductor graphene into a material exhibiting a metal-insulator transition. Further-

more, by studying the hydrogenated graphene crystals with Raman spectroscopy,

the occurence of a pronounced D-peak was found. Annealing the hydrogenated

graphene crystals led to the recovery of the properties of pristine graphene in

terms of electronic transport. Additionally, the observed D-peak in the Raman

spectra of hydrogenated graphene was found to be strongly suppressed after an-

nealing.

Besides the fact that this approach showed the fabrication of a new two-

dimensional material based on graphene, its implications for the behavior of elec-

tronic transport in graphene are equally important. Pristine graphene is a zero-

gap semiconductor, with very high charge carrier mobilities that are practically

independent of charge carrier concentration [3]. The latter causes problems, if

graphene is considered to be used in conventional semiconductor circuit technol-

ogy, where a non-conducting state of the materials used has to be present. As

was demonstrated by Elias et al. [11], hydrogenated graphene offers a promising

opportunity to address this point.

In this chapter, I will present further investigations on single-sided hydro-

genated graphene (i.e. graphene on top of an oxidized silicon wafer that was
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hydrogenated). In particular, we investigated the surface morphology of hydro-

genated graphene using TappingMode AFM. Afterwards, fundamental changes

induced in the hydrogenated samples by scanning them using contact mode AFM

are discussed.

7.0.1 Sample fabrication

All pristine graphene crystals used in this work were prepared using microme-

chanical exfoliation from natural graphite [1] on top of an oxidized silicon wafer.

The single-layer nature was identified using optical microscopy [28] and Raman

spectroscopy [32]. Hydrogenation of the monolayer graphene crystals was done

according to [11] by exposing the samples to a cold hydrogen plasma. A low-

pressure (0.1 mbar) hydrogen/argon mixture (10% H2) with dc plasma ignited

between two aluminum electrodes was used, as described in Ref. [11]. In total,

the samples studied in this chapter have been exposed for a total of 45 min to

the dc plasma.

7.0.2 Raman spectroscopy of hydrogenated graphene

The changes in the properties of graphene induced by hydrogenation have been

corroborated by Raman spectroscopy [11]. The main features in the Raman spec-

tra of graphene have been discussed in the first chapter. The results obtained

by Elias et al. for the evolution of Raman spectra for graphene crystals that are

hydrogenated and annealed, are shown in Fig. 7.1. The red curve corresponds to

pristine single layer graphene. It was taken at a laser excitation wavelength of

514 nm. It shows the G-peak at 1580 cm−1 and the 2D-peak at around 2680 cm−1,

as discussed in the first chapter. No D-peak was observed. The blue curve cor-

responds to hydrogenated graphene. Next to the G- and 2D-peak, sharp D- and

D′-peaks appeared. Additionally, a slight broadening and a decrease of the height

of the 2D-peak relative to the G-peak is observed. The onset of a combination

mode D+D′ is also visible around 2950cm−1. The D-peak in graphitic materi-

als lies at 1350 cm−1. It is a breathing-like mode, caused by transverse optical

phonons near the K-point of the reciprocal lattice, and requires a defect for ac-

tivation via an intervalley double resonance process. The ratio of the intensity

of the D-peak over the intensity of the G-peak is a measure for the amount of
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Figure 7.1: Changes in Raman spectra of graphene on top of silicon oxide caused by
hydrogenation. Red, blue, and green curves (top to bottom) correspond to pristine,
hydrogenated, and annealed samples, respectively. The spectra were measured with a
Renishaw spectrometer at wavelength 514 nm and low power to avoid damage to the
graphene during measurements. The inset shows the comparison between the evolution
of the D- and D′-peaks for single- and double sided exposure to atomic hydrogen. For
double sided exposure (black curve), the intensity of the Raman D-peak is found to
be twice as large as that for single sided exposure (blue curve). This proves that the
observed Raman D-peak is caused by hydrogen adsorbed to graphene. Figure taken
from Ref. [11].

disorder being present. In the Raman spectra shown, the D-peak for hydro-

genated graphene is found at 1342 cm−1. It is very sharp. Elias et al. attributed

the activation of this sharp D-peak in hydrogenated graphene to the breaking

of the translational symmetry of the C-C sp2-bonds of the graphene lattice af-

ter the formation of C-H sp3-bonds during hydrogenation [11]. From the inset

of Fig. 7.1, where Raman spectra are shown for the cases of single- and double

sided exposure to atomic hydrogen, one can conclude that Raman spectroscopy

is a suitable tool to characterize the hydrogenation of graphene. For the case of

double sided exposure to atomic hydrogen (black curve), which was achieved by

using a freestanding graphene membrane as sample, the intensity of the D-peak in
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the Raman spectrum is twice as large as that for single sided exposure to atomic

hydrogen (blue curve), obtained for graphene placed on a substrate. This directly

leads to the conclusion that the intensity of the Raman D-peak is a measure of

the amount of adsorbed hydrogen. The D′-peak is found at 1620 cm−1. This

Raman mode occurs via an intravalley double-resonance process in the presence

of defects.

The green curve corresponds to the Raman spectrum of hydrogenated graphene

after annealing (450◦C in Ar atmosphere for 24 hours). After annealing, the Ra-

man spectrum recovered to almost its original shape, and all of the defect-related

peaks (D, D′, and D+D′) were strongly suppressed. However, two broad low

intensity bands appeared, overlapping a sharper G and residual D peaks. These

bands are indicative of some residual structural disorder [96]. The 2D peak re-

mained relatively small with respect to the G peak when compared with the

same ratio in the pristine sample, and both became shifted to higher energies,

indicating that the annealed graphene is p-doped [97].

Elias et al. have found a broad agreement between the Raman spectra and

transport measurements of the electronic properties of pristine graphene, hydro-

genated graphene and annealed hydrogenated graphene [11]. Hence, for most

studies of hydrogenated graphene presented in the following part, the Raman

spectra were used to identify the samples under question as being hydrogenated.

7.0.3 Atomic force microscopy

After the initial characterization of hydrogenated graphene by electronic trans-

port measurements and Raman spectroscopy, the question arose what the topog-

raphy of hydrogenated graphene will look like. Since pristine graphene on silicon

oxide was already well studied using atomic force microscopy [29], we chose to em-

ploy this technique in order to be able to compare our findings for hydrogenated

graphene. A comparison of the topographies of pristine graphene on silicon oxide

and hydrogenated graphene on silicon oxide is shown in Fig. 7.2. On the left,

a TappingMode-AFM topography of a pristine graphene flake on silicon oxide is

shown. The right image shows the topography of a hydrogenated graphene flake

on silicon oxide, also measured using TappingMode AFM. The left image has a

z-scale of 2.5 nm, and the right image has a z-scale of 10 nm. Judging from the

images, one clearly observes a much rougher surface structure for hydrogenated
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(a) (b)

Figure 7.2: TappingMode AFM height images of (a) pristine graphene on silicon oxide
and (b)Hydrogenated graphene on silicon oxide. Both images have to same z-scale of
2.5 nm. The hydrogenated graphene flake looks much rougher (rms value of surface
roughness 0.4 nm) than the pristine graphene flake (rms roughness 0.11 nm). Whereas
the pristine graphene flake looks rather flat, the hydrogenated flake shows a worm-like
surface structure.

graphene (right image, rms roughness 1 of 0.4 nm) as compared to the case of a

pristine graphene flake (left image, rms roughness of 0.11 nm), which looks rather

flat and smooth. This value corresponds to what is routinely observed for the

surface roughness of a graphene monolayer on silicon oxide [29].2 A further anal-

ysis of the surface structure of hydrogenated graphene on silicon oxide is shown in

Figs.7.3 and 7.4. To characterize the surface structure, the height and the width

of have been determined on two representative positions. These are indicated by

red arrows on the line profiles shown in part (b) of Figs. 7.3 and 7.4. The height

and the width of the surface structure of hydrogenated graphene typically ob-

served in TappingMode AFM imaging are determined to be 1.1 nm and 24.2 nm,

respectively.

Because of this large difference in the surface structure of pristine graphene

and hydrogenated graphene, we conclude that the worm-like surface structure

is entirely due to hydrogenating graphene. Still, it remains unclear at which

moment the characteristic worm-like surface structure forms on hydrogenated

1The rms roughness was taken as the root mean square average of the the height deviations

from the mean data plane for all data points. This is expressed as: rms =
√

Σzi
2

n [98].
2It is by now common to assume that a pristine graphene monolayer on silicon oxide acquires

the morphology of the underlying silicon oxide substrate [29].
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(a) (b)

Figure 7.3: Analysis of the height of the surface structure of hydrogenated graphene.
(a) Tapping Mode AFM topography. Two red arrows indicate the position where a
typical surface feature of hydrogenated graphene has been measured. (b) The corre-
sponding line profile. The height of the indicated surface structure is 1.1 nm.

(a) (b)

Figure 7.4: Analysis of the typical width of the surface structure of hydrogenated
graphene. (a) Tapping Mode AFM topography. Two red arrows indicate, where the
width of the surface structure has been determined. (b) Corresponding line profile.
The typical width of the surface structure amounts to be 24.2 nm.
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graphene. Furthermore, judging from the TappingMode AFM images alone it

cannot be concluded whether the worm-like structure resembles the topography

of the graphene flake after hydrogenation, or whether it is an adsorbate on top

of the hydrogenated graphene flake. 3

7.1 Scratching hydrogenated graphene

An interesting observation was made when imaging a hydrogenated graphene

flake in contact mode AFM. The image of a hydrogenated flake in Fig. 7.5 was

obtained in TappingMode AFM, after the same flake was partially imaged in con-

tact mode AFM. There is a clear difference visible between the areas on the same

Figure 7.5: TappingMode AFM image (6 µm × 6 µm) of a hydrogenated graphene
flake on silicon oxide after it was partially imaged in contact mode AFM. The area
indicated by the blue square was imaged in contact AFM, whereas the area indicated
by the red square was never imaged in contact AFM.

hydrogenated flake that have been exclusively imaged in TappingMode AFM,

indicated by the red square, and those that have been imaged in contact mode

AFM, indicated by the blue square. To further investigate this observation, high

resolution images of the respective areas were taken in TappingMode AFM. They

are shown in Fig. 7.6. On the left, a magnified topography of the area that was

imaged in contact mode AFM is shown. The rms value of the surface roughness

3In [11], the possibility of water adsorbing on hydrogenated graphene is mentioned.
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(a) (b)

Figure 7.6: Two TappingMode AFM images of different areas of a hydrogenated
graphene flake. (a)Height image of an area that has been previously been imaged
in contact mode AFM. It looks rather flat, similar to pristine graphene on silicon ox-
ide. Rms roughness 0.1 nm. (b) Height image of an area of the same hydrogenated
graphene flake, that has been imaged exclusively in TappingMode. It shows the pro-
nounced worm-like surface structure, with an rms roughness of 0.4 nm.

is 0.1 nm, a value similar to what is obtained for pristine graphene on silicon

oxide [29]. The surface in this image looks flat, without any pronounced surface

structure. It basically resembles the topography of a pristine graphene flake, as

for example shown in Fig. 7.2 (a). This situation is markedly different when look-

ing at an area of the same flake that was never imaged in contact mode AFM. An

example of the surface topography for the latter is shown in Fig. 7.6 (b). This

image now shows an rms roughness of 0.4 nm and the characteristic worm-like

structure on the surface.

The situation just described was always observed for graphene flakes hydro-

genated under the same conditions when imaged in one of the respective AFM

imaging modes. Imaging a hydrogenated graphene flake in contact mode AFM

always resulted in removal of the worm-like structure, leaving a surface with a

topography similar to pristine graphene. On the other hand, when imaging a

hydrogenated flake exclusively in TappingMode, the worm-like structure on the

surface of the flake always remained present and never got altered during Tap-

pingMode AFM imaging.

Regarding the nature of the worm-like surface structure, an interesting feature

can be seen in the middle of Fig. 7.5, on the left side. At the border of the flat,

contact mode AFM scanned region and the bottom region, that was exclusively
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imaged in TappingMode, white hillocks can be seen. These hillocks are only

seen adjacent to areas that have been imaged in contact mode AFM. Therefore,

we conclude that they consist of the material that has previously formed the

worm-like adsorbate structure on the hydrogenated graphene. Note, that the

area that has been scanned in contact mode AFM shows no damage, like holes

etc. Thus, the white hillocks are not made up out of graphene. Judging from this

observation, we conclude that the worm-like surface structure of hydrogenated

graphene is due to an adsorbate layer on the surface.

A possible explanation for the observed adsorbate removal might lie in the

operational principle of the two different AFM-imaging modes. In contact mode

AFM, the AFM tip is in permanent contact with the sample during scanning.

Additionally to pressing perpendicular onto the sample surface while scanning,

the AFM tip also exerts lateral forces on the sample. This lateral forces are a

strong candidate for eventually removing the adsorbates present on the surface

of hydrogenated graphene flakes. The case is different for TappingMode AFM

imaging, since here the AFM-tip is only in point-wise contact with the sample,

and hence only exerts forces perpendicular to the sample surface, for a small

amount of time. Because in TappingMode AFM no change in the structure

present on the surface of hydrogenated graphene samples is observed, the lateral

forces, which are absent when imaging in TappingMode AFM, seem to be most

likely responsible for the removal of the adsorbates.

This explanation can be further supported by the fact that in both AFM

imaging modes cantilevers of the same material (Silicon) have been used. This

would exclude the effect related to a chemical interaction between the AFM tip

material and the surface of hydrogenated graphene. If an exclusive chemical

interaction would be responsible for the removal of the adsorbate structure, it

should be observed whenever Silicon tips would be used for AFM-imaging of the

surface of hydrogenated graphene.

Because of the observed change in the surface structure of hydrogenated

graphene, i.e. the apparent removal of the worm-like structure, after imaging

in contact mode AFM, the question arose, whether the hydrogen bound to the

graphene lattice was removed as well, and pristine graphene was restored. Since

Raman spectroscopy can be used to distinguish pristine graphene from hydro-

genated graphene, judging from the appearance or absence of the D-peak at

1342 cm−1 [11], we chose this technique to investigate our question.
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7.1.1 Raman spectroscopy of AFM-scratched hydrogenated

graphene

Fig. 7.7 shows Raman spectra taken on a hydrogenated graphene flake (the same

flake that is shown in Fig. 7.5) after successively scratching the same area of the

hydrogenated flake with increasing the loading force for each scratching. Before

Figure 7.7: Raman spectra of hydrogenated graphene being scratched with contact
mode AFM using increasing loading forces. The spectra were taken at an excitation
wavelength of 514 nm and using low power. Red curve: The intensity ratio ID/IG of
D-peak intensity over G-peak intensity is 33%. Blue curve: After AFM scratching with
a load of 150 nN, the ratio ID/IG decreased to 21%. Magenta curve: Scratching the
same area as for the blue curve, but with increased load of now 300nN, decreases the
ratio further to 12%. Black curve: One more scratching of the same area, with now
350 nN, decreases ID/IG even further to 5.5%. For all four spectra shown, the variation
of G-peak intensity is within 5%.

hydrogenating the flake, we took a Raman spectrum on the pristine graphene

flake and found no apparent D-peak. The red curve shown is a Raman spectrum

taken on a part of the hydrogenated graphene flake that was exclusively imaged

in TappingMode-AFM, and that was never imaged in contact mode AFM. It

corresponds to the area marked with the red square in Fig.7.5. A prominent

D-peak can be seen, around 1350 cm−1, with an intensity ratio of ID/IG=33%

(comparing the intensity of the D-peak relative to the intensity of the G-peak).

This comparison is justified by the fact that the variation in the total intensity
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of the G-peak is within only 5%.

The blue curve was taken on an area that was imaged in contact mode AFM,

corresponding to the area indicated by the blue square in Fig. 7.5. Scratching of

this area was performed at a loading force of around 150nN. 4 For this particular

area, the ratio of D-peak intensity over G-peak intensity was found to be only

21%, about 10% less than for the previous area. Afterwards, we scratched the area

where the blue curve was taken again, this time using a loading force of 300nN.

Then, we took again a Raman spectrum of this area, that was now scratched

twice. This second Raman spectrum is displayed as the magenta curve, and an

intensity ratio of D-peak intensity over G-peak intensity of now only 12% was

extracted. Finally, we scratched the same area a third time, this time applying a

loading force of 350nN to the particular sample area. The corresponding Raman

spectrum, that was taken immediately after contact AFM scratching, is shown

in Fig. 7.7 as the black curve. The intensity of the D-peak signal has decreased

even further, and the intensity ratio of D-peak signal over G-peak signal now

amounts to be only 5.5%. For all the Raman measurements after each contact

AFM scratching step, we took Raman spectra both at the scratched area and

the unscratched area, i.e. the area that got imaged exclusively in TappingMode

AFM. The Raman spectra taken for the latter area of the sample (unscratched)

were found to be virtually the same as the red curve in Fig. 7.7.

The measurements just described confirm that scanning a hydrogenated graphene

flake in contact mode AFM, using a high loading force on the cantilever, leads to

a reduction of the D-peak in the Raman spectrum of the hydrogenated graphene

flake. For the measurements shown in Fig. 7.7, the Raman G-band varied only

within 5% for all spectra shown, whereas the D-peak decreases for each load-

ing force by about 10%. Thus, we conclude that hydrogen is removed, and the

hydrogenated graphene flake is converted back towards pristine graphene. Fur-

thermore, these results lead to the conclusion that the worm-like surface structure

of hydrogenated graphene measured in AFM is an adsorbate, rather than the in-

trinsic structure of hydrogenated graphene. If the worm-like surface structure,

4From now on, I will use the term scratching, when talking about scanning a hydrogenated
graphene flake repeatedly in contact mode AFM (probe velocities of 12 µm/s) with comparably
high loading forces of the AFM tip (larger than 50 nN). Repeated scanning was performed
by scanning the sample three times under one scan angle, and scanning the same area of the
sample three times perpendicular to the first scan angle.
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as shown in Figs. 7.3, 7.4, were the intrinsic structure of hydrogenated graphene,

then the complete absence of this structure after AFM scratching should coincide

with a complete disappearance of the Raman D-peak. This behavior is clearly

not observed.

But taking into account the experimental procedure of repeatedly scratching

the same area with an increase in loading force for every scratching performed,

we are yet not able to directly assign the removal of hydrogen to either repeated

application of AFM scratching or to the increase in loading force that is applied to

the hydrogenated graphene flake in each scratching step. Thus, we hydrogenated

another single layer graphene flake according to the procedure given above. But

now, for scratching the flake in contact mode AFM for the first time, we’ve se-

lected two different areas of the hydrogenated flake, which were scratched with

two different loading forces. After contact AFM scratching, these two scratched

areas, as well as the unscratched part of the hydrogenated flake were investigated

using Raman spectroscopy. The results are shown in Fig. 7.8. The images (a), (b)

and (c) are optical microscopy images, taken with 50× magnification, of the hy-

drogenated graphene flake on top of an oxidized silicon wafer. The hydrogenated

single layer graphene flake can be seen in the middle of the image, with a slightly

darker color than the surface of the oxidized silicon wafer (left to the graphene

flake).

In (d), three different Raman spectra are shown (the Raman spectrum for the

same graphene flake before hydrogenation is shown in Chapter 1 and shows no

apparent D-peak). The red curve corresponds to the unscratched hydrogenated

graphene flake. In the optical image, Fig. 7.8(a), the area where this spectrum

was obtained (the position of the laser spot) is indicated by the intersection of

the horizontal and vertical line. The Raman intensity of the D-peak relative to

the G-peak for this area was found to be 66%. The blue curve in (d) is a Raman

spectrum taken on an area that was scratched with 150nN. The position were

this Raman spectrum was taken is indicated in Fig. 7.8(b). The intersection of

the horizontal and vertical line lie within a square-shaped region, the region that

was scratched in contact AFM, whose borders are faintly visible as light-blue

lines. The ratio of D-peak intensity over G-peak intensity for this particular area

is found to be 35%, half the value compared to the unscratched hydrogenated

graphene flake. Finally, the black curve in (d) is a Raman spectrum taken at

an area of the hydrogenated graphene flake that was scratched with a loading
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Figure 7.8: (a, b, c) 50× magnification optical images of a hydrogenated graphene
flake (middle) on silicon oxide (left and bottom). The intersection of the vertical and
horizontal line indicates the position where the Raman spectrum was taken. (d) Ra-
man spectra taken on the positions indicated in (a, b, c), at an excitation wavelength
of 514 nm at low power. Red curve: Spectrum taken at (a), unscratched hydrogenated
graphene. ID/IG is 66%. Blue curve: Spectrum taken at (b), an area of the hydro-
genated graphene flake that was scratched with 150 nN. ID/IG has decreased to 35%.
Black curve: Spectrum taken at (c), an area that was scratched with 200nN. ID/IG

decreased even further to 24%.
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force of around 200 nN. The position where this Raman spectrum was obtained

is indicated in Fig. 7.8(c). Again, the intersection of the horizontal and vertical

line lie within a square shaped region with faintly visible light-blue borders. The

ratio for D-peak intensity over G-peak intensity is now found to be only 24%,

almost a third compared to the unscratched hydrogenated graphene flake.

Again, since the variation of G-peak intensity is within 4% for all three Raman

spectra, we can conclude that hydrogen is removed, and that the hydrogenated

graphene flake is transformed back towards pristine graphene. This first of all

confirms our results presented in the first part of this section. Secondly, since

this time we scratched two completely different areas of the same hydrogenated

graphene flake, we can conclude that an increase in loading force leads to an

increase in the reduction of the Raman D-peak.

Two questions now come up immediately. First, how much loading force is

needed to fully transform hydrogenated graphene back into pristine graphene?

Secondly, would repeated scratching of the same area with the same force lead to

continous reduction of the Raman D-peak signal over time? These two questions

still need to be answered by further experiments. Especially an answer to the

first question would be tempting. Given that the loading force needed to fully

recover pristine graphene, i.e. reduce the D-peak fully, is still smaller than the

loading force at which the hydrogenated graphene sheet will rupture, we would

have an easy and straight-forward method at hand to engineer junctions consist-

ing of a hydrogenated graphene/ pristine graphene interface. In this way, novel

nanoelectronic devices based on hydrogenated graphene could be made using

nanomechanical lithography based on contact mode AFM.

7.1.2 Electric Transport

From the results of the Raman spectroscopy measurements on the scratched hy-

drogenated graphene flakes, i.e. the reduction of the Raman D-peak, it seems

that the hydrogenated graphene is turned back towards pristine graphene. To

further study this behavior, electronic transport measurements were performed

on hydrogenated graphene flakes that were subsequently scratched in contact

mode AFM.

In order to perform electronic transport experiments, graphene flakes on top

of an oxidized silicon wafer were equipped with Ti/Au-contacts and etched into
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a cross-shaped mesa in oxygen plasma. Afterwards, the graphene cross was hy-

drogenated. A sketch of the cross-shaped sample is shown on the top right of

Fig. 7.9. The contacts connecting the hydrogenated graphene flake are labelled

1, 3, 12 and 14, respectively.

After hydrogenation, the sample was cooled down to T=3.7 K, and two-probe

measurements of the sample resistance, as the backgate voltage is changed, were

performed. In Fig. 7.9 the results of these measurements are shown.

The black curve, labelled R1−3 was taken after the first cool down. The label

indicates that the sample resistance was measured between contacts 1 and 3 in a

two-probe arrangement. The overall shape of the curve resembles that of pristine

graphene, with a maximum of the sample resistance as a function of gate voltage

at approx. +5 V. This value indicates p-doping, an observation also reported

in [11]. The value of the resistance at this gate voltage lies around 3.5 MΩ.

To investigate how scratching the hydrogenated graphene flake by AFM changes

the transport properties of the sample, we proceeded in a sequential manner. The

cross-shaped device can be thought to consist of five different areas, four being

adjacent to the contacts, and one area in the middle of the cross (see inset on the

upper right of Fig. 7.9). To start, we scratched the area next to contact 12. After

scratching, the device was again cooled down. Now, the two-probe resistance of

the sample as a function of gate voltage was measured between contacts 12 and

14, thus probing the resistance of the scratched part adjacent to contact 14. The

corresponding curve is colored red in Fig. 7.9 and is labelled R12−14. On the left

part in the image, the sketch of the cross is shown (pointed to by an arrow from

the respective resistance-gate voltage curve), with the scratched area indicated by

a grey rectangle. Compared to the black curve measured initially, the maximum

resistance is still found at a gate voltage close to +5 V, but the resistance at

that voltage has dropped by almost a factor of two, now being around 1.8 MΩ.

For comparison, the green curve represents the two-probe measurements of the

sample resistance between the contacts 1 and 3, where no AFM scratching has

been performed. The green curve is almost similar to the black one, indicating

that the sample hasn’t changed much in the unscratched areas. Only a shift of

the neutrality point (NP) to +4 V is observed.

In the next step, the area of the device next to contact 14 was scratched with

AFM. After cooling the sample down, the resistance as a function of back gate

voltage was again measured between contacts 12 and 14. This measurement is
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Figure 7.9: Two-probe measurements of resistance vs. backgate voltage of hydro-
genated graphene as the cross-shaped sample is successively scratched. Black curve:
Initial resistance between contacts 1 and 3 (drawing in the upper right), with a maxi-
mum value of 3.5 MΩ, and a neutrality point (NP, gate voltage for maximum resistance)
of about +5 V, indicating p-doping. Red curve: Resistance between contacts 12 and
14, after the area close to contact 12 had been scratched (grey area in the sketch on
the left). The maximum resistance drops by a factor of 2 compared to the black curve.
Green curve: Resistance between contacts 1 and 3, measured after the red curve. Same
maximum resistance as in black curve, shift of NP towards zero by 1 V. Blue curve:
Resistance between contacts 12 and 14, after additionally the area close to contact 14
had been scratched. The maximum resistance has now dropped by a factor of 4 com-
pared to the black or green curve. The NP has shifted closer to 0 V. Light-blue curve:
Resistance between contacts 1 and 3, measured after the blue curve. No change in the
maximum sample resistance. Compared to the green curve, the NP has shifted to 3 V.
Magenta curve: Resistance between contacts 12 and 14 after the area in the middle of
the cross was scratched as well. The maximum resistance drops to 350 kΩ, a factor
of 10 compared to the black, green or light-blue curve. Additionally, the neutrality
point is shifted to 0 V, as expected for pristine graphene. (Data courtesy of Alexander
Mayorov, University of Manchester.)
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displayed as the blue curve. An arrow points to the sketch of the cross on the left,

where now two scratched areas, indicated by grey rectangles, can be seen. With

two areas being scratched, the maximum of the sample resistance dropped down

by a factor of two again when compared to the red curve, to a value of about

1 MΩ. Again, the resistance of the unscratched part, between contacts 1 and 3, of

the cross-shaped device was measured for comparison. It corresponds to the light-

blue curve, labelled R1−3 on the left. Compared to the previous measurements

(black curve and green curve) of the sample resistance versus gate voltage of

that part of the sample, again almost no change is visible. The maximum of the

resistance is found again to be around 3.5 MΩ, only a further shift in the gate

voltage position of this resistance peak towards zero gate voltage can be seen. It

now lies at +3 V.

Finally, the middle part of the cross-shaped device was scratched, and after-

wards the resistance was measured at low temperatures. The resistance versus

gate voltage curve measured between contacts 12 and 14 for that last experiment

is shown in Fig. 7.9 by the magenta curve (the arrow from that curve pointing to

the sketch of the sample indicating the scratched areas by grey rectangles). Ap-

parently, this last curve has the lowest maximum resistance of all curves measured

in this experiment, being about 350 kΩ. Furthermore, the maximum resistance

is found at 0 gate voltage.

Compared to the two-probe resistance of the hydrogenated, unscratched de-

vice, as measured between contacts 1 and 3 and being represented by the black,

green and light-blue curves two major results were obtained. First of all, the

resistance of the hydrogenated unscratched device was reduced by a factor of 10,

from initially 3.5 MΩ to 350 kΩ, by scratching the entire area through which

the current is flowing in the two-probe transport measurements. Secondly, the

position of the resistance maximum as a function of gate voltage changed for

this part of the sample from +5 V to about 0 V, starting from the hydrogenated

and unscratched sample, and finishing when the entire area where the two-probe

resistance was measured was being scratched.

The observed behavior indicates that scratching a hydrogenated single layer

graphene device leads to recovery of the electronic transport properties of pristine

graphene. In that sense the transport measurements complement and corrobo-

rate our findings from Raman spectroscopy (the reduction in D-peak signal with

scratching the hydrogenated graphene flake using contact mode AFM) in terms of
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observing a release of hydrogen and thus piecewise recovery of the characteristics

of pristine graphene. Further electronic transport studies could be made to inves-

tigate the effect of increasing the load when scratching hydrogenated graphene.

For this scenario, I would expect an even stronger appearance of pristine graphene

characteristics, namely a further decrease of the maximum resistance, as Raman

spectroscopy shows a further decrease in D-peak for increasing the loading force

when scratching.

7.2 Mechanism responsible for hydrogen removal

by AFM-scratching

Given the experimental observations presented in this chapter, several questions

still remain to be answered. First of all, the mechanism responsible for hydro-

gen removal by scratching the hydrogenated graphene flakes with contact mode

AFM needs to be established. Once this mechanism is understood, one would

have to consider, whether it is possible to fully recover pristine graphene from

hydrogenated samples by AFM-scratching.

Several mechanisms can in principle lead to a removal of the hydrogen atoms

from the graphene lattice using atomic force microscopy.

One possibility would be a chemical process occurring between the AFM tip

and hydrogenated graphene. To investigate this, AFM scratching of hydrogenated

graphene was performed using Diamond-coated tips. Unfortunately, it turned

out that Diamond-coated tips mechanically destroy (slashing) the hydrogenated

graphene flake very easily. The range of loading forces that could be applied to

Diamond-coated tips operated in contact mode thus was too small to conduct the

AFM scratching experiment under the same conditions used for AFM scratching

with Silicon tips, i.e. applying the same loading forces.

Another point regarding the possibility of a chemical reaction between AFM

tip and sample is the observation that during TappingMode AFM investigations

using Silicon tips no change of the surface structure of hydrogenated graphene

was observed. Although in TappingMode AFM the tip only experiences contact

with the sample for a very short period of time, if a chemical reaction would occur

between tip and sample one would at least expect minor changes in the surface

structure. However, no such changes were observed.
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A second possible mechanism for the removal of hydrogen by AFM scratching

is the local straining of the hydrogenated graphene flake while the AFM tip is

scanned in contact over the sample. One would expect that a higher loading

force of the tip would result in a larger area of contact between AFM tip and

sample [99]. If the AFM tip now gets dragged across the surface, the flake un-

derneath might be deformed, hence locally straining the hydrogenated graphene

flake. Dependent on the particular local shape of the hydrogenated flake being

scanned, it might be energetically favorable for the flake to release the hydrogen.

The idea of a specific local surface curvature being essential for the bonding of hy-

drogen to the graphene lattice was already put forward in the paper of Elias [11].

There it is argued that the intrinsically rippled surface of graphene [100], leading

to convex shapes, facilitates the bonding of hydrogen to a Carbon atom. It was

shown that single-sided hydrogenation of ideal graphene would create a material

that is thermodynamically unstable [101] [102]. If hydrogen gets attached to a

Carbon atom, it is expected that an sp3-bond forms, with angles of 110◦ between

all of the bonds [101]. To achieve this, the initially sp2-hybridized Carbon atoms

have to move out of the plane in the direction of the attached hydrogen, at the

cost of an increase in elastic energy. However, for a convex surface, the lattice is

already deformed in the direction that favors sp3 bonding, which lowers the total

energy. In [11] it has been shown that single-sided hydrogenation of graphene

becomes favorable for a typical size of ripples observed experimentally [100].

Examining this argument, we investigated whether the Raman D-peak of a hy-

drogenated graphene crystal changes under strain. A single layer graphene flake

placed on top of a macroscopic PMMA bar was hydrogenated and subsequently

characterized by Raman spectroscopy. Afterwards, the PMMA bar was bent and

the induced strain was estimated to be 1%. Nevertheless, although the PMMA

bar was left bent for several weeks, no change in the Raman D-peak signal was ob-

served during that time. Regarding this particular experiment, a limiting factor

might be that the hydrogenated graphene flake on a bent PMMA bar is subject to

uniaxial strain alone. To finally prove the assumption, whether mechanical strain

can lead to a release of hydrogen and thus transform hydrogenated graphene back

to its pristine state, membranes consisting of hydrogenated graphene have to be

investigated. The idea of this experiment is to have hydrogenated graphene cov-

ering circular holes in a substrate. Then, these membranes have to be indented
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by pressing the tip of an AFM into them. The resulting deflection of the mem-

brane induces an isotropic mechanical strain. After the AFM indentation, the

corresponding hydrogenated membranes have to be investigated using Raman

spectroscopy.

A third possible mechanism leading to a release of hydrogen could be heating

of the hydrogenated sample due to the friction occuring between the AFM tip

and the area of the sample being scanned in contact mode. Friction can dissipate

as heat, and could thus lead to a local annealing of the sample. The effect of

annealing would then lead to the removal of hydrogen and recovering pristine

graphene, in the same way as it was already reported [11]. The only difference

would be that this possible local annealing could be adjusted by the amount of

normal force exerted by the AFM tip onto the sample surface (an increase in

loading force leads to a larger area of contact between tip and sample, and hence

to higher friction).

7.3 Conclusions and Outlook

Hydrogenated graphene was produced following the method of Elias et al. [11].

After careful inspection with Raman spectroscopy, the hydrogenated samples were

scratched using contact mode AFM. Scratching was done scanning a selected area

of the hydrogenated graphene flake while applying a high loading force. Subse-

quently, the samples scratched in this way were investigated again using Raman

spectroscopy. Compared to the Raman spectra taken before the AFM scratch-

ing, the samples now show a strong reduction of the D-peak Raman signal at

1350 cm−1 compared to the G-peak Raman signal at 1580 cm−1. These findings

indicate that during AFM scratching, the hydrogenated graphene flakes were par-

tially transformed back into pristine graphene. To further test this hypothesis,

electronic transport measurements were conducted at low temperatures. To that

end, the area between two contacts of a cross-shaped hydrogenated device was

piecewise scratched until the full area between these contacts was scratched. The

two-probe resistance between these two contacts was measured at 3.7 K after each

scratching step. To be able to directly evaluate the effect of AFM scratching, the
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area between the two other contacts of the cross-shaped sample remained com-

pletely untouched by contact mode AFM. The resistance of the sample between

these two contacts was likewise measured between the scratching steps. We found

that after scratching, the two-probe resistance has dropped by a factor of 10 com-

pared to the fully unscratched area. Furthermore, the resistance maximum of the

sample shifted to 0 V in gate voltage after the entire area for which the resistance

was measured was being completely scratched. These findings of the transport

measurements strengthen our hypothesis that hydrogenated graphene is trans-

formed towards pristine graphene when scratching it in contact mode AFM.

While the experimental evidence is given that scratching hydrogenated graphene

transforms the hydrogenated crystal partially back into its pristine state, the

mechanism responsible for this behavior is still unknown. Furthermore, it is un-

clear whether the hydrogenated graphene can be fully converted back to pristine

graphene. With knowledge of these two quantities, AFM-scratching would offer

a simple and straight-forward method to fabricate nanoelectronic devices consist-

ing of areas showing insulating behavior and semimetallic behavior.
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Chapter 8

Summary and directions for

future work

This thesis was mainly concerned with scanning probe investigations on graphene.

Both, atomic force microscopy (AFM) and scanning tunnelling microscopy (STM),

have been used to characterize and manipulate graphene and hydrogenated gra-

phene crystals. In order to allow for STM experiments, a low-noise, vibration-

isolation measurement setup has been designed and built up. Additionally, Ra-

man spectroscopy experiments are reported, which were used for characterization

of the samples studied, as well as for obtaining complementary information re-

garding the scanning probe experiments.

The first original result that has been obtained in the framework of this the-

sis is the local electrochemical modification of graphene, using scanning probe

lithography (SPL). While it soon became clear that with confining graphene to

nanometre sizes a band gap is opened, at the time of our experiments the only fea-

sible approach was based on electron beam lithography with subsequent plasma

etching. The work presented showed for the first time that the same geometric

confinement can be achieved by applying a voltage between a conductive AFM

tip and a grounded graphene sample in a humid atmosphere. This approach has

the advantage of achieving the same feature sizes, but without inducing possible

contamination of the sample by using resists. After establishing the working prin-

ciple, the characterization of this new lithographic approach in terms of resolution

and dependence on the process parameters, such as the applied bias voltage, has

been performed. Furthermore, examples of graphene nanostructures fabricated

using this technique were given. However, it remains for future work to specify
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the exact chemical nature of the areas on graphene that were oxidized. Some-

times these areas appear as depressions, indicating that graphene was etched away

completely, which is expected in the case of the oxidation of graphene. But the

oxidized areas can also show as protrusions. These protrusions are up to 1-2 nm

high above the graphene surface, but their chemical nature is still unclear.

The next major finding achieved in this work was the successful observation

of quantum Coulomb blockade behavior in a quantum dot structure fabricated in

graphene using scanning probe lithography. Electronic transport measurements

carried out at low temperatures clearly revealed that quantum Coulomb blockade

occurs in these devices. It is shown that from the temperature dependence of the

conductance minima between the conductance peaks and from the charge stability

diagram, the so-called Coulomb diamonds, an energy gap for our devices of about

10 meV can be extracted. This was the first demonstration of a working graphene

quantum dot device fabricated by AFM-based lithography.

A further proof of the insulating behavior of the regions in graphene that were

being oxidized using SPL was then given by conducting scanning gate microscopy

experiments on a graphene quantum point contact. A graphene quantum point

contact (QPC) was defined using our SPL technique. When scanning a biased

conductive AFM tip across the sample, the electric field at the AFM tip changes

the charge carrier concentration underneath the tip in the sample, and hence the

conductance through the sample. In the scanning gate experiments performed,

a clear change in the sample conductance was observed only at the tip posi-

tion where the quantum point contact was formed. At all other tip positions

across the sample, no significant change in the sample conductance was observed.

This clearly demonstrates that the lines oxidized in graphene are insulating and

efficiently confined the graphene flake to a region resembling a quantum point

contact. If the oxidized lines were not insulating, no change in the conductance

through the sample at the position of the quantum point contact would have

been observed at all. Additionally, this experiment successfully demonstrates

that local electrostatic gating of graphene nanostructures can be achieved under

ambient conditions using a biased AFM tip. Further studies can be conducted,

examining either the influence of the geometry of the graphene nanostructure on

the observed changes in conductance, and/or investigating the response of the

nanostructure as a function of the applied tip bias voltage.
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The edges terminating graphene crystals are of crucial importance for funda-

mental and application oriented research. The idea has been put forward that

these edges might follow crystallographic orientations of the underlying honey-

comb crystal lattice, namely being either of armchair or of zigzag orientation. Al-

though Raman spectroscopy can be used to distinguish one crystallographic edge

type from another, it requires modelling to be applied. In the work presented

here, it was shown how atomically resolved real space images of the graphene

honeycomb lattice, obtained by scanning tunnelling microscopy (STM), could be

used to prove the hypothesis that the terminating edges follow a crystallographic

orientation. Furthermore, the results obtained by STM validate the interpreta-

tion of the Raman spectroscopy experiments, as was shown by Raman spectra

taken on edges of the same graphene crystal being imaged in high resolution

STM.

While so far scanning probe microscopy experiments have been carried out on

pristine graphene crystals, in the last part of the work presented investigations

on a chemically modified graphene crystal were shown. The exposure of pristine

graphene to atomic hydrogen leads to the formation of so-called hydrogenated

graphene, in which portions of the Carbon atoms present in the pristine crystal

form sp3-bonds with hydrogen. While this material has been studied initially

with Raman spectroscopy, low temperature electronic transport measurements

and transmission electron microscopy (TEM), no information on the real-space

topographic structure of hydrogenated graphene was available. Hence, Tapping

Mode AFM investigations were performed, which showed that a characteristic

structure had been formed after treatment of the graphene crystals with atomic

hydrogen. By investigating the same sample with contact mode AFM, it was

found that this surface structure appears to be an adsorbed layer on top of the

hydrogenated graphene crystal, rather than being the intrinsic structure of hy-

drogenated graphene. The latter conclusion could be drawn from performing

Raman spectroscopy on the same samples, which have been imaged in both Tap-

ping Mode AFM and contact mode AFM. While the characteristic signature for

hydrogenated graphene, the so-called D-peak, was reduced after scanning the

samples in contact mode AFM, it was still present, and much larger than in the

pristine graphene sample.

This reduction of the intensity of the D-peak (when compared to the inten-

sity of the G-peak) upon scanning the sample in contact mode AFM was then
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further investigated. The interest in the observed behavior lies in the fact, that

contact mode AFM might offer a versatile way of transforming hydrogenated

graphene back towards its pristine state, and thus engineer the resistance of

graphene/hydrogenated graphene. To this end it was found and established that

an increasing force, with which the hydrogenated graphene is being scanned in

contact mode AFM, leads to an increased reduction in the ratio of D-peak inten-

sity over G-peak intensity. The origin of this phenomena is not clear, and further

experiments have to be conducted in order to clarify the mechanism responsible

for the hydrogen removal.

Further research directions are suggested by the work presented in Chap-

ters 3, 4 and 5. The local anodic oxidation of graphene has enabled us to fabri-

cate nanoelectronic devices. A next step would be the replacement of water by

a different electrolyte. The goal of this experiment would be the local function-

alization of graphene, i.e. covalently attaching molecular species to the graphene

scaffold. Since covalent bonded species, such as chemisorbed hydrogen, are effec-

tively a defect in the sp2-bonded graphene lattice, we should be able to detect the

functionalization by using Raman spectroscopy. After establishing the chemical

modification of the graphene lattice, the task would be to attach these molecules

in a way resulting in an ordered structure. Afterwards, the electronic transport

properties of the resulting structure have to be investigated.

Building on the work presented in the last chapter of this thesis, one could

think of using scanning tunnelling microscopy to achieve atomically resolved im-

ages of chemically functionalized graphene. This might allow for an atomically

resolved determination of how the atoms or molecules attach to graphene. The

first candidate for these investigations would be hydrogenated graphene. Hav-

ing established the possibility of removing hydrogen with contact mode AFM, it

would be interesting to see, how atomically resolved images differ regarding the

amount of hydrogen that was removed. As shown, the degree of hydrogen re-

moval can be monitored using Raman spectroscopy. Atomically resolved images

showing a variation of the hydrogen coverage could be very useful in establish-

ing a quantitative relationship between the intensity of the defect-related Raman

signal to the actual amount of defects being present.
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[36] B. Özyilmaz, P. Jarillo-Herrero, D. Efetov, and P. Kim. Appl. Phys. Lett.,

91:192107, 2007.

[37] E. Snow and P. M. Campbell. Appl. Phys. Lett., 64:1932, 1994.

[38] E. Snow, D. Park, and P. M. Campbell. Appl. Phys. Lett., 69:269, 1996.

[39] T. R. Albrecht, M. M. Dovek, M. D. Kirk, C. A. Lang, C. F. Quate, and

D. P. E. Smith. Appl. Phys. Lett., 55:1727, 1989.

[40] M. Ishii and K. Matsumoto. Jpn. J. Appl. Phys., 34:1329, 1995.

[41] R. Held, T. Vancura, T. Heinzel, K. Ensslin, M. Holland, and W. Wegschei-

der. Appl. Phys. Lett., 73:262, 1998.

[42] A. J. M. Giesbers, U. Zeitler, S. Neubeck, F. Freitag, K. S. Novoselov, and

J. C. Maan. Solid State Comm., 147:366, 2008.

[43] S. Masubuchi, M. Ono, K. Yoshida, K. Hirakawa, and T. Machida. Appl.

Phys. Lett., 94:082107, 2009.

[44] L. Weng, L. Zhang, Y. P. Chen, and L. P. Rokhinson. Appl. Phys. Lett.,

93:093107, 2008.

[45] S. Neubeck, L. A. Ponomarenko, F. Freitag, A. J. M. Giesbers, U. Zeitler,

S. V. Morozov, P. Blake, A. K. Geim, and K. S. Novoselov. Small, 6:1469,

2010.

131



[46] J. A. Dagata. Fundamental science and lithographic applications of scan-

ning probe oxidation In S. Kalinin A. Gruverman, editor, Scanning Probe

Microscopy, volume II. Springer New York, 2007.

[47] H. Seidel, L. Csepregi, A. Heuberger, and H. Baumgärtel. Journ. Elec-
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a b s t r a c t

We use an atomic force microscope (AFM) to manipulate graphene films on a nanoscopic length scale. By
means of local anodic oxidation with an AFMwe are able to structure isolating trenches into single-layer
and few-layer graphene flakes, opening the possibility of tabletop graphene based device fabrication.
Trench sizes of less than 30 nm in width are attainable with this technique. Besides oxidation we also
show the influence ofmechanical peeling and scratchingwith anAFMof few layer graphene sheets placed
on different substrates.

© 2008 Elsevier Ltd. All rights reserved.
1. Introduction

Carbon is one of the most intensively studied materials in
solid state physics. Starting with research activities on graphite
six decades ago [1] research on carbon continued to be attractive
by the discovery of new carbon allotropes such as Buckminster
fullerenes [2], carbon nanotubes [3] and the recent fabrication
of isolated single-layers of carbon atoms, graphene [4,5]. Due
to the unique electronic properties and high crystal quality of
graphene this discovery triggered a great deal of attention in the
following years [6]. Besides its fundamental physical properties,
the large charge carrier mobilities of up to 200,000 cm2/Vs [7,
8] (two orders of magnitude larger than silicon MOSFETs) also
make graphene a promising candidate for integrated electronic
circuitries. Due to its planar geometry it can be integrated rather
straightforwardly into the current silicon technology and pave the
way for interesting novel nano-electronic devices based on e.g.
relativistic p-n junctions [9,10], size-quantized nano ribbons [11–
13] or quantum dots [14,15].

Currently, most graphene devices are fabricated using state-
of-the-art nanofabrication techniques based on electron beam

∗ Corresponding author. Tel.: +31 24 3652950; fax: +31 24 3652440.
E-mail addresses: J.Giesbers@science.ru.nl (A.J.M. Giesbers),
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0038-1098/$ – see front matter© 2008 Elsevier Ltd. All rights reserved.
doi:10.1016/j.ssc.2008.06.027
lithography and subsequent reactive plasma edging. A promising
alternativemethod for the fabrication of proof-of-principle devices
may be provided by scanning probe techniques, and, more
specifically by AFM-lithography. For traditional semiconductors
it was indeed already shown successfully that an atomic force
microscope (AFM) can be used to create electronic nanostructures
by means of mechanical ploughing [16,17] or local anodic
oxidation [21,22] providing a table-top method for the fabrication
of e.g. quantum point contacts [17,19], quantum dots [17,20,21]
and phase coherent quantum rings [22].

In this work we will demonstrate how an AFM can be used to
locate and nano-manipulate single and few-layer graphene sheets.
We will show that the way in which a graphene sheet can be
manipulated depends strongly on the substrate it is placed on.
Second, we will demonstrate how graphene sheets can be shaped
by means of electrochemical oxidation, an extremely promising
technique for desktop proof-of-principle device fabrication.

2. Experimental techniques, results and discussion

In the past SPM manipulation techniques have already been
shown effective to tear, to fold and unfold, and to oxidize graphitic
sheets on highly oriented pyrolytic graphite (HOPG) surfaces [23–
28]. These experiments already led to speculations towards its
use as a tool for nanofabrication of graphitic devices in general
and carbon nanotubes, in particular [29]. An interesting question

http://www.elsevier.com/locate/ssc
http://www.elsevier.com/locate/ssc
mailto:J.Giesbers@science.ru.nl
mailto:U.Zeitler@science.ru.nl
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Fig. 1. (Color online) Brute-force mechanical manipulation of few-layer graphene flakes on GaAs ((a) and (b)). The number of layers is depicted in the figure. The flake in (a)
is approached from the left with the AFM tip. The flake rips apart and rolls up to the top. Due to the strong van-der-Waals interaction between the graphene and the GaAs
substrate, the remainder of the flake remains sticking to the GaAs.
Fig. 2. (Color online) AFM micrographs after three subsequent nano-peeling steps (left to right) of a few layer graphene flake. The pictures on the bottom show the height
profiles of each successive step along the lines indicated in themicrographs. The number of layers in the indicated area is reduced from eight to two, leaving an electronically
much more interesting graphene bilayer.
to address is whether such an approach can also be applied on
few-layer graphene placed on a SiO2 substrate. For this means
we have deposited graphene flakes on a SIMOX wafer using
micromechanical exfoliated natural graphite [4,5]. Their position
and thickness was subsequently determined under an optical
microscope and confirmed by AFM imaging. Trying to scratch
through or to peel-off single graphene layers from these few-layer
flakes was unsuccessful; due to the relatively low sticking force
of the graphene to the rather rough surface of SiO2 it was only
possible to move or crumble entire flakes in a rather uncontrolled
fashion.

To make the graphene stick better to the substrate we placed
it on a flat, epi-ready GaAs substrate using the same exfoliation
technique. Due to the interaction between the graphene flake and
the atomically flat GaAs surface, the graphene is well attached to
the substrate and can be structuredmechanically. Scanning the tip
of an AFM in contact mode with a high contact force across the
surface results in a part being torn out of the flake. The tip hooks
behind the flake and pulls it into the direction in which the tip is
moving (see Fig. 1a and b) because the flake adheres strongly to the
surface, it will start to tear along the tip’s path. The place where it
starts to tear mainly depends on the weakest point near the path
of the tip, resulting in rather wide pieces of graphene (up to 1 µm)
being torn away. These experiments show that it is indeed possible
to displace and even tear apart a graphene flake mechanically;
however they also show that controlled nano-machining remains
rather difficult. The use of sharp diamond-coated tips [30,31]
may improve these, as yet rather crude, scratching techniques
considerably.
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Fig. 3. (Color online) Schematic setup for the local anodic oxidation of graphene.
A graphene sheet lies on a SIMOX-substrate and is electrically connected by Au
electrodes. A positive bias voltage is applied to the graphene sheet (anode) with
the tip of the AFM (cathode) grounded. In a humid environment a water meniscus
forms between the AFM and the graphene flake which acts as an electrolyte.

Nevertheless, it is still possible to peel off individual graphene
layers from a flake positioned on GaAs (see Fig. 2); the AFM
tip hooks behind the upper layers and peels them off the lower
layer(s). Although a very delicate process, it opens the possibility
of creating single layers on GaAs by AFM rather than going through
the tiresome procedure of locating one.

An alternative and indeed most promising technique to
manipulate a surface with the AFM is local anodic oxidation [18]
(LAO). By applying a bias voltage between the AFM tip and the
substrate in a humid environment, the substrate directly beneath
the tip is oxidized. Controlling the applied voltage and the position
of the tip provides ample control to create any desired surface
morphology and structure.

For an application of this technique we used fully contacted
single-layer and double layer graphene devices deposited on a 300
nm thick SiO2 layer on top of heavily doped Si substrate. These
contacts might later be used as device contacts when deposited
at suitable positions. We placed the devices under an AFM in an
environment with a controlled humidity (55%–60%) which allows
the formation of a water meniscus between the AFM-tip and the
device surface; a schematic setup is shown in Fig. 3. By applying
a positive voltage between the graphene sheet and the tip, the
graphene can be locally oxidized below the tip following the
concept of electrochemical oxidation. At the cathode the current-
induced oxidation of carbon leads to the formation of a variety of
carbon-based oxides and acids that will escape from the surface
and a groove forms in the graphene sheet directly underneath the
AFM tip.

Fig. 4 shows the experimental realization of this principle: The
(doped) silicon tip of the AFM is moved in contact mode slowly
(vtip = 0.05 µm/s) across a contacted few-layer graphene flake
with a constant voltage (Vox = 25 V) applied between the tip
and the graphene sheet. During this process the environment is
kept at a constant humidity of 55% at a temperature of 27 ◦C. As
the graphene flake is oxidized in half, the resistance measured
across the flake drastically increases (Fig. 4c). Fig. 4a shows an AFM
micrograph of the resulting groovewith awidth of less than 30 nm,
as can be seen in the cross section of Fig. 4b along the indicated
line in Fig. 4a. The remaining graphene on both sides of the groove
stays intact, making them ideal for graphene in-plane gates [15,32]
in more complicated structures. The width of the oxidized grooves
typically varies between 30 and 100 nm, mainly depending on the
apex of the used AFM-tip, and thereby defines the limit on the
resolution possible with this technique.

Although the principle of local anodic oxidation sounds rather
straightforward, it is important to remark that this technique
only works if the line is started at the edge of a graphene
sheet. Oxidizing bulk graphite or starting the oxidation in the
middle of a graphene sheet turned out to be practically impossible
even with voltages up to 40 V. Most likely the carbon–carbon
bonds in the center of a graphene sheet are too strong to be
broken directly. In contrast, the edge-termination of graphene [33]
by, for example, hydrogen atoms can substantially facilitate the
initial oxidation process. Additionally, the hydrophobic character
Fig. 4. (Color online) Resistance measurement during the oxidation of a six-layer graphene ribbon. (a) AFM-micrograph taken directly after the oxidation with an unbiased
tip. It nicely shows the groove with a line-width of less than 30 nm, where the carbon atoms are removed. (b) Depicts a cross-section of the few-layer graphene ribbon along
the line as indicated in (a) showing that the ribbon is clearly oxidized in half. (c) The resistance measured across the ribbon during oxidation increases dramatically as the
ribbon is oxidized into two separate parts.
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Fig. 5. (Color online) Atomic force micrograph of an oxidized line in a single
layer graphene flake. The vertically oxidized line (see arrow) is started at the edge
of the flake indicated by the dotted line. Clearly visible are the water droplets
(one is encircled) formed on the graphene surface due to the high humidity
and hydrophobic character of the graphene. The dashed region is one of the
gold contacts to the graphene sheet that serves as cathode during the oxidation
procedure.

of graphite will repel water necessary to from ameniscus between
tip and substrate during the oxidation procedure. This hydrophobic
behavior of a graphene surface is clearly visible in Fig. 5, where
the high environmental humidity (58%) leads to the formation of
water droplets, (indicated by the circle) on top of a single layer
graphene sheet [34]. These droplets only form on the hydrophobic
graphene, but not on the more hydrophilic SiO2 substrate where
rather a homogeneous wetting by a water film takes place. As a
consequence, we can observe a stripe of water along the edges of
the graphene sheet (dotted line in Fig. 5, see also Fig. 4) which will
substantially ease oxidation from the edges.
3. Conclusions

In summary, we have shown that it is possible to use an AFM to
nano-manipulate individual layers of graphene either by means of
mechanical peeling or by electrochemical oxidation. Local anodic
oxidation proved to be an extremely useful manner to manipulate
graphene. By oxidizing grooves of less than 30 nm wide in a
graphene sheet it is in principle possible to cut out every structure
imaginable (e.g. quantum point contacts or quantum dots), thus
making this technique very promising for table top graphene based
device fabrication.
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Plasmonic blackbody: Strong absorption of light by metal nanoparticles
embedded in a dielectric matrix
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We have experimentally and theoretically demonstrated strong absorption of visible light in a thin nano-
structured layer consisting of silver nanoparticles embedded in a dielectric matrix. Light absorption at the level
of above 90% is recorded over a wide optical wavelength range �240–850 nm� and for a broad range of angles
of light incidence �0° –70°� in extremely thin films �160 nm�. We suggest a generic principle for enhancement
of light absorption in thin layers of artificial metamaterials and show that effective refractive indices of our
samples measured with the help of ellipsometry can be adequately described by an effective-medium theory.
We demonstrate that a substantial fraction of light can be trapped in the nanostructured film due to scattering
by noble metal nanoparticles and total internal reflection.
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I. INTRODUCTION

An ideal blackbody is an object that absorbs all light that
falls on it. Being a perfect absorber, a blackbody could be
valuable for many important applications, e.g., photodetec-
tion or collection of solar energy �photovoltaic cells�. Of
particular interest are thin black body films which could ef-
ficiently trap photons and transfer their energy into electric
or thermal energy. Such thin films are extremely difficult to
find because there do not exist many natural materials that
could absorb light over a wide optical wavelength range and
for a broad range of angles of incidence and be integrated
with silicon technology. A possible route to produce thin film
absorbing coatings is to use plasmonic photonic crystal
structures,1,2 periodic metallic structures,3–7 in which desired
absorption is achieved via collective electronic excitations
called plasmons, both propagating and localized. However,
the resonant nature of these effects implies that absorption
can only be large over a relatively narrow range of wave-
lengths. For example, Popov et al.8 presented two-
dimensional crossed gratings for total absorption of unpolar-
ized light where high absorption was limited to small ranges
of angles of incidence due to the sharply resonant nature of
plasmon-polariton wave excitation. A strong absorption in a
wide angular interval but in a small spectral interval has been
demonstrated in shallow lamellar metallic gratings.9

In our recent work10 we suggested a generic design for
blackbodylike thin coatings and demonstrated its validity by
producing nanostructured gold films about 100 nm thick that
absorb visible light in a wide spectral range over a large
range of incident angles. By analyzing Fresnel coefficients
we showed that for any fixed thickness of a film, h, there
exists a range of complex indices of refraction, n, of the layer
placed on top of a substrate which would guarantee maximal
light absorption.10 The values of the refractive indices that
would yield the strongest absorption for the nanofilms are
not readily available in natural materials. We have shown,
however, that suitably nanostructured metal-dielectric com-

posites could possess the desired effective refractive indices.
To describe optical behavior of our structures we used the
Maxwell-Garnett effective approach11,12 and showed that the
gold stripes can be considered as a homogeneous layer with
an effective refractive index that would guarantee very
strong absorption of visible light in the system. Our experi-
mental structures10 were made by electron beam lithography
which is expensive. A development of thin inexpensive ab-
sorbing coatings would greatly increase their area of appli-
cations. Feasible low-cost techniques could be based on sili-
con nanostructures which can be grown from the gas phases
�physical-vapor deposition methods� or chemical catalyzing
methods. The absorbing layer for solar cells should ideally
be thin ��100 nm� with the absorption above 90% in the
range of wavelengths 400–900 nm where the sun spectral
intensities achieve maximal values.

The main aim of this paper is to demonstrate blackbody-
like coatings working in wide spectral region �visible-near
infrared �IR�� and broad angles interval �up to 70°� produced
by an inexpensive evaporation technique. In this paper we
present results for nanostructured films made of a mixture of
Ag particles in Al2O3 matrix. Silver has a very small imagi-
nary part of the dielectric constant and very high electrical
conductivity, which leads to the excellent optical and elec-
tronic properties of silver nanostructures. These excellent
properties have motivated us to study silver nanoparticles
embedded in a dielectric matrix with the aim to achieve
strong light absorption in a broad spectral region. In addition
to it, Ag, due to its lower absorption and lower cost is thus
better choice than Au, although it should be well encapsu-
lated to avoid oxidation effects that are not present for Au.
We chose Al2O3 as a dielectric layer because of its very
stable chemical behavior and high refractive index �1.7. We
demonstrate that extremely high absorption ��95%� could
be achieved with 100–120 nm Ag particles randomly distrib-
uted in Al2O3 with volume concentration about 15%. It
should be stressed that manufacturing of such type of high
absorber devices does not require expensive lithographic
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�optical or electron beam� techniques and can be optimized
for production of large sizes of low-cost solar cells. These
structures permit a high level of absorption �more than 90%�
of unpolarized light in a wide range of incident angles
�−45° ,+45°�. Absorption higher than 95% for p-polarized
light is revealed over a range of angles of incidence
�−70° ,+70°�.

The paper is organized as follows. Section I provides the
description of experimental methods and procedures. We dis-
cuss the results obtained on the fabricated samples in Sec. II.
In Sec. III we discuss the theory of a plasmonic blackbody
based on artificial films produced by inclusion of metallic
nanoparticles into a dielectric host. We provide the analytical
formula for the silver dielectric constants derived from the
spectroscopic ellipsometry measurements and present the re-
sults of the calculations based on the Maxwell-Garnett
theory. We compare the experimental results with theory in
Sec. IV. Finally, the conclusion is given.

II. EXPERIMENTAL PROCEDURES

The Agx�Al2O3�1−x nanostructured films �where x
=0.07–0.9 is the atomic fraction of Ag� of large areas �2.5
�2.5 cm2� of thickness �150–160 nm were deposited us-
ing e-beam evaporation from Ag and Al2O3 independent
sources onto glass substrates. The pressure was less than
10−4 Pa during the film deposition. The composition of the
films was determined using energy-dispersive x-ray analysis.
The crystalline structure was investigated by x-ray diffrac-
tion and scanning electron microscopy �SEM�. The fabrica-
tion conditions were adjusted to achieve an average particle
diameter D�100–120 nm with an average interparticle
separation distance larger than the particle diameters �0.08
� f �0.3, f is the volume fraction of Ag particles�. The
thickness of deposited films has been chosen slightly higher
than the average diameter of the silver spheres.

The ellipsometric measurements were performed with a
Woollam VASE variable angle ellipsometer of rotating-
analyzer type in the wavelengths range of 240–1000 nm. The
complex dielectric function ����=�1���+ i�2��� was directly
determined from ellipsometric parameters ���� and ����.13

The inversion of ellipsometric data was performed within the
framework of film-substrate model �pure substrate was also
measured�. We take into account possible perturbations of
the ellipsometric data due to surface roughness or grain tex-
turing. Our measurements at multiple angles of incidence
from 45° to 80° confirm that the surface roughness effect on
���� is less than 2–5 % over the measured spectral range
and therefore does not significantly influence relative
changes in ����. From atomic force microscopy images the
rms value of the surface roughness was found to be less than
�10 nm.

We have also measured reflection and transmission for p-
and s-polarized light for angles of incidence of light 0° –80°
using Ocean Optics USB2000 spectrometer. The spectrom-
eter is equipped with a xenon light source. The light passed
through a polarizer and then was focused by objective on the
surface of the sample to a spot of approximately 200 �m.
The sample was mounted on a rotation stage. The transmitted

light was collected using an optical fiber coupled to the spec-
trometer �200 �m core�. The transmission spectra were
found by normalizing spectra measured through the sample
with respect to the spectra measured through the air.

III. EXPERIMENTAL RESULTS

Metal films are usually highly reflective in the visible and
infrared regions even at small thicknesses. Indeed, light
waves are evanescent inside metals and penetrated at small
distance in metallic films �the skin depth�. Using the mea-
sured refractive index for pure Ag film14 we can estimate
skin depth as � / �4	k�, which is about 13 nm in the visible
and near IR region. If the thickness of an Ag film is much
larger than the skin depth, transmission can be neglected and
most of light is reflected. The reflectivity of bulk silver is
almost independent of wavelength and close to 100% over
the entire visible region.14 Consequently, the absorption of
plain Ag layers is usually small. For example, 100-nm-thick
plain Ag film absorbs only about 3–4 % in the visible region
and about 2–3 % in the near IR region. It comes, therefore,
as a nice surprise that a composite material made from Ag
nanoparticles embedded into a dielectric layer can demon-
strate extremely high level of absorption as described in the
experiments and theory below.

Silver nanoparticles of varying volume filling fractions, f ,
were deposited into Al2O3 amorphous matrix. SEM image,
Fig. 1�b�, shows a typical morphology of these films. Particle
sizes and the filling fraction were controlled by the deposi-
tion ratio of Ag and Al2O3. Film thickness was determined
from ellipsometry and profilometry and ranged from 150 to
160 nm. The structural characterization was also done by
atomic force microscopy �AFM�. AFM analysis is performed
in the tapping mode on the sample to examine the surface
morphology in a scan area of 1.0�1.0 �m2. AFM image of
the Ag-Al2O3 nanostructure is shown in Fig. 1�c�. AFM im-
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FIG. 1. �Color online� Schematics of perfect absorber black-
body. �a� Schematic view of the nanostructured layer on a substrate.
�b� A SEM image of one of the studied silver nanostructures. �c�
AFM image of silver nanostructures with volume filling factor of
Ag, f =0.15. �d� Schematic illustration of the light trapping in nano-
structured film due to dipole scattering on a nanoparticle.
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age demonstrates the presence of a large number of Ag nano-
particles in films. The average particle diameter was between
80 and 120 nm �about 100 nm in the composite with f
�15%�.

We measured reflection and transmission coefficients for
Ag-Al2O3 nanostructures with different volume concentra-
tion of Ag. Figure 2 shows the corresponding reflectance and
transmittance spectra of nanocrystalline Ag-Al2O3 films at
normal incidence. The reflected intensity �Fig. 2� is expect-
edly high ��5–10 %� at ��400 nm; it then falls monoto-
nously below ��450 nm and reaches approximately con-
stant values �2–3 % for wide spectral range 500–1000 nm.
Note that with a decrease in the volume concentration of Ag
nanoparticles the reflectance decreases at all wavelengths. As
we can see from Fig. 2, the fabricated nanocomposite layer
behaves like bulk silver for large volume concentration of Ag
�f �0.3� resulting in no transmission. The transmission
peaks at around 320 nm are connected to plasmon reso-
nances of silver nanoparticles. The transmission of less than
3% is observed for wide spectral region 250–800 nm for
concentration of Ag nanoparticles of about 15 vol %. It is
worth noting that with increasing of volume concentration of
Ag the particle size slightly increases.

Our measurements reveal that the smallest value of R���
and T��� is very sensitive to the volume concentration of Ag
nanoparticles. Thus we conclude that the changes in concen-
tration of Ag particles embedded in Al2O3 matrix �and their

sizes� strongly affect the enhancement of absorption. We
found that the optimal geometrical parameters for the design
of blackbodylike nanostructures are as follows: volume
filling factor f �0.15, diameter of silver particular D
�100–120 nm, and thickness of layer h�160 nm. More
importantly, it was found that the reflection and transmission
can show low values in a large wavelength range �
2% for
some angles of incidence�. Note that the absorption can be
approximately enhanced by 2 orders of magnitude over bulk
Ag.

To further investigate enhancement of absorption for the
studied metamaterials, we recorded the reflection and trans-
mission at different angles of light incidence. Measurements
of optical transmittance, T���, and reflectance, R���, were
made over the spectral range 250–1000 nm at angles of in-
cidence, �, from 0° to 70° for both incident p- and
s-polarized radiations. The results are shown in Figs. 3�a�
and 3�b� and the most important features of these curves are
as follows. For incident angles up to 65° the reflectivity is
close to 2% for p-polarized light at the wavelength range of
240–1000 nm. For these angles of incidence we observed
pronounced reflectivity plateau with values of Rp��� as low
as 2% in the spectral range 400–1000 nm. More detailed
analysis shows that for p-polarized light angular dependence
of spectra Rp��� exhibits maximum in the range �
�350–370 nm for ��60° and then decrease with increas-
ing the incident wavelength. This peak becomes increasingly
prominent with increasing incident angle.

Figure 3�b� shows the transmission spectra of the studied
nanostructures for p-polarized light, for the incident angles
�=0°–70°. They show an increase in the intensity of trans-
mitted light with increasing wavelength. The spectra for dif-
ferent angles of incidence, �, are similar. The optical trans-
mission for p-polarized light leads to a low value less than
3% for a wavelength range of 240–850 nm. For angles of
incidence ��60° the level of intensity for the transmitted
light in the whole spectral range of 240–1000 nm is close to
1–2 %. We see that the changes in the intensity of transmit-
ted light for investigated spectral region are negligible. Note
that the value of transmitted intensity for low wavelengths is
close to zero, except near ��320 nm where it is about 1%.
In Fig. 3�c� we see that the absorption rises to the relatively
large value more than 95% for wide spectral region 400–850
nm and angles of incidence from 0° to 70°. This result con-
firms that the absorption of light is very high and is rather
insensitive to angles of incidence due to spherical symmetry
of the silver nanoparticles. This enhanced absorption occurs
for p-polarized light in a range of angle of incidence equal
�−70° :70°�.

In contrast to the p-polarization results, the s-polarization
reflectivity shows an increase in intensity from 7% to 47%
�Fig. 4�a�� with increasing incident angle. At low angles, �

45°, the reflectivity spectra for both polarizations are simi-
lar. This is due to the fact that the absorption for both polar-
izations at low incidence angles is generated by the electric-
field component parallel to the film plane. At high incidence
angles, the perpendicular to plane of incidence electrical-
field component becomes much larger than the parallel one
which affects reflection of p-polarization. Figure 4�b� shows
the optical transmission spectra for the light of s-polarization
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FIG. 2. �Color online� Optical properties of the Ag-Al2O3 nano-
structures for different filling factor of Ag, 0.08
 f 
0.28. �a� The
reflection spectra for the light of p polarization at normal incidence
and �b� the transmission spectra for p-polarized light at normal
incidence. Insets show the polarization-contrast optical microscopy
images for reflected light for two samples: f =0.15 and f =0.28.
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and 0° 
�
70°. We can see that the transmission spectra
for both p- and s-polarizations �Figs. 3�b� and 4�b�� are simi-
lar only values of TS are slightly higher than TP for long
wavelengths. Combining data shown in Figs. 3 and 4 we
conclude that such metal nanostructures can strongly absorb
light �more than 90%� of both p- and s-polarizations �or
unpolarized light� in a wide range of incidence �0° 
�

45°�.

As the average particle size of the embedded nanocrystal-
line silver into Al2O3 matrix is changed, we observe by eyes
a marked change in its color, from white �in the bulk� to
black for particles with sizes of 100–120 nm. Inset of Fig.
2�a� shows the polarization-contrast optical microscopy im-
ages for reflected light for two samples: f =0.15 and f
=0.28. We see that the reflection from our sample �f =0.15�
is very small for the p-polarized light. This picture confirms
the blackness of our nanostructured film.

IV. THEORY

Let us consider a monolayer of metal nanoparticles em-
bedded in oxide matrix and deposited onto a dielectric sub-
strate as shown in Fig. 1�a�. It is supposed that the spatial
distribution of nanoparticles in the oxide matrix is random
and the distances between particles are comparable with the
wavelength of light. We are looking for a structure that could
strongly increase light absorption �and hence improve effi-
ciency of a solar cell or a photodetector�. There are two basic
ways how an enhancement of photocurrents due to the pres-
ence of covering layers can be achieved: �i� concentration of
a scattered �diffracted� light into an absorbing �e.g., photoac-
tive� region or �ii� near-field light concentration into an ab-
sorbing region. According to the Mie theory for a single
spherical particle,15 the relative strengths of light absorption
and scattering can be determined from the absorption and
scattering cross sections 
abs and 
sca of the individual
particles,15


abs =
2	

�
Im��� , �1a�


sca =
1

6	
�2	

�
�4

	�	2. �1b�

Here, � is the polarizability of the particle and � is the wave-
length. We define the scattering efficiency Qrad of the par-
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FIG. 3. �Color online� Optical properties of the Ag-Al2O3 nano-
structures with f =0.15 and D�120 nm. �a� The reflection spectra
for the light of p polarization and 45° 
�
70°. �b� The transmis-
sion spectra for the light of p polarization and 0° 
�
70°. �c� The
absorption spectra for the light of p polarization.
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FIG. 4. �Color online� Optical properties of the Ag-Al2O3 nano-
structures with f =0.15 and D�120 nm. �a� The reflection spectra
for the light of s polarization and 45° 
�
70°. �b� The transmis-
sion spectra for the light of s polarization and 0° 
�
70°.

KRAVETS et al. PHYSICAL REVIEW B 81, 165401 �2010�

165401-4



ticles as Qrad=
sca / �
sca+
abs�. Note that Qrad represents
the fraction of the extinction energy that is reradiated.

Figure 5�a� shows a plot of Qrad as a function of the
particle diameter, D. The scattering efficiency Qrad increases
as the particle size is increased. This occurs because larger
particles have higher polarizabilities, resulting in larger ra-
diative losses. The sharp drop in Qrad at short wavelengths is
due to interband transitions in silver particles. Note that the
size of particles cannot be increased indefinitely because the
particles should be much smaller than the wavelength of
light. Figure 5�a� demonstrates that scattering efficiency
more than 80% can be achieved for Ag nanoparticles embed-
ded into Al2O3 with diameters about 120 nm. For dense par-
ticle arrays, the light scattered by nanoparticles is responsible
for reflected or refracted rays due to light interference. How-
ever, in our case of a sparse array of nanoparticles embedded
into a dielectric matrix �with particle separation comparable
with the light wavelength� the light scattered by nanopar-
ticles could be effectively trapped in the dielectric layer due
to the total internal reflection, see Fig. 1�d�, and be eventu-
ally absorbed. It is easy to evaluate the trapping angle of
light as arcsin�1 /n�=35° for the normal light incidence at the
air-film interface. This implies that only radiation going into
the top 1.2 sr �which is about 1.2 / �4	��9% of the total
solid angle� will partially escape the film into the air. There
exists an optimum combination of the particle diameter, D,
and their filling fraction, f , in dielectric matrix �with high
real refractive index, n� that maximizes the light trapping and
optical absorption based on such structures.

We can therefore associate attenuation of a light coming
through our samples with scattering and absorption. The ex-
tinction cross section is therefore the sum of the scattering
and absorption cross sections: 
ext=
sca+
abs. Applying
Lambert-Beer’s law the resulting intensity transmitted
through a monolayer of the noninteracting metal particles is:
T�exp�−N
exthef f� �where the particle number density, N
= 3f

4	a3 , is related to the filling factor f and the particle radius
a; hef f is the effective thickness of particle layer and its mag-
nitude is larger than geometrical thickness of layer, h�. In our
simulation we set hef f �10� �� is the wavelength�. This
value is consistent with the average path length of a trapped
beam for Lambertian surfaces estimated by Yablonovitch
�Ref. 16�. Figure 5�b� shows the calculated transmission
spectra versus wavelength for silver particles in Al2O3 ma-
trix for low filling factor, f , ranging from 0.1 to 0.2. It can be
seen that the decrease in the filling factor f gives rise to the
transmission T for the large wavelengths. Note that the in-
tensity of transmission spectra drops below 5% in the spec-
tral region �=800–900 nm, which is important due to light
trapping at wavelength near the band gap of Si, commonly
used in solar cells.

It is necessary to stress that a studied metamaterial is in
the borderline between the effective medium and a random
array of individual scatters. This leads to interesting and rich
physics that includes light localization, random hot spots of
absorptions, etc. At the same time, it makes extremely diffi-
cult for one to model all properties of the material with just
one model. As an alternative to the theoretical model de-
scribed above, we consider an effective medium approach to
fabricated samples modified by the presence of trapped light
modes. In our previous work �Ref. 10�, using Fresnel coeffi-
cients for transmission and reflection coefficients we have
shown that a thin film �of thickness �100 nm� with the ef-
fective refractive index nef f �1.2–1.7 and kef f �0.3–0.6 in
the visible and near IR region guarantees the maximal ab-
sorption of incident light. We show here that the studied
arrays of Ag particles in the dielectric matrix also possess
analogous optical constants.

To calculate the effective refractive index of the studied
nanocomposites we use the Maxwell-Garnet effective-
medium approximation �EMA�.11,12 EMA describes the inter-
action between the incident light and nanostructured materi-
als and assigns a complex effective index of refraction to
such structures. This approach worked surprisingly well be-
ing applied to plasmonic blackbody nanostructures based on
gold nanostripes.10 Here, the size of Ag particles is not small
as compared to the wavelength of ultraviolet and visible
light, and it becomes important to take into account the ef-
fects of multiple scattering in the optical response of the film
structures. In this range of particle sizes the scattering effects
are described with the help of the Mie theory of scattering.15

In the dipole approximation of Mie’s theory each nanopar-
ticle can be represented by an electric dipole, p, with the
dipole polarizability �. For particles sizes D�100 nm with
non-negligible absorption loss in the approximation intro-
duced by Doyle,17 a dynamic polarizability can be written
as,15,17
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FIG. 5. �Color online� �a� Scattering efficiency for the Ag-Al2O3

nanostructures as a function of particle diameter, D; �b� the numeri-
cal results for transmission and reflection spectra at normal inci-
dence for the Ag-Al2O3 nanostructures with different volume frac-
tion of Ag: f =0.1,0.15,0.2.
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� = i
3a3

2x3 a1, �2�

where x=2	nda /� is the size parameter �nd=
�d is the re-
fractive index of Al2O3, a=D /2 is the radius of the particle�.
The Mie coefficient a1 is given by15,17,18

a1 =
m�1�mx��1��x� − �1�x��1��mx�
m�1�mx��1��x� − �1�x��1��mx�

, �3�

where �1�x� and �1�x� are the Riccati-Bessel functions, m
=
� /�d is the ratio of the index refraction of the silver
spheres, �, to that of the host dielectric �Al2O3�.

This dipole approximation was shown to be adequate
when distances between particles are on the order of or larger
than their diameter D, i.e., for small volume fractions f
�f �0.5�. To calculate effective optical constants of a mix-
ture, we follow the Maxwell-Garnet approach11,12 and as-
sume that the effective dielectric function of nanocomposite
material is related to the dipole polarizability of nanopar-
ticles by the Clausius-Mossoti equation,

�ef f − �d

�ef f + 2�d
=

f

a3� . �4�

This yields the following extended Maxwell-Garnett
formula,19

�ef f =
a3 + 2f�

a3 − f�
�d. �5�

To take into account the dispersion of the particle sizes �natu-
rally arising during the deposition process�, we introduce a
size distribution function as a log-normal distribution,17

fLN�D� =
1

�2	�1/2ln 

exp�−

�ln D/Dav�2

2 ln2 

� , �6�

where Dav is the average diameter of the nanoparticles and 

is the standard deviation �
=1.5, in our calculation�. Then,
the complex effective dielectric function, �ef f, can be written
as

�ef f = 

0

�

�ef f�D�fLN�D�dD . �7�

It is easy to see that the effective dielectric function, �ef f,
strongly depends on dielectric function of silver nanopar-
ticles �see Eqs. �2�–�5��. Permittivity of silver is the sum of
the interband and intraband components and often depends
on the way how silver was fabricated. In our calculations we
assume that the permittivity of Ag nanoparticles of size
�100 nm is the same as that of a silver film of thickness
�100 nm. To find the optical constants, we have evaporated
a thin silver film under the same conditions that were used in
technology processes for preparing of Ag-Al2O3 mixtures.
We have extracted the spectral dependences of the complex
refractive index n+ ik=
���� for the fabricated silver films
using spectroscopic ellipsometry �performed with a Woollam
spectroscopic ellipsometer�. The extracted dielectric func-
tion, �, was then modeled by fitting with two Lorentz func-
tions and the Drude term,10

���� = �0 −
�p

2

�2 + i��
− �

j=1

3
�� j� j

2

�2 − � j
2 + i�� j

. �8�

A very good agreement between the extracted experimental
dependence of nexp=n+ ik and the analytical formula �8� was
obtained for the following parameters: �0=4.5; �� j
= �1.0,1.1�; ��p=9.0 eV ��=0.07 eV; �� j = �4.5,5.7� eV;
�� j = �1.2,2.7� eV, where j=1,2. Figure 6�a� shows the real
and imaginary part of the refractive index of Ag particles
used in our calculation as a function of wavelength. The
optical constants of an Al2O3 film have been parameterized
by the Cauchy function. To find Cauchy coefficients we
again carried out spectroscopic ellipsometry measurements
of pure Al2O3 film. The refractive index of Al2O3 films
shows low dispersion with values of nd=1.725−0.02
throughout the visible and near IR spectral range.

Using Eqs. �2�–�8�, we simultaneously calculated the ef-
fective refractive index �see Fig. 6�, optical transmission and
reflection spectra �Fig. 5�b��. The reflectance spectra at nor-
mal incidence were calculated with the help of the Fresnel
equations for a two layer system: a uniform layer of silver
nanospheres in Al2O3 matrix �effective medium� and a thick
glass substrate �1 mm�. The thickness of the effective layer
has been chosen to be higher than diameter of silver nano-
particles �h�160 nm�. The main goal of the calculations
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FIG. 6. �Color online� �a� The complex refractive index for a
dense 100 nm silver film as a function of wavelength extracted with
ellipsometry, solid line, Drude-Lorentz fit, dash-dotted line; �b� the
real and imaginary parts of the effective refractive index for the
Ag-Al2O3 nanostructures with different volume fraction of Ag: f
=0.1,0.15,0.2.
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was to find conditions at which the reflectance R and trans-
mittance T are minimal. Figure 5�b� shows the calculated
reflection and transmission spectra of the Ag-Al2O3 nano-
structures for small filling factor, f , ranging from 0.1 to 0.2
and average diameter of particles about D�120 nm. The
reflectance at normal incidence was calculated using the ef-
fective index of refraction and including log-normal particle-
size distributions. Using the Kirchhoff’s rule �the sum of the
transmittance T���, reflectance R���, and absorbance A���
should equal 1 in the absence of diffuse scattering�, we con-
cluded that the coefficient of absorption for the studied nano-
structure can be higher 95% in the wavelength range of 240–
800 nm, see Fig. 5�b�. Thus the light absorption was
optimized for normal light incidence with respect to three
parameters, f , D, and h. Numerical optimizations for h
=150–160 nm suggested that the lowest reflected and trans-
mitted intensities �of about 2–5 %� are achieved for the val-
ues of the f =0.1–0.2, D=100–120 nm. The calculated de-
pendences demonstrate that the studied composites can be
optimized to yield absorption of light at the level above 95%
for unpolarized light in spectral region 240–850 nm.

The calculated complex refractive index of Ag-Al2O3
composite films using the EMA approach is shown in Fig.
6�b�. We compared the values of nef f + ikef f for the Ag-Al2O3
nanostructures of different volume fraction f . Figure 6�b�
shows that nef f + ikef f depends more strongly on f at the
wavelength region 600–1000 nm. We also see that the real
part of the refractive index nef f increases with the increase in
wavelength. The values of nef f ranged from 1.2 to 1.7; they
are much higher than that of bulk Ag �e.g., n=0.04, �
=825 nm �Ref. 14��. The imaginary part of refractive index,
kef f, increases with increasing volume concentration of Ag
particles, f . One pronounced extinction peak appeared in all
kef f curves, see Fig. 6�b�. This peak can be associated with
excitation of localized surface plasmons in silver particles.
This absorption peak is redshifted when the volume concen-
tration of silver particles is increased. The values of kef f are
small, except for those in the surface plasmon resonance ex-
tinction region, indicating that these nanostructures selec-
tively absorbed and scattered incident light at specific wave-
length bands. The silver nanoparticles embedded in Al2O3
matrix exhibit a spectrally broad dipolar resonance due to
distribution particles in sizes. Note that the nef f curves are
highly affected by the kef f dependences. In the weakly ab-
sorbing region �values of kef f are small for ��500 nm� the
refractive index nef f remained constant �1.2�nef f �1.3� for
the various samples. In the absorbing region �kef f �0.2� the
refractive index curves exhibited abnormal dispersion behav-
iors. We can conclude that spectral region between 600 and
1000 nm is highly sensitive to the extremely small changes
in the effective optical constants for plasmonlike nanostruc-
tures.

Effective-medium calculations suggest that a high level of
light absorption can be realized in thin artificial layers made
of metal nanoparticles embedded in dielectric matrix. The
size of the metal nanoparticles plays an important role in the
observed effects. Larger nanoparticles have larger polariz-
abilities and provide higher absorption efficiencies. It is
worth noting that suggested nanostructured films are rela-
tively simple and cheap to fabricate over large areas. Below

we compare our experimental results with these theoretical
predictions.

V. DISCUSSION

Measured wavelength dependences of the RP��� and
TP��� coefficients �Figs. 3�a� and 3�b�� are in good agree-
ment with the theoretical data �Figs. 5�a� and 5�b��. In par-
ticular, the position of the maxima ���350 nm� in RP���
spectral dependences is nicely reproduced, and the reflection
and transmission spectra show small variations with wave-
lengths and incident angles and keep the level at 2–5 %.
Broad peaks in transmission occur at ��320 nm for all
angles of incidence �Fig. 2�. An absorption peak at �
�320 nm can be assigned to the interband transitions of d
electrons in silver particles modified by the presence of di-
electric host �i.e., at the plasmon resonance condition
Re���Ag��=−2�d�Al2O3��. The real part of the silver dielec-
tric constant significantly increases at these wavelengths
�Fig. 6�.

In order to understand the role of silver nanoparticles in
the enhancement of light absorption we have compared the
experimental and theoretical effective dielectric functions.
The effective complex index of refraction nef f + ikef f was di-
rectly extracted from the measured ellipsometric parameters
���� and ����. The result is shown in Fig. 7 as a function of
filling factor, f . It is easy to see that kef f increases with in-
creasing filling factor f while the nef f decreases in the region
400–800 nm. We notice that nef f is ranged between 1.2 and
1.7 over the entire visible and near IR region, implying
mostly dielectric response. The dependences of nef f and kef f
display three broad peaks. The extinction peaks, kef f, are
blueshifted in comparison to those in the nef f curves. Addi-
tionally, the effective refractive index nef f + ikef f inverts the
main tendency of the refractive index of noble metal, Ag.
The values of the complex refractive index of Ag, which are
typical for all noble metals, are next: smallness of the real
part n �less than 1� and a large of the imaginary part k�1 in
visible and near-IR spectral regions. Obtained values nef f and
kef f are in good agreement with values of nef f

� �1.6 and
kef f

� �0.3 for the effective EMA constants obtained for gold
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FIG. 7. �Color online� Experimental approbation of the
effective-medium theory. The complex refractive index for the
Ag-Al2O3 nanostructures as a function of wavelength extracted
with ellipsometric measurements based on model of effective layer
for different volume fraction of Ag: f =0.12,0.15,0.2.
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nanostripe structures in our recent work �Ref. 10� that de-
scribed the plasmonic blackbody in the wavelength range
240–520 nm. There are some difference between extracted
and calculated values of kef f which arises due to the presence
of trapped light modes. These modes effectively increase the
path of light propagation in the metamaterial and therefore
increase the sample thickness in the EMA approach. It is also
worth noting that the effective optical constants extracted for
Ag-Al2O3 structures in the wavelength range of “blackbody”
behavior �400–850 nm�, are close to the values of the effec-
tive constants which would guarantee the maximal absorp-
tion in accordance with the Fresnel coefficients shown in
Figs. 5 and 6.

The experimental results �Fig. 7� are in a good agreement
with the simulated functions of nef f + ikef f �Fig. 6� for wave-
lengths 500–850 nm. A poorer agreement between experi-
mental and modeled refractive index was obtained at longer
and shorter wavelengths. We explain this by the presence of
the guided light modes propagating along the film and aris-
ing due to total internal reflection �Fig. 1�d��. The deviation
of the theory and experiment at short wavelengths can be due
to the interband transitions in silver nanoparticles. Intro-
duced Drude-Lorentz approximation is not ideal for descrip-
tion of optical properties of silver nanoparticles. In bulk sil-
ver the interband transition from occupied d states to
unoccupied p and s states above Fermi level appear at 4 eV
�310 nm� and 3.5 eV �350 nm�,14 respectively. For silver
nanostructures such electron transitions from d states to p
and s states become allowed at frequencies below 3.5 eV
�350 nm� and depend on nanostructure geometry. Addition-
ally, the quantitative differences between experimental �Fig.
7� and theoretical �Fig. 6� data at short wavelengths could
arise because of the presence of nonstoichiometric AgOx ox-
ides and nonspherical Ag nanoparticles. We found that the
Fresnel model with an additional roughness layer with voids
��3–5 nm thick� on top of Ag-Al2O3 film resulted in a
better fit to experimental ellipsometric functions ���� and
����. This agrees with the conclusion of Aspnes et al.20 who
stressed that noble film grown at slightly different conditions
could have considerably different optical constants nef f and
kef f above the interband transitions due to contribution of
small defects such as voids.

It is worth noting that the spectral behavior of the calcu-
lated effective refractive index reflects the main features in
Rp��� and Tp���. The occurrence of broad peaks in the Rp���
and Rs��� spectra �Figs. 3 and 4� is correlated with main
features of effective refractive index nef f + ikef f which de-
scribes the collective optical properties of the nanostructures.
First, the energy position of broad peak at 300–500 nm in
Rp���, Rs���, and Ap��� spectra �Figs. 3 and 4� correlates
with appearance of the maxima in nef f. Second, the broad
maxima in the region of 650–800 nm in the nef f and kef f
spectra look like as the features in Rp��� and Ap��� depen-
dences for large angles of incidence. These features in Rp���
and Ap��� are shifted toward the larger wavelengths in com-
parison to ones in the nef f and kef f. Physically, the origin of
these broad maxima can come from excitation of localized
plasmons in isolated silver particles. Due to the negative real
part of the dielectric constant of silver, Re������, incident
light excites localized plasmon resonances, which shift in

near IR region �700–800 nm� for particles of large sizes �D
�100 nm�.21–23 These resonances can occur at discrete fre-
quencies and are strongly localized in skin surface layer of
large particles. Due to dipole-dipole interaction between en-
semble of particles and strong coupling between localized
plasmon these resonances tend to broadening and producing
tight bound bands. Existence of such plasmon bands is a
good condition for creating plasmonic structures with black-
body behaviors.10 An important part of the interaction of
light with plasmon-active nanostructures is the trapping and
conversion of the incident radiation which can be used to
enhance the efficiency of solar cells and photodetectors.24,25

In this research it was also experimentally shown the strong
correlation between macroscopic optical characteristics as a
reflection and transmission and spectral dependencies of the
effective optical constants. Due to this connection it is pos-
sible to determine the effective complex refractive index
nef f + ikef f in situ using ellipsometry and obtain desire values
of absorption spectra. Such control of the optical properties
can be very important during performance of large area of
high-efficiency solar cells.

VI. CONCLUSIONS

We showed that the optical properties of Ag-Al2O3 nano-
structures can be tuned by adjusting the size and concentra-
tion of silver nanoparticles in Al2O3 matrix and thickness of
layer. The main properties of these systems are studied
within the frame of the Mie theory of particle dipole polar-
izability and macroscopic behaviors described by the
Maxwell-Garnett-type effective-medium theory. We demon-
strated that for such structures the level of light absorption
more than 95% can be achieved in a wavelength range of
240–850 nm for the large range of the incident angles
�0° –70°� and for the light with electric-field vector parallel
to incident plane �p-polarized light�. Absorption higher than
90% for both polarizations �p- and s-polarized or unpolar-
ized light� in a range of angle of incidence equal to �0° –45°�
was revealed. It was shown that experimentally observed de-
pendence of the absorption in nanostructure thin film can be
explained on the basis of EMA theory with introduction of
effective complex refractive index and using Fresnel reflec-
tion and transmission coefficients for thin film on top of
glass substrate. We found that the effective optical constants
nef f + ikef f of silver nanostructures determined through spec-
troscopic ellipsometry are highly sensitive to changes in the
particle sizes, particle covering, and thickness of layer. It is
therefore important to monitor the refractive index of fabri-
cated plasmonic metamaterial in situ with the aim to achieve
desired absorption characteristics.

The proposed method for fabrication of thin-film black-
body inexpensive metamaterials �which strongly absorb light
in broad spectral range as well as a wide interval of angles of
incidence� could be applied to other metallic nanoparticles
�Cu, Au, and Pd� that have a large reflectivity for bulklike
states and for Si nanostructures or Si nanoparticles covered
by Ag shell. The light incident on these structures can excite
localized plasmon resonances, inducing polarization currents
in the individual particles and transfer a significant portion of

KRAVETS et al. PHYSICAL REVIEW B 81, 165401 �2010�

165401-8



energy into surface modes. Metal nanostructured thin-film
metamaterials can find application for subwavelength energy
accumulation in photodetectors, photoconverters, and a new
generation of low-cost high-efficiency solar cells.
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Quantum dots
From One Electron to One Hole: Quasiparticle Counting
in Graphene Quantum Dots Determined by
Electrochemical and Plasma Etching**

Soeren Neubeck, Leonid A. Ponomarenko, Frank Freitag, A. J. M. Giesbers,

Ulrich Zeitler, Sergey V. Morozov, Peter Blake, Andre K. Geim, and

Kostya S. Novoselov*
Graphene – a monolayer of carbon atoms packed into a

hexagonal lattice – is widely considered to be a promising

material for future electronics.[1] Many unusual properties of

this two-dimensional crystal originate from the linear, gapless

spectrum of its quasiparticles.[1–4] At the same time, many

electronics applications require the presence of an energy gap.

To this end, considerable efforts have been applied to create

nanostructured devices out of graphene sheets (such as

nanoribbons,[5,6] quantum point contacts (QPC),[7] single

electron transistors,[1,8] and quantum dots (QD)[7]), in which

a gap can be opened due to quantum confinement of the charge

carriers. In most cases the formation of such graphene

nanostructures relies on the removal of unwanted areas of

graphene by reactive plasma etching (usually in oxygen

plasma).[5–9] The performance of such nanostructured devices

is expected to depend strongly on the quality[9,10] and chemical

nature of the sample edges.[10] Therefore, it is crucially
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important to develop other methods of creating graphene

nanostructures and control the edge orientation.

One of the possible alternatives for reactive plasma etching

is local electrochemical etching. Initially demonstrated for the

case of graphite,[11–13] local cutting by a biased conductive tip of

an atomic force microscopy (AFM) system has been applied to

graphene recently.[14] The technique is based on the dissocia-

tion of water molecules with subsequent chemical reaction of

the radicals with the graphene carbon atoms. This opens up the

possibility of local chemical modification of the graphene

scaffolding, as well as for chemical modification of the edges. In

this Communication, we describe the fabrication of graphene

QPCs and QDs by the AFM etching technique and measure-

ments of their properties. This technique has allowed us to

produce graphene structures with a resolution and quality

similar to those previously achieved by using high-resolution

electron-beam lithography and subsequent plasma etching.[7]

The operation of these devices is demonstrated by studying

their behavior in a magnetic field.

We used a Veeco Multimode scanning probe microscope

with a NanoScope IIIa controller, which was operated in contact

mode for AFM measurements and oxidation. The samples were

mounted on a custom-made sample holder to allow for in situ

monitoring of their electronic properties. Topography scans

revealed the height of our graphene samples (exfoliated from

natural graphite[15]) to be typically about 0.8 nm above the SiO2

surface, which is the standard value for monolayer graphene in

AFM measurements.[16] An air-tight enclosure was used during

our experiments on local oxidation, which allowed us to

maintain a constant temperature (22 8C) and humidity (70%).

Conductive silicon tips were biased with respect to the graphene

samples (the bias was controlled by a Keithley source meter) and

scanned along chosen lines with a speed of around 200 nm s�1

(higher speeds resulted in irregularly shaped etched structures

or could even lead to the complete suppression of etching). We

chose to work in the regime of ‘‘zero force’’ between the tip and

the sample, which proved to produce the most reproducible

results and thinnest cutting lines.

The direct current (DC) through the tip, as well as the

resistance of the graphene devices (measured by the standard

alternating-current lock-in technique), were monitored during

the AFM oxidation. Typically, a tip bias of about �7V was
H & Co. KGaA, Weinheim 1469
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required to initiate oxidation, which resulted in DC currents in

the range of 10–100 nA. It should be noted that the threshold

voltage was found to depend crucially on the humidity and

biases in excess of �20 V were required when the humidity

dropped below 60%.

Figure 1 shows an example of the QD structure etched by

this technique (the parameters used here were: bias �7 V;

humidity 70%; scanning speed 200 nm s�1). Bright (dark) lines
Figure 1. Top and middle: Example of a graphene QD structure created by

local anodic oxidation. Top: Contact-AFM height image of a QD. Middle:

The corresponding friction image. The bright regions in the friction image

are intact graphene and the dark lines are the areas where graphene was

etchedaway. Thecentral island(markedasQD) isconnectedtothesource

(S) and drain (D) electrodes via narrow constrictions. Side gates (SG) are

also formed from graphene. Bottom: The dependence of the width of the

etched lines on the applied AFM-tip bias voltage.
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on the top (middle) panel of Figure 1 are the nonconductive

oxidized areas. Generally, applying a more negative bias to the

tip for prolonged time (slower scanning) would result in

complete etching away of graphene, rather than in oxidation.

The central island of the QD (defined by the oxidized lines) is

weakly connected by the narrow constrictions to the source and

drain contacts. Using fresh tips and keeping the humidity

relatively low, we managed to obtain oxidized lines with widths

of down to 15 nm, which is comparable to the best QPC and QD

graphene structures obtained with electron-beam lithogra-

phy.[7] The widths of the lines increased with increasing

humidity (although the range of humidity where the technique

works reliably is rather narrow at 60–80%) or if the bias voltage

was significantly above its threshold value. The dependence of

the line width on the applied AFM-tip bias voltage is shown in

the bottom panel of Figure 1. Above the threshold (which

depends on the humidity) the width of the etched lines increases

approximately linearly with more negative bias voltages. This is

in line with general expectations coming from a simple model of

a water meniscus built up around the tip apex.[14]

An example of the typical behavior of the conductivity

through one of our QDs (similar to the one shown on Figure 1)

at various temperatures is presented in Figure 2. The

conductivity shows a strongly distorted V-shape[7] behavior

and its value drops well below one conductivity quantum (e2/h)

in the voltage range between 33 and 41 V. In this range, several

sharp conductivity peaks are observed. Outside this region, the

conductivity grows above 0.5e2/h (which we attribute to

increased transparency of the constrictions (QPCs) between

the QD and the source and drain contacts) and the QD levels

could not be resolved. The nonmonotonic behavior of G in the

region below 33 V and above 41 V is probably due to changes in

the transmission through the QPCs.[8]
Figure 2. Conductivity throughoneofourQDdevices(size�100 nm) asa

function of backgate voltage for different temperatures. Red curve: 2.5 K;

green curve: 10 K; blue curve: 20 K; black curve: 30 K. Inset: Temperature

dependence of the conductivity at a minimum between peaks

(Vg¼34.4 V).
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The resonances in the voltage range between 33 and 41 V

are associated with the energy levels in the QD. The peaks are

strongly aperiodic, which suggests that both the Coulomb

energy and the size-quantization energies contribute to the

splitting between energy levels.[17] The number of peaks stays

constant for temperatures below 20 K. Also, the relatively weak

temperature dependence in the resonances (that can be as high

as �0.5e2/h) indicates that only one QD is present.[18] Peak

height increases at the lowest temperatures, as expected for a

Coulomb blockade in the quantum case.[18] The temperature

dependence of the minimum conductivity (Figure 2, inset)

corresponds to an energy gap of 6.5 meV, in agreement with the

typical level spacing expected for a 100-nm QD (dE¼a/D,

where a varies around a value of 1 eV nm�1 by a factor of 2 in

different models[19,20]).

Similar values of the gap are obtained from the stability

diagrams (conductivity versus gate voltage and source–drain

bias), such as the one presented in Figure 3, which shows the

standard Coulomb diamonds.[21] The height of the diamonds

directly yields the distance between adjacent energy levels and,

for this particular sample, varies from 5 to 10 mV. Such strong

variation shows that the size quantization contributes sig-

nificantly to the formation of energy levels in our small quantum

dots.[17]

In the remaining part of this paper, we demonstrate that our

QDs can be set into the state with no charge (zero electrons and

zero holes present). This also means that QDs (prepared by

either AFM or electron-beam lithography) can be tuned into a

state with any chosen number of electrons or holes. It has been

proven previously[7,22] that graphene quantum dots allow for

the observation of both electronic and hole states, although no

method for determining the exact crossover point has been

demonstrated. In particular, the behavior of the energy levels

in a magnetic field was used[22] in order to determine the

approximate position of the electron/hole crossover in
Figure 3. Coulomb diamonds for the QD in Figure 2 as a function of the

gate voltage (the horizontal axis) and the source–drain bias voltage (Vb,

vertical axis). T¼ 2.5K. The conductivity varies from 0.002 e2/h (yellow)

up to 0.2 e2/h (red).
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relatively large (80 nm) QDs. Here, we will show that the

same method, when applied to smaller QDs, gains enough

resolution and allows for exact pin pointing of the crossover

state with zero quasiparticles in a QD. The ability to set up a

quantum dot in a state with a predetermined number of only a

few electrons or holes might be extremely important for the

realization of a particular spin state and thus for the

implementation of qubits.[23]

The stability diagram for one of our devices is presented in

Figure 4. Measurements at elevated temperatures indicate that

the compensation point for this QD lies between �1 and 4 V

(for comparison, see Figure 2, in which the compensation point

for that QD is expected between 34 and 39 V). Accordingly, in

our detailed experiments, we concentrated on the compensa-

tion region and followed the behavior of the conductivity peaks

in a perpendicular magnetic field. The magnetic field causes a

shift in the peak’s positions as a function of gate voltage. Such

behavior is presented in Figure 4. Importantly, there is a certain

symmetry in the behavior of some peaks. For example, peak H0

shifts symmetrically with respect to E0, as with H1 to E1, H2 to

E2, and so on. Furthermore, the behavior of E0 and H0 is

notably different from all the others, including those that are

not presented in Figure 4 (in total, we measured the behavior of

about 20 peaks). Both E0 and H0 show monotonic and the

largest shifts, whereas all the other peaks demonstrate weak

nonmonotonic behavior.

Such magnetic response is well known for conventional

quantum dots based on semiconducting heterostructures and

can be explained in terms of the energy levels shifting in the

magnetic field.[23] Depending on the orbital quantum number,

up or down shifts in the energy position can be observed. The

lowest level with zero orbital number always exhibits

diamagnetic behavior (i.e., its energy increases with increasing

magnetic field).[24] The nonmonotonic behavior of higher

energy levels is normally explained in terms of crossing between

levels in a magnetic field and many-body effects.[24] Following

the same analysis, we attribute peaks E0 and H0 to the lowest

levels for electrons and holes, respectively. This implies that, in

the range of gate voltages between 0.62 and 1.25 V, the quantum

dot is not charged, and for 0.25–0.62 V (1.25–2.3 V), the QD

contains one hole (electron). The other conductivity peaks

correspond to two (H1, E1), three (H2, E2), electrons or holes

in the dot, and so on. The oscillatory behavior of the peak

positions can be attributed to level crossing in the magnetic

field.

It has been predicted[25] that, for quasiparticles with a

Dirac-like spectrum in graphene, the first energy level for

electrons (holes) should shift down (up) towards zero energy

and eventually form a zero Landau level in quantizing magnetic

fields. However, this simple behavior is expected only in the

absence of strong intervalley scattering, so that the Dirac cones

are preserved, and in sufficiently high fields such that lb<<R

(where lb¼ (£/eB)1/2 is the magnetic length andR the radius of a

QD). The QDs presented in this work do not satisfy these

criteria: the intervalley scattering is expected to be very efficient

at the rough QD edges and the highest magnetic field we used

(B¼ 14T) yields lb¼ 7 nm, which is comparable with the QD’s

R¼ 10 nm. Lifting of the valley and spin degeneracies in

graphene QDs and nanoribbons has also been experimentally
H & Co. KGaA, Weinheim www.small-journal.com 1471



communications

Figure 4. Top: Coulomb diamonds in another QD (�20 nm in size). T¼ 0.3K; B¼0T. Bottom: Evolution of the resonant-peak positions in a magnetic

field. T¼0.3K,Vb¼ 0V. The peaks are marked on the stability diagram in zeroB (top panel). The conductivity varies from practically zero (yellow) up to

0.05e2/h (red).
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demonstrated in previous experiments.[7,26] Under these

conditions, it is reasonable to expect that the spatial quantiza-

tion and strong intervalley scattering make quasiparticles

‘‘forget’’ about their initial Dirac-like spectrum and follow the

standard behavior for massive electrons and holes. The

diamagnetic shift of the first energy levels would then be

described by the theory[24] developed for semiconducting

quantum dots. At the moment, there is no theory developed for

graphene with dominant intervalley scattering in order to

compare our results.

In conclusion, AFM lithography can be used to make

graphene nanostructures with sizes below 15 nm. Furthermore,

choosing the etching agent, one can control the functionaliza-

tion of the edges of such structures. The resolution achieved by

this technique is controlled by the humidity and the applied bias

voltage. The behavior of our smallest quantum dots is strongly

influenced by intervalley scattering at the sample edges,

the regime that has not been discussed theoretically until

recently.[27] Shifting of the peak position in a magnetic field

allowed us to identify the empty state of the QD with no

quasiparticles present and count the number of electrons and

holes as the QD levels are filled in sequence. This is the first

example of quantum dots in which a controllable ambipolar

transition from a single hole, through an empty QD, to a state

with a single electron has been achieved.
Experimental Section

Graphene crystallites were prepared from natural graphite[15] on

an oxidized Si substrate (300 nm of SiO2) by micromechanical

cleavage.[1,2,16] Standard electron-beam lithography, thin-film

deposition, and reactive plasma etching techniques were then

used to produce graphene Hall bars with a typical width of 1mm,
www.small-journal.com � 2010 Wiley-VCH Verlag Gm
having Ti/Au contacts.[2,3] Our samples were annealed for 4 h at

T¼250 8C in a hydrogen/argon atmosphere (10% hydrogen) to

remove resist residues. Electrical measurements revealed an

electron mobility of �13 000 cm2 (V s)�1 (measured at typical

carrier concentrations of n¼ 1012 cm�2). The single-layer nature of

the device used was confirmed by Raman spectroscopy and the

observation of the half-integer quantum Hall effect that is a

characteristic signature for graphene.[3,4]
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In this letter, we show how high-resolution scanning tunneling microscopy �STM� imaging can be
used to reveal that certain edges of micromechanically exfoliated single layer graphene crystals on
silicon oxide follow either zigzag or armchair orientation. Using the cleavage technique, graphene
flakes are obtained that very often show terminating edges seemingly following the crystallographic
directions of the underlying honeycomb lattice. Performing atomic resolution STM-imaging on such
flakes, we were able to directly prove this assumption. Raman imaging carried out on the same
flakes further validated our findings. © 2010 American Institute of Physics.
�doi:10.1063/1.3467468�

Graphene, the monolayer of carbon atoms arranged into
a hexagonal lattice, was first isolated in 2004 by using the
micromechanical cleavage technique.1,2 Although a number
of other methods for graphene synthesis have been proposed
since then �including the reduction in graphene oxide,3 de-
composition of silicon carbide,4,5 epitaxial growth on nickel
and other substrates,6–9 or direct chemical exfoliation10,11�
the micromechanical technique �also known as the “Scotch-
tape method”� is still the procedure of choice for many re-
searchers. Furthermore, the uniqueness of this procedure is
that it reveals the peculiar micromechanical properties of this
material, which might be used in obtaining crystallographi-
cally oriented graphene samples.

The choice of crystallographic orientation of the
graphene flakes might be of crucial importance for the elec-
tronic properties of resulting devices.12–14 Two following
problems generally arise: �i� how to determine the crystallo-
graphic orientation of a particular graphene crystallite and
�ii� how to prepare a device which is oriented exactly along
one of those directions. Whenever there are quite a few ways
for determination of the orientation,15–19 preparation of well
oriented edges is a tantalizing task.20

It has been noted21 that flakes obtained by the “Scotch-
tape method” often exhibit straight edges with the angle be-
tween the adjacent ones being a multiple of 30°. An example
of such a flake is shown in Fig. 1�a�.

Considering the hexagonal symmetry of graphene crys-
tals, it has been suggested that the breaking occurs along the
principal crystallographic directions, yielding flakes termi-
nated with either armchair or zigzag edges.21,22 Previously,
Raman measurements have been employed to verify this
idea,17,18 demonstrating a clear difference in the amplitude of
the D peak for edges oriented along zigzag and armchair
directions. However, Raman measurements require elabora-
tive modeling to explain the finding.

In this letter, we will use high-resolution scanning
tunneling microscopy �STM� to prove beyond doubt that
edges of graphene crystals are predominantly oriented along
crystallographic directions. The main advantage of high-
resolution STM compared to the aforementioned techniques
is its ability to provide direct real-space images of the
graphene crystal lattice with atomic resolution. Additionally,
there is no need for having suspended samples in order to
carry out STM investigations. Thus, it ultimately enables one
to directly determine the crystallographic orientation of a
given graphene flake, and hence the orientation of the edges
terminating that sample. We also compare the results of the
STM study to the Raman measurements.

Single layer graphene flakes were obtained by microme-
chanical cleavage of natural graphite. Exfoliated graphite
flakes were deposited on top of an oxidized silicon wafer
�300 nm of SiO2�, and crystallites of single layer thickness
were identified using optical microscopy.23 For our studies,
we used flakes with a significant percentage of edges form-
ing angles which are integer multiples of 30°. Examples of
such flakes are shown in Figs. 1�a� and 2�a�. Upon selection

a�Author to whom correspondence should be addressed. Electronic mail:
konstantin.novoselov@manchester.ac.uk.

FIG. 1. �Color online� �a� Optical image of a single layer graphene flake
prepared by micromechanical cleavage. It can be clearly seen that the edges
terminating the graphene crystal follow straight lines up to lengths of several
micrometers. Certain edges of this particular flake, oriented relative to each
other in integer multiples of 30°, have been highlighted by a dashed line
�black and white, for the respective type of edge�. �b� Sketch of the honey-
comb crystal lattice of graphene. Two distinct crystallographic orientations
of a graphene crystal are possible: armchair �solid lines�, and zigzag �dashed
lines�.
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of appropriate flakes, we used e-beam lithography to define
electrical contacts on the flakes �Ti, 5 nm+Au, 40 nm� �Fig.
2�b��.

In order to find out whether the edges of, e.g., the
graphene flake shown in Fig. 2�a� follow crystallographic
orientations, we carried out high-resolution STM investiga-
tions. A Multimode scanning probe microscope with a
Nanoscope IIIa controller was employed for conducting the
STM experiments. All STM experiments were carried out
under ambient conditions. Tunneling tips were made out
of mechanically cut Pt80 / Ir20-wire. The samples were pre-
cisely positioned in our STM, and the scanning direction
was carefully aligned with one of the edges. Prior to
imaging, the flakes were annealed at 250 °C in a
hydrogen/argon-atmosphere,24 in order to remove resist re-
siduals due to the lithography treatment. After that, the flakes
were found to be clean enough to achieve atomic resolution.
Figure 2�c� shows an STM image of the graphene flake
shown in Fig. 2�a�, taken in constant-height mode at a
sample bias of 223 mV and a set-point tunneling current of
2.8 nA �the tunneling current varied by a maximum of �0.3
nA between positions on the atoms and interatomic posi-
tions�. The atomically resolved hexagonal graphene lattice
can be clearly seen, which is a clear proof of the monolayer
character of this particular sample.25 The Fourier transform
of that image, shown in the inset on the lower right of Fig.
2�c�, accordingly shows six well-resolved diffraction peaks.
Both the atomically resolved image of the lattice and the
Fourier transform image allow us to determine the orienta-
tion of the edges of a given graphene flake. This is done by
virtually tiling the entire graphene flake under question with
the experimentally observed hexagonal unit cell �or equiva-
lently the corresponding Fourier transform�. Following this
approach for the flake shown in Fig. 2�a�, we can identify the
vertical edge as being armchair and the horizontal edge as
being zigzag.

Additional information about the edges can be obtained
from the Raman measurements. Recent results show that it is
possible to distinguish between armchair and zigzag orienta-
tion by Raman spectroscopy.17 The disorder-induced Raman
feature of graphene �D peak at �1350 cm−1� is activated
through a double resonance process26 and is often observed
at the edges. This is because the edges act as defects, allow-

ing elastic backscattering of electrons to fulfill the double
resonance condition.27 The D peak was reported to be stron-
ger at the armchair edge and weaker at the zigzag edge, due
to the momentum conservation �armchair edges can scatter
electrons between two nonequivalent Dirac cones, while zig-
zag edges cannot�.17,27 Raman measurements were carried
out using a WITec CRM200 confocal microscopy Raman
system with a 100� objective lens �numerical aperture
=0.95�. The excitation laser wavelength is 532 nm. We mea-
sured Raman spectra from points A and B, which are two
edges forming an angle of 90°, as labeled in the inset �optical
image� of Fig. 3.

During the measurement, the laser polarization �linear� is
oriented parallel to the graphene edge under investigation, in
order to maximize the D peak signal.17,27 To determine the
exact position of the graphene edge, Raman spectra were
taken at different positions while scanning the laser spot per-
pendicularly across the particular edge under question �with
a step size of 50 nm�. The maximum intensity of the D-band
measured under these conditions was taken in order to com-
pare the two different edges. As shown in Fig. 3, at point A,
the D peak intensity is �37% of that of the G peak, while it
is only �23% at point B. This suggests that the edge con-
taining point A is armchair while the other edge is zigzag.
Raman spectra from different points of the two edges were
checked and similar results were obtained. The Raman re-
sults confirm the STM results of the graphene crystallo-
graphic orientation. Here, we have to clarify that the edges
mentioned above are predominantly crystallographic, as per-
fect zigzag and armchair edges are extremely rare. There are
small amounts of armchair sections even on zigzag edges,
both on exfoliated single layer graphene13,28,29 and terraces
on bulk graphite,30 which contribute to the observed D peak
at point B.

In conclusion, we have demonstrated the direct determi-
nation of the crystallographic orientation of graphene edges

FIG. 2. �Color online� �a� Typical graphene flake obtained by microme-
chanical cleavage. Two distinct types of edges, rotated against each other in
multiples of 30°, are indicated as armchair type �solid lines� and zigzag
type �dashed lines�. �b� To carry out STM imaging, the flake in �a� was
equipped with electrical contacts, and oriented carefully along the scanning
direction of the STM-tip. �c� STM constant-height image �+0.223 V and
�2.8�0.3� nA�, showing atomic resolution of the graphene hexagonal lat-
tice. The inset on the lower right shows the Fourier transform of that image,
where six well resolved diffraction spots are clearly visible. A single black
hexagon is drawn as guide to the eye. Superimposing that hexagon onto the
optical image proves the crystallographic orientation of the two indicated
edge types.

FIG. 3. �Color online� Raman spectra taken from two different edges �op-
tical image shown in the inset on the upper left�, labeled edge A �vertical
solid line, solid spots� and edge B �horizontal dashed line, open spots�,
forming an angle of 90°. As graphene has a hexagonal crystal lattice, the two
edges are believed to have different chirality. During the measurement, the
laser polarization �linear� is oriented parallel to the graphene edge being
measured, to maximize the D peak signal �Refs. 17 and 27�. The Raman
spectra at edge A �solid curve� shows a D-peak intensity of �37% compared
to the G-peak intensity, while it is only �23% for the spectra taken at edge
B �dashed curve�. Raman spectra from different spots of the two edges gave
similar results. This confirms our finding that edge A is armchair, whereas
edge B is zigzag.

053110-2 Neubeck et al. Appl. Phys. Lett. 97, 053110 �2010�
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by using high-resolution STM. The obtained atomic reso-
lution images of the graphene crystal lattice have allowed us
to unambiguously identify both armchair and zigzag edges of
a given graphene flake prepared by mechanical exfoliation.
Complementary information has been obtained by Raman
spectroscopy, fully justifying our assumption that certain
edges on micromechanically exfoliated samples predomi-
nantly follow crystallographic orientations of the underlying
graphene crystal lattice.
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In this paper, we want to outline the principles of how scanning

probe lithography on graphene is performed. We will show

several examples of structures etched in graphene using this

technique, including an example of a nanoelectronic device. In

the last part, we present data regarding the oxidation kinetics

when performing scanning probe lithography on graphite

(HOPG).

Two lines oxidized in graphene using scanning probe

lithography. The left line (indicated by the arrow) is only

30 nm wide, indicating that this technique has good enough

resolution to create nanoelectronic device structures.

� 2010 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

1 Introduction Graphene, since its first experimental
observation in 2004 [1], attracted great attention due to the
intriguing electronic properties. Extremely high mobilities
and charge carriers behaving as massless Dirac fermions
open bright prospects both in the field of future integrated
device electronics, aswell as in the field ofmore fundamental
studies aiming at exploring the properties of Dirac fermions
in solid-state structures [2]. Confining the macroscopically
sized graphene flakes down to nanometre sizes [3–6]
combines these properties with quantum phenomena arising
from confinement. To carve nanostructures out of graphene,
most commonly electron beam lithography with subsequent
etching in reactive ion plasmas is carried out [3–7].

A promising alternative is given by AFM-based local
anodic oxidation (LAO), also referred to as scanning probe
lithography, since it offers resist-free structuring and
thus avoids contaminating the graphene flake with resist
residues. First being applied to silicon [8] and metal
surfaces [9], scanning probe lithography was also used
to manipulate the surface of graphite (HOPG) [10]
and to create nanoelectronic devices by patterning two-
dimensional electron gases [11, 12]. In Ref. [13], it was first
shown how this technique can be applied to perform
nanolithography on graphene. Subsequently, first examples

of graphene-based nanoelectronic devices created by
scanning probe lithography were given [14–16].

2 Setup for scanning probe lithography Our
scanning probe lithography experiments were carried out
using a Digital Instruments MultiMode scanning probe
microscope with a Nanoscope IIIa controller, equipped with
Nanosensors PPP-CONTR highly doped contact mode
silicon cantilevers. The entire scanning probe microscope
was operated inside air-tight enclosure, allowing for
control of the relative humidity between tip and sample.
The electrical connections used for LAO on graphene are
sketched in Fig. 1.

In order to apply a voltage to the AFM tip, a Keithley
2410 sourcemeter is connected via the Nanoscope Signal
Access Module to the SPM. The graphene samples (see an
optical image in the right part of Fig. 1) are mounted on
custom-made sample holders to contact them electrically via
a breakout box. For in situ resistancemeasurements, a SR830
lock-in amplifier is connected to the breakout-box in either a
2-probe or a 4-probe setup. Before performing scanning
probe lithography in the setup explained, the graphene
samples were annealed in a hydrogen/argon atmosphere at
250 8C for about 2 h.
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3 Fabrication of nanometre-sized structures on
graphene Operating the AFM in contact mode, we
achieved successful LAO when a tip voltage of �7V was
applied at a relative humidity of 70% and the probe was
scanned along the preferred directions with a probe velocity
ranging from 200 nm/s up to 1mm/s. Higher scanning speeds
led to irregular line shapes or even complete suppression of
oxidation. The spring force acting on the tip was set close to
zero. This condition was found to yield the most reliable
oxidation while achieving the thinnest line widths. Under
these conditions, an oxidation current flowing between the
AFM tip and the grounded graphene flake of 10–100 nA
could be measured at the sourcemeter.

For a relative humidity of 70%, we found that for the
given probe velocity, the line widths increased approxi-
mately linearly with applying a more negative potential to
the AFM tip. For tip voltages less negative than �5V, no
oxidationwas observed at all. Typically, tip voltages of�7V
were found to yield the best results in terms of reliability and
achieving narrow line widths. With the relative humidity
being lower than 60%, more negative tip voltages, often in
excess of�20V,were needed to start oxidation. On the other
hand, for a relative humidity higher than 80%, no oxidation
was found to occur. In this case, the oxidation current flowing
between tip and sample reached the set current limit of 1mA.
An example of a narrow line oxidized in graphene by using
scanning probe lithography is shown in Fig. 2.

On the left, several lines can be seen, which were
oxidized by applying a voltage of�7V to the silicon tip with
respect to the grounded graphene flake in an atmospherewith
the relative humidity between 65 and 80% and a probe

velocity of 1mm/s. The upper image on the right shows a
magnified view of two of the lines, as indicated by the box on
the left. The thinnest line (left) is only 30 nm wide, as shown
by the line profile (corresponding to the solid horizontal line
in the upper image) below this image. It is worth mentioning
that this particular line appears as a protrusion. In general, we
have found that the oxidized areas, when imaged in contact
mode AFM, sometimes appeared as protrusions and some-
times as depressions, depending on the scan direction. This
observation can be related to the influence of frictional forces
on the contact AFM imaging process. Hence the question
whether we created a stable graphitic oxide, or whether we
etched away the graphene completely cannot be answered
from contact AFM images alone.However, performingLAO
under identical conditions (same humidity, bias voltage, tip
velocity and exposure time) results in a similar height (within
experimental error) of the measured protrusions or depres-
sions found for the respective oxidation conditions.

To further investigate this question, we have imaged
lines oxidized in graphene (oxidation conditions: tip bias�7
to �9V, relative humidity 60–80% and tip velocities
200 nm/s to 1.2mm/s) by both contact mode AFM and
Tapping mode AFM. The results are shown in Fig. 3.

While in contact AFM imaging (top panel, image on the
left, indicated line profile on the right) all four lines, labelled
A–D, appear as protrusions, in TappingMode AFM imaging
the broadest line (A) appears as depression containing
some debris, while the lines labelled B–D still appear as
protrusions. The different behaviour for line A is due to the
different oxidation conditions, under which this line was
oxidized.Whereas the lines B–D are only 80 nmwide (equal
to a single scan of the AFM tip), for line A an area of about
450 nm (equal to multiple scans) was oxidized. Apparently,
the time for which the area corresponding to line A was
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Figure 1 (online colour at: www.pss-b.com) Left: Electrical setup
for scanning probe lithography. The tip voltage is applied through a
Signal Access Module using a sourcemeter. The oxidation current
flowing between tip (A) and the grounded graphene flake (D), is
limited to 1mA in order to avoid accidental damage to the flake. The
resistance of the graphene flake can be monitored in situ through a
breakout-box by connecting a lock-in amplifier to the sample con-
tacts (C). Right: Optical image of a graphene device used for
scanning probe lithography. Several thinner and thicker graphene
flakes are placed on top of an oxidized silicon wafer (B) (oxide
thickness typically 300 nm).Theflakes are connected throughTi/Au
contacts, allowing the flakes to be set to ground with respect to the
AFM tip.

Figure 2 (online colour at: www.pss-b.com) Left: Several lines
oxidized in graphene (tip bias�7V, relative humidity 65–80%, tip
velocity 1mm/s). Note that all lines appear as protrusions. Right: In
theupperpart, amagnified imageof theregionontheleft indicatedby
theboxisdisplayed, showingtwostraight linesoxidized ingraphene.
ThebottompartshowsanAFMlineprofile takenperpendicular to the
oxidized lines (solid horizontal line in the upper image), indicating
that the thinnest line (left) only has a width of 30 nm.
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exposed to the AFM tip voltage is much greater than that for
lines B–D. The result of mostly etching away graphene
(indicated by the solid arrow) for area A is in line with our
observations that prolonged exposure to the tip voltage leads
to the eventual removal of graphene. The debris in area A,
which appears as protrusions, is formed from residual pieces
of oxidized graphene (dashed arrows). Scanning area A in
contact mode gives rise to the appearance of a protrusion,
because of these residual oxidized graphene pieces. The
lateral resolution in contact mode AFM is affected by lateral
forces, and hence this area appears as protrusion. In Tapping
Mode AFM, the lateral resolution is less affected by lateral
forces, and so both the areas where graphene was etched
away and the single residual oxidized graphene pieces are
better resolved. In the corresponding line profile, the latter
appear as spikes (dashed arrow), whereas the etched areas
appear as depression.

Although these results clearly confirm the chemical
alteration of graphene by LAO, they still do not allow for a
clear assignment of the chemical composition of the oxidized
areas.

Having established the working parameters for AFM-
based lithography of graphene, we focus on oxidizing

nanometre-sized structures that couldoperate as nanoelectronic
devices. An example of a quantum point contact with adjacent
sidegate oxidized in graphene is given in Fig. 4.

The left part of the image shows a contact mode AFM
overview image of the structure, fabricated with a tip bias of
�7V, relative humidity of 60–70% and probe velocities
between 0.2 and 0.7mm/s. In the top part of that image, a V-
shaped line oxidized in graphene can be seen. This line is a
cut in graphene and serves to electrically insulate a contact
from the remaining part of the flake. The region separated by
the oxidized line, which can be used as a sidegate, is
indicated by ‘SG’. Next to the sidegate, a narrow graphene
constriction (60 nm� 60 nm in size) was fabricated that
forms a graphene quantum point contact. A black arrow
points to this constriction, which is also shown in larger
magnification in the centre of the top image on the right part
of Fig. 4. The line profile in the lower right part of Fig. 4 was
taken perpendicular to the etched diagonal line, and clearly
shows the stepheight of single layer graphene asmeasured by
AFM, i.e. a stepheight of around 0.8 nm.

4 Oxidation kinetics on HOPG An interesting point
to note is the fact that applying scanning probe lithography to
graphene resulted in either etching lines (depressions as in
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Figure 3 (online colour at: www.pss-b.com) Top: On the left, a
contact mode AFM image showing four different lines (labelled A–
D) oxidized on graphene is displayed. The dashed arrows indicate
inhomogeneous areas on line A, but which are not well resolved in
contactmodeAFM.The corresponding line profile (solid horizontal
line in the image) on the right indicates all of the lines as being
protrusions. Bottom: Tapping mode AFM image of the same four
oxidized lines as shown in the top panel. The improved lateral
resolution allows distinguishing areas for line A where graphene
was etched away (solid arrow) andwhere residual pieces of oxidized
grapheneremained(dashedarrows). Inthecorrespondinglineprofile
on the right, the broadest line (A) appears as depression, but still
shows spikes originating from residual oxidized graphene (dashed
arrow). All other three lines (B–D) appear as protrusions.

Figure 4 (online colour at: www.pss-b.com) Left: Contact mode
AFM image showing a quantum point contact (black arrow) with
adjacent sidegate (top part, labelled ‘SG’) formed in single layer
graphene by scanning probe lithography. The sidegate consists of a
contact that has been electrically isolated from the remaining gra-
phene flake by etching a V-shaped line around it. Oxidation was
carried out at�7V tipbias, a relative humidity of 60–70%andprobe
velocities ranging from 0.2 to 0.7mm/s. Right: On top, a magnified
image of the quantum point contact, marked in the left image with a
black box, is shown. The quantum point contact is a region of intact
graphenewithasizeofabout60 nm� 60 nm.Onthebottom,anAFM
line profile perpendicular to the etched line that forms the quantum
pointcontact isdisplayed, indicatingastepheightof thecutofaround
0.8–1 nm, the stepheight of single layergraphene.This is anexample
of an area oxidized on graphene appearing as a depression, i.e.
indicating that graphene got etched away completely.
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Fig. 4) or in creating a stable oxide (protrusions as in Fig. 2).
To learnmore about the oxide properties, we carried out LAO
experiments on the surface of bulk graphite (HOPG). By
measuring the height of the oxide grown as a function of the
time the oxidation voltage was applied, we were able
to determine the oxidation kinetics for LAO on graphite.
We then compare these results to the kinetics reported for
silicon, as silicon is one of the most extensively studied
substrates for LAO [17, 18]. We have chosen HOPG
because its surface shows the same chemical behaviour as
single layer graphene. Furthermore, using HOPG as a
substrate, we can obtain more general results describing the
oxidation behaviour of sp2-hybridized carbon by taking the
fact into account that HOPG is a three-dimensional material,
thus not limiting the oxide growth to two dimensions. An
important point here is that when measuring the height of the
dots oxidized with scanning probe lithography, the dots
appeared either as protrusion or as depression, depending on
the scan direction chosen for contact mode AFM imaging.
This phenomenon was already observed for other materials
[19, 20] and it was attributed to the AFM tip experiencing
areas of different friction when scanned over areas that differ
from the surrounding in crystal structure or chemical
composition. Grafstroem et al. [21] further claimed that the
height of these different areaswhenmeasured in contactmode
AFM might be affected by the frictional forces.

If the oxidation kinetics bears similarities betweenHOPG
and silicon, it gives evidence that the observed protrusions on
graphene and HOPG are indeed a stable oxide. For silicon
oxide, a linear dependence of the oxide height on the applied
voltage was observed. Hence, we oxidized dots with different
tip voltages and exposure times (time, for which the voltage
was applied to the AFM tip) of 5 and 10 s, respectively, at a
relative humidity of 55–70%. Our data obtained on HOPG is
shown in Fig. 5.

We found that the dot’s height increases linearly with the
applied voltage, as shown in Fig. 5. The same behaviour
(linear increase in dot height as a function of applied voltage)
was reported for LAO on silicon [18]. The increase in oxide
height with applied voltage on HOPG gives values of
�0.7 nm/V (5 s exposure, dots) and �0.4 nm/V (10 s
exposure, squares). The faster growth of the dots with
shorter exposure time is caused by using two different tips,
oxidizing at different humidities and probably also by
friction. While our curves and the one reported for silicon
[18] differ in absolute values, they are qualitatively in
agreement, thus indicating the growth of an oxide.

To further investigate the kinetics of HOPG oxidation,
we measured the oxide height for different exposure times.
In Fig. 6, the oxide height on HOPG as a function of the
exposure time is shown.

Our experimental data points were fitted with a model
suggested by Dagata et al. [17]. This model is based on the
observation that oxide formation via LAO is a self-limited
process, i.e. the height of oxide grown depends on the
logarithm of the time during which the oxidation voltage is
applied. In his treatment, Dagata extends this model,

assuming a dual-reaction pathway for the build-up of oxide.
Two competing processes are considered responsible for
oxide formation, eventually leading to the self-limited
growth behaviour of the oxide. The first process is direct
oxidation (A!C), with rate constant k1, describing the
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Figure 5 (onlinecolourat:www.pss-b.com)Heightofdotsoxidized
on the surface ofHOPGusing two different exposure times (5 s, dots;
10 s, squares) at a fixed tip position as a function of applied AFM tip
voltage. The height of the dots increases linearly with the applied tip
voltage becoming more negative. The difference in heights for the
two exposure times is probably due to slightly different oxidation
conditions (humidity, friction and tip geometry).

Figure 6 (onlinecolourat:www.pss-b.com)Heightofdotsoxidized
on HOPG as a function of the time the voltage (�7V, applied at a
relative humidity between 50 and 70%) was applied to the AFM tip
(logarithmic scale). The solid curve corresponds to a fit to a model
describing oxide growth proposed by Dagata et al. [17]. For the
dashed curve, the exposure time has been replaced with its value
squared.

www.pss-b.com � 2010 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim



direct formation of oxide (C) from oxyanions (A). The
second, competing process, which eventually interferes with
growth of oxide, is an indirect reaction. It is described as
(A!B!C). First, an intermediate product (B) is formed
from the oxyanions (A), described by the rate constant k2. In
a second step (B!C), this intermediate product reacts to
form oxide, described by the rate constant k3.

We find that the dual-reaction pathway kinetics of this
model gives accurate results, with the same ordering of the
rates, k2> k1> k3, as observed for Si/SiO2 by Dagata. This
ordering of the rate constants says that initially the direct
(A!C) oxidation occurs. But over time space charge
(A!B!C) builds up, which interferes with growth and
hence leads to the observed self-limited behaviour. In
particular, our fit (solid curve in Fig. 6) to the expression
given in [17] yields k1¼ 0.03993, k2¼ 0.164 and
k3¼ 0.0041. However, the fit can be even further improved
by replacing the exposure time t with t¼ t2. For this
case (dashed curve in Fig. 6), the rate constants obtained
are k1¼ 0.0331, k2¼ 0.0571 and k3¼ 0.00031. A possible
explanation is that the friction signal dominates themeasured
height, as suggested by Grafstroem et al. [21], and hence the
apparent height is much bigger than the actual oxide height.
But again, the curves reported for silicon in [17] show a
similar qualitative behaviour. Itmight beworth noting that in
fitting our experimental data using a time exponent of 0.4, as
discussed in [17], we obtain a negative rate constant, which is
in contradiction to the underlying model.

To sum up, we can observe similar kinetics for LAO on
HOPG as were reported for LAO on silicon. This leads to
the conclusion that we selectively create a stable oxide
on HOPG. However, we are currently not able to assign
definitive chemical reactions for the processes involved. The
electrochemical oxidation of HOPG with respect to the
formation of a stable oxide is yet not well understood [22].
For LAO on graphene, the results obtained on HOPG
indicate that the oxidized areas consist of a graphitic oxide.
But since graphene is only one atom thick, the possibility of a
complete etch cannot be ruled out strictly.

5 Conclusions In conclusion, we have shown how to
create graphene nanostructures using AFM-based LAO.
It was shown that this approach yields a resolution better
than 30 nm and is capable of producing structures that could
be used as nanoelectronic devices. The chemical nature of
the structures fabricated by this scanning probe lithography
technique is still not well established. Experiments carried
out on bulk graphite (HOPG) indicate the formation of a
stable graphitic oxide, but further proof is needed.
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