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ABSTRACT

The semantic system contributes to the procesgesch production in two major ways.
The basic information is contained within semamépresentations, and the semantic
control system manipulates that knowledge as reduby task and context. This thesis
explored the evidence for interactivity between aetic and phonological stages of
speech production, and examined the role of semaatitrol within speech production.
The data chapters focussed on patients with semaptiasia or SA, who all have
frontal and/or temporoparietal lesions and are ghotio have a specific impairment of
semantic control. In a novel development, grammbtitass and cueing effects in this
patient group were compared with healthy participamder tempo naming conditions,
a paradigm which is thought to impair normal sencacdntrol by imposing dual task
conditions. A basic picture naming paradigm wasiukeoughout, with the addition of
different grammatical classes, correct and mislepghonemic cues, and repetition and
semantic priming: all these manipulations coulcckpected to place differing loads on
a semantic control system with either permanemixperimentally induced impairment.
It was found that stimuli requiring less controllpbcessing such as high imageability
objects, pictures with simultaneous correct cuegepetition primed pictures were
named significantly more accurately than items Wwhigeeded more controlled
processing, such as low imageability actions, pestwith misleading phonemic cues
and unprimed pictures. The cueing evidence offexguport to interactive models of
speech production where phonological activaticabie to influence semantic selection.
The impairment in tasks such as the inhibition asktirrelevant material seen in SA
patients and tempo participants, and the overléwdsn cortical areas cited in studies
looking at both semantic and wider executive cdntrechanisms suggest that semantic
control may be part of a more generalised execsiygéem.
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CHAPTER 1

INTRODUCTORY CHAPTER



Overview of thesis

This thesis is presented in alternative formatheafcthe five data chapters is written as
a stand alone journal article. The chapters thatehalready been published or
submitted for publication will be cited as suchthe text. The experimental chapters are
preceded by an Introductory Chapter, designedvie @i overview of the main research
themes, questions and methods of the thesis. Bakdrliterature will be explored to

give a theoretical basis for the following expenmad work, and a précis of each data
chapter will be included. After the data chapt&s-(6), the final Discussion Chapter
will review the themes raised in the Introductiondicating how the findings that

emerged from the research combine to address theuestions of the thesis.

Thesis aims and key research questions

In the broadest terms, this thesis examines hovsdn@gantic system engages with the
process of speech production. There are two partsetnantic cognition: semantic
representations, which may be characterized asttite of semantic information, and
semantic control, or how we utilize our stored kienige to successfully complete the
task at hand (2006; Jefferies, Patterson, & LamBabph, 2008). In this set of
experiments we study the semantic contributiorpeesh production as exemplified by
single word picture naming, using behavioural messusuch as reaction times,
accuracy, and error types; semantic errors inqadati can reveal the processing stages
which have taken place. However, the literaturersffseveral competing theories of
speech production encompassing different architectand relationships between

processing stages, leading to my first Researciméhe

1. Interactivity between semantics and phonology ding

speech production, and what can occur when namingils.

The second section of the Introductory Chapter samkthe more mobile, online aspect
of semantic cognition, semantic control. This cardbscribed as the way that particular
elements of semantic knowledge are brought to dine Wwhen relevant to the task in
hand. For example, there are many things that eaknbwn about a piano, from the
musical structure represented by its keys to itgeand size (Saffran, 2000). In order
to play the piano one must access certain elen@dritsat knowledge, but in order to

11



move it an entirely different set of facts mustutidized: the knowledge used to achieve
one task will not serve to achieve the other. Tdraantic control system, when working
efficiently, selects the appropriate elements frtime pool of potentially relevant
knowledge. The semantic aphasic or SA patients wduk part in this series of
experiments are an apt group in which to explore &élspect of speech production, as
they are known to have difficulties with semantomtol in the presence of relatively
preserved semantic representations (Jefferies &bloanRalph, 2006; Jefferies et al.,
2008; Noonan, Jefferies, Corbett, & Lambon Ralpbl®@ Soni et al., 2009; Soni,

Lambon Ralph, & Woollams, in press). Research Th2man therefore be posed as:

2. Semantic control in speech production: its funa@n and
associated anatomical structures, and the effect semantic

control deficits in SA.

Once the behavioural profile of the SA group hasnbexplored with reference to
semantic control in speech production, we turn tmethodology which is thought to
induce similar control deficits in healthy partiamgs, namely tempo picture naming.
Although initially developed for use with word reag (Kello & Plaut, 2000), Hodgson
and Lambon Ralph (2008) adapted the tempo taskdonith picture naming, where it
was shown to produce error patterns in normal @pénts that mimicked those seen in
SA patients. Using audio and visual cues, the tepnoeedure sets up a rhythm in
which response initiation is strictly controlledoéihson and Lambon Ralph (2008)
concluded that the tight timing requirements redacailable executive resources that
might otherwise be available for accurate respgesection. Tempo naming is therefore
reasoned to interfere with semantic control in aal@gous way to the SA patients’
lesions, making it suitable for the series of direemparisons with this patient group
presented in Chapters 2 — 4. With its focus on quering two task elements
simultaneously, response selection and timing, tengming has been likened to a dual
task, similar to those used to investigate moreegdrexecutive control mechanisms. A
major question in this field is whether the morenstoained semantic control system
could be part of the wider executive control sysighich operates in other cognitive

and behavioural realms. Research Theme 3 can bactbazed thus:
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3. The effect of tempo naming on semantic controlna the

relationship of semantic control to a wider executie network.

THEME 1.
Interactivity between semantics and phonology durig speech
production, and what can occur when naming fails.

Before the detailed discussion of models of spgeduction, Research Theme 1
briefly examines some models the organisation ofasgic memory and the nature of
semantic representations, which are after all @& material with which speech
production processes work. The next section beglmes examination of speech
production by looking at the time course of lexieatess, about which there is some
consensus amongst different speech production modieis will be followed by an
examination of some of the most influential thesrad speech production: one type is
the two stagemodel, within which we consider both discrete améractive subtypes,
and in the subsequent section, parallel distribygextessing or PDP models will be
considered. The overall architecture of each welldxamined, in addition to evidence
from the literature of how well they account forsebved empirical effects. Research
Theme 1 concludes with a section on the potentigins of semantic errors in the
competing theories of speech production, as semantors are one of the chief
behavioural effects studied in the following datasters.

Semantic representations and the organisation wiasgic memory

Models of semantic representation have in geneeainbdesigned to accommodate
concrete objects (e.g., Rogers et al., 2004; RoswEyis, Gray, Johnson & Boyes-

Braem, 1976; Warrington, 1975), with focus uponititerrelationships between similar

items (co-ordinates) and taxonomic-style hieracldech as categories/superordinates
(e.g., furniture) — basic level objects (e.g., chaisubordinate level objects (e.g., dining
chair) — composite features (e.g., seat, legs,,betck. Far less attention has been paid
to other types of relationship between objects,efcmmple an associative relationship

between items from different categories, both betweeal world items like producer

! Refers to conceptual/semantic and phonologicgestaf processing (Garrett, 1980).
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and product (e.g., cow, milk) or verbal associaide.g., cat, mouse), which are
nonetheless rooted in real world connections. @iyl models of semantic

representation are not usually built to accommodateon naming, which is far less
easy to classify hierarchically (e.g., human bodigvement (category) — jump (basic
level) — upright posture, both feet leaving theugrd (features)?). The experiments in
this thesis examine both action naming (Chaptera) associative relationships
(Chapter 4).

One model which did attempt to include all the eralated to a target, whatever the
type of relationship, was proposed by Collins amftds (1975). On activation of a
target, activation was hypothesised to flow toitelins that had a conceptual link to it,
including categorically related items, associated also properties (e.g., colour). An
earlier model of semantic concepts by Quillian (@96ited by Collins and Loftus
(1975) also specifically codes verbs as presenthen links between two involved
entities, in effect forming a concept in themselvE®wever, inclusion of verbs in
models of semantic representation is relativelg.r&ird, Howard and Franklin (2000)
compared verbs to inanimate objects, citing themimon property of more functional
and fewer perceptual features in comparison with gverse balance for concrete,
animate objects. Nouns are generally held to hagbeh imageability than verbs,
giving concrete objects semantic representationshware held to be richer or more
detailed in content than actions (Bird, Howard &arilin, 2003), although certain
classes of noun, namely abstract nouns, may groane mowards verbs due to their
lower imageability and lack of concreteness (Hoffindefferies & Lambon Ralph,
2011). This distinction between concrete and abstbjects has also been explored in
a series of papers by Crutch and Warrington (2@096, 2009), where it is asserted
that concrete objects are linked to categoricadlyated information whereas abstract
objects are represented in associative networks. distinction is evaluated in Chapter

4, where the effect of associatively related cuegconcrete) object naming is tested.

In an early theory of the organisation of semantemory, Warrington (1975) asserted
that categorization proceeds from the specific glardirectly to the highest level, then
down the hierarchy through each level in turn @@ampleLIVING -ANIMAL -BIRD-DUCK-
MALLARD ). Collins and Loftus (1975) argue for activation preding successively
upwards through the hierarchyALLARD -DUCK-BIRD-ANIMAL -LIVING ). However, these

theories share the idea of hierarchical organisatiosemantic memory. A contrasting
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idea of the organisation of semantic memory isesgnted well by PDP models where
a distributed bank of features allows the ‘onlinemputation of any particular concept

when it is demanded by the task at hand (e.g. HodGeaham & Patterson, 1995;

Martin & Chao, 2001; Rogers et al., 2004). A dmited account which allows for the

influence of context therefore melds well with dwpothesis on semantic control (see
Research Theme 2), which is based on the interabgtween context and the semantic
representational system.

The time course of lexical access

The process of speech production encompasses lewngryfrom conception of the
response to be spoken through to articulatory pgnand execution, but this review
will focus on the part of the process from actioatiof semantic concepts to
phonological planning as applied to single worddpiction. Before looking in more
detail at the varying theories of speech productibms necessary to examine some
more general properties of this process. In comuespeech, words are selected at a rate
of two to three per second from tens of thousarfdgotential stored candidates, an
extremely fast and efficient process in normal Bpesa In all the models considered
here, the time course of normal lexical access shamwearly semantic phase, and a later
phonological phase (Dell & O'Seaghdha, 1992; Gari75, 1980; Levelt, 1992;
Levelt, Roelofs, & Meyer, 1999; Nickels, 2002b; &ebn & Savoy, 1998; Rapp &
Goldrick, 2000; Roelofs, 1997). In ‘two stage’ misjesubtypes of which are
considered in more detail below, these processeschrarly instantiated in the
architecture, although varying in the degree tocitihey operate serially or in parallel.
Even parallel distributed processing or PDP modelich are structured quite
differently have both semantic and phonological cpssing units: although these
systems are highly interactive, early activationaigely semantic and the later part
mainly phonological (e.g. Lambon Ralph, Moriarty,S&age, 2002; Levelt et al., 1999;
Peterson & Savoy, 1998).

Empirical evidence of these early semantic and lpi®nological stages comes from
several sources. Garrett (1975, 1980) used speemhdata from connected speech to
distinguish between the two stages. He assertedwthale word errors, which are

almost always from the same grammatical class aal aften be semantically related
(e.g. “toe” forFINGER), derive from the first, semantic stage of prosesshis is where

concepts are being selected and slotted into apptepplaces in a phrase structure.
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Sound exchanges (e.g. “heft lemisphere”) occurnduthe later phonological stage of
processing: they do not necessarily respect graioah&lass and are often from items
occurring close together in a phrase.

Shriefers, Meyer and Levelt (1990) used picturednaterference or PWI to highlight
the time course of semantic and phonological psings In this paradigm, pictures to
be named are shown with distractors, which may bgen words or pictures. These
distractors may be shown preceding the target gatne stimulus onset asynchrony or
SOA), simultaneously, or immediately following thearget (positive SOA).
Furthermore, distractors may be unrelated to thgeta(e.g., “stone” with a pictured
BED), or semantically related (e.g., “sofa” with atpied BED). Shriefers, Meyer and
Levelt (1990) showed that semantically related distractords (e.g. “goat” with
SHEEP only caused interference (longer latencies) wigeren at negative SOAS,
whereas phonological distractors (e.g. “sheet” vgitieep facilitated naming (shorter
latencies) when shown simultaneously or with slpmsitive SOAs. From this they
concluded that the raised activation of the sematisitractor word was able to disrupt
naming because it was activated before the taadfet;ting the early selection process
between close semantic alternatives: the phondabgiistractor had no effect at this
early stage, but later, after a response had belatted, it was able to facilitate

selection of its phonological form.

Peterson and Savoy (1998) used a priming paradigshaw that semantic processing
occurs at an earlier stage than phonological psitgsThey presented pictures to be
named, which were sometimes followed by a wordeémémed: SOAs of -50, 100 and
150 ms were used. Words that were semanticallyectlio the immediately preceding
picture (e.g. “bed” with COUCH) were named morecfly than unrelated words at the
shortest SOA of 50 ms, whereas phonologically edlatvords (e.g. “count” for

COUCH) were only named more quickly at the long&ASof -150 ms. This again

showed that semantically related items have aneeaffect on target processing than

phonologically related stimuli.

Two stage models of speech production

We now turn to contrasting theories of speech prbdn that attempt to explain the
process in fine detail. The most thoroughly spedifimodels are in the form of

instantiated computational models which can be tsgutedict empirical data, and also
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lesioned to represent aphasic speech patterns.s€bigon will focus on the discrete
model (Levelt et al., 1999) and two closely relatat@ractive two stage models (Dell,
Schwartz, Martin, Saffran, & Gagnon, 1997; FoygeDé&ll, 2000).

Semantic
Activation

SEMANTICS

L-Level
Selection

Phoneme
Selection

Figure 1.1: Generalized two-stage model of speeddyztion (p. 464, Rapp &
Goldrick, 2000)

The diagram above represents a generic ‘two stapelel of speech production: the
transfer from semantics to the intermediate ‘L-lLewveakes up the first stage of
processing, and phoneme selection the second stagevel’ stands alternatively for
‘lemmas’ (Dell et al., 1997; Levelt et al., 1999)‘exical nodes’ (Dell & O'Seaghdha,
1991, 1992). The two stage model has its originsaiy work by Garrett (1975, 1980),
and with various alterations is still subscribeddday by many researchers in the field
of speech production. All two stage models sharmemain amount of architecture:
processing units are grouped into conceptual/semaexical, and phonological layers,
and activation spreads through connected units. fifbieof the two stages ikexical
selection a jolt of activation is given to relevant concepr semantic features, which
after n time steps results in the selection of the mosva@dtem. The second stage,
phonological encodingbegins with activation spreading from selecteddvonits to
relevant phonological units: aftertime steps a phonologically specified word form is

produced.

Even within the conceptual semantic level, theee differences between the discrete
and interactive models. The discrete model posslatsingle semantic concept which

Is nondecompositionah nature (Levelt et al., 1999; Roelofs, 1993)sia single whole
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unit, not broken down into features. Converselgamninteractive two stage model (e.qg.,
Dell et al., 1997; Foygel & Dell 2000), a conceptmade up of a number sémantic
features some of which may be shared between similariestitFor example, the
concepts CAT and DOG would share the feature ‘dtimasimal’. Referring again to
Figure 1.1, next comes the ‘L-Level’ (Rapp & Gotdkji 2000): both types of model
characterize this level as an amodal stage whesenaantic concept is linked to the
syntactic information necessary to form grammatigéérances, forming a localised
unit without phonological information. As lemmas earhypothesised to hold
grammatical information, words are potentially nmeatlkas nouns or verbs at this stage;
issues around the processing of verbs will be nhalhg discussed in Chapter 2. Both
the discrete model (Levelt et al., 1999) and theghtedecay model (Dell et al., 1997)
term these units ‘lemmas’; the semantic-phonoldgicadel prefers the term ‘word

node’, but the concepts are similar.

The second stage is where the phonemes of seleotedias are activated and placed in
the correct serial order. A key factor that distiistpes Levelt and colleagues’ discrete
WEAVER ++ model (Levelt et al., 1999; Roelofs, 1993 its assertion there is an
absolute separation between lemma selection andopdgical encoding. This is a
feedforwardsystem, with information flowing in one directiomlg, from concept to
articulation: lexical selection produces a singlsina that will be passed on to become
phonologically activated. The modules occur incstserial order: there is assumed to
be nocascadingof information, where output from one level feédsvard to the next
level before processing has finished (Humphreysdd&h, & Quinlan, 1988;
McClelland, 1978). In discrete models there is alsdeedbackof information from
later to earlier levels (e.g., Dell, 1986; Martidell, Saffran, & Schwartz, 1994).

In contrast, cascading activation and feedbackbatk features of interactive models
such as the weight decay model (Dell et al., 19®id) the semantic-phonologicgabdel
(Foygel & Dell, 2000). The models incorporate be#riality and interaction by being
globally modular and locally interactive (Dell & $aghdha, 1991). there are still
separate stages for lemma selection and phonologimzoding, but processing is
assumed to proceed partially in parallel. Intexectiwo stage models are built from
bidirectional excitatory connections so that adtova spreads back and forth between

semantic features and the lemma level, and alsedeet the lemma level and the
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phonological stage (Dell et al., 1997; Foygel & ID@000; Schwartz, Dell, Martin,
Gahl, & Sobel, 2006); there are no inhibitory cortians in these models.

What evidence is presented in the literature topettpeach of these positions? In
support of their discrete account, Levelt, Schrgfé&/orburg, Meyer, Pechmann and
Havinga (1991) present a picture naming experimatit subsequent auditory probes
presented 73ms after the picture: a lexical detibiad to be taken on the probe word,
which could be a nonword, an unrelated real wordy ceal word which was related in
various ways to the target. For example, with d@up& of SHEER the distractor word
could besheep(identical),goat (semantic distractor), @heet(phonological distractor).
In order to test whether a semantic alternativg.,(goaf) showed any phonological
activation, i.e. whether information on a numbemofive lemmas had cascaded to the
phonological level, a number of trials also incagied phonological probes related to
that semantic alternative (e.gpal). The identical and semantishgepand goal
probes produced increased latency on the lexicasida task, but phonological probes
such asgoal had no effect on latency when presented immedgiaéier a pictured
SHEER The authors conclude that while multiple lemmasaynbe active, only the
selected lemmasheep is passed down to phonological processing, geat remains
phonologically inactive.

In a similar experiment to Levelt et al. (1991),tdPson and Savoy (1998) used a
‘production priming’ picture naming procedure whkalthy participants: intermittently
a word appeared straight after the target picturiehvwas also required to be named. It
was found that the dominant name of the picture pvased (e.g.coucH), shown by
faster latencies, but also that the names of ngamyms (e.g.SOFA) were also primed.
The authors suggest that this is due to severalidates cascading forward from the
semantic stage of processing, which then all becph@nologically active to some
extent. This argues against a strict separatiodisifrete semantic and phonological
processing. In answer to this, Levelt et al. (1988pw that in the case of near
synonyms such asoucH and SOFA two lemmas might attain identical levels of
activation, thus allowing both to be simultaneouglgssed down to phonological
processing. However, this exception to their omirstrict assertion of discrete
processing levels militates against their strongitm, opening the door to some

interaction between semantics and phonology.
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Convergent evidence from speech error data alsetgptowards interactive accounts,
for example the over-representation of mixed er(preducing “rat” forcAT), which
occur at greater than chance rate in recorded &atzh an error is both semantically
and phonologically related to the target, and womigly that “rat” receives both
feedback from the phonological units it shares witlat’, and lateral spreading
activation fromcAT at the semantic level. This can be contrasted aviplotential error
such as “dog”, which is only semantically relatedhe target. As such, the mixed error
effect favours accounts of speech production thedrporate feedback to some extent
(Dell & Reich, 1981; Harley, 1984, 1990; Martin, \8teerg, & Saffran, 1989; Schwartz
et al., 2006): in a strictly feedforward model #as no locus where phonological

activation could influence the selection of an erro

Any explanation of speech production needs to awicoat just for normal speech, but
also for aphasic speech patterns. Evidence aboutitteractive models may account
for aphasic speech patterns comes from the weggtdaydmodel (Dell et al., 1997) and
the semantic phonological model (Foygel & Dell, @D0ro preface their discussion of
aphasic naming errors, Dell et al., (1997) progbseontinuity thesiswhereby aphasic
patterns of speech represent an extension and ficagjon of errors seen in normal
speakers. Their interactive model therefore initiabet parameters that would
approximate normal speech, which fit well with adteontrol performance on the
Philadelphia Naming Test (Roach, Schwartz, Ma@Bnewel, & Brecher, 1996): few
errors, mainly semantically related to targets. el was subsequently ‘lesioned’;
the lesions consisted of altering connection waidhgtween units and/or the rate at
which activation decayed in individual units. Modelsions purely to connection
weights tended to produce more semantic errorsreasepure ‘decay rate’ lesions

tended to produce more nonwords.

The Foygel and Dell (2000) semantic-phonologicabdeio built on the strengths and
principles of the two stage weight decay modelinetl above, but also attempted to
make the parameters of the model closer to faetbish are of primary importance in

theories of speech production, namely semanticppandology. This model abandoned
decay as a manipulable parameter to focus on ctianageight strength, divided into

semantic-lexical and lexical-phonological connettiweights, which were therefore
able to be lesioned separately. In each case therauhen attempted to fit the output
from differently lesioned models to patterns shawnfluent aphasic stroke patients
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with various diagnoses including transcortical sepsaphasia (TSA), anomia,
conduction and Wernicke’s aphasia. In both studibs, authors consider the data
supports an interactive two stage model of speecddugtion. In the weight-decay
model, the fit between the patients’ responsesthadnodel’s predictions was within
statistical bounds in most cases (with the excapticone patient prone to perseverative
errors), although there was also a small but syatieroverprediction of semantic errors
overall. The semantic-phonological model was egugdiod at predicting the patterns
produced by individual patients, but the focus emantic and phonological parameters
in the architecture more closely represents currgrgycholinguistic and
neuropsychological theory. Schwartz, Dell, Martdghl and Sobel (2006) support the
semantic-phonological model’'s account of aphasatupgé naming patterns in a large

and varied cohort of aphasic patients.

PDP models

Parallel distributed processing or PDP models havg different architecture from the
two stage models described above. There are sayaratal principles that PDP models
share, namely that “processing is graded, randaaptave, interactive, and nonlinear
and that representations and knowledge are disddbu(p.99, Plaut, McClelland,
Seidenberg, & Patterson, 1996). They incorporateraativity in a much more
complete sense: the activation levels of all umts/ influence any others in the system

due to multiple interconnections between them.

Semantic and phonological processing units areesgmted independently, but these
layers of units act in parallel and interact digedb produce an outcome. Though
activation begins largely in semantic units, itaaes to phonological units before a
single item is selected, and from there feeds lzain to semantic units. Activation
reverberates through the system until it conveogea single set of semantic constraints
which is most appropriate to the intended messageiacure to be named; full
activation of the correct phonological units caartlproceed (Lambon Ralph, Sage, &
Roberts, 2000). Therefore, although the systemoislimear, the early activation is
largely semantic and the later part mainly phoniclalg corresponding to empirical
evidence (e.g. Lambon Ralph et al., 2002; Levedt .et1999; Peterson & Savoy, 1998).

PDP models can be instantiated using a learningritthgn such as back-propagation,

where the occurrence of errors changes connecteghits during a training schedule,
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allowing regularities in input to settle into patte over time (Harm & Seidenberg,
2004; Rumelhart, Hinton, & Williams, 1986; Seiderb& McClelland, 1989). This
allows unstructured input to eventually produceerinél structure such as semantic
categories (Rogers et al., 2004), and stable thaligtributed ‘representations’ of
individual items (Plaut & Kello, 1999). This sergitly to statistical regularities allows
PDP models to produce output in an extremely fadt ‘automatic’ manner (Lambon
Ralph et al., 2002; Lambon Ralph et al., 2000; P&ual., 1996; Plaut & Shallice,
1993).

Some models incorporate hidden units between mgamind form (Harm &
Seidenberg, 2004; Plaut & Kello, 1999; Woollamsnlsse, & Patterson, 2009), which
via the learning algorithm come to be responsivéddth semantic and phonological
input. Hidden units perform a somewhat similar fiort to the ‘L-Level’ in two stage
models: they represent an intermediate stage betwesaning and form. However,
representations here are not ‘word-like’ individechtnodes, but rather distributed
patterns of activation amongst the whole layermfsucreated ‘online’ to approximate
most closely to the intended target: a single gait contribute to multiple items. The
mixed error effect is well accounted for by thiatigre: units making up the distributed
representations @AT, MAT, DOG andrRAT would be shared to a greater or lesser extent;
items which are both semantically and phonologycadlated (e.g.GAT andrAT) would
therefore share the greatest number of units, dgath a greater than chance level

tendency for this error type.

In Plaut and Kello’s (1999) model, speech produrcttoyoked to comprehension, so the
same semantic and phonological systems serve fibr input and output tasks: this
highlights the bidirectional nature of interactiobstween semantics and phonology,
allowing these two systems to guide and constrach eother to produce output. The
primary systems hypothesitambon Ralph et al., 2002) incorporatzs inteoacti

between the basic processing systems of semantioonge phonology and visual

processing (orthography) for reading (Patterson aéinbon Ralph, 1999); for picture

naming, visual processing would be in the form bjeot recognition rather than

orthography. Aphasic naming patterns such as seétnantphonological errors can

readily be accounted for in the ‘triangle modekdd-igure 1.2 below) by selective or
combined damage to semantic, phonological or visumids (Lambon Ralph et al.,

2002).
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Figure 1.2.Diagram of the triangle model of language proces§in 526, Seidenberg &
McClelland, 1989)

In conclusion, PDP models have the advantage afueting for the performance of a
variety of language tasks such as naming (LambdphR# al., 2002; Lambon Ralph et
al., 2000; Rogers et al., 2004), reading (Harm &l&sberg, 2004; Patterson & Lambon
Ralph, 1999; Plaut et al., 1996), past tense gaoer@Joanisse & Seidenberg, 1999;
Woollams et al., 2009) and repetition (Valdois, litemel, David, Rousset, & Pellat,
1995) with resort to the same underlying systentschivhave evolutionary plausibility
as well as a good fit to current empirical datacssning speech production. It is easy to
imagine from earliest human times the developmdnheural interaction between
knowledge of the world (semantic memory), perceptd that external world (visual
processing), and once even rudimentary languagel@#sd, consistent and systematic

use of particular sounds (phonology).

The origins of semantic errors

Often the most prevalent error type in both noraral aphasic naming is the semantic
error, for exampleeLBow - “knee”, and this error type will be focussed ontle
coming experimental chapter, so a short discussibrtheir potential origins is
warranted. However, researchers postulate seveags w1 which these could occur,

often linked to the various background frameworkspeech production.

In two stage models, there are two potential osidor a semantic error; deficits at the
conceptual level involving semantic features (atreérsemantic deficit), for example

shared semantic features allowing activation teagrto the semantic neighbour of the
target as well as the target itself (Schwartz et 2006). Separate ‘post-semantic’

impairment is also possible at the level of lexicapresentations. This dual origin
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hypothesis is supported in work with acute strokiemts, where damage to Wernicke’s
area (BA 22) was associated with semantic errorgprofduction combined with

semantic errors of comprehension in word-to-pictusgching (WPM) tasks (Cloutman
et al., 2009). Cloutman et al. argued that theseremere the result of conceptual-
semantic level deficits, whereas other patients wiadle similar semantic errors in
production but not in comprehension tasks like Wkbgesting damage at the level of
accessing lexical items) were more likely to showsue damage in the left
occipitotemporal area (BA 37). In a more modulastesn, Caramazza and Hillis (1990)
suggest that patients who show frequent errorsraih maming and reading but who
demonstrate unimpaired comprehension of the sammsithave damage to a
phonological output lexicon. This is contrastedhwd more central impairment to
lexical-semantic processing, where patients showlai errors in both comprehension

and output tasks like oral naming and word writing.

PDP models do not postulate semantic errors otiggpdrom damage to individuated

‘lexical’ representations as this level of repréagon does not exist in such models,
which rely on the direct interaction of semanticsl @honology to produce distributed
semantic representations. However, proponentsstrfilalited models assert that deficits
such as anomia, including impairments which elsee/tmeight be described as ‘post-
semantic’ (production errors with little accompamyicomprehension deficit) can be
accounted for by damage to semantic and/or phormalognits without the need for an
abstract lexical level of representation (LambonlpRa 1998; Lambon Ralph,

McClelland, Patterson, Galton, & Hodges, 2001; LamiRalph et al., 2002; Lambon
Ralph et al., 2000).

Some semantic errors arise from progressive dangemantic representations, for
example the increasingly typical category membeeguently named in semantic
dementia or SD such as “horse” or even “animal”ZesrA. These errors occur when
the fine-grained level of detail is increasinglystiofrom semantic representations,
leaving only gross category features (Bozeat et 2003; Rogers et al.,, 2004;
Woollams, Cooper-Pye, Hodges, & Patterson, 2008g Tinal potential origin of

semantic errors covered in this section is thelresua failure of semantic control.

These errors might be characterised by the assacsgmantic error, where the correct
semantic representation has clearly been reacle@nbincorrect element selected, for
example “nuts” forsQUIRREL These errors arise in conditions such as SA, when
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system for manipulating semantic information is dged, leaving the basic

information relatively spared.

THEME 2:
Semantic control in speech production: its functiorand
associated anatomical structures, and the effect semantic
control deficits in semantic aphasia.

The first section of Research Theme 2 will introgltite concept of semantic cognition
as the combined input of two separable elemenimesentations and control, and
explore the role of semantic control in the spepadduction process. The following
section will look at the anatomical structures @mdctional subdivisions which have
been related to semantic control within speech yotdn. There will then follow a
more detailed exploration of the evidence for thecsfic deficit to semantic control in
SA in the presence of relatively spared semanpicesentations. Data from SA patients
will be used to illustrate the effects of impairedmantic control, and this will be
contrasted with a condition which causes damagepresentations rather than control,
semantic dementia or SD. This comparison will helpshow the contributions and

potential for independent damage of the two elemehsemantic cognition.

What role does semantic control have within spgeolduction?

Semantic cognition appears to consist of two pénes actual information, contained in
semantic representations, and a system for sajetiten most appropriate element for
the task in hand, semantic control. Semantic remtasions are obviously crucial to
speech production; they are the raw material, wiherte is to be produced. However,
the other part of semantic cognition, semantic rmnélso has a vital role to play in the
fast, accurate assembly of speech online, evemedetel of single word naming. This
aspect of speech production has been underexpiom@ate, which provided motivation

for the series of experiments presented in thisishélthough the word ‘control’ might

imply some form of strategy consciously employed fmtients or participants to

enhance test performance, the term ‘semantic domirthis thesis is used to evoke a
deeper level, more automatic process, able to besaed by experimental manipulation
but not necessarily open to conscious directiorpasticipants. Semantic control is

rather a property of an internal executive typdesyswhich operates on or with stored
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semantic knowledge, an online process evoked bynteeaction between the stimulus

and the internal semantic system.

A mechanism for selection amongst multiple candislabr selection of the appropriate
level of response (specific type, basic level objeategory), must be incorporated in
any instantiated model of speech production. I'MlEAVER ++ account (Levelt et al.,
1999), target concepts are stored as whole urtits ifiondecompositional account;
Roelofs, 1993). When a concept is selected for yrtion, it must first activate an
individuated word node or lemma. Activation sprefasn the concept until it meets
lemmas which are semantically appropriate: con@pioformation may activate
several lemmas which are appropriate to varyingregsy A selection mechanism
compares the activation of any potential respoaselidates using the Luce ratio, which
weighs the activation of each against all the agth€his process produces a single most
activated lemma which then goes forward to phoro@gprocessing in the serial,
discrete WEAVER ++ model. The Luce ratio can bensas a mechanism in the
WEAVER ++ model which accomplishes a similar task semantic control in the
selection of the best candidate during speech ptmiu However, the scope of
semantic control is wider than the selection memann WEAVER ++, as in our
framework it operates from the conceptual semdatiel through a postulated lexical
level (not present in PDP models which can alsomeocodate the concept of semantic
control), and can also engage with phonology verttechanisms of cascading and/or

feedback of activation.

The Dell et al. (1997) model allows for both casogaf activation and feedback, such
that an original jolt of semantic activation caickle down to both appropriate lemmas
and thence to matching phoneme units, which can taect activation back up the

system, honing selection at both a semantic amanank level. This process leads to a
group of active candidates which includes the taagel its close semantic and formal
neighbours. According to Dell et al. (1997), dursiggle item picture naming the most
active noun is then selected from this group. Beigction of the most active candidate
for production does not preclude the operationhef $¢ystem we are terming semantic
control, which could operate in the framework didxsa above to enhance or facilitate
productive pathways (based on the task at handeXample visual input) and inhibit

unproductive ones.
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What is not present in either of the speech proedmanodels mentioned above is an
explicit way to take context into account. Thiswkere the idea of semantic control
comes in, as an overt way to accommodate conteteiserdemands. Although in single
word naming the context is relatively simple, i.¢he visual stimulus, in most
naturalistic speech production situations the detwasf context can be complex and
subtle. The hypothesised semantic control systeamniay to maximise the efficient use
of the other part of semantic cognition, the repnégtions, manipulating stored
information to meet online task demands (Hodgsdra&bon Ralph, 2008; Jefferies &
Lambon Ralph, 2006; Jefferies et al., 2008; Nooeaml., 2010; Soni et al., 2009).
Although as yet the semantic control system has be@n fully instantiated in a
computational model, its role in semantic cogniti@s been depicted in Lambon Ralph
and Patterson (2008), rehearsed below in Figuresk®antic control (‘frontoparietal
control system’ in the diagram) is shown to havéidirectional link with amodal
semantic representations. We can surmise some pfaperties from patients who are
deemed to have semantic control deficits. Patwerits the multimodal semantic deficit
SA are impaired in functions such as the inhibit@inprepotent responses, selection
amongst multiple competitors, and augmentation adivation for inherently weaker
responses, for example targets that are weaklciadsd with a probe in the presence of
a more strongly associated distractor (Jefferied.e2008; Noonan et al., 2010; Soni et
al., 2009).
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Figure 1.3: Extended theoretical framework for seticacognition (Figure 4 from p.74,
Lambon Ralph & Patterson, 2008)

As well as experimental effects, we may offer fartepeculation on the exact processes
of semantic control during speech production, aitfiothese mechanisms have not yet
been demonstrated either in human participantsully fnstantiated computational
models. The basic task accomplished by semantitraiaiiuring speech production is
the facilitation of productive pathways leading dorrect naming responses and the
hindrance of other pathways which might lead t@mmtrin other words ‘loading the
dice’ towards task appropriate behaviour. It is dtpesised to operate at the semantic
level (concepts and/or compositional features) tedlexical level (although in PDP
models this step is not modelled). However, if #ssumption of interaction between
semantic and phonological processing in speechuptimh is followed (as per Dell et
al., 1997), semantic control may also engage witbnplogical processing although
based at the semantic and lexical level. We spectieat semantic control may work
with ‘automatic’ effects such as the rise in adima of particular semantic
features/concepts caused by presentation of alwsswmaulus, or any potential lateral
inhibition of close semantic neighbours when adtig activated: such rises or falls in
activation can be magnified by the semantic cordystem in order to produce the most
appropriate response according to context and daskands. The theory of semantic

control proposed here is consistent with both daisgaand interaction in speech
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production, but not with discrete, serial modelshsas WEAVER ++ (Levelt et al.,
1999), although (as noted above) both the Dell.gt1897) and WEAVER ++ models
have mechanisms which might be seen as equivalesgrhantic control. PDP models
(e.g., Harm & Seidenberg, 2004; Rumelhart et @861 Seidenberg & McClelland,
1989) are also compatible with the idea of semaatintrol, which would act on
semantic units and engage with phonological unitslevactivation reverberates
between them (Lambon Ralph et al., 2000), agaiam®ecihg useful connections or unit

activations and inhibiting unproductive ones.

This facilitation of task appropriate behaviour hag sides, the enhancement of
‘correct’ or useful information and/or links, andhet inhibition of ‘incorrect’ or
distracting information, which may in some casesnme salient than the target. For
example, part of this process could be achievedntyancing semantic activation which
is linked to visual input or strengthening the libktween a visual stimulus and a
semantic representation (or several), boosting dbgvation of a small set of
semantically related items. In parallel, semantotml could act to synthesise input
from other modalities such as auditory informationhe cueing paradigm, initiating or
strengthening links between levels of processingelVa correct cue is presented (e.g.,
It | with TIGER), these two inputs match; hence the control sysgathers the two
activation boosts, focussing on an item which ighhghted by both modalities and
potentially forging (or deepening) a path betwebent, resulting in faster, more
accurate target naming. If a miscue is presented, (¢ with TIGER), the two inputs do
not match: visual and semantic input which is pdlstiappropriate to another candidate
(LION) receives a boost of activation either througheagdig activation from the target
itself, or via overlapping activation of shared setic features. The semantic control
system combines the boost to a competitor's inpianeme with its relatively high
semantic activation: in effect the system has bemked’ into facilitating a competitor
for production, erroneously linking visual, semardnd phonological information and
resulting in a semantic error. In a repetition pnighparadigm, the semantic control
system would use the previously heightened actwatif the prime and (if the prime
was named) the links between an item’s visual, séimaand phonological
representations as a starting point in a subsequaning trial, facilitating the naming

of the target over items which may be visually gamand have some semantic overlap.
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The flipside of this enhancement of productive fulspathways is the downgrading or
inhibition of unproductive activation and links. tAbugh lateral inhibition (by targets
on close semantic neighbours) within speech praslucts still contested in the

literature (Levelt et al., 1999; Vitkovitch, Rutt&rRead, 2001), inhibition is a core task
of more general executive processing (see Miyak&dman, Emerson, Witzki,

Howerter & Wager, 2000, and Collette, Van der Limdeaureys, Delfiore, Degueldre,
Luxen & Salmon, 2005). Inhibition could be achie®dour proposed semantic control
system by reducing levels of activation of non-eargompetitors or weakening links
when two inputs are poorly matched, for examplectuped big cat with spots and the
concept of TIGER. Although still debated, the effects of failure sfich inhibitory

mechanisms have been noted in SA patients, for pbeartheir susceptibility to

miscueing and their difficulties with strongly aswded distractors (Noonan et al.,
2010; Soni et al., 2009, 2011). We hypothesise tthiat behaviour is associated with
poor semantic control. When a semantic interfereifext (SIE) is found, for example
longer naming times in the presence of a semaigicadtor, we argue that the longer
latency reflects the time taken by the semantidrobisystem to inhibit the semantic

activation of the competitor.

The *hyperonym problem’

A single semantic representation is a richly dethbool of information with links to
similar items (category co-ordinates) and itemanfrdifferent categories which are
linked by verbal or real-world co-occurrence (ass®s). Different elements of such a
representation may be highlighted at different §mso effective semantic control is
essential for determining the most appropriate el@nfor the task in hand. Part of
producing the correct response in a picture nartasg is selecting between levels of
representation: is this item to be named VAL , aCAT, a SAMESE, or TIDDLES? This
has been termed tliyperonym problenfLevelt, 1989; Levelt et al., 1999), and can be
formally stated thus: if the meaning of item A (e.gAT) is encompassed by the
meaning of item B (e.gANIMAL ), then B is a hyperonym or superordinate of Aaks
the features ofAT are also contained within the representatioanfAL , how is the
desired element activated? In nondecompositionaletsssuch as WEAVER ++ (Levelt
et al., 1999; Roelofs, 1993), this problem is ameented by the individuated nodes for
each item concept, meaning that even though therésaofCAT are encompassed by
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the conceptANIMAL, each of these items has its own conceptual amdale

representation which become activated in partidakstances.

The hyperonym problem has been raised as a pdtewbalem for feature based
models such as Dell et al.’s weight decay moded ) 9vhich like Levelt et al.’s (1999)
model incorporates the notion of localist nodedesnmas, though instead of being
linked to unified semantic concepts these lexiegkesentations are fed by a common
pool of semantic features. A similar difficulty ddube envisaged for PDP type models
(e.g., Lambon Ralph et al., 2002; Lambon RalpH.e2800; Plaut et al., 1996; Plaut &
Shallice, 1993), which also incorporate a commoatuiee bank to be used by any
relevant concept, but which do not include localisikical nodes: semantic
representations are simply distributed patternsctifzation which interact directly with
phonological units to produce a name. In any systelying on shared semantic
features, multiple lexical items could be mappetbdhe target semantics, so how does
the speech production system know which level kecte

The concept of semantic control goes a long wayatds# solving the hyperonym
problem, in that it is defined as the selectiontagk appropriate information from
amongst the large amount of stored knowledge enaastic representation (Noonan et
al., 2010). The response produced depends on teeretlevant facet of a representation
at the time, demanded by task or context. In aumgchaming test, people are made
aware that a basic level name is sought, hencerdbponse “animal” (or indeed
“Siamese” or “Tiddles”) to a pictured cat is inappriate and counted as an error. Any
of the above responses may be accurate and apgeopriparticular circumstances, but
the semantic control system is needed to distihglistween all these potential

responses to select the element required by tke tas

Anatomical correlates of semantic control

The division between semantic control and reprediemt is highlighted by the different
areas they tend to recruit. Broadly, it is suggediat semantic control is subserved by
both prefrontal and parietal regions (Badre, Pakir&are-Blagoev, Insler, & Wagner,
2005; Berthier, 2001; Hodgson & Lambon Ralph, 200&feries & Lambon Ralph,
2006; Jefferies et al., 2008; Thompson-Schill gt1#98). Other studies suggest that the
amodal store of semantic representations may biioaad in the temporal poles, which

are richly connected with cortical association aréBozeat et al.,, 2003; Bozeat,
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Lambon Ralph, Patterson, & Hodges, 2000; Gloor,719Sough, Nobre, & Devlin,
2005; Jefferies & Lambon Ralph, 2006; Jefferieslgt 2008). Research Theme 2 is
about semantic control within speech productiomcleethis will be explored in more

detail.

Many studies focus on the semantic control funstiassociated with the left frontal
cortex, variously defined as the left inferior ftahgyrus (LIFG), the left inferior
prefrontal cortex (LIPC) and the left ventrolatemkfrontal cortex (VLPFC): these
areas partially overlap, and are also designateBrbgmann’s Areas 6, 44, 4 and 47.
The terms LIFG, LIPC and VLPFC will all be used daedepending on the terms
employed in individual papers. Some studies proppsempetitive accountor the
function of this region (Thompson-Schill, D'EspositAguirre, & Farah, 1997;
Thompson-Schill et al., 1998), where the LIFG ispansible for selecting between
several potential responses, both in healthy ppatnts in fMRI (Thompson-Schill et
al., 1997) and patients with focal frontal lesidi$iompson-Schill et al., 1998). An
alternativenoncompetitiveccountis given by Wagner et al. (2001), who assert tinat
LIFG is responsible for controlled semantic retalewiving higher LIFG activation
when the association between cue and target is.weakis account, the relationship
between cue and target is key, not the relativengths of several potential responses.
Wagner et al. (2001) propose that when a singlpgteat response exists, processing
occurs in a more automatic manner, with less LIFEvation. Later papers offer
greater consensus. Thompson-Schill and BotviniOk§2 assert that selection demands
and association strength may effectively be prasbby the same mechanism, with the
LIFG supplying a top-down signal which can resobemnflict or search for a weakly
associated response. Badre et al. (2005) proposanatomical and processing
separation between these two types of operatidh, selection by the left mid-VLPFC
and retrieval supported by more anterior portiohthe left VLPFC and mid temporal

cortex, where long term representations are stored.

Several papers describe anatomical and functiaraigisions of the LIFG. Snyder et
al. (2007) found that both anterior and posteramions of the LIFG were activated by
both semantic and phonological tasks, and attributtomain-general mechanism for
resolving conflict from task-irrelevant material.eldin et al. (2003) conducted a
combined fMRI and TMS study: TMS to the anterioPO slowed RTs in a semantic
task relative to a perceptual control task, showireg this region was essential for the
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semantic processing required by their task. Howether fMRI data showed that both
semantic and phonological processing activatechanuan set of areas in the LIPC, but
semantic activation was concentrated in the antand phonological activation in the
posterior portionWagner et al. (2001) also postulated a functiorslindttion between
the anterior portion of the LIPC (BA 45/47), respitlae for semantic processing, and
the posterior portion (BA 44/6) for more phonoladitype control. Gold and Buckner
(2002) allowed that the LIFG could offer a site whambiguous relationships between
stimulus and representations can be resolved, &k smantic or phonological in
nature. Gough et al. (2005) also suggest that lRE€ Imay be the place where different
forms of linguistic information (semantic, phonoicg) become integrated and
ambiguities can therefore be resolved. A critidaa to introduce here is thatgrided
specialisationPlaut, 2002). In a connectionist model, Plaut dbss how it is possible
for a set of units to be globally responsible ferumber of tasks, but locally some units
will be more specialised to deal with task A, othernth task B and so on. Graded
specialisation can account for the somewhat vaidisidings on anatomical and

functional subdivisions of the LIFG.

Despite some continuing disagreement, it is clieat the left inferior frontal cortex is
involved in controlled semantic processing. Howeais is not the full extent of areas
reputed to be involved in semantic control: theeeaso more posterior components to
the system. Several interesting papers show aneabtimiks between frontal and other
cortical regions which could be utilised by taskssalving controlled semantic
processing. Gold and Buckner (2002) postulatedttieteft inferior frontal cortex co-
activates with different regions according to tad&mands, controlled semantic
retrieval with the left temporal cortex, and cotied phonological retrieval with left
posterior frontal and parietal regions. Gough et(2005) describe the connectivity
patterns from the anterior and posterior LIPC, wlike anterior portions (associated
with semantic processing) linked to the temporalep@ssociated with semantic
memory, and posterior LIPC (linked to phonologipabcessing) to temporoparietal
regions related to auditory speech processing. eBatliral. (2005) also highlighted
connections between the left VLPFC and the mid tawmpcortex, a suggested
‘storage’ site for semantic representations. Theolrement of a similar range of
regions in semantic processing was also cited ifiviRil study on word reading and
picture naming (Mechelli, Josephs, Lambon Ralph,CMtand, & Price, 2007).
Semantically related word pairs modulated activity a left lateralized network
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including the pars orbitalis (part of the LIFG)gtBuperior frontal gyrus, the middle
temporal gyrus and the angular gyrus. Regardless patential fine-grained

subdivisions, this series of papers highlightsittea of connectivity between cortical
regions, with a network of frontal, parietal andnpral regions subserving the

semantic control system which supports accuratecspproduction.

Semantic control in SA

Semantic aphasia or SA is a somewhat newly coieed (Corbett, Jefferies, Ehsan, &
Lambon Ralph, 2009; Jefferies & Lambon Ralph, 200&onan et al., 2010; Soni et al.,
2009) describing a functional grouping of left-hephiere stroke patients. The inclusion
criterion was failure of both word and picture vens of tests of semantic association
such as Pyramids and Palm Trees (Howard & Pattei®8?) and/or Camel and Cactus
(Bozeat et al., 2000). Both of these tests givecde picture, for example a pyramid,
and a choice of two (PPT) or four (CCT) picturesdmh, such as a palm tree and a
pine tree: the task is to pick the item most asdedi with the main picture. The
semantic distance of the targets and distractoosn fthe probe picture may be
manipulated, making the test a sensitive way taongxa the access and manipulation of
semantic material. When semantic distance betweapepand target was greater, SA

patients had more trouble picking out the relevatationship.

Phonology seems to be relatively spared in thisigmf patients; mean performance in
the word repetition element of the Psycholinguistssessments of Language
Processing in Aphasia (PALPA, Kay, Lesser, & Caditite1992) was over 90% correct.
SA patients show impaired performance on nonverbakoning tests like Raven’s
coloured matrices (Raven, 1962), and also attealfiexecutive measures such as
Brixton (Burgess & Shallice, 1997), Wisconsin cauarting (WCST, Milner, 1963;
Stuss et al., 2000) and elevator counting testb€éRson, Ward, & Ridgeway, 1993).
They also show correlations between semantic tegtgpoor performance on executive
tests (Jefferies & Lambon Ralph, 2006; Jefferiesakt 2008), indicating that
compromised executive control may be affecting sgmaognition. The impairments
in SA are characterised by reduced ability to diegtention to the appropriate facet of a
concept (Jefferies & Lambon Ralph, 2006), an aspeEsemantic cognition which has

been termed semantic control.
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Despite the functional similarities, SA is not eatitional’ aphasia classification, nor
does it have a single neurological origin. Patiemith several different aphasia
diagnoses have been included (e.g., transcortieabasy aphasia or TSA, mixed
transcortical and conduction aphasia) due to twimparable performance on a range of
semantic and executive tasks. Neurologically, padigvith SA are a subgroup of stroke
patients with damaged prefrontal and/or temporepariareas in the left hemisphere
including the inferior frontal gyrus (Brodmann ased4, 45 and 47), the superior,
middle and inferior temporal gyri (Brodmann are&s 21 and 20) and parietal areas
such as the angular and supramarginal gyri (Brodnaaeas 39 and 40). Of the group
of eight SA patients who took part in some or &lthe experiments in this thesis, all
except one (JD) have damage either to corticalbcartical tissue in temporo-parietal
regions: three also have cortical damage in frorgglons (NY, PG and BB). JD has
purely subcortical damage to the putamen and capahich underlie frontal and
parietal cortical regions. Further details of tHegion sites and extent of damage can be
found in Table 1 of each data chapter.

This range of prefrontal, parietal and temporaharghowing involvement in controlled
semantic tasks such as target selection amongsiplautandidates and inhibition of
prepotent responses is strikingly similar to mahyhe PET, fMRI and TMS studies
with normal participants detailed in the previoest®n (Badre et al., 2005; Devlin et
al., 2003; Gold & Buckner, 2002; Gough et al., 2006Bompson-Schill & Botvinick,
2006; Wagner et al., 2001). A similar network ofaibr areas was also noted in
Berthier's (2001) study of TSA, an aphasia typerabti@rised by fluent speech with
some comprehension impairment but good auditorgtiépr?. Berthier investigated
the deficits shown by subgroups of TSA patients Wiaal either purely frontal or
temporoparietal damage, along with a third group were damaged in both areas.
Using the Western Aphasia Battery (Kertesz, 1988)found virtually no significant
differences between any of the groups, judging théom be functionally
indistinguishable despite differences in lesior.gile concluded that his data indicated
a semantic system dependent upon a distributedonetaf brain regions, and that a
lesion in any part of this network could lead tcsimilar breakdown in processing
(Berthier, 2001).

2 Our SA group includes four patients who fit thi¢ezia for TSA (HN, PG, SC and ME)
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To return to the behavioural and functional aspeftsSA, patients have shown
multimodal semantic problems in both verbal andweobal domains, with uneven
performance across tasks, items being recalleceq@érfin some contexts but not in
others. These differences in recall are observednwdifferent modes of semantic
processing are required, for example between namithyword to picture matching
(WPM), rather than when performing the same tash idifferent modality, such as
verbal and pictorial WPM (Jefferies & Lambon Ral@®06). From this we can infer
that semantic representations are not altogetlseéinoSA, as they can still be accessed
in some contexts. For example, naming accuracybeasignificantly improved by the
presentation of phonemic cues in conjunction wita pictures (Jefferies & Lambon
Ralph, 2006; Jefferies et al., 2008; Noonan et28l1,0; Soni et al., 2009; Soni et al., in
press). There is also a tendency in SA to prodssedative semantic errors during
naming such as “nuts” fBQUIRREL (27% of all semantic errors, Jefferies & Lambon
Ralph,2006). An error such as this clearly indicates thatsemantic representation of
SQUIRREL has been reached: the strong association with isutslatively specific to
squirrels amongst small mammals. However, despite temaining knowledge
displayed, an inappropriate element of a detailechastic representation has been
selected. A deficit of semantic control providegaasimonious account for behavioural
effects such as associative errors, improvemenaming in the presence of phonemic

cues, and correlations with poor scores on exeeugsts.

In order to demonstrate the specific and distittire of the impairments shown in SA,
earlier studies (e.g., Jefferies & Lambon RalphQ68)0Ocompared the condition with
semantic dementia or SD, which is also a multimagahantic impairment. SD also
provides a useful stable comparison group duedaitiiformity of disease progression,
which causes remarkably similar symptoms acros®scaSD causes progressive
bilateral atrophy of the anterior temporal lobe=mr(poral pole); cortical matter is lost
and lobes become thinner causing a characterlgtite*edge’ appearance. There is a
progressive loss of semantic knowledge co-occurviitty relatively spared episodic

memory, self-care, spatial skills and phonologataility.

Although overall error rates in picture naming iD &nd SA (Jefferies & Lambon
Ralph, 2006) were the same (41% of items corréiegiy responses show interesting

gualitative differences. Instead of the large numifeassociative semantic errors seen
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in SA, SD patients show increasing levels of supBnate errors and erroneous naming
of more typical members of a category as the despesgressed (e.g., “animal” fonG

or “horse” for ZEBRA), suggesting that knowledge of specific items gechefore
knowledge of broad categories (Bozeat et al., 20U8pllams et al., 2008). Rogers,
Lambon Ralph, Garrard, Bozeat, McClelland, Hodges Batterson (2004) showed a
similar pattern of naming errors in a computatiamaldel in which distributed semantic
representations had been lesioned. Unlike SA fdati&§D patients tend to show high
item consistency from test to test, substantiada@$f of frequency and familiarity and
are not assisted by phonemic cueing (Bird, LambalpiR Patterson, & Hodges, 2000;
Bozeat et al., 2003; Bozeat et al., 2000; Jeffefidsambon Ralph, 2006; Jefferies et
al., 2008). The conclusion is that this patterndeficits points to a central amodal
semantic deficit in SD, with degraded conceptupltesentations (Bozeat et al., 2003;
Jefferies & Lambon Ralph, 2006; Jefferies et Q& Rogers et al., 2004; Woollams et
al., 2008): once a representation has decayesiniitimerely more difficult to access; it
iIs simply not there to reach. In comparison, thamitinconsistency, the significant
benefits of phonemic cueing and the prevalencessb@ative errors found in SA point
to an impairment of the ability to manipulate setiamformation, with the central

representational store far less degraded than in SD

THEME 3:
The effect of tempo naming on semantic control anthe place
of semantic control within a wider executive netwak.

Under the heading of this theme, the procedurebauttground of the tempo naming
methodology will be looked at, including the reteship of tempo naming to other
speeded naming and dual-task procedures, and eedprovided to establish the
rationale behind using it to mimic the behavioutto$ particular patient group. Theme
3 will also introduce the more general debate of lse@mantic control fits with wider

executive control mechanisms.

Development of the tempo task

The tempo paradigm grew out of an older traditibrspeeded naming tasks such as
deadline naming (Vitkovitch & Humphreys, 1991; \Gthktch, Humphreys, & Lloyd-
Jones, 1993), which are in general designed teaser the difficulty of picture naming
for healthy participants, who otherwise perform enar less at ceiling on this task

(Masterson & Druks, 1998; Szekely et al., 2003)tHa tempo naming paradigm, a
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tempo is set up using a countdown with visual andfaditory signals. After the

countdown the target is presented on the next teébgad’, and the participant is asked
to name the item on the following tempo beat; #@go can also be set at different
speeds. Tempo naming was initially developed fax with word reading (Kello &

Plaut, 2000), where it was used to investigatdesjia control of response initiation and
to act as a window on the time course of phonolgpmrocessing. Hodgson and
Lambon Ralph (2008) then adapted the task to mcthaming to make a direct
comparison with deadline naming in Experiment I eBnExperiment 2 tempo naming
was used to investigate the effects of both cora@ct misleading phonemic cues on
picture naming. Tempo picture naming was then agesl further in this thesis to

investigate differences between object and actaming (Chapter 2) and also to extend
the use of cues in conjunction with picture nam{@hapter 3, Soni et al., 2009;

Chapter 4, Soni et al., in press).

A previous speeded naming task with some simigwitio the tempo paradigm is
deadline naming, where participants are asked toenan item before a deadline
indicated by audio and/or visual signals; the deadtan then also be set at different
intervals (Vitkovitch & Humphreys, 1991; Vitkovitcét al., 1993). Both deadline and
tempo naming generate faster RTs than standardngaffiodgson & Lambon Ralph,
2008; Kello & Plaut, 2000; Vitkovitch & Humphrey4991; Vitkovitch et al., 1993),
but whereas deadline naming can be achieved bylsimgming an item as fast as
possible, it could be argued that more attentioth @ntrol are required to correctly
perform the tempo task, where response timingghtlyi specified to be neither too
early nor too late. Higher error rates are alsm s@éh both deadline and tempo naming,
but in a direct comparison with normal participaeisipo naming was found to produce
more errors than deadline naming at similar spg@@8o vs. 18% respectively),
including more associative semantic errors (13 M%. Hodgson & Lambon Ralph,
2008), mimicking the pattern shown by SA strokegrds. In Experiment 2 of the same
paper, Hodgson and Lambon Ralph focussed on temmdng with the introduction of
simultaneous cues, either correct initial phoneofesarget pictures, neutral beeps, or
initial phonemes of category co-ordinates of tasdetg., /I/ forLioN with a picture of a
TIGER). They found that the fast condition produced igicgntly shorter RTs but higher
error rates; the miscue condition produced sigaifity more semantic errors (40% of

trials) than either the neutral (11%) or the car(ééo) cue conditions.
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Tempo naming: theoretical basis and suitability domparison with SA

Turning to the theory of how tempo naming achieat@sesults, we will initially look at
the first experiment using the tempo paradigm, &elhd Plaut (2000). The task not
only significantly reduced the accuracy of word magnand the latency of response
initiation compared to standard word naming, bsballecreased the duration of the
response: it was not just begun earlier but prooedmmore quickly overall. In order to
simultaneously account for reduced latency andtouraf responses and higher error
rates, the authors propose that processing isusottjuncated or stopped at an earlier
point, but that the complete process is acceleratedlcompressed. In a connectionist
network, this can be accomplished by changing nipeiti gain to the processing units.
Gain has a multiplicative function between inputl @utput: when the value of gain is
low, a small change in input has a small effecbotput, whereas if gain is set higher, a
small change in input has a much larger effectput. Raising input gain is therefore
able to accelerate processing because the trafisfer input to output can be
accomplished in fewer time steps (Kello & Plautp@02003): increased gain can also
account for increased error rates by amplifyingsaas well as the input signal during
processing.

Looking at the tempo picture naming paradigm, Hodgand Lambon Ralph (2008)
concur with the argument that processing is conggeesather than truncated. The error
patterns observed in Experiment 2 mirror pattehwsvé by stroke aphasic patients with
both correct (Howard & Orchard-Lisle, 1984; Je#sri& Lambon Ralph, 2006;
Jefferies et al., 2008; Noonan et al., 2010; Soral.e 2009; Soni et al., in press) and
incorrect cues (Lambon Ralph et al., 2000; Noortaal.e2010; Soni et al., 2009; Soni
et al., in press). Hodgson and Lambon Ralph offer possible explanations for these
effects, a simple speed/accuracy trade off andcaouat based on divided attention-
executive resources, but argue that the speed&mctrade off is less likely because the
pattern of error rates and types differs from thaiduced by the deadline naming in
Experiment 1 (2008). They argue that tempo namdgges participants to expend part
of their attention on the precise timing of theésponse, as well as naming targets
correctly. Hodgson and Lambon Ralph propose thas ithis division of executive
processing resources which reduces ability to séhex correct target from amongst
several potential candidates, particularly when gi®nemic cue is boosting the
activation of a competitor, making the behavioumofmal participants similar to the

semantic control impaired stroke aphasic patiedtsdgson & Lambon Ralph, 2008).
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The tempo task directly interferes with executiwmtcol processes, thus making it a
suitable method of emulating control-impaired SAigra behaviour as opposed to other
semantic impairment, for example that seen in Siierey core representation rather than

manipulation of semantic information is impaired.

Although participants are not expected to succeerksponding ‘on tempo’ at every
trial, the tight specification on response timirgfuires constant attention, splitting
processing capability between response selectidrianing, in effect forming a kind of

dual task. When two tasks are performed simultasigpiewer processing resources
are available for each (Newman, Keller, & Just, 0@ could be argued that the dual
nature of the tempo task disrupts semantic comtr@ way that is analogous to the

impairments shown in SA.

Semantic control within wider executive control hreagsms

Many dual task studies are found elsewhere in tiemtgon-executive control literature,
often using neuroimaging techniques to explore wibain areas are involved both in
tasks performed singly, and what extra activatigiste when the tasks are attempted
simultaneously. They are used to investigate thecebdf divided processing resources
on effective task performance, probing how an awhiag ‘control’ type system
regulates behaviour. In this section, several sgidn wider executive control will be
examined, including probing whether more constidisemantic control mechanisms
could be neurologically and functionally part oketlexecutive control system which

regulates other areas of human cognition and betavi

Newman et al. (2007) used fMRI to investigate stgat control of attentional resources
using auditory sentence comprehension and meritdlao of 3-D figures carried out as
a dual task. Both tasks were simultaneously presetat all participants, but they were
either asked to attend to one or both of the ta&kswas seen in the tempo paradigm,
RTs and errors were significantly greater whennaliteg to both tasks than when
selectively attending. Neurologically, activatidos non-attended tasks were lower than
for attended tasks, showing that attentional ressiwere under strategic control to an
extent. Attending sentences produced more bilatectVation in temporal language
areas whereas attending rotations activated raghtdlized occipital and parietal areas.
Attending to both tasks produced a laterality shifthe temporal language regions,

with smaller right hemisphere activation than whaé&ending to the language task alone.
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Activation was also underadditive — the ‘combinedtus’ condition produced less
activation than the sum of the two tasks when seldyg attended to, showing that the
act of attending to two tasks at once has a cosdrins of processing resources above
and beyond what is used for each overt task. Rrifr@ctivations were greater in the
dual task condition but not significantly so, howea network of areas is clearly acting
together to achieve strategically divided attention these participants. The left
hemisphere bias for controlled focus on languagkstanirrors that seen in Research
Theme 2, where controlled language tasks predortinactivated left hemisphere
networks including temporal, parietal and fronte¢éas (Badre et al., 2005; Gold &
Buckner, 2002; Gough et al., 2005).

A clearer demonstration of prefrontal involvementlual task performance comes from
Collette, Olivier, Van der Linden, Laureys, Del#&grLuxen and Salmon (2005). They
carried out a PET study using simple visual andtapddiscrimination tasks relative to
passive viewing and hearing in a subtraction desldrese tasks evoked no prefrontal
activation when carried out singly: the visual taskivated the middle and superior
occipital gyrus (BA 18 and 19) in the right hemispi and the superior parietal gyrus
(BA 7) bilaterally, and the auditory task evokediation in the right superior and
middle temporal gyrus (BA 22 and 21). Behavioural®fs for each single task were
significantly faster than the dual task, again singvthe cognitive cost incurred when
performing two tasks simultaneously. Neurologicaliiyial task performance evoked
activation in a series of primarily left sided ftahand parietal regions: the left inferior
frontal sulcus (BA 9/46), the left anterior preftahcortex (BA 10 and BA 11/47), the
left posterior middle frontal gyrus (BA 6), the tleinferior parietal gyrus and
intraparietal sulcus (BA 40) and the left cerebmlluThe authors conclude that a
network of frontal and parietal regions was invalwe the executively demanding dual
task paradigm, again calling to mind tempo, SA sethantic control data.

This study was particularly interesting in thatnvolved no language elements, being
based on simple sensory discrimination, yet a isglik similar network of left
hemisphere regions are implicated as in the semaatitrol studies cited in Research
Theme 2 (Badre et al., 2005; Gold & Buckner, 208Bugh et al., 2005; Thompson-
Schill & Botvinick, 2006; Thompson-Schill et al.997). The activation in the frontal
and prefrontal cortices in the dual task conditioiCollette et al. (2005) which was not
present for either task alone is particularly ntgabrecalling the language-based
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semantic control activations in the above studiére is also a strong similarity to the
left-lateralized fronto-parietal regions of damage SA patient group (see Table 3.1),
who are impaired both on executive tests and th@pukation of semantic information.

It seems that a very similar network of corticagioms is recruited whether tasks
involve semantic or general control, and that damag those areas results in

impairment in controlled semantic processing.

Several papers delineate what they agree to be someecognitive functions of the
more general executive control system, namelyisbiffoetween one task and another),
updating (integrating new input with existing tapkrformance) and inhibition (of
prepotent responses, as in the Stroop task). Mjy&kiedman, Emerson, Witzki,
Howerter and Wagner (2000) looked at behaviouratetates of these three core
executive functions in normal participants. Latestiable analysis was used to examine
the role of various tasks such as the Wisconsinl Sarting Test (WCST, Milner, 1963;
Stuss et al., 2000) and Tower of Hanoi (TOH), itigasing which tasks tapped which
core executive function. They found that the therecutive functions were moderately
correlated with each other, showing an overarchergcutive system’, but that separate
experimental tasks were more associated with onetin than another (e.g., WCST to
shifting, TOH to inhibition), demonstrating sepdmblements within that system.

Collette, Van der Linden, Laureys, Delfiore, Deglie| Luxen and Salmon (2005)
carried out a PET study to delineate specific caltregions associated with updating,
shifting and inhibition. All three tasks activatdtke right intraparietal sulcus (BA 40),
the left superior parietal gyrus (BA 7) and the lateral prefrontal cortex (left middle
frontal gyrus, BA 10/46 and left inferior frontayms, BA 45), which are deduced to
play a role in general executive function. Furtheme significant foci of activation
associated with each task were seen in separdt®ris areas, again indicating that
executive function is made up of a number of irdlinted processes which act together
to form an overarching control system. This netwoikbrain areas activated by
executive control type tasks again recalls thesaod@lamage shown by our SA patient
group who are impaired at tasks involving contbligocessing and also the network of
regions associated with semantic control cited nmaging studies with normal
participants (Badre & Wagner, 2004; Gold & Buckn2002; Gough et al., 2005;
Thompson-Schill & Botvinick, 2006; Thompson-Schatlal., 1997; Thompson-Schill et
al., 1998; Wagner et al., 2001).
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Tying together some of the behavioural effects erhantic control impairments and
more general executive control, one of the corecetkhee functions mentioned above,
inhibition, is reminiscent of the effects of misdueaming in the tempo paradigm
(Hodgson & Lambon Ralph, 2008). When extraneousrmétion in the form of a
misleading phonemic cue is presented with a pictoilee named, healthy participants
made significantly more errors than when a neural correct cue was presented. This
clearly shows difficulty in the inhibition of thedk irrelevant material associated with
an experimental paradigm thought to stretch sematntrol resources. Looking at
individuals where damage to semantic control isnaerent, significantly poorer scores
on miscue trials shown by SA patients (Noonan ¢t28110; Soni et al., 2009; Soni et
al., in press) are also evidence of impaired intwbj with reduced suppression of
competing alternatives during naming. Furthermtre,semantic control deficit in SA
has also been shown to extend beyond the verbahidomto impaired object use
(Corbett, Jefferies, Ehsan et al., 2009; Corbetffedes, & Lambon Ralph, 2009),
suggesting that impaired semantic control can affext only language but motor
activity as well. Where then would be the line betw impaired semantic control in
object use and impaired general control of a maidivity? Along with the tempo
naming data and the neuropsychological evidenae 8@, the message of ‘unity and
diversity’ in executive control (Collette, Hoggeal®on, & Van der Linden, 2006;
Collette, Van der Linden et al., 2005; Miyake et &000) suggests that it is at least
possible that semantic control which operates nguage forms part of a wider system
of executive control. After all, stored semanticowhedge is important for many
functions other than language, including effectig® of objects in the environment,

spatial orientation, and social interaction betwpeaople.

CHAPTER SYNOPSES

For the final section of the Introductory Chapter will examine how semantic
cognition in speech production might be affectedth®sy various manipulations carried
out for the experiments in the following empiricdlapters. A brief outline of the main
findings will be included with each chapter syngpdihis section will outline how each

study relates the broader research themes of ésesth

Chapter 2: Grammatical class or imageability efe@bject and action naming in

semantic aphasia and normal tempo naming
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Various psycholinguistic properties such as imagdi@aband argument structure
distinguish objects and actions, and are also drtkedifferent demands on controlled
processing. Actions are averagely lower in imadaghthan objects, leading to the
hypothesis that in a patient group with impairechaetic control, this would lead to
critical difficulties with action naming. This hyftesis was tested by presenting two
sets of pictured actions and objects to our SA grou Experiment 1, one where
imageability is higher for objects than actions atiger relevant variables are matched
(the imageability confounded set) and one wheregéahility is matched between
grammatical classes (the imageability controlled). s€éhe patient data showed a
significant object benefit in accuracy in the imalgéity-confounded lists that was not
found when imageability was controlled. In Expenmh, following the significant
patient results, the imageability confounded set aigo tested on a group of healthy
participants in the tempo paradigm. Due to theimhetntal effects of the tempo method
on the semantic control system, an ‘action defisifis also predicted, and indeed a
significant advantage in accuracy for the higheagembility object set emerged at the

fast tempo.

Chapter 3: “L” is for tiger: Effects of phonologi¢gmis)cueing on picture naming in

semantic aphasia (Soni et al., 2009)

In this experiment the addition of correct (initiphoneme of target) and misleading
(initial phoneme of a category co-ordinate) cuesato object naming paradigm
manipulated the demand for controlled processinga lsystem where semantics and
phonology interact during speech production to s@x&ent, correct cues boost the
activation of target items, reducing the need femantic control in retrieval.
Conversely, the miscues are boosting a competgay.,(/I/ with TIGER should boost
LION), which greatly increases the need for controfjeacessing in two ways. Firstly,
the activated competitor must be inhibited; inhditis one of the core executive
control tasks identified by Collette et al. and kg et al. (2005; 2000). Secondly, the
correct target must be retrieved against a backgtoaf increased competition and
background noise, placing a greater demand on gem@mtrol (Badre et al., 2005;
Badre & Wagner, 2004; Thompson-Schill et al., 19@97gner et al., 2001). Indeed,
correct and co-ordinate cues significantly incrdaaed decreased accuracy in tempo
picture naming (Hodgson & Lambon Ralph, 2008), misthtical stimuli were used here
with the SA patients to enable a direct comparisidme patients showed significant

positive and overall cueing effects on accuracyl ammarginally significant negative
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cueing effect. In semantic errors, the positive andrall cueing effects were again
significant: the rate of exact cued errors wasifigantly greater in the miscue than the
neutral cue condition. Comparative analysis with tempo data from Hodgson and
Lambon Ralph (2008) showed no significant diffeeent semantic error rates between
patients and normals at the slow tempo; at thetéaspo, normals actually produced

significantly more semantic errors than patients.

Chapter 4: “W” is for bath: Can associative errobe cued? (Soni et al., in press)

The cued naming paradigm is further extended inp@nad (Soni et al., in press) with
the addition of both neutral phoneme cues (reptptie neutral beep used previously)
and associative miscues: stimuli are tested bottherSA group (Experiment 1) and a
group of healthy participants under tempo condgi¢Bxperiment 2). The inclusion of
associative miscues is particularly pertinent far 8A group, as associate errors are a
prevalent and distinguishing feature of their nagnenrors (Jefferies & Lambon Ralph,
2006; Jefferies et al., 2008). It is also possibi the neutral phoneme may present
problems for the SA group: although it does noediy increase competition by
boosting a competitor, it adds a distraction to tla@ning process which is already
impaired. The significant co-ordinate miscue efestill obtained with the neutral
phoneme, showing that meaningful miscues disruphimg more than the simple
presence of random misleading phonology. Although dssociative miscueing effect
on accuracy was not significant, there was a ridiaticrease in the number of cued
associate responses. The results from the tempingaemperiments showed similar
patterns irrespective of rate of response, comdistéh the notion that it is the tempo
task itself that draws off executive resources.lidRke co-ordinate miscueing effects
were seen in latency, accuracy and semantic endrereas the associate miscueing

effect was confined to RT.

Chapter 5: Repetition priming of picture namingsemantic aphasia: The impact of
intervening items (Soni et al., submitted).

Chapter 5 shifts focus to attempt to improve SAigué$ picture naming via
experimental means, building upon the previous ifigsl that correct cues boost
accuracy in SA patients. This finding is extendatbian assessment of repetition
priming in SA, with the presentation of an entitensilus rather than just an initial
phoneme. If, as has been shown, a single phonemdadasto guide impaired semantic
control mechanisms towards more accurate targectsah, then priming with the

whole stimulus in the same modality (picture nampisgould have an even stronger
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beneficial effect. A further dimension exploreddhapter 5 which has relevance for our
patient group is the lag between prime and tardat to their well documented
difficulties with standard naming, a series of $Hags (0, 1 and 7 items intervening)
was judged to be the most sensitive. As a furthgestigation of priming effects,
patients’ and controls’ reaction times were measwas well as accuracy and error
types, providing a sensitive gradation of perforogawithin correct trials. The patients’
impaired semantic control would lead to the hypsithé¢hat longer lags would have a
smaller benefit for accuracy and RT than shortgs ldue to the activation from more
intervening items masking activation produced kg phime trial. The results bore this
out, showing that at Lag 0, patients answerednailagi speed and accuracy to controls,
but that their performance tailed off sharply wéhen one intervening item (Lag 1),
diverging even more at Lag 7. Overall, patientogejl a larger effect of priming than
the controls: other work indicates that lower baselperformance allows repetition

priming to have more effect (Cummings et al., 2006)

Chapter 6: Semantic and repetition priming in setiaaphasia: Do word primes have

an effect?

Having shown beneficial effects for picture repetitprimes in Chapter 5, Chapter 6
then considered the extent to which this effect id@lso obtain from word primes that
were either identical or semantically related te thrget. Lag 1 was used (a single
intervening item) due to its significant effect &T, accuracy and semantic errors in
Chapter 5. As the prime trials were written woridsbe read aloud (or repeated in the
case of a reading error), this ensured that anygipg of picture naming would be due
to activation of the semantic representation vihagraphy/phonology, rather than the
maintenance of items in working memory or an epsogemory trace (Wheeldon &

Monsell, 1994). Patients’ repetition priming et®drom Chapter 5 were replicated
with word primes in accuracy and semantic errotsnoti latency. Semantic priming has
previously shown both facilitatory (Bajo, 1988; ¢héer, 1977; McEvoy, 1988; Meyer

& Schvaneveldt, 1971) and inhibitory effects (AtariSegui, & Ferrand, 2000;

Oppenheim, Dell, & Schwartz, 2010; Tree & Hirshp2pWheeldon & Monsell, 1994).

Indeed, semantic priming effects were less cledth wo significant differences

between primed and unprimed items in latency, auor semantic error rates for
patients or controls. There was however an intexgseffect of session: patients
improved their performance from fewer correct resas with primed than unprimed

items at session 1 to a significant benefit frormaetic priming by session 3. We
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propose that this incremental benefit from semamiimes is the results of sharpening
of semantic access via the repeated presentatiotheoftargets across session —
essentially, longer term repetition priming of tfaeget allowed a facilitative effect of

semantic primes to emerge.

CHAPTER 2

GRAMMATICAL CLASS OR IMAGEABILITY EFFECT?
OBJECT AND ACTION NAMING IN SEMANTIC APHASIA AND

NORMAL TEMPO NAMING

a7



ABSTRACT

Objects and actions differ on a number of psyclgolistic variables, suggesting that
they may load differentially on control processasimy picture naming. Matching

imageability has also been shown to neutralise vetads effects in both semantically
impaired stroke patients and healthy participaktgperiment 1 showed an effect of
grammatical class on accuracy in patients with sgimaaphasia (SA) when

imageability was confounded which was eliminatecewit was matched across object
and action stimuli. In Experiment 2, the same ¢ffeeen in the patients when
imageability was confounded was also apparent irmab participants under tempo
naming conditions when required to respond fadtan tusual. Implications for the

representation of different item types in the branme explored: support is given to
theories that incorporate different proportioncomponent features rather than rigidly

discrete grammatical classes.
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INTRODUCTION

Nouns and verbs differ on a number of psycholinguroperties including frequency,
imageability, age of acquisition (AoA), name agreemand familiarity: an ‘average
noun’ will be less frequent, more imageable, mamifiar, and have higher name
agreement and a lower age of acquisition than aerage verb’ (2000; Conroy, Sage,
& Lambon Ralph, 2006). The grammatical classes mand ‘verb’ are linguistic
groupings which have specific syntactic roles intesece construction, and are distinct
from the semantic classes of ‘object’ and *actia’ what these items represent in the
world (Cappa & Perani, 2003). Objects and actiores subsets of nouns and verbs,
perhaps the most psychologically and perceptualyiest exemplars of their
grammatical classes. This paper focuses on pictareing, so will refer mainly to

actions and objects unless using terms from cisgxbrs.

There are several semantic properties that difeéwéen objects and actions. Objects
have perceptible boundaries and are stable adroeswhereas an action is a dynamic
event, changing through time and space. Furthernioeee is a semantically ‘looser fit’
between the name of an action than is often the wéth objects; a single action could
be described in several waysalk, stroll, sauntey, with differences in meaning more
about mood than physical qualities. Action names ahry according to the perspective
highlighted, for exampléuy and sell describe the same interaction but from different

standpoints: usually with objects, a rose is a r®serose.

Nouns and verbs also differ on syntactic propetilas argument structure, with most
verbs showing greater complexity than most noungléM& Felbaum, 1991). In a
study of Italian aphasic speakers, it was found picture naming task that both objects
and actions with more complex argument structureevii@rder to name than words of
either class with simpler argument structure (@alliMarangolo, & Tabossi, 2001).
Verbs seem to be more intrinsically linked to seagestructure than nouns, as indicated
by correlations between deficits in single verb magrand poor sentence production in
aphasic speakers (Berndt, Haendiges, Mitchum, &I§am 1997). In many languages,
including English, morphology also loads more hlawn verbs than nouns (Conroy et
al., 2006): there are more morphological variaritany given verb, which must agree
on tense and number; nouns generally only varyhen singular/plural dimension.

However, it cannot be assumed that verbs are fustée difficult’ than nouns, because
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some patient groups exhibit noun deficits in thespnce of relatively spared verb
naming (Hillis, Oh, & Ken, 2004; Miceli, Silveri, dtentini, & Caramazza, 1988).

There is broad consensus that anterior lesionsttefehd to action naming deficits and
posterior lesions tend to result in more difficedtiwith objects. Verb deficits tend to be
found in nonfluent agrammatic patients (Miceli,v8ili, Villa, & Caramazza, 1984,

Zingeser & Berndt, 1990), whose ‘telegraphic’ spees characterised by lack of
function words and inflectional morphemes like veridings: lesions to Broca’s area
are common in such cases. Furthermore, dispropatiodifficulties with actions are

often seen in degenerative conditions with a dysatkee component such as frontal
variant FTD (fronto-temporal dementia) or motor e disease (Bak & Hodges,
1997; Rhee, Antiquena, & Grossman, 2001; Silveaiyigni, Cappa, Della Vedova, &

Pulopolo, 2003). The picture for patients with nide performance with nouns is more
mixed. Anomia, with consistent word-finding diffitkes in the presence of fluent,

grammatically appropriate speech, is most often@ated with noun deficits (Cappa &
Perani, 2003); this condition is usually associateth lesions in the temporal lobe
(Damasio & Tranel, 1993; Jefferies, Lambon Ralptne$, Bateman, & Patterson,
2004). However, some cases of anomic patients suierior object naming have been
observed (e.g. Luzzatti et al., 2001). Noun defi@te also found in patients with
Wernicke’s aphasia (Conroy et al.,, 2006), who haeenprehension problems in
addition to relatively fluent speech (Kertesz & BoA004). Overall, the picture for

fluent aphasic disorders is one of worse performaanith nouns, but the tendency is
less strong than the correlation of nonfluency vator verb performance (Conroy et
al., 2006).

Despite the tentative consensus outlined aboveg thea wide range of opinions on the
neurological basis for the representation of obgext action naming in the brain. Verb
processing is usually shown to activate primarnitynfal and parietal regions (Randall
& Tyler, 2003; Shapiro, Shelton, & Caramazza, 200@ler, Bright, Fletcher, &
Stamatakis, 2004), whereas noun processing tendstieate more temporal areas
(Cappa & Perani, 2003; Corina et al., 2005; Damésicdanel, 1993; Silveri, Perri, &
Cappa, 2003). However, other studies show actinatihat cut across grammatical
class, divided instead by task or semantic progeriror example, actions were shown
to activate a dorsal premotor and posterior pdrigawork of areas in both picture
naming and a grammatical class switching task {Bgeli et al., 2008), whereas no

50



common areas for object naming were activated th basks. Furthermore, there was
an advantage for objects in picture naming butaftrons in the class switching task.
The slower category in each task was consistesip@ated with activation in the left

inferior frontal gyrus, showing that this regionutt serve increased task demand
rather than a specific grammatical category. Logkihsemantic properties, Saccuman,
Cappa, Bates, Arevalo, Della Rosa, Danna and P&pAii6) observed significant

activations in a fronto-parietal network when bathtions and objects involving

manipulation were named as opposed to ‘non-martipalaactions and objects: they

also failed to find a significant effect of grammsat class when all actions were

compared with all objects. Data such as these ateli@ distributed overall system

rather than separate neural regions for grammattzdses (Crepaldi, Berlingeri,

Paulesu, & Luzzatti, 2011; Martin, Ungerleider, &by, 2000; Peers et al., 2005;
Perani et al., 1999; Tyler, Russell, Fadili, & Mp2801).

Work on semantic control provides an interestingalpal to work with object and
action naming. Imaging (Badre et al., 2005; Begmget al., 2008; Thompson-Schill,
Bedny, & Goldberg, 2005; Thompson-Schill et al.979Wagner et al., 2001) and
neuropsychological studies (Martin & Cheng, 2006ompson-Schill et al., 1998)
suggest that left inferior frontal brain region€lsias Brodmann Areas 44, 45, 47 and 6
(including Broca’s area) are involved in high deghaontrolled processing tasks such
as verb generation or selection among competiragratives. Previous work with SA
patients suggests that as well as the inferior thlofocus for semantic control,
temporoparietal regions are also recruited for rdled semantic processing. Damage
to these posterior regions alone can also leathpairment in control-type tasks such as
tests of semantic association (Jefferies & LambaipRR 2006; Jefferies et al., 2008;
Noonan et al., 2010; Soni et al., 2009; Soni etialpress). This network of regions
appears similar to those named in the studies alwneh contrast naming in different
grammatical classes. Convergent evidence from hetal, neuropsychological and
imaging data therefore suggests that the actioe¢bbgontrast is relevant when
investigating semantic controlCombined with their areas of damage, previously
observed semantic control difficulties make theguas with semantic aphasia (SA) in
the current study suitabfer an investigation of stimuli which might requidéferential
levels of controlled processing, namely action abgect naming. Exploration of this

question was therefore the first goal of this study
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There are alternative accounts of why certain gsoofpitems give the appearance of
functional unity. The modular view is that theiragimatical differences lead to the
existence of two separate grammatical classeshinag different properties and may
also be represented independently in the brairs pbsition is represented by reports of
patients who show double dissociations not onlybeh noun and verb naming, but
also simultaneously between input and output t@Sksamazza & Hillis, 1991; Hillis &
Caramazza, 1995; Miceli et al., 1988; Miceli et 4B84). It is argued that autonomous
brain regions are responsible for nouns and vedos that, for example, noun
processing for receptive tasks is independent ahrrocessing in speech production
(Caramazza & Hillis, 1991).

At the other end of the spectrum there is a st@nesearch which describes feature-
based continua along which nouns and verbs occiffgraht positions by virtue of
their inherent properties: grammatical ‘classe® geen as constructs rather than
intrinsic components of neurological representai@ird, Howard, & Franklin, 2000,
2003; Gordon & Dell, 2003). In the sensory funcéibtheory or SFT (Bird, Howard et
al., 2000), all linguistic items are representedviayying proportions of sensory and
functional features: nouns receive more sensorytirgnd verbs more functional.
However, these distinctions operate within as @&elbetween grammatical classes. Like
actions, inanimate objects are said to be repredemire by functional than sensory
features and rely more on anterior brain areas,red@seanimate objects are more
weighted towards sensory features, subserved byaeparietal regions (Bird, Howard
et al., 2000; Davis et al., 2010). In a similarnyeisordon and Dell (2003) describe a
connectionist model which relies on the relativepgartions of semantic and syntactic
inputs to differentiate between ‘light’ verbs (¢.go’) and ‘heavy’ verbs (e.g., ‘fly’).
The authors postulate the idea of ‘division of labowhere items are represented by
differing proportions of semantic and syntacticutg

In addition to differing semantic control demandsuaderlying feature types, several
psycholinguistic properties may distinguish betwedect and action naming. High
imageability and early age of acquisition (AoA) ayealities more associated with
objects as a group than actions, and are knowmamqie fast accurate naming (Bird,
Howard et al., 2000; Bird et al., 2003; Ellis & Lbon Ralph, 2000; Hodgson & Ellis,
1998; Holmes, Fitch, & Ellis, 2006; Morrison, Elli& Quinlan, 1992). High name
agreement is also linked to fast efficient namedein (Vitkovitch & Tyrrell, 1995),
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which could again work in favour of object rathkam action naming. It is suggested
that properties like high imageability and nameeagnent and early AoA can lead to
more automatic processing, reducing the need fdibatate controlled searching
through semantic stores (Badre et al., 2005; Coat@&., 2006; Martin & Cheng, 2006;
Wagner et al.,, 2001), hence allowing faster andemeccurate naming for highly

imageable, early learned items.

Although high imageability and early AoA are comryomore associated with objects
than actions, these properties can also cut ag@samatical class. Imageability has
been shown to be a strong predictor of success whening nouns and verbs within
specific categories or reading and writing eacmiteype (Bird et al., 2003). Both
aphasic patients and healthy control participantslyoced fewer nouns than verbs, and
were slower and less accurate in verb categorisatbowing that an advantage for
noun naming is not necessarily evidence of patholbigwever, noun advantages were
neutralised when imageability was controlled acrstgsiulus type. Patients who had
previously exhibited verb deficits also had diffigyproducing both nouns and verbs of
low imageability, showing that it was this fact@ather than word class per se which
caused poor naming. The authors concluded that mwemmlp deficits previously
observed in the literature (Caramazza & Hillis, 198Blillis et al., 2004; Miceli et al.,
1988; Miceli et al., 1984) could have resulted fromadequate matching on
imageability. Convergent evidence comes from amotjreup of aphasic patients
(Crepaldi et al., 2006). In order to avoid the gatlg higher imageability of picturable
objects, this study included a task requiring tbgieval of actions and objects in a
sentence context, allowing imageability to be metchbetween groups. Out of 16
patients who had previously displayed a selectiefcidl for naming action pictures,
only two continued to show a class discrepancyhen dentence context retrieval task,
while 14 did not. This confirms that in many casesageability rather than

grammatical class is the operative factor in graticabclass differences.

The SA patients in the current experiment have shstnong effects of imageability in
a comprehension task (Hoffman, Jefferies, & LamBatph, 2010). Concrete (hence
more imageable) words were comprehended betterabstnact words, but this abstract
impairment was reduced by giving sentence cueshwhicded semantic control with
contextual constraints on meaning. It was arguad ttie naturally higher imageability
of the concrete items reduced the requirement dgnitive control, analogous to the
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effect of the sentence cues for abstract itemss tiroved critical for effective
comprehension in control-impaired SA patients. Beasitivity of these patients to
imageability combined with differential levels ofii¢ variable across grammatical

classes therefore formed the second motivatiothierstudy.

EXPERIMENT 1: OBJECT AND ACTION NAMING IN SEMANTICAPHASIA

The motivation for the current study therefore cafmen several sources. The SA
patient group have previously been assessed asi\ghagmantic control deficits
(Jefferies et al., 2008), so testing their perfarogawith stimuli that are likely to place
differing demands on the semantic control systewalsable. It has also been shown
that imageability level is predictive of naming atmmprehension abilities in groups of
aphasic stroke patients (Bird, Howard et al., 20Bi¢l et al., 2003; Hoffman et al.,
2010). Like ours, the patients in the above twalist have all suffered left frontal
and/or temporoparietal haemorrhages, and are antmmvarying degrees: a range of
aphasia types and degrees of fluency are also dedluWe expect that where
imageability is not matched between grammaticadsga, these SA patients will show
an action naming deficit due to their control impants. We want to assess the extent
to which this impairment is due to intrinsicallygher control demands for actions or
due to differences on imageability; hence a sedest will be conducted with lists

matched for imageability.
METHOD

Patients

Seven aphasic stroke patients were recruited frivokes clubs or recommended by
speech and language services in Greater ManchéiterThe work was covered by
ethical approval granted to Professor Lambon Ralphthese patients have taken part in
a number of studies, informed consent was obtaifeed the broader research
programme. Patients with verbal comprehension defwere enrolled in the study if
they failed both word and picture versions of seiicaassociation tests such as the
Camel and Cactus Test or CCT (Bozeat et al., 20669 Table 2.2 for individual
scores. Each case had a chronic impairment fror/A & least a year previous to the
current study: a brief description of patients’nftal and/or temporoparietal lesions can
be found in Table 2.1. Four were TSA patients @cantical sensory aphasic); the

remainder had less fluent speech and/or poor tepetirable 2.lincludes biographical
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details, a summary of lesion, CVA type and BostaagDostic Aphasia Examination
(BDAE) aphasia classification (Goodglass & Kaplak983): comprehension and
fluency scores from the BDAE are also included.
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Table 2.1: SA patients’ biographical details, d@ssummary and aphasia classification

Case Age Sex Education Neuroimaging CVA aetiology Years Aphasiatype BDAE BDAE BDAE
(school summary since Compreh Fluency Repetition
leaving CVA ension (%) (%)
age) (%)

NY 67 M 15 L frontal/ Not available 8 Conduction 47 37 40

temporal/
parietal

HN 77 M 15 L temporal/  Ischaemic 2 Anomic/ 100 65 50

parietal/ infarct TSA
occipital

JD 68 M 16 L putamen Infarction with 11 Mixed NT NT NT

and capsule  slight trans-
haemorrhage cortical

PG 63 M 18 L frontal & Subarachnoid 8 TSA 20 40 80

capsular haemorrhage

SC 80 M 16 L occipital- Haemorrhage 8 Anomic/ 37 90 60

temporal TSA
(& R frontal-
parietal)

BB 59 F 16 L frontal & Subarachnoid 6 Mixed trans- 10 17 55

capsular (CT) haemorrhage cortical

ME 40 F 16 L occipital-  Subarachnoid 9 TSA 33 100 100

temporal haemorrhage

BDAE = Boston Diagnostic Aphasia Examination (Gdadg & Kaplan, 1983). Patients are arranged inrasfleaming scores in the 64 item battery, with g
least and ME the most impaired (Bozeat et al., 2000
TSA was defined as good or intermediate fluencgftiipn and poorer comprehension and aphasia fitaggins were confirmed by an experienced speacdh a
language therapist.
NT = test not taken.
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Background neuropsychology and semantic testing

As shown in Table 2.2, patients were tested on doiwand backwards digit span
(Wechsler, 1997), the Visual Object and Space P&are (VOSP) battery (Warrington
& James, 1991), the Coloured Progressive Matriess of non-verbal reasoning
(Raven, 1962). Executive skill and attention weesteéd with the Wisconsin Card
Sorting test or WCST (Milner, 1963; Stuss et aD0@), the Brixton Spatial Rule
Attainment task (Burgess & Shallice, 1997), andvBier Counting (with and without
distraction) from the Test of Everyday Attentionofdertson et al., 1993). Phonological
skill was assessed using word repetition from PAL(RAy et al., 1992): 4/7 showed
strong performance (> 91%); the remaining threeeatgd over 80% correctly.
Semantic skills were tested using a number of assmss. For example, tests of
semantic association included the Pyramids and Fadms (PPT, Howard & Patterson,
1992) and Camel and Cactus (CCT, Bozeat et al.0)200Ghere participants have to
decide which of two (PPT) or four (CCT) items is shassociated with a target, e.g.
pyramid with a pine tree or a palm tree. Both PRd@ €CT were assessed with word
and picture versions. CCT forms part of a 64-itaatidyy that also tested spoken picture
naming and spoken word to picture matching on #mesitems. Other semantic tests
comprised synonym judgement (Jefferies, Patterdones, & Lambon Ralph, 2009),
category fluency (animals, birds, fruit, househiddns, tools and vehicles) and letter
fluency (letters F, A and SAs is immediately apparent from Table 2.2, all ats
showed significant impairments across all testpitapsemantic knowledge.



Table 2.2: Background neuropsychological assessaiei patients

Normal
Task/test Max cut-offf NY HN JD PG SC BB ME mean
Background Neuropsychology:
VOSP dot counting 10 8 10 8 10 5 10 10 3 8
VOSP position discrimination 20 18 20 19 20 2017 18 15 1843
VOSP number location 10 7 10 9 10 9 10 8 2 8.29
VOSP cube analysis 10 6 5 4 10 10 9 2 4 6.29
Raven’s coloured matrices
(percentiles) 50 20 30 50 50 50 <5 36.43
WCST (number of categories) 6 17 2 6 1 0 6 1 0 2.29
Brixton spatial anticipation
(correct) 54 28 34 28 28 26 25 23 11 25
TEA counting without
distraction 7 6 3 7 7 0 7 4 7 5
TEA counting with distraction 10 3 2 9 6 3 1 0 9 4.29
Digit span forwards - 5 3 6 5 6 6 5 6 5.29
Digit span backwards - 2 2 2 2 2 2 0 3 1.88
Semantic Tests:
PALPA word repetition 80 80 65 69 74 73 78 77 80 73.71
Picture PPT 52 48.4 47 35 46 42 50 41 29 4143
Word PPT 52 48.9 42 44 NT 43 51 35 39 4233
Synonym judgement 96 90.169 70 73 69 71 63 81 70.86
Letter fluency - 2185 19 5 2 24 0 14  9.86
Category fluency - 62.7 25 63 31 4 17 13 25 2543
64 Item Naming 64 59.155 50 49 46 28 10 5 34.71
64 Item Spoken Word-picture
Matching 64 62.7 60 50 64 58 59 54 50 56.43
64 Item Picture CCT 64 52.736 54 38 44 46 38 13 3843
64 Item Word CCT 64 56.6 39 54 38 40 56 30 34 4157

Patients are arranged in order of naming scordi4 item battery (Bozeat et al., 2000).
9 For semantic tests, this represents the controhmezsD.

B Cut-off for 50-74 year olds (regardless of edwarzi level).

All impaired scores are shown in bold.

NT = Not taken.
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Stimuli

Imageability is often poorly matched in studiest t@mpare noun and verb naming, so
great care was taken in selecting stimuli. Two air lists were formulated from the
Action and Object Battery (Masterson & Druks, 1998he pair (the imageability
confounded set) comprising objects and actions evtiex object group had significantly
higher imageability levels than the action@9) = 39.137;p < .001), and the other
composed of object and action lists which were hedc on imageability (the
imageability controlled set). As well as imageahjlthe matching procedure took into
account frequendy AoA*, familiarity, visual complexity and name agreemeatings
were taken from Masterson and Druks (1998): §able 2.3 for mean values and
standard deviations for each list. Number of phaggemias not matched, as this was not
considered to influence response selection: acteones were on average longer, as the
‘ing’ form (e.g., ‘dancing’) was required to helpstinguish between the grammatical
classes. For the imageability confounded set, 36ctdand 30 actions were selected:
see Appendices A 1 and 2 for items and norms. Hewefor the imageability
controlled set, due to the generally higher imadiéalof objects, only 20 items from
each class could be matched: see Appendix B 1 dadffll list. Furthermore, it was
found that simultaneous matching on imageabilitgAdand familiarity was impossible:
when action imageability matched that of objectsAAor actions was significantly
lower ¢(19) = 3.693;p = .002) and familiarity significantly highet({9) = 2.285;p =
.034) than the object group. Hence these by ndgesesnained significantly different in

the imageability controlled group.

Table 2.3: Mean stimulus norms (standard deviatshrasvn in brackets)

Variable Imageability confounded Imageability controlled
Object mean  Action mean Object mean  Action mean
Imageability 6.154 (0.30) 4.007 (0.43) 5.115(0.405.016 (0.25)
Frequency 1.051 (0.77) 1.048 (0.78) 1.003 (0.67).26 10.62)
AoA 2.451(0.62) 2.589(0.51) 3.001(0.72) 2.40%9)
Visual complexity 3.576 (1.12) 3.959 (0.59) 3.904€06) 4.098 (0.69)
Familiarity 3.501(1.48) 3.929(1.33) 3.465 (1.4541.208 (1.42)

Name agreement  98.75(2.34)  98.53 (1.95) 98.62)2.298.88 (1.72)

% The log lemma frequency from Francis and Kuceg82) was used, so all morphological variants of a
verb were included as belonging to one item: oti@werb frequency tends to be underestimated.
“‘Real’ AoA values were used (the proportion ofidten of a certain age who actually know a word, as
opposed to rated values).
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Procedure

Testing was carried out in the patients’ homeshBbe imageability confounded set
and the imageability controlled set were testedtttn same occasion (total N = 100
items): set order was counterbalanced across jpantits. Pictures of common actions
and objects were presented on paper, grouped ilock of actions and a block of
objects for each set: it was necessary to grouprescand objects separately to help the
patients interpret the picture as denoting an aatioobject. Order of grammatical class
presentation (actions or objects first) was counatanced across participants for each
set independently. Instructions were given to némedtem pictured; it was specified at
the beginning of each block whether they would bgoas or objects, and several
practice trials which did not appear later in theerimental set were given at the
beginning of each block. Participants were askeglve the ‘ing’ form of the verb when
naming actions (e.g. “running”, “dancing”). The exjmnenter recorded responses on a

score sheet.

RESULTS

One item from the action liShbREAMING, was removed due to a particularly high error
rate (>50%). Some responses were given which waréhe intended targets but were
nonetheless acceptable given the content of théurpg such as “patting” for
STROKING. These were termed legitimate alternatives or lF&s.the accuracy measure,
slight dysfluencies which culminated in the corracswer, for example ‘smo-smoking’
or ‘er, bee’ were scored as correct, as were LAgrpgWological slips (e.g., ‘bees’ for
BEE, or ‘skate’ for SKATING) were not counted as errors, as morphology washwet
focus of this study; it was considered that theedrrepresentation had been accessed,
so this type of response was counted towards theracy total. Errors were classified
as semantfc omissiofi or othef. Accuracy and semantic error rates were measunegd a
converted to proportions (of number of trials) forther analysis, and are presented in

Figures 2.1 and 2.2 respectively.

® E.g. “kneeling” forBENDING.

® No complete word response.

" Comprising phonological (e.g., “swelting” f®ELTING) errors; visual errors (e.g., “pencil” fSWORD);
responses naming only a part of a picture (e.gg™¥er JUDGE); perseverations and unrelated responses.
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Imageability confounded list

A univariate analysis of variance was carried oot tbe variable accuracy, with
grammatical class as a fixed factor. Objects wem@ed significantly more accurately
than actions when imageability was confounde@l,67) = 10.360p = .002): mean

accuracy was .743 for objects and .620 for act{ses Figure 2.1). A parallel analysis
was carried out with semantic errors as a depengerable. The effect of grammatical
class on semantic error rates when imageability eagounded was not significant
(F(1,57) < 1), although this error type was more camnrfor actions (mean = .197) than

objects (mean = .162), as can be seen in Figure 2.2

Imageability controlled list

A univariate analysis of variance was carried oot tbe variable accuracy, with
grammatical class as a fixed factor. In this ang)ysoA and familiarity were entered as
covariates, as these two variables could not beul@ameously matched with
imageability. The effect of grammatical class orcumacy when imageability was
controlled failed to reach significancé({,36) = 2.597); neither familiarity~(1,36) =
1.766) nor AoA E(1,36) < 1) reached significance as covariates.rvVeuracy was
.614 for objects and .714 for actions: the sigafficadvantage for objects shown in the
imageability confounded was nullified when imagdéabi was matched across
grammatical class (see Figure 2.1). A parallel ysislwas carried out with semantic
errors as a dependent variable. The effect of gratioal class on semantic error rates
when imageability was controlled also failed tocteaignificance K(1,36) = 1.329),
and neither familiarity K(1,36) < 1) nor AoA [(1,36) < 1) reached significance as
covariates. Mean semantic error rates were .17®lgects and .122 for actions (see
Figure 2.2).
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DISCUSSION

As anticipated, this group of patients showed aiaaeficit in picture naming for
items where imageability was not explicitly conkedl This accords with the
imageability effects seen with groups of strokeguds in Bird et al. (Bird, Howard et
al., 2000; Bird et al., 2003) when comparing perfance with different grammatical
classes. Although there was no significant resudemantic error rates, the numerical
trends were in the same direction as accuracy, widhe semantic errors to actions than

objects; these trends also suggest an effect ajeatality.

Consistent with graded views of class effects, difference disappeared completely for
items where imageability was controlled. This mekult indicated that these patients
have particular trouble processing verbs due tw tbever imageability, rather than any
additional control processes required for actiomming in and of itself. In the

imageability controlled set, significant differesceéemained between grammatical
classes for AoA and familiarity, but as covariatksy showed no significant effects
individually. It seems that imageability matchedoss class combined with lower AoA
and higher familiarity for actions produced no digant differences between object

and action naming.

EXPERIMENT 2: OBJECT AND ACTION NAMING WITH NORMAL
PARTICIPANTS UNDER TEMPO NAMING CONDITIONS

Tempo naming has been thought to undermine semeonicol in healthy participants
in a way that is analogous to the semantic cortedicits seen in SA patients above
(Hodgson & Lambon Ralph, 2008). The task requites$ to be named in a rigidly
controlled timeframe, with responses timed to col@avith a rhythm or tempo set up
by audio and visual cues prior to presentatiorhefdtimulus to be named. The tempo
can be set at a baseline speed and also at agpstsnt in order to place further stress on
the naming system: this method has been shownd®ase error rates in normal
participants to levels which mirror patient perfamse (mean error rate = 9%, Hodgson
& Lambon Ralph, 2008). It is postulated that thguieement to time response initiation
so precisely diverts semantic control resources waald otherwise be available for
response selection, thus reducing accuracy. Terapong therefore has similarities to
dual task paradigms (Collette, Olivier et al., 208Bwman et al., 2007), which are also
thought to interfere with controlled processing.mp® naming has been used with
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object words and pictures (Hodgson & Lambon Raffl)8; Kello & Plaut, 2000), but
has not yet been used with action picture naminig. therefore relevant to combine a
task that requires a high level of semantic contrith stimuli that might also show a

differential in controlled processing.

Following on from the significant benefit to accoyain SA patients when naming

higher imageability objects versus lower imagegbidictions, Experiment 2 tests the
imageability confounded lists with healthy partans under tempo naming conditions.
We would expect the tempo procedure to producefgigntly shorter RTs at the fast

tempo than those elicited by the baseline tempity @ncomitant reduced accuracy and
raised error rates in the fast tempo. The demahdkeotask could also interact with

different grammatical classes in different wayshigh imageability reduces the need
for controlled processing, an advantage for objeching may be seen.

METHOD

Participants

Forty-two people (average age 30) volunteered ttiggzate. All had no pre-existing
neurological conditions, normal or corrected tomalr vision, and were native speakers

of English. Two were later removed from the anayhie to technical faults.

Stimuli

For the main tempo experiment, the imageabilityfeonded action and object lists
from Experiment 1 were used: details of these dtican be found in Appendices A 1
and 2.

Baseline naming pilot

Prior to the main experiment, the imageability cumfded action and objestimuli
were piloted in a standard naming paradigm to deter the ideal speed for the
baseline and fast tempos (N=10); a wide variatibR®s across items was produced,
hence it was decided to give items an individualge equal to its mean naming time:
see Appendix A 1 and A 2 for baseline naming tinges/eral fast tempos were assayed,;
baseline minus 40% for each item gave the besttsasuterms of added difficulty and

reduced accuracy.
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Procedure

The main tempo experiment was presented on a Belbp computer using E-Prime
(Schneider, Eschman, & Zuccolotto, 2002); somei@péants were tested in the lab,
and some in their own homes. Participants sat appedely 70 cm in front of the

screen, wearing a headset with earphones to ptagiutitory stimuli and a microphone
to record responses. Pictures were presented ¥&anpo naming paradigm at two
speeds, baseline and fast. Practice trials for pmttre type were given (at the baseline
speed only) until the examiner judged the task teisg performed correctly: these

items were not included in the main experiment.

The stimuli were presented in pure blocks of agtiand objects to avoid ambiguity;
block order was counterbalanced across subjedsLiatin square design. Participants
saw each item only once, and first completed amma@nd object block at baseline
speed and then at the faster tempo. Across theewdwdlort of participants, each item
was presented half the time at baseline speedhalfidct the fast speed. The pictures

within each block appeared in randomised order.

Instructions were given to participants to pay elastention to the tempo cues, as the
tempo for each item would vary; participants welso anstructed to name on tempo
even at the expense of accuracy. The tempo wds/dmith auditory and visual cues; a
countdown from five to one appeared in the centfethe screen, each number
accompanied simultaneously by a beep. The targrtilsis appeared in time with the
sixth beep, and a question mark was presented téhseventh beep marking the

specific time to give a response (see Figure 2.3).
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Figure 2.3: A representation of the tempo task

RESULTS

The same criteria and error classifications weredu®r the patients were used for
scoring normal performance on the imageability oanfled items. Voice key errors,
dysfluencies and errors were removed from the Ralyais. LAs and responses where
the root was correct but had inappropriate morpiolere counted as correct for the
accuracy measure but excluded from the RT analysiepeated measures ANOVA
was carried out with tempo as a within participdiatstor and grammatical class as a
between participants factor: each DV (latency, emcy and semantic errors) was

analysed separately.

Reaction times

For RT, there were significant main effects of tenfip(1,57) = 315.644p < .001) and
grammatical classFH(1,57) = 13.036p = .001), but no interaction between the two
(F(1,57) < 1). Follow up univariate ANOVAs revealedat objects were named
significantly more quickly than actions at the Bese(F(1,57) = 9.589p = .003) and at
the fast tempoK(1,57) = 14.333p < .001). See Figure 2.4 for relative latencieshwit
objects and actions at each tempo.
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error of the mean)

Accuracy

In accuracy, there was a significant effect of tenfp(1,57) = 12.922p = .001); the
main effect of grammatical class approached sicguiite F(1,57) = 2.829p = .098), as
did the interaction between the twie(1,57) = 12.922p = .076). Follow up univariate
ANOVAs revealed that there was no significant défece between object and action
accuracy at the baseline temp1(,57) < 1). However, at the fast tempo, objectsewe
named significantly more accurately than actidfd,67) = 4.033p = .049): see Figure

2.5 for accuracy with objects and actions at eaoipb.

67



1.00
S 0.95 -
2
© 0.90 -
&
g 0.85 -
>
3 0.80 -
g0

0.75 -

Object Action Object Action
BASELINE FAST

IMAGEABILITY CONFOUNDED
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Semantic errors

In semantic error rates, there were significantmediects of tempoH(1,57) = 9.092p
=.004) and grammatical clags({,57) = 7.252p = .009), but no interaction with word
class E(1,57) = 2.093p = .153). Follow up univariate ANOVAs revealed sfgrantly
lower semantic error rates for objects than actetrihie baseline~(1,57) = 5.143p =
.027) and at the fast tempB({,57) = 5.531p < .022). See Figure 2.6 for semantic
error rates with each stimulus type and tempo.
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DISCUSSION

As predicted, the tempo procedure was effectivegdyecing significantly faster

responses (collapsed across grammatical claske dast (665 ms) than at the baseline
tempo (884ms). The lack of interaction between tem@pd grammatical class in latency
showed that both classes were affected equallhéyempo task, but when considering
each tempo individually, objects were named sigaiitly faster in both cases. The RT
results showed better performance with objectslihaccuracy and semantic error rates
in both patients and normals, indicating that tbsitve effects of high imageability in

the object set were similar in both groups.

The tempo procedure also succeeded in significaatlycing accuracy in the fast than
in the baseline condition when grammatical class e@lapsed (96.7% vs. 92.7% as a
proportion of all trials). The accuracy results vgarticularly interesting, as this was
the only analysis where the interaction with wolalss approached significance in the
normal data. The interaction and follow up testewad that at the baseline tempo,
there was no significant difference between obgeat action accuracy, although there
was a small numerical object advantage (97.2% &99 for actions), but at the fast

tempo a wider gap opened up to produce a significanefit for object stimuli (95.2%
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vs. 90.2% for actions). This interaction betweeonuaacy and tempo indicates that in
addition to the strong effect of imageability séemhe object advantages in latency and
semantic errors at each tempo, the tempo task madlditional effect. We suggest that
the extra pressure of the fast tempo stretcheduéixecresources, allowing the high
imageability object set an advantage it did nohgsithe baseline tempo. Equally, the
combination of lower imageability with the heighéehexecutive demands of the fast
tempo led to reduced accuracy in action namings €ffect at the fast tempo mimicked
the patient data from Experiment 1, where a sigaift object advantage was also seen

in accuracy.

In semantic error rates, as in the other two messiine fast tempo caused a significant
detriment to performance when grammatical class eadlapsed, with 1.4% semantic
error rate (proportion of trials) in the baselimmpo and 4.0% in the fast tempo. A
similar picture was observed to that shown in thtercy analysis: the lack of
interaction between tempo and grammatical classetiadhat objects and actions were
affected equally by the faster tempo, but at eacdhvidual tempo a significant object
advantage was seen, with fewer semantic errorbjexts than actions. This completed
an overall picture of better performance with otgethan actions when imageability
was confounded, even when the grammatical classes matched on other relevant
psycholinguistic variables. The lower semantic emate for object naming again
followed the trend of the patient results, but é¢fifect was magnified from a numerical
to a significant object advantage in the tempo .dakes could reflect a low semantic
error rate for high imageability items as a reiithe efficient background semantic

processing of the normal participants, despitectivestraints of the tempo task.

In this chapter the tempo task, thought to indutfecdlties with semantic control, was
combined with stimuli at different levels of imadgday, a variable that is thought to
have an impact on the requirement for controllextessing (Hoffman et al., 2010). The
advantage for items with high imageability in owtal replicated imageability effects
seen elsewhere with normal participants (Bird, Halet al., 2000; Bird et al., 2003). It
appeared that object stimuli gained a boost froeir thigh imageability that allowed
them to be processed in a fast, efficient manneth Végard to the effect of the tempo
task on semantic control, the current data alsp@iphe argument that the tight timing
specifications of the tempo task interfere withesthontrolled processing, as initially

demonstrated in the cued naming experiments pregemtHodgson and Lambon Ralph
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(2008). In the current experiment, this could hawgmented the effect of low
imageability to produce the significantly poorerrfpemance observed with action
naming seen almost across the board. Howevemtéeection with word class in tempo
naming accuracy helps to demonstrate the indepéedfext of the tempo task over and
above the effect of imageability.

COMPARATIVE ANALYSIS:

PATIENTS AND NORMALS WITH IMAGEABILITY CONFOUNDED E&T

In comparing patient and normal performance withects and actions where
imageability was confounded, we will focus on thgngicant result from the patient
data: accuracy. A repeated measures ANOVA was echrout with patients’ and
normals’ accuracy at the baseline tempo as withbjests variables and grammatical
class as a between subjects factor. There wasndicigt effect of groupK(1,57) =
215.421;p < .001), due to the much more accurate resporfsesrmals than patients
(.682 vs. .967 respectively). There was also aifgignt interaction with grammatical
class F(1,57) = 8.381p = .005); although both groups performed bettehwibjects,
there was a greater discrepancy between objectadiwhs for the patients (patients N
= .743 vs. baseline normals N = .972; patients ¥20 vs. baseline normals V = .962).
Paired sample t-tests revealed that normal paaitgpowere significantly more accurate
than patients with both object(Z9) = 11.451;p < .001) and action stimulit(R9) =
10.135;p < .001).

A parallel repeated measures ANOVA was carriecbetdveen accuracy in patients and
normals at the fast tempo. There was again a ggnif effect of groupK(1,57) =
128.954;p < .001), due to the much more accurate resporfsegrmals than patients
(.682 vs. .927 respectively). However, this time thteraction with grammatical class
did not reach significancé(1,57) = 2.797) indicating that unlike at the basetempo,
the different grammatical classes had a similaeatfbn performance for each group
(patients objects = .743 vs. fast normals object852; patients actions = .620 vs. fast
normals actions = .902). Paired sample t-testsatedethat normal participants were
still significantly more accurate than patientshaiioth objectt(29) =10.207p < .001)
and action stimulit(29) = 7.310p < .001).
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GENERAL DISCUSSION

The present study revealed three key findings.stlljr patients with SA showed an
effect of grammatical class in picture naming wieageability was not controlled.
Secondly, this effect was eliminated when imagégbias controlled, indicating that
the class effect was driven by the higher conterhdnds of low imageability items
(Hoffman et al., 2010). Thirdly, the accuracy a@rmal participants’ picture naming
shows a class effect comparable to that of the &#empts when required to name at a

faster than usual tempo, undermining semantic obrésources.

We propose that semantic control impairments wadaded in the normal group by the
‘dual task’ nature of the tempo procedure, whickedeed executive resources to focus
on the timing as well as the accuracy of respori3as.to the lower imageability of the
action pictures in the imageability confoundedtssted on both groups, it is probable
that more executive resources were required to raatiens than objects in this set. As
imageability is a semantically informative varigblihe inherent semantic control
difficulties of the patients and the tempo-inducamhtrol impairment in the healthy
participants produced particular difficulties witittion naming in the imageability
confounded set. The higher imageability of the cigjeshould lead to more automatic
processing (Bird et al., 2003), reducing the impEcsemantic control difficulties and

leading to the object naming advantage in accuoasgrved in both groups.

The SA patients here all have left hemisphere &losntd/or temporoparietal lesions, for
example the dorsolateral prefrontal cortex (DLPB®&,9, 46), the inferior frontal gyrus
(IFG, BA 44, 45, 47), the angular (BA 39) and supaaginal (BA 40) gyri in the
parietal lobe and the inferior temporal gyrus (B®).2Although not every member of
the SA group had lesions in each of these areasssathe group combinations of these
areas were common. This range of areas comes up \@ban we examine dual task
imaging studies in healthy participants. For examglollette et al. (2005) showed that
two simple (audio and visual) discrimination taskat independently did not recruit
frontal areas activated a left-sided network ingigdirontal regions (including BA 46
and 47) and the inferior parietal gyrus (BA 40)whean, Keller and Just (2007) also
found that attending to two tasks (sentence congm&bn and mental rotation of 3-D
figures) produced a shift towards left hemisphesepposed to bilateral activation for
individual tasks, with a network of frontal preftahand temporal regions recruited in

the dual condition.
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There is some crossover between the cortical aneastioned above and those
frequently highlighted in studies looking at difeces between action and object
naming. In a review of neuropsychological and nenaging studies, Damasio and
Tranel (1993) showed that the left DLPFC was frediydinked to action naming while
all lexical-semantic processing activated theteftporal cortex. Aggujaro et al. (2006)
found that in 20 Italian aphasic speakers, damagethbse that showed verb
impairments was concentrated either around leftgpios temporal and inferior parietal
regions or in extensive to left fronto-temporaides. However, other studies looking at
action and object naming cite the same regions, noit necessarily split along a
grammatical class divide. In an fMRI study with hlep participants, Berlingeri et al.
(2008) tested actions and objects both in a clgsstare naming format but also in a
class-switching task, and found that the LIFG wetsvated by the grammatical class
eliciting the longest RTs in each case, actionpiature naming but objects in class-
switching. They concluded that the LIFG was asdediavith high task demand as
opposed to a particular grammatical class. Hoffretaal. (2010) showed that impaired
function in the ventrolateral prefrontal cortex (MEC) was associated with poor
comprehension of abstract (lower imageability) treéa to concrete (higher
imageability) words. These difficulties were obstvin both aphasic patients with
VLPFC lesions and also in healthy participants whepetitive transcranial magnetic
stimulation (rTMS) was applied to the same area.

There are several studies that stress the primfacyageability rather than grammatical
class in picture naming in both healthy particisaand aphasic patients. Janssen,
Melinger, Mahon, Finkbeiner and Caramazza (2016yv&ld evidence on the influence
of grammatical class and imageability from the ymetword interference paradigm or
PWI, where pictures are named in the context ofukaneously presented distractor
words that may be presented visually or auditotgalthy participants named object
pictures with both noun and verb distractor woltt tvaried both in their relationship
to the grammatical class of the picture and inrtiraageability: picture naming took
place in both ‘bare noun’ and minimal sentence extst Janssen et al. (2010) observed
that in both naming formats, distractor word imdgis but not grammatical class
affected picture naming latencies. Convergent mesychological evidence comes from
a study by Crepaldi et al. (2006). Aphasic patievege tested both on action and object

picture naming and on retrieval of nouns and verba sentence context, in which
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imageability can be more readily matched acrosmgratical class. Out of 16 aphasic
patients who were impaired at naming action pictuid showed no remaining effect of
grammatical class on naming in sentence contex¢ anan and verb imageability were

matched.

Imageability effects seen in the data from theenirstudy and those cited above could
be taken as support for theories that propose aincmm between actions and objects
where differing proportions of component featurasher than inherent boundaries
separate grammatical classes (Bird, Howard e280D0; Bird et al., 2003; Gordon &
Dell, 2003). It is suggested that imageability eféepicture naming at the semantic
level, perhaps because high imageability enricleesastic representations in terms of
sensory-based features. Grammatical class on thex band has an influence at the
level of linguistic representations: it is a prdgesf words, not things (Crepaldi et al.,
2006). Semantic control is a system for manipugaemantic knowledge; hence it is
likely to operate more on the information on thealrworld’ properties of items than
their linguistic representations. High imageabilgpould therefore make an item
particularly ‘visible’ to semantic control, leading faster and more efficient processing
than of lower imageability items. This leads dihe¢d our hypothesis that SA patients
whose semantic control is impaired or healthy pgrdints with a task induced semantic
control difficulty should display particular diffidties with low imageability items and a
concomitant processing advantage for high imagéabiems. This hypothesis was
borne out by our data, which showed that when dtimmimageability was low, as in the
action stimuli in the imageability confounded listaming in both groups was
significantly less accurate than with higher imdgktg items (objects). Further, when
imageability was controlled in the SA patients, thiglect naming advantage was

nullified.

However, it cannot be claimed on the basis of oatadhat all dissociations of
grammatical class can be ascribed to imageabdsythere are also papers that show
separable effects of imageability and grammatitatsc Bedny and Thompson-Schill
(2006) asked participants to make similarity judgets with stimuli from different
grammatical classes during fMRI: nouns and verbsewwatched on imageability,
which varied continuously within class. There warain effects of grammatical class
(increased activation in left superior temporal ugyrfor verbal stimuli when

imageability was matched) and imageability (incesasctivation in the left superior
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parietal and fusiform gyri for higher imageabiliitems of either class) and an
interaction between the two. Breaking down theradgon, a higher BOLD signal in
the left middle temporal gyrus and the left inferfrontal lobe was associated with a
reduction in noun but not verb imageability. In eergent neuropsychological
evidence, Aggujaro et al. (2006) showed that twbajul6 aphasic patients who had
previously shown difficulties with verbs continuedshow impaired verb retrieval even
after the effect of imageability was removed. Lutizaggujaro and Crepaldi (2006)
also found that imageability interacted with retakof nouns and verbs in sentence
contexts in verb impaired aphasic patients, butdissociation between grammatical
classes was not wholly accounted for by differencesmageability. The above
examples show that both semantic and grammatidééreinces may distinguish
between object and action naming and represengatieading to separable effects of
grammatical class and semantic variables like irabijgy. If both such divisions exist,
perhaps at different levels of processing, somepigt could experience imageability
effects, others effects of class and yet othemceffof both, depending on the precise
nature of their lesions and deficits. Similarly,nms® tasks may tap grammatical
differences in normal participants, and others nmaplve processing at the semantic
level. In all cases it is imperative that compansaf grammatical class are strictly
controlled for variables such as imageability, vhican vary across and within

grammatical class, in order that the origins oéet§ can be traced.

CONCLUSIONS

Our data suggest that SA patients have problents agition picture naming driven by
difficulties with low imageability items as a comgeence of impaired semantic control.
This is consistent with graded accounts of claectf where underlying factors such as
imageability or sensory and functional featuresdtém separate grammatical classes
rather than intrinsic class boundaries (Bird, Haat al., 2000; Bird et al., 2003;
Gordon & Dell, 2003). Similar imageability effectwere observed in healthy
participants under tempo naming conditions. Thiswgarable performance in normal
participants showed that tempo naming could beefulisool for exploring the role of

semantic control processes in speech production.
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CHAPTER 3

“‘L” IS FOR TIGER: EFFECTS OF PHONOLOGICAL
(MIS)CUEING ON PICTURE NAMING IN SEMANTIC APHASIA
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ABSTRACT

Semantic aphasia (SA) refers to a subset of aplpadients who exhibit multimodal
semantic deficits (Jefferies & Lambon Ralph, 20@@&pnsistent with their underlying
semantic control deficit, SA picture naming accyraan be improved considerably
with a correct phonological cue. The performantearmal individuals in the tempo
picture naming paradigm reveals an increased imphdioth correct and incorrect
phonological cueing, and it has been suggestedthimttechnique reduces resources
available for semantic control in neurologicallyaat participants (Hodgson & Lambon
Ralph, 2008). We tested this hypothesis by consigehe impact of both correct and
incorrect phonological cues on picture naming inage-series of SA patients, using
exactly the same items as those presented to ngamatipants for tempo naming. The
results confirmed the positive effect of correcesw@and revealed for the first time the
negative effects of category co-ordinate miscuesrayst these patients in both overall
accuracy and semantic error rates. The implicatmngur results for current speech

production models are considered.
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INTRODUCTION

The ability to harness semantic knowledge effebtivie service of a task is dependent
on two interactive component abilities: the repnégon of meaning and its utilisation
in an appropriate manner. To date, many studieseofiantic dementia (SD), a
progressive disorder of semantic memory causednbgriar temporal lobe atrophy,
have clearly demonstrated that the consequence egradation of semantic
representations is a multimodal semantic deficivz@at et al.,, 2003; Bozeat et al.,
2000). Multimodal semantic deficits have also bedserved amongst some stroke
aphasic patients (Chertkow, Bub, Deaudon, & Whiehel997; Jefferies & Lambon
Ralph, 2006; Jefferies et al., 2008) who most comignbave prefrontal and temporo-
parietal infarcts. To distinguish this subset ohagc patients from those who have
modality-specific comprehension impairment aloriee tabel semantic aphasia (SA)
was proposed as a short-hand term. Superficidléypattern of performance seen in SA
patients (especially those with transcortical sensphasia) might appear to resemble
that seen in SD patients; however a direct comparghows some key qualitative
differences. The semantic impairment associatech VBD reflects a progressive
degradation of core, amodal semantic representaf{i®ozeat et al., 2003; Bozeat et al.,
2000; Rogers et al., 2004). In contrast, impaiedantic performance in SA arises as a
result of difficulties with online shaping of actitron generated by intact semantic
representations (Jefferies & Lambon Ralph, 2006).

These different underlying impairments to semaiiyigdriven behaviour produce
contrasting patterns of performance on semanttmtesSpecifically, SA patients differ
from SD patients in terms of the consistency ofrtherformance across semantic tests
with differing task requirements (low in SA but high SD) and an absence of effects of
familiarity/frequency for SA but strong effects BD (Jefferies & Lambon Ralph,
2006). There is also a correlation in SA but nbtls&tween tests of executive function
and semantic measures (Jefferies & Lambon Ralpd§)2@&upporting the notion that
the deficits observed in SA arise from an inability effectively utilise semantic

knowledge as a result of compromised control preees

The different nature of the semantic cognition impants in SD and SA are also
apparent in picture naming (Jefferies & Lambon Ralp006; Jefferies et al., 2008).

All models of speech production would concur thag¢ fprocess of picture naming
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involves identification of the depicted object vintlithe semantic system and retrieval of
the phonological form corresponding to its namené€ any disruption to the semantic
system will undermine picture naming in terms ofmgoomising input to the
phonological system. The semantic control impanmhabserved amongst SA patients
is reflected in the presence of associative naramgrs, such asntts” for SQUIRREL,
which indicate that details of the correct targe¢ atill being reached, but an
inappropriate element is selected (Jefferies & LamBRalph, 2006; Jefferies et al.,
2008). Such naming responses are almost never v@osen SD patients, whose

commission errors are most often category co-otdir@sponses (Soni et al., 2009)

Unlike SD, SA is not a uniform condition with a gie organic origin; rather, it is a
common set of deficits occurring across a someWwbtgrogeneous population. Patients
were included in this SA case series if they faibedh word and picture versions of
semantic association tests such as the Camel acisCaest or CCT (Bozeat et al.,
2000) and/or the Pyramids and Palm Trees Test @r (PlBward & Patterson, 1992).
Their lesion locations are provided in Table 3.kthwcans for five of the seven patients
provided in Appendix A in the Supplementary MatkiaAs can be inferred from the
variability in lesion location in our case serigge are do not assign semantic control
ability to a single site. Problems with semantintcol co-occur with frontal and/or
temporo-parietal lesions (Jefferies & Lambon RaR006; Jefferies et al., 2008; Soni et
al., 2009), pointing to a distributed system. Tcam8cal sensory aphasic patients with
either frontal or parietal lesions show a similattern of deficits regardless of lesion
area (Berthier, 2001), and similar deficits in nanguage attentional function occur
with both frontal or parietal lesions (Peers et 2005). In imaging studies with normal
participants, the manipulation of semantic inforimatalso appears to rest on a network
of parietal and frontal regions (Cristescu, DevBnNobre, 2006; Devlin et al., 2003;
Gough et al., 2005), as do non-language executwér@ functions such as inhibition
of task-irrelevant material (Collette et al., 20@3llette, Olivier et al., 2005; Collette,
Van der Linden et al., 2005).

Consistent with the notion of an underlying contimipairment, the picture naming
performance of SA patients shows a much largeraorgment in performance than SD
patients when provided with a correct phonologated, such a /t/ for a picture of a tiger
(Howard & Orchard-Lisle, 1984; Jefferies & Lamboralph, 2006; Jefferies et al.,
2008; Wilshire & Saffran, 2005). A corollary of theproved SA performance with
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correct phonological cues is that an appreciabteeteent should be observed when the
cue corresponds to a semantically related targgt, (eroviding /I/ withTIGER should
boost activation of the competittion). A number of stroke aphasic patients with
intact comprehension have been found to show siamif effects of correct cueing
(EST, Kay & Ellis, 1987; GM, Lambon Ralph, Sage,Hlis, 2000; LM, Howard &
Gatehouse, 2006) and miscueing (LS, Lambon Ralage S& Ellis, 2000). In one case
of comprehension impairment that seemed limitedettval stimuli, pronounced effects
of both cueing and miscueing were also apparent(Moward & Orchard Lisle,
1984). Most comparable to the SA patients consiliéiere are two cases reported by
Howard and Gatehouse (2006), both of whom showemiimad verbal and nonverbal
comprehension. One case (JGr) showed effects thf daeeing and miscueing using
initial phonemes, whereas the other (KS) showeg anl effect of miscueing. Given
variations in the cueing effects observed in theagse studies, the first aim of the
present study was therefore to apply this methaal¢ase series of SA patients in order
to confirm the positive and demonstrate the prediategative cueing effects for the

first time in this population.

Although error rates in standard picture naming generally low for normal
participants, effects of phonological cueing ontymie nhaming performance have been
observed (Hodgson, 1999; Hodgson & Lambon Ralp@82Nicholas, Obler, Albert, &
Goodglass, 1985), and these effects can be enhasoggithe tempo naming paradigm
(Hodgson & Lambon Ralph, 2008; Kello & Plaut, 2000here items must be named in
time with a specific rhythm or tempo. Using thicheique, Hodgson and Lambon
Ralph (Experiment 2, 2008) observed a significaict@ase in picture naming errors
amongst normal participants at a more rapid tharaluempo, including differential
effects from correct and misleading phonemic cu&dscomparison to more traditional
deadline naming demonstrated a higher rate of séenanrors in tempo naming
irrespective of response speed (Hodgson & LambolphR&Experiment 1). This
suggests that the attention to the timing of tlepoase could function to make tempo
naming a kind of dual task (Collette, Olivier et,a005; Newman et al., 2007),
diverting resources from an executive control capa@and producing an increased
sensitivity to cueing akin to that seen in SA patse Hence the second aim of our study
was to assess this hypothesis by testing the ingfqudsitive and negative cueing upon
the picture naming performance of a group of SAepés using precisely the same
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materials employed by Hodgson and Lambon Ralph 8R0@hich are listed in
Appendix B in the Supplementary Materials.

METHOD

Participants

Seven SA patients were recruited from stroke clobsecommended by speech and
language services in Greater Manchester, UK. Thexeva subset of those reported in
other work on this patient group (Jefferies, Bakeoran, & Lambon Ralph, 2007,
Jefferies & Lambon Ralph, 2006; Jefferies et alQ&). Each patient had a chronic
impairment from a CVA at least a year previoush® ¢urrent study. Table 3idcludes
biographical details and detailed lesion inform@atio
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Table 3.1: SA patients’ biographical details, lesttharacteristics and patterns of co-occurrence

Patient Age Sex Educ Years Lesion Frontal Temporo

- . . h O
leaving since size (% of damage parietal L g O 8 o O — o
age CVA template damage - 2 L = = E (l_D o @] O = o
damagedﬁ a o = o n = LL o < n [
BA BA BA BA BA BA BA BA BA BA BA BA BA
9 46 47 45 44 22 21 20 36 37 39 40 38
NY 67 M 15 8 14 v v 1 1 2 2 2 1 - - - - 2 2
HN 77 M 15 2 6 x v - - - - - - 2 1 - 2 w -
JD° 68 M 16 11 x w
PG 63 M 18 8 v w
SC 80 M 16 8 x v - - - - - - - 2 - 2 2 w
BB 59 F 16 6 v v - - 2 2 2 2 - - - - - -
ME 40 F 16 9 5 x v - - - - - - 2 2 2 2 w w
% patients with grey matter damage 20 20 40 40 40 40 40 60 20 60 40 20
% patients with grey or white matter damage 20 20 40 40 40 40 40 60 20 60 80 60

Patients are arranged in order of naming scordit4 item battery (Bozeat et al., 2000).

? Lesion size was estimated by overlaying a stanskddyrid of squares onto each patient’s templatievéorking out the percentage of squares damagativeeto the
complete undamaged template.

Anatomical abbreviations: DLPFC = dorsolateral pyefal cortex; orblFG = pars orbitalis in inferiwontal gyrus; trIFG,= pars triangularis in inferifvontal gyrus;
oplFG = pars opercularis in inferior frontal gyrii$® = temporal pole; STG = superior temporal gyMi$G = middle temporal gyrus; ITG = inferior tempbgyrus;
FG = fusiform gyrus; POT = posterior occipitotemgarea; SMG = supramarginal gyrus; AG = angulaugy

Quantification of lesion: 2 = complete destructgmrious damage to cortical grey matter; 1 = padistruction/mild damage to cortical grey matter; damage
confined to white matter immediately underlyingtear

® No scan available. Description of lesion: L putaraed capsule.

° No scan available. Description of lesion: L frdread capsular.

YBB showed additional signs of ventricular enlargatie the left hemisphere.



Background neuropsychology and semantic testing

As seen in Table 3.2, patients were tested on forveand backwards digit span
(Wechsler, 1997), the Visual Object and Space P&ore (VOSP) battery (Warrington

& James, 1991), the Coloured Progressive Matriess bf non-verbal reasoning
(Raven, 1962). Executive skill and attention weested with the Wisconsin Card
Sorting test (Milner, 1963; Stuss et al., 2000¢, Brixton Spatial Rule Attainment task
(Burgess & Shallice, 1997), and Elevator Countwgh and without distraction) from

the Test of Everyday Attention (Robertson et a@93), with a number of patients
impaired on these measures. Phonological skillagagssed using word repetition from
PALPA (Kay et al., 1992): 5/7 showed strong perfante (> 91%). Semantic skills
were tested using a number of assessments, forpdgamord and picture versions of
PPT (Howard & Patterson, 1992) and CCT (Bozeal.e2@00). Other semantic tests
comprised synonym judgement (Hodgson & Lambon RaR8i98), and category and
letter fluency.As shown in Table 3.2, all patients showed sigaiiicimpairments

across a range of semantic tests.



Table 3.2: Background neuropsychological assessai€®A patients

Normal
Task/test Max cutoff NY HN JD PG SC BB ME mean
Background
Neuropsychology:
VOSP dot counting 10 8 10 8 10 5 10 10 3 8
VOSP position
discrimination 20 18 20 19 20 20 17 18 15 18.43
VOSP number location 10 7 10 9 10 9 10 8 2 829
VOSP cube analysis 10 6 5 4 10 10 9 2 4  6.29
Raven’s coloured matrices
(percentiles) 50 20 30 50 50 50 <5 36.43
WCST (number of
categories) 6 18 2 6 1 0 6 1 0 229
Brixton spatial
anticipation (correct) 54 28 34 28 28 26 25 23 11 25
TEA counting without
distraction 7 6 3 7 7 0 7 4 7 5
TEA counting with
distraction 10 3 2 9 6 3 1 0 9 4.29
Digit span forwards - 5 3 6 5 6 6 5 6 5.29
Digit span backwards - 2 2 2 2 2 20 3 1.88
Semantic Tests:
PALPA word repetition 80 80 65 69 74 73 78 77 80 73.71
Picture PPT 52 48.4 47 35 46 42 50 41 29 41.43
Word PPT 52 48.9 42 44 NT 43 51 35 39 42.33
Synonym judgement 96 90.1 69 70 73 69 71 63 81 70.86
Letter fluency - 218 5 19 5 2 24 0 14  9.86
Category fluency - 627 25 63 31 4 17 13 25 25.43
64 Item Picture Naming 64 59.1 55 50 49 46 28 10 5 34.71
64 Iltem Spoken Word-
picture Matching 64 62.7 60 50 64 58 59 54 50 56.43
64 Item Picture CCT 64 527 36 54 38 44 46 38 13 38.43
64 Item Word CCT 64 56.6 39 54 38 40 56 30 34 41.57

Patients are arranged in order of naming scordif4 item battery (Bozeat et al., 2000).
#For semantic tests, this represents the controhmezSD.

B Ccut-off for 50-74 year olds (regardless of eduwi level).

All impaired scores are shown in bold.

NT = Not taken.
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Stimuli

The picture stimuli and cues, both positive (cdrredtial phoneme) and negative
(initial phoneme of a category co-ordinate), wdrese used by Hodgson and Lambon
Ralph (2008). Testing was carried out in the pasiehomes using a laptop. Each
picture appeared simultaneously with its sound d¢uegmained on screen until a

response was given, and the tester repeated thd soe when necessary.

Procedure

The experiment was presented using E-Prime (Scénetdal., 2002), with participants
sitting around 80cm from the screen. There wereetloueing conditions; correct (initial
phoneme of target), neutral (short beep), and meco(initial phoneme of category co-
ordinate). The entire test was split into threesimrs presented on three separate
occasions, with the order of presentation of eaalion alternated across patients. Each
version comprised 20 items presented with eachtypes yielding 60 trials per version.
Across the three versions, each set of 20 itemsratased through all three cueing
conditions, meaning that every item appeared inryewvendition, yielding 180
observations per patient by the end of the threé@ntg sessions. Within each test
session, the cue conditions were mixed randomlyhea@ue type could not be predicted
on each trial. Patients were informed that the t@a& simply to name the picture in all

cases.

RESULTS

The patients’ first responses were scored andoviatly the method of Hodgson and
Lambon Ralph (2008) any errors were coded as es@antic, omission or other (the
complete error taxonomy can be found in Appendix e Supplementary Materials).
The patients’ scores were converted to a proporbbrihe number of trials per
condition. As we had explicitly directional hypetes concerning the effects of cueing,
the p-values reported for the patient data aretaited, with all other p-values provided
as two-tailed.

Picture naming accuracy

Naming accuracy data were initially analysed usmgne-way repeated measures
ANOVA on the variable cue type (correct / neutrahiscue). There was a significant
effect on accuracyH(2, 12) = 5.22p = .012), with the highest accuracy seen for correc

cues (.78), followed by neutral cues (.71), andntmeiscues (.62). Correct cues
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produced significantly more accurate responses tti@amiscuest(6)= 2.75;p = .017);
correct cues produced significantly more accuragpenses than neutral cug®) =
2.13;p = .039); and the disadvantage for the miscuegivel#o the neutral cues was

marginally significantt(6) = 1.70;p = .069).

Semantic error rates

Semantic errors (.17 of responses) were signifiganore frequent than null responses
(0.6,1(6) = 3.30;p = .008) and other errors (01f6) = 5.97;p < .001). As for accuracy,
an ANOVA considering only semantic errors demortsttaa significant effect of cue
type F(2, 12) = 3.86;p = .026), with fewest errors produced to correasc(ll of
responses), followed by neutral cues (.17), and thescues (.23), as can be seen in
Figure 3.1. Semantic error rates were signifigalaver for correct cues than miscues
(t(6) = -2.47;p = .024), and also for correct cues than neutrabdif6) = -2.20;p =
.035). Although the difference between neutralscared miscues was not reliable when
all semantic errors were considere6) = -1.24;p = .131), this difference was
significant when the proportions of semantic errthiet corresponded to the particular
category co-ordinates used in the miscue condivene compared (17% vs. 33%
respectivelyf(6) = -2.26;p = .032).

COMPARISON WITH TEMPO PICTURE NAMING

As in the patient data above, Hodgson and LambdphR2008, Experiment 2) found
semantically related responses to be the most conform error in their participants,
so only these responses will be considered hdfegure 3.1 shows the comparison of
semantic error rates for the SA patients and thenab participants in each tempo
condition. A two-way ANOVA with cue type (corretteutral / miscue) as a within
participants factor and group (patient / normal)aabetween participants factor was

conducted for each tempo condition.

Consideration of the slow tempo showed that theeptt made marginally more
semantic errors than the normal participants (sL712,F (1, 32) = 3.59p = .067). Cue
type significantly affected semantic error rateq2, 64) = 15.57p < .001), with most
semantic errors to miscues (.23), then neutral €Uy, and correct cues (.07). The
interaction of this cueing effect with group was sanificant (2, 64) = 1.66p =
.199). As can be seen in Figure 3.1, for nornaatigipants at the slow tempo, fewest
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errors were produced to correct cues (.03), foltbveg neutral cues (.09), and then
miscues (.24). Semantic error rates were sigmfigalower for correct cues than
miscues {(26) = -6.15;p < .0005), for correct cues than neutral cugz6j = -3.02;p =
.006), and for neutral cues than miscuéz6) = -5.00;p < .0005).

Consideration of the fast tempo showed that theempiat and normal participants
produced a comparable number of semantic errorsv6118F (1, 32) < 1). Cue type
significantly affected semantic error ratd(q, 64) = 24.09;p < .001), with most
semantic errors to miscues (.31), then neutral quk4$), and correct cues (.08).
However, there was also a significant interactietween cue type and group(2, 64)

= 7.03;p = .009). As can be seen in Figure 3.1, for norpaticipants at the fast
tempo, fewest errors were produced to correct €043, followed by neutral cues (.11),
and then miscues (.40). Semantic error rates gigreficantly lower for correct cues
than miscuest(26) = -8.51;p < .0005), for correct cues than neutral cug6] = -5.31;

p < .0005), and for neutral cues than miscug6f = -7.22;p < .0005). Comparisons
concerning group differences revealed that in respoto the correct cue, patients
produced significantly more semantic errors thammads (.11 vs. .04(32) = 2.72p =
.011); in the neutral condition, patients tendedntake more semantic errors than
normals (.17 vs .11(32) = 1.89,p = .068); in the miscue condition, patients actuall
produced substantially fewer semantic errors tr@amals (.23 vs. .4Q(32) = -1.95;p
=.060).
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Figure 3.1: Semantic error rates (proportions ialgfcondition) in each cue condition
for patients in the present study and the normelgy@ants in the tempo naming study
of Hodgson and Lambon Ralph (2008, Experiment Bpribars represent +/- standard

error

DISCUSSION

In accordance with the hypothesis that semantidrabdeficits make patients more
susceptible to manipulations such as phonologigaing, our data show that giving a
correct cue to SA aphasic patients resulted inifssigntly more accurate responses than
either a neutral or an incorrect cue. This suppamtsious work where cueing has been
shown to have a beneficial effect for SA patienlsfferies et al., 2007, 2008) and
extends it by demonstrating the impact of miscuewith the initial phoneme of a
category co-ordinate for the first time in thisipat group. These cueing effects are
consistent with the working hypothesis that thiesai of patients have intact semantic
representations but do not utilise them in a tagkr@priate way (Jefferies & Lambon
Ralph, 2006; Jefferies et al., 2008; Soni et &09Y. Further support is given to this
idea by the strong correlations obtained betweendleing effects seen in overall
accuracy and performance on the measures of exedutictioning provided in Table
3.2 (overall cueing effect and WCST = -.824,p = .011; positive cueing effect and
Brixton: p = -.883,p = .004; negative cueing effect and TEA withoutrdistion: p = -
.670,p = .050)
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The cueing effects we obtained were largely dribbgndifferences in semantic error
rates, consistent with the view that these patieatemia arises from their semantic
control impairment. The presentation of misleaddhgnemes did not appear to disrupt
the phonological integrity of patients’ responsas, there was a very low level of
phonological errors (.003 as proportion of all I§ja suggesting that phonological
representations and processing are relativelytimiaihese patients. Thus, as predicted,
it would seem that the phonological cues provideeaternal influence that either
appropriately or inappropriately constrains the &etic activation driving picture
naming. While we are of the view that semanticticins underpinned by a network of
frontal and temporo-parietal regions, consideratbrTable 3.1 shows that although
frontal lesions were not universal, damage to #mpbro-parietal cortex or the white

matter immediately beneath is was common to alepts.

The cueing effects we observed in the semantia eates of SA patients were in fact
comparable to those reported by Hodgson and LarRadoh (2008, Experiment 2) for
their slow tempo of 800ms. This supports theipdtiiesis that the tempo naming
procedure itself places a load on executive pracgss normal participants, using
resources which would otherwise be available teafisemantic activation, including
inhibition of competing semantic representatior&trikingly, for the faster tempo of
600ms, the cueing effects observed for the normaslqgipants were in fact significantly
larger than those obtained in this patient grodps Tesult could be seen as a reflection
of the integrity of the semantic control processggerating amongst the normal
individuals, such that activation of both correatgets and competitors in response to

an initial phoneme cue is highly efficient.

Implications for models of speech production

It is our view that cascading activation and intékee feedbackcould allow
phonological cues to influence semantic procesfidedl & O'Seaghdha, 1992; Dell et
al., 1997; Foygel & Dell, 2000; Rapp & Goldrick, @@ Schwartz et al., 2006).
Cascading activation refers to a process in whictivaion of several semantic
candidates flows to phonology before a target hasnbselected for production.
Interactive feedback reverberates between semantic phonological processing, so
phonemic cues can boost the activation of semagyiesentations which are consistent
with them (Dell et al., 1997; Foygel & Dell, 2000ambon Ralph et al., 2002; Lambon
Ralph et al., 2000). In these models, the corceet both promotes the target and
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demotes competitors. Miscues, by contrast, wilhpote one of the semantically-related
items at the cost of the target name. For exangoleyiewing a picture of dIGER,
semantic representations of related large felilesPumMA, LION and LEOPARD receive
partial activation (Damian & Martin, 1999; Dell at., 1997; Foygel & Dell, 2000;
Lambon Ralph et al., 2000). All the potential calades begin to activate their
phonological forms and normally the target leads pinonological “race”. If the correct
cue /t/ is provide, it will boost activation of ¢gat ‘tiger” at both the semantic and
phonological levels, meaning that it is more likédy reach threshold, and to do so
sooner, than if no cue had been given: hence thensage for the correct cue condition.
If, however, the incorrect cue /I/ has been givdre semantic and phonological
representations of alternative responses suchias “or “leopard” will be activated,
which may cause them to reach threshold soonerttiecorrect target, resulting in a
semantic error, hence the disadvantage in the miscadition.

The miscueing effect we have reported here coulddpsidered as comparable to the
disadvantage obtained found with semantically eeladistractors in the picture word
interference paradigm, when the stimulus onset cdswnmy between picture and
distractor is either simultaneous or +/-100ms (@@zza & Costa, 2000, 2001; Costa,
Alario, & Caramazza, 2005; de Zubaricay, Wilson N&hon, & Muthiah, 2001; Glaser
& Glaser, 1989; Levelt et al., 1999; Wilshire, Kedbtuart, & O'Donnell, 2007).
However, the crucial difference is that in our cusiming paradigm, only a single
distractor phoneme is presented, whereas in pictuwed interference, a whole

distractor word is provided.

Although a discrete feedforward serial model of esfe production such as that
proposed by Levelt et al. (1999) may be able t@reuruodate effects of single phoneme
cues on RT, it does not seem to incorporate anynamsm by which such cues could
affect accuracy, at least on the assumption thatep&on of a phonemic cue does not
activate all of the semantic representations ctersiswith it. Even without biasing

semantic activation, a correct phonemic cue migked word form assembly once the
selected lemma has passed to phonology. Howd\be incorrect lemma is selected at
the semantic level, then pre-activation of the edtrinitial phoneme at the phonological
level would merely slow production of an incorreeisponse. Similarly, even if a

miscue does not affect semantic activation, theaptration of an incorrect phoneme

at the phonological level will delay activation tife phonemes of the target lemma.
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Nonetheless, most of the phonemes of the correpiorse should eventually become
activated, meaning that this account cannot expldip almost a third of the patients’
errors (32%) in the miscue condition comprisedrthgcued competitor (e.g. “lion” for
TIGER). We therefore propose that models of speech ptmauincorporating cascaded
and interaction processing provide a more naturdl@arsimonious explanation of the
cueing effects seen in the accuracy of SA patiantsnormal participants under tempo

naming conditions.

In summary, the presentation of phonemic cues asdu@s was successful in affecting
picture naming accuracy in a case series of SAeptsti with semantic control
impairments. Given the similarity of the patienggrformance to that of normal
participants under slow tempo conditions, suppa@s given to the hypothesis that the
tempo paradigm itself, rather than the more rapsbonding that it can be used to
induce, is effective in disrupting semantic conppabcesses and thereby mimicking SA

patient performance.
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CHAPTER 4

“W” IS FOR BATH: CAN ASSOCIATIVE ERRORS BE CUED?



ABSTRACT

Semantic aphasia (SA) refers to a condition in whige control processes associated
with the use of semantic information become compseth This condition
compromises patients’ abilities to accurately nameotures, and they produce semantic
errors in the form of co-ordinate items, such dstger” for BATH. Previous research
has demonstrated that these patients are sensitiyonemic cues during picture
naming, whether they promote the correct resporesg.,(/b/) or the incorrect
semantically related response (e.g., /sh/). A simpattern is observed in normal
participants when asked to perform tempo picturening, in which the timing
constraints undermine semantic control processés.p&ients are also known to
produce associative errors in picture naming, aghwater” forBATH. In this study,
we extended previous work on phonemic cueing in [@ients and in normal
participants in two ways: firstly, by using assdsie miscues to promote associative
errors (e.g., /w/), and secondly, to confirm misngeeffects still hold when assessed
relative to a neutral condition of an unrelatedrnprae rather a simple beep. The results
revealed that associative miscues are effectiveetlucing accuracy and promoting
semantic errors in SA patients. Correlations betwassociative cueing effects and
executive tests showed that the impact of assweiatiscues was more pronounced in
those with greater semantic control impairment.o&ggive miscueing was also seen
for normal participants during tempo picture namiimgluding a latency cost. Both the
associative and also the co-ordinate miscueingctsffevere still apparent when the
neutral condition consisted of an unrelated phonérhe implications of these results
for models of speech production and semantic reptason are outlined.
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INTRODUCTION

Semantic memory is made up of two components: esgmtations, by which meanings
are stored in the brain; and semantic control, wfattows stored information to be

manipulated for the task in hand. These two elesesuh be independently impaired, as
shown by the contrasting patterns of performancesamantic dementia (SD) and
semantic aphasia (SA). Patients of both typesmpaired in picture naming, but there
are some important differences. These patientpgraliffer in their susceptibility to

positive and negative cueing (Jefferies et al.,8200oonan et al., 2010; Soni et al.,
2009), such that SA patients show improved perfaceaavith correct phonemic cues
and additional impairment when misleading cuesgaven, whereas SD patients are
minimally affected by phonemic cueing. Another duadive difference is the presence
of associative errors in SA but not SD naming glef6 & Lambon Ralph, 2006),

where the erroneously named item has a semanditorethip to the target but is from a
different category, for example “nuts” f@QUIRREL These two features combine to
suggest that it should be possible to miscue asbeeierrors in patients with SA: a

major goal of the first experiment of this studyswa explore this hypothesis. If an
associate miscue effect is found, it would chalientpe recent proposals that
representational frameworks for concrete items aloimclude associative relationships
(Crutch, Connell, & Warrington, 2009; Crutch & Wagton, 2005). If associative cues
reduce accuracy and even promote specific assegiatrors, this would indicate that
associative relationships are integral to the séimaepresentations of concrete items,

as well as the co-ordinate relationships previodsiyonstrated (Soni et al., 2009).

Associative errors form a sizeable proportion dsamantic errors in SA naming, 27%
of semantic errors compared with 1% for the SD préiefferies & Lambon Ralph,
2006). The production of an associative error iatdis that the core representation has
been reached (e.g., knowledge of squirrels is éistém make the connection to nuts),
but an incorrect element has been selected. Adamdjarelated errors require detailed
semantic knowledge concerning the target, and heacmot be accounted for by
proposing that representations have become degrauembntrast to the co-ordinate
errors often observed in SD naming (Woollams, Coéh®, Hodges, & Patterson,
2008). Associative naming errors could, howevelbe explained by postulating

impaired control processes in the presence of ivelgt preserved semantic



representations, which we suggest is a definingadheristic of SA. Consistent with
this account, SA patients’ ability to produce cotreesponses varies according to the
requirements of the task, demonstrating that aicpdeit representation may be
successfully accessed given appropriate contestygdort, such as a correct phonemic
cue (Jefferies et al., 2008; Noonan, 2010; Sonalet 2009). In additionstrong
correlations were obtained in Soni et al. (2008&een the cueing effects in accuracy
and performance on measures of executive funcgofaverall cueing effect and
WCST: p = .824,p = .011; positive cueing effect and Brixtgn:= .883,p = .004,
negative cueing effect and TEA without distraction:= .670, p = .050). Such
correlations expose the connection between poocutixe function and impaired
semantics in these patients, and suggest thatuglthoepresentations are relatively

intact, manipulation and selection of semantic maltes impaired.

The patients included in the above and currentistushve all suffered lesions in frontal
and/or temporoparietal areas (see Table 4.1 andepp 4A), leading to the
hypothesis that a fronto-parietal network of braeygions is responsible for the
manipulation and control of semantic informatioaparate to the storage of semantic
representations (Jefferies, Baker et al., 2007ede$ & Lambon Ralph, 2006; Jefferies
et al., 2008; Noonan, 2010; Soni et al., 2009). idea of a distributed network is
supported by Berthier's (2001) study of transcaitisensory aphasia (TSA) patients
with both temporoparietal and frontal lesions, unithg Broca’s area. Using language
scores from the Western Aphasia Battery or WAB {&st, 1982), he compared three
groups of TSA patients, two with either purely aimeor posterior lesions and a third
with lesions including both areas. In nearly akk MWAB subtests used, no significant
differences were found between any of the groupbcating that despite differences in
lesion site, their functional profiles were veryngar. Our group of seven patients
contains four cases of TSA (HN, PG, ME and SCltheke, PG has a left frontal and
capsular haemorrhage; the remainder have postesarns including left temporal,
parietal and occipital areas. The other three SAieps have varied aphasia
classifications (BB: mixed transcortical, L fronthd capsular lesion; NY: conduction,
L frontal/temporal/parietal lesion; EW: no diagreogiven but fluent speech with
occasional semantic paraphasias, L occipital/teaifparietal lesion), but all seven
have been judged as functionally similar due toutimodal semantic deficit indicated
by failure on both written and verbal versions emantic association tests (Jefferies &
Lambon Ralph, 2006; Jefferies et al., 2008). Degpieir varied lesion sites and aphasia
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classifications, the fact that all these SA patidrdave difficulties with semantic control
suggests that any network subserving this funatmust have distributed neurological

bases.

To date, studies using miscued naming have usédliphonemes from a co-ordinate
of the target (Hodgson & Lambon Ralph, 2008; How&r@atehouse, 2006; Howard &
Orchard-Lisle, 1984; Jefferies, Baker et al., 200@mbon Ralph et al., 2000), for
example /sh/ (for “shower”) with a picture oBaTH. Previous research (Noonan, 2010;
Soni et al., 2009) has shown that category co-atdicues interfere with SA patients’
naming. In Soni et al. (2009), a significant oVlecaeing effect on accuracy was seen
between co-ordinate miscues and correct cues anddbative cueing effect between
miscues and neutral cues was marginally significBhis cueing effect was driven by
differences in semantic error rates, showing that dues were acting at the level of
semantics in these patients; as in accuracy, teeath\cueing effect on semantic errors
was significant. Although the miscueing effect didt reach significance when all
semantic errors were considered, a significantceffeas seen when considering the
proportions of semantic errors that correspondethéocued item, such as “shower”

with a cue of /sh/ to a picture oBaTH (32% for miscue vs.17% for neutral cue).

It remains possible, however, that in the SA patgoup the miscueing effect results
from the provision of any incorrect phonology, ettthan arising solely in the context
of the semantically directive phonemes used irctirerdinate miscues. This possibility
will therefore be controlled in the current study the introduction of an unrelated

phonemic cue, replacing the beep as a neutral tondA set of pictures taken from

standardised test material is accompanied by ndelgloped phonemic cues; as well
as the unrelated or neutral phoneme cue, eachrgitlinked to initial phonemes from

correct target names, co-ordinates and associbbesfinding of an associative cueing
effect would extend our knowledge of the naturesefnantic representations for
concrete objects, showing that they include botegmically and associatively related

information.

In two linked experiments we investigate the effefchssociative and other cues in both
SA patients and normal participants. Initially imgeriment 1 we attempt to replicate
the results of our previous study concerning thpaoh of correct and co-ordinate cues



but with a neutral phoneme condition. Then we apteto increase the incidence of
associative semantic errors in naming shown by Siepts in Jefferies et al. (2006),
and test whether specific associative errors cauddhberately cued. Normal picture
naming performance under tempo conditions (Hodg&ormambon Ralph, 2008)

showed some similarities with miscued naming in [@hients (Hodgson & Lambon

Ralph, 2008; Soni et al., 2009) in that both grospswed significant correct and co-
ordinate cueing effects and produced some asseeiatirors. In Experiment 2 we

therefore tested normal participants under temptupg naming conditions in order to
validate previous effects of co-ordinate cueingngshe neutral phoneme condition, and
explore the possibility that associative cues misp dave a disruptive effect upon

performance in this task.

EXPERIMENT 1:
CUED PICTURE NAMING WITH SEMANTIC APHASIC PATIENTS

In this experiment we aim to replicate previouslgserved category co-ordinate
miscueing effects, but using the neutral phonentkerathan the beep, as this will
establish that previously reported miscueing effece due to the semantically relevant
nature of the miscues, not just disruption fronomect phonology. In addition, a novel
miscue is introduced that has not yet been employidd SA patients: the associative
miscue. We predict that this will produce a dearinn performance similar to that
seen for category co-ordinate cues, in terms ofaséim errors generally and cued

responses specifically.
METHOD

Participants

Seven SA patients were recruited from stroke clobsecommended by speech and
language therapy services in Greater Manchester, They were a subset of those
reported in other work on this patient group, @edfs, Baker et al., 2007; Jefferies &
Lambon Ralph, 2006; Jefferies et al., 2008). R#dievere enrolled if they failed both
word and picture versions of semantic associaststsuch as the Camel and Cactus
Test or CCT (Bozeat et al., 2000) and/or the Pydanand Palm Trees Test or PPT
(Howard & Patterson, 1992). Each patient had argbronpairment from a CVA at
least a year previous to the current study. Fourewdiagnosed with transcortical

sensory aphasia (TSA), with poor comprehensiorgntitspeech and good repetition.
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The remainder had less fluent speech and/or paepatition in addition to impaired
comprehension. Table 4.ihcludes biographical details and comparison ofeanit
versus posterior lesions; Table 4.2 shows perfooman perceptual, executive and

semantic tests.






Table 4.1: SA patients’ biographical details, lesataracteristics and patterns of co-occurrence

. O (@)
. Educ  Years .Les? N Frontal '€MPOro ol L o 2 0 ) = Q)
Patient Age Sex leaving since size (% of damage parietal - 2 L 3 F E 9@ o 0o O = a
age CVA template damage o © = °© 0 = — L a < n =
damaged) BA BA BA BA BA BA BA BA BA BA BA BA BA
9 46 47 45 44 22 21 20 36 37 39 40 38
NY 67 M 15 14 v 4 1 1 2 2 2 1 - - - - 2 2 -
HN 77 M 15 6 x 4 - - - - - - 2 1 - 2 w - -
PG 63 M 18 v w
EW 73 F 2 x v - - - - - - - - 2 - - -
SC 80 M 16 8 8 x 4 - - - - - - - 2 - 2 2 w -
BB® 59 F 16 6 3 v v - - 2 2 2 2 - - - - - - -
ME 40 F 16 9 5 x v - - - - - - 2 2 2 2 w w -
% Patients with grey
matter damage 17 17 33 33 33 33 33 67 17 67 33 17
% Patients with grey or white
matter damage 17 17 33 33 33 33 33 67 17 67 67 50

Patients are arranged in order of naming scordi®4 item battery (Bozeat et al., 2000).

Quantification of lesion: 2 = complete destructgmrious damage to cortical grey matter; 1 = padistruction/mild damage to cortical grey matter; damage

confined to white matter immediately underlyingtear Anatomical abbreviations: DLPFC = dorsolatgrafrontal cortex; orbIFG = pars orbitalis in irée frontal
gyrus; trlFG,= pars triangularis in inferior frohtgyrus; oplFG = pars opercularis in inferior frahgjyrus; TP = temporal pole; STG = superior terapgyrus; MTG
= middle temporal gyrus; ITG = inferior temporalrgy; FG = fusiform gyrus; POT = posterior occipgtoiporal area; SMG = supramarginal gyrus; AG = aagul
gyrus.? Lesion size was estimated by overlaying a stanskddyrid of squares onto each patient’s templadeveorking out the percentage of squares damaged
relative to the complete undamaged tempfsB& showed additional signs of ventricular enlargatie the left hemisphere.

8 No scan available. Description of lesion: L frdéacapsular.
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Background neuropsychology and semantic testing

As shown in Table 4.2, patients were tested on doiwand backwards digit span
(Wechsler, 1997), the Visual Object and Space P&are (VOSP) battery (Warrington
& James, 1991), the Coloured Progressive Matriess of non-verbal reasoning
(Raven, 1962). Executive skill and attention weesteéd with the Wisconsin Card
Sorting test (Milner, 1963; Stuss et al., 2000, Brixton Spatial Rule Attainment task
(Burgess & Shallice, 1997), and Elevator Countwgh and without distraction) from
the Test of Everyday Attention (Robertson et 893). Phonological skill was assessed
using word repetition from PALPA (Kay et al., 1992)7 showed strong performance
(> 91%); the remaining three repeated over 80%ecty. Semantic skills were tested
using a number of assessments, for example worgiature versions of PPT (Howard
& Patterson, 1992) and Camel and Cactus or CCTd&8oet al., 2000). Other semantic
tests comprised synonym judgement (Warrington, Mutée & Orpwood, 1998), and
category and letter fluencyAs shown in Table 4.2, all patients were signifiban

impaired on semantic tests.
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Table 4.2: Background neuropsychological assessofé€A patients

Normal
Task/test Max cut-offf NY HN PG EW SC BB ME mean
Background
Neuropsychology:
VOSP dot counting 10 8 10 5 10 10 10 3 8
VOSP position
discrimination 20 18 20 19 20 20 17 18 15 18.43
VOSP number location 10 7 10 910 10 8 2 829
VOSP cube analysis 10 6 5 4 10 7 9 2 4 5.86
Raven’s coloured
matrices (percentiles) 50 20 50 - 50 50 <5 375
WCST (number of
categories) 6 1 2 6 0 - 6 1 0 2.5
Brixton spatial
anticipation (correct) 54 28 34 2826 33 25 23 11 2571
TEA counting without
distraction 7 6 3 7 0 - 7 4 7  4.67
TEA counting with
distraction 10 3 2 9 3 - 1 0 9 4
Digit span forwards - 5 3 6 6 4 6 5 6 5.14
Digit span backwards - 2 2 2 2 0 3 1.86
Semantic Tests:
PALPA word repetition 80 80 65 69 73 64 78 77 80 7229
Picture PPT 52 484 47 35 42 50 50 41 29 42
Word PPT 52 489 42 44 43 53 51 35 39 43.86
Synonym judgement 96 90.169 70 69 76 71 63 81 71.29
Letter fluency - 218 5 19 2 20 24 0 14 12
Category fluency - 62.7 25 63 4 - 17 13 25 24.5
64 Item Picture Naming 64 50155 50 46 45 28 10 5 34.14
64 Item Spoken
Word-picture Matching 64 627 60 50 58 57 59 54 50 5543
64 Item Picture CCT 64 527 36 54 44 45 46 38 13 39.43
64 Item Word CCT 64 566 39 54 40 48 56 30 34 43

Patients are arranged in order of naming scordi®4 item battery (Bozeat et al., 2000).

“ For semantic tests, this represents the controhmezsD.
B Cut-off for 50-74 year olds (regardless of edumzai level).

All impaired scores are shown in bold.

NT = Not taken.
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Stimuli

A survey was conducted with psychology undergragiiat return for course credits in
order to assemble items that showed both a strorgydinate and a strong associate.
An initial list of 300 words was drawn from MorrisoChappell and Ellis (1997) was
divided into three groups of 100. Each list of 1@8rds was given to 30 people, half of
whom were asked to produce three co-ordinatesdon éem, and the other half three
associates. The results were collated without cegaorder of response, and repeated
answers were not permitted. If a participant gageresponses to an item, they were
excluded from that item’s calculation; a small n@mbf extra respondents filled in the

missing cases.

Forty eight items emerged that had both a co-otdiaad an associate given by more
than 40% of respondents, and which also scored thare90% on name agreement. To
obtain a neutral phoneme for each target, a phoveaseselected from amongst those
that did not correspond to the first phoneme of ahthe responses to that item. This
preliminary work resulted in a stimulus set witlufa@ueing conditions: correct (initial
phoneme of target), neutral phoneme, co-ordinati¢igli phoneme of highest scoring
co-ordinate), and associative (initial phoneme dajhbst scoring associate). See
Appendix B in the Supplementary Materials for stimand their co-ordinates,
associates and cue phonemes, and Appendix C irStipplementary Materials for

target norms.

Procedure

The experiment was presented in patients’ homes laptop using E-Prime (Schneider
et al.,, 2002), with patients sitting approximat8@cm from the screen. The test was
split into two sections containing 96 pictures, gereted at least a week apart. Each
section contained 24 items with each cue type,ectrmeutral phoneme, co-ordinate
and associative - this within subjects design mehat across the whole test each
picture was seen in each cue condition. Within e@sh session, the cue conditions
were mixed randomly, so the cue type could notredipted on any trial. Patients were
informed that pictures would be accompanied byteernesound; the letter might be

helpful or distracting, but the task was simplynaame the picture in all cases. Pictures
were black and white line drawings taken from ssmddpicture sets (Snodgrass &
Vanderwart, 1980; Szekely et al., 2003). Each toegan with a fixation cross for

500ms; the picture then appeared in the centreenstreen, remaining visible until the
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experimenter initiated the next trial via a butjaress. The sound cue was presented
once via the laptop speakers, and repeated agedduy the experimenter. Responses

were written on score sheets for later analysis.

RESULTS

Legitimate alternative names (e.g. “sweater” JOMPER were classified as correct;
errors were classified as either semantamission or othéf. All probabilities from
reported t-tests are one-tailed, due to prior ptexh of effect direction. Accuracy and

error rates were calculated as a proportion ofhtimaber of trials per condition.

Co-ordinate miscue comparison

As per Soni et al. (2009), we used a one-way repeateasures ANOVA on the
variable cue type (correct/neutral/co-ordinate)docuracy, shown in Figure 4.1. There
was a significant effect of cue typ&(R,12) = 5.193;p = .024), with the highest
accuracy in the correct condition, followed by malphoneme then co-ordinate cues
(.765, .622and .601 respectively). Planned comparisons shawvemnificant overall
cueing effect between correct and co-ordinate qt(@3$ = -3.215;p = .009) and a
significant effect of correct cues relative to malit(6) = 2.107;p = .04), but no effect

of miscues relative to neutrd(g) < 1).

® Semantic error subtypes: co-ordinate (e.g., “cligbframe” for SWING); associative (e.g., “gold” for
RING); subordinate (e.g., “Bible” forBOOK); superordinate (e.g. “fruit” forGRAPES; informative
circumlocutions (e.g., “you light them” faANDLE).

10 Other error subtypes: visual (e.g., “TV” fencROWAVE), phonological (e.g., “town” fomOwEL),
perseverative and unrelated errors (e.g., “comi”steEER, inaccurate circumlocutions (e.g., “begins
with s” for HARP) and naming of picture parts (e.qg., “toe” fwoT).
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Figure 4.1: Patients’ accuracy (proportion of wigler condition) according to cueing

condition. Error bars represent +/- standard error

In a parallel ANOVA on semantic errors, shown igle 2, the effect of cue type did
not quite reach significanc&(@,12) = 2.406p = .132), but numerical trends were the
same as overall accuracy with the lowest mean ptiopoof errors in the correct
condition, followed by neutral phoneme then co-oatie cues (.143, .15&nd .217
respectively). Planned comparisons showed a sogmfioverall cueing effect between
correct and co-ordinate cuas) = 2.885;p = .015); the miscueing effect of co-ordinate
miscues relative to neutral phonemes approacheufisance {(6) = 1.637;p = .077),
but no significant effect of correct cues relativeneutral was found(g) < 1).

The incidence of exact cued errors in the co-otdir@ndition (e.g., “shower” for
BATH) was also compared to the baseline incidence efsdme errors in the neutral
condition and a significant difference was fout@) = 2.905;p = .014), with a higher
incidence of cued errors in the co-ordinate thatheneutral condition (.071 vs. .027

respectively).
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Figure 4.2: Patients’ semantic errors (proportidrir@ls per condition) according to

cueing condition. Error bars represent +/- stanearor

A further ANOVA conducted on omission errors, shownFigure 4.3, revealed a
significant effect of cue typeF(2,12) = 4.405;p = .037) such that correct cues still
produced the lowest rate, but neutral phonemesupest more omissions than co-
ordinate miscues (.086, .199 and .158 respectiv@®li@nned comparisons revealed an
overall cueing effect between correct and co-otéiaies {(6) = 2.322;p = .029), and

a positive effect of correct cues relative to nglypthonemest(6) = 2.226;p = .034), but
no significant difference between neutral and adir@te cuest(6) = 1.216).
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Figure 4.3: Patients’ omission errors (proportidntr@ls per condition) according to
cueing condition. Error bars represent +/- stanéaror

Associative miscue comparison

Only overall and negative cue effects will be réedrin the associative comparison as
positive cueing effects (correct condition-neutndition) refer to data already
reported above. A one-way repeated measures ANOWAthe variable cue type
(correct/neutral/ associative) was used for acgyrsicown in Figure 4.1. There was a
significant effect of cue typeF(2,12) = 5.527;p = .010), with the highest mean
proportion accuracy in the correct condition, falel by neutral phoneme then
associative cues (.764, .62hd .586 respectively). Planned comparisons shoaved
significant overall cueing effect between correatl @associative cue§§) = 3.230;p =
.009), but no effect of miscues relative to neufi@) < 1).

In a parallel ANOVA on semantic errors, shown igue 4.2, the effect of cue type did
not reach significance=(2,12) = 2.326p = .140), but numerical trends were the same
as overall accuracy with the lowest mean proportiberrors in the correct condition,
followed by neutral phoneme then associative cub$3( .152and .223 respectively).

Planned comparisons showed a significant overaingueffect be