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Abstract

This thesis addresses radiation pattern synthesis problems for small linear pe-
riodic phased arrays (with array elements less then 10). Due to the small array
size conventional pattern synthesis techniques fail to produce the required re-
sults. In the case of practical small arrays, mutual coupling and element pattern
asymmetric effect degrade the array radiation performance. The main perfor-
mance metrics considered in this thesis include sidelobe level (SLL), gain, half
power beamwidth (HPBW) and mainbeam scan direction. The conventional
pattern synthesis approaches result in sub optimal gain, SLL and HPBW due
to the limited number of elements and the mutual coupling involved. In case
of difference pattern synthesis these factors resulted in lower difference pattern
slope, degraded SLL and difference peak asymmetry. The sum and difference
patterns are used in monopulse arrays and a simplified feed that could produce
both patterns with acceptable radiation properties is of interest and has been
examined (chapter 5).

A conventional technique is applied to small arrays to synthesise a sector
beam and there is limited control over the radiation pattern. It is shown that
the mutual coupling has significant effect on the array radiation pattern and
mitigation is necessary for optimum performance (chapter 6). Furthermore,
wideband phased arrays may have a natural limitation of the HPBW in low
gain applications and minimisation of the variation becomes important. Also
the SLL variations for wideband antenna arrays in the presence of mutual
coupling considerably degrade the radiation pattern. The mutual coupling de-
grades significantly the radiation pattern performance in case of small scanning
wideband arrays (chapter 7).

It is the primary goal of this thesis to develop an optimisation scheme that
is applied in the above scenarios (chapters 3 & 4). The only degree of freedom
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assumed is the array excitation. Optimised amplitude and phase for each ele-
ment in the array are determined by the proposed scheme, concurrently. The
deterministic optimisation techniques reported in the literature for the pattern
synthesis may involve complicated problem modelling. The heuristic opti-
misation techniques generally are computationally expensive. The proposed
Intelligent z-space Boundary Condition-Particle Swarm Optimiser (IzBC-PSO)
is based on a heuristic algorithm. This scheme can be applied to a wider range
of problems without significant modifications and requires fewer computations
compared to the competing techniques.

In order to verify the performance of IzBC-PSO antenna array measure-
ments were performed in the receiving mode only using the online and offline
digital beamforming setups described in chapter 8. The measurement results
show that the proposed scheme may be successfully applied with both online
and offline digital beamformers for a practical small array (chapter 8).
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Chapter 1

Introduction

1.1 Background

Phased array antennas have significant importance in modern day electromag-
netic signal transmission and reception systems. Applications include cellular
communication, radar, radio astronomy, satellite radio and military applica-
tions. An antenna array is a collection of antennas. A single antenna is defined
as a ”part of a transmitting or receiving system which is designed to radiate or
to receive electromagnetic waves” [1].

A single antenna in an array is called an array element or simply an ele-
ment. Antenna arrays have many advantages over the use of single antennas
that mainly include the improvement in gain, half power beamwidth, band-
width and radiation pattern shape (definitions given in chapter 2). The antenna
array properties can be used to modify the radiation pattern. These include
the element excitation, inter element spacing, number of elements used and
the over all configuration (arrangement of elements in linear, planar, circular
geometries etc) of the array. The term phased array is referred to those antenna
arrays of which elements are excited with variable phase shift or time delay
control to direct the radiation energy in desired direction [2–4]. Depending on
the application it is sometimes necessary to increase the radiation energy in a
particular direction, suppress the interference in the other directions and jam
or block electromagnetic signal(s) approaching form a known direction. These
modifications to the radiation pattern can be made through a pattern synthesis
process known as the array beamforming [5]. The earlier beamforming ap-
plications require analogue systems to be implemented. With the advances in
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computer technology the analogue beamformers are started to be replaced by
their more efficient, flexible and robust digital counterparts.

The work presented in this thesis is concerned with the pattern synthesis of
small discrete linear periodic phased arrays in the presence of mutual coupling.
This choice of research topic is made on the basis of increasing interest in small
antenna arrays in modern communication system. Small arrays are important
for low profile radio applications and have advantages over aperiodic arrays
for their reduced size and simplicity. In this study array element excitations are
chosen to synthesis the radiation pattern. A digital beamformer can be used to
readily update the array excitation taper to obtain modified radiation pattern.
Finally the measured results are compared with the simulated ones using an
array of four elements with digital beamforming setups.

1.1.1 Classical Linear Array Pattern Synthesis Techniques

The basic array pattern synthesis techniques were developed during the World
War II (1939-41) and has seen constant improvement since then. The well
known techniques of that era are Dolph-Chebychev [6], Taylor n̄ distribu-
tion [7], Woodward Lawson [8,9] and later n̄ Bayliss distribution [10]. All these
techniques are based on finding an array excitation taper (vector1) to meet
the pattern synthesis requirements for a linear periodic array. The techniques
developed by Dolph and Taylor were focused on narrow beam sum pattern
synthesis [2–4]. The use of Dolph-Chebychev taper provided an optimum com-
promise between the sidelobe level (SLL) and half power beamwidth (HPBW)
of a radiation pattern. When an array is excited with the Dolph-Chebychev
taper the resultant pattern has a minimum sidelobe level for the defined HPBW.
This technique is derived for discrete arrays and therefore is readily applicable
from small to large arrays. However, the Dolph-Chebychev technique is unable
to provide optimum solutions for element spacings less then half a wavelength
as indicated by H. J. Riblet [11] for a given number of elements.

According to T. T. Taylor, instead of replacing all the patterns nulls (zeros)
with Chebychev array pattern nulls only the n̄ − 1 nulls are required to follow
the Chebychev pattern. Far out nulls are taken at the same locations as that of a
linear uniformly excited array. This resulted in a radiation pattern with close in

1In this thesis the term vector is referred to an array of numerical values i.e. w = [w1w2...wN]
is a vector consisting of N terms
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n̄ SLLs almost behaving as the Chebychev pattern whereas far out SLL decaying
like the uniformly excited array. The array excitation taper generated by the
Taylor’s method has better beam efficiency compared to that of the Dolph-
Chebychev taper [7]. Taylor based his work on the assumption of continuous
source. The use of Taylor distribution is limited to large arrays due to the taper
sampling problem as highlighted in literature [2, 4].

The Bayliss distribution [10] is used to generate difference patterns which are
used in conjunction with sum patterns in radar and communication systems for
monopulse operations. Bayliss provided the Taylor like n̄ distribution where
n̄ controls the decay rate for SLL. Like Taylor, Bayliss defined the distribution
for the continuous line sources. This makes the Bayliss distribution not ideal
for the small arrays as indicated in literature [2, 4].

Woodward Lawson technique [8,9] is used to generate the radiation patterns
with broader beamwidths. Another conventional method used to generate
these patterns is the Fourier transform method [2, 3]. These type of arrays are
commonly used in cellular communication systems to illuminate a sector of
the cell therefore referred as sector beams. In order to produce such a pattern
usually a mask is used to define the required pattern beamwidth and SLLs.
Another important parameter used to define the sector beam quality is the
mainlobe ripples. It is important to note that both conventional techniques
mentioned do not control the ripple level in main beam. As noted by Mailloux
these techniques can not be used efficiently for small arrays [2] as the number
of elements are reduced the sector beam shape gets out of control.

The general sampling issue with conventional techniques is elaborated in
the following section along with other considerable practical issues for small
antenna arrays.

1.2 Practical Array Challenges

The above mentioned techniques can not guarantee the optimum array pattern
synthesis performance in case of small antenna arrays. In practical small array
the effect of mutual coupling changes the radiation pattern significantly. Also
these techniques are not suitable for a wideband array performance. The
pattern synthesis challenges focused in this study for small antenna arrays are
discussed below.
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1.2.1 Line Source Sampling

One issue common with all the conventional line source techniques mentioned
in the section 1.1.1 is that these can not be used for small arrays to obtain the
ideal radiation pattern. It is mentioned by Elliott that even the array radiation
pattern for discrete arrays does not follow the ideal Taylor pattern. To solve
this problem Elliott introduced the root matching technique to get close to
the desired Taylor pattern and this technique still requires an iterative process
to reduce the pattern mismatch [4]. Villeneuve presented another discrete
version of the Taylor current distribution [12]. He started with the original
Dolph-Chebyshev and solved for the discrete elements rather than considering
the continuous aperture. His direct approach produced more or less the same
patterns as root matching technique [12].

Elliott extended the root matching technique to the Bayliss line source dis-
tribution to overcome the same problem [4]. The beam shape performance of
Woodward Lawson method is also effected by the number of elements used.
Due to the lack of control over the SLL and ripples Woodward Lawson can not
be used for high performance arrays. Since this study concerns small arrays
therefore the problem of pattern degradation in case of small discrete arrays
with elements equal or less then eight while using the line source approxima-
tion is taken into account.

Another important phenomenon that reduces the small phased arrays per-
formance significantly is mutual coupling effect as discussed below.

1.2.2 Mutual Coupling

The effect on the array performance due to the element interactions while all
the elements in an array are excited is called the mutual coupling effect [3, 4].
The mutual coupling effect cause the individual element pattern to alter from
its isolated element pattern 2. The mutual coupling changes element patterns
depending on the relative positions of the elements and the element type. For
practical small antenna arrays the coupling matrix has its limitations due to the
structure scattering effects [13]. In case of finite large antenna arrays the centre
element pattern measured in the presence of all other elements terminated at

2An isolated element pattern for a single element is measured in the absence of other array
elements.
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matched load can be taken common for all the elements in the array. But in
case of small arrays mutual coupling effect is more complex and significant
because each element faces nonuniform surroundings. There are two well
known methods to model mutual coupling in antenna array systems namely
coupling matrix [3, 4] and active element pattern [2, 14]. To mitigate the mutual
coupling various techniques have been introduced [2, 13, 15–20].

This study concerns with the mutual coupling effect in small arrays and
does not include the feed structure impedance mismatch effects.

1.2.3 Scanned Array Beam Broadening

In low gain applications sometimes it is important to have antenna arrays with
stable HPBW. Small arrays are at the disadvantage of having wide beamwidths
compared to large arrays. This situation gets worse when the mainbeam is
scanned and the natural beam broadening widens the mainbeam of the radi-
ation pattern [2]. One of the goals of this study is to maintain the radiation
pattern beamwidth for small antenna array while the array is scanned in the
presence of mutual coupling.

1.2.4 Wideband Performance

The wideband array performance depends on the type of the element used.
The bandwidth performance metrics used for this study are the half power
beamwidth and the sidelobe level of the radiation pattern. Naturally the
beamwidth of linear antenna array is sensitive to the frequency [2]. In high
resolution systems it may be required to maintain the beamwidth as the system
frequency varies. Also it is required to reduce the interference over a band of
frequencies. To reduce the interference, low sidelobe levels are preferred to
maintain at a target level over that particular band of frequencies. If no mutual
coupling is present, sidelobe levels are maintained naturally. However, in the
presence of mutual coupling the sidelobe level performance is sensitive to the
frequency variation as demonstrated in chapter 7. Therefore it is important
to consider the pattern synthesis problem for wideband array. The results
presented in this thesis are based on phased arrays only.

In order to overcome these pattern synthesis challenges, an optimisation
technique implementing the Particle Swarm Optimiser (PSO) [21, 22] and
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Schelkunoff’s unit circle [23] is presented in this thesis. The following sec-
tion covers a brief overview of the existing pattern synthesis techniques.

1.3 Optimisation Techniques: Overview

Optimisation techniques are implemented in order to reduce the computational
effort to find an optimum solution in a feasible solution space by exploiting the
available degrees of freedom. Conventional optimisation techniques are based
on the deterministic approaches. These include typically Newton’s Method,
Least Squares, Conjugate Gradient also the linear and non linear programming
techniques. These techniques have limited usability as they require the fitness
(objective) function to be defined analytically, which requires the accurate mod-
elling of the array system. Under practical situations the assumptions made
for the analytical model may not hold and lead to a local optimum solution.
Another important factor that makes these techniques less attractive is that a
user has to make a good initial guess in order to avoid getting trapped in local
minima. Significant modification is required in analytical problem model in
order to solve a different problem using the same optimisation technique. This
adds to the complexity of the optimisation process but the produced solutions
are not always satisfactory. Some examples of antenna pattern synthesis so-
lutions implementing deterministic approaches include [24–26]. It is evident
from these examples that a complete mathematical system model is required
in order to implement these techniques.

The optimisation techniques based on the concept of black-box optimisation
are becoming increasingly popular [27]. Here the black-box term is referred
to the antenna system to be optimised. These techniques require considerably
less information of the optimisation problem compared to the deterministic
techniques and provide global solutions. These optimisation algorithms are
based on the stochastic processes and have been widely used in antenna syn-
thesis problems since the last two decade. Most commonly used algorithms
for antenna synthesis problems include Particle Swarm Optimiser (PSO) [21]
and Genetic Algorithm (GA) [28, 29]. These algorithms are based on the eval-
uation of a fitness function sometimes referred as cost function. Starting with
a random distribution of agents in solution space they tend to converge the
agent population to the areas of global optimal solutions. Unlike deterministic
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techniques the stochastic algorithms do not follow a reproducible pattern to
reach a global solution, rather they have the ability to jump anywhere in the
solution space. This ability gives the stochastic techniques an advantage to
avoid trapping in local minima of an optimisation problem. Some examples
applying the GA in antenna synthesis problem are given in [30–36]. PSO has
been gaining popularity for antenna synthesis problem since the last decade.
Here are some examples of PSO based pattern synthesis solutions [37–44]. The
performance of these two algorithms is compared quite often and it is found
to depend particularly on the optimisation problem [41,45–48]. However, PSO
has advantages of its simplicity and less computational complexity over GA.

1.4 Problem Statement & Methodology

The primary objective of this study is to propose a robust optimisation scheme
for small linear periodic antenna array pattern synthesis that would ensure
the reduced sidelobe levels, narrow beamwitdhs and high gain for narrow
band array in the presence of mutual coupling. This scheme is extended to
obtain reduced sidelobe levels and stable beamwidths for wide-band array
considerations while main beam is at broadside or scanned, in the presence of
mutual coupling unless mentioned otherwise. Other objectives include finding
a simplified feed for monopulse array using the proposed scheme and to test
the optimisation scheme for online and offline digital beamforming. The above
mentioned antenna array performance challenges restrict the use of the small
antenna array significantly if no rectification is applied. The optimisation
solutions available in the literature are mostly focused on large arrays and
less attention has been given to small array (number of elements less then ten)
pattern synthesis challenges. The element excitation is taken as the only degree
of freedom used to solve the pattern synthesis problem for this study. However,
there are solutions that modify the array geometry to solve the similar pattern
synthesis problems.

To obtain low sidelobe levels, aperiodic separation is implemented among
the array elements [49, 50]. For example in order to obtain reduced sidelobe
level there are two ways of implementing the aperiodic arrays. One way is to set
the element excitations uniformly and find an optimum nonuniform separation
between the elements that produce the reduced sidelobe level [51–53]. This
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array has performance limitations as it may require to find a new optimum non
uniform separation to meet a new sidelobe level requirement. This involves
the physical rearrangement of the array elements, which makes this system
impractical for many applications, especially systems with small assembly and
low profile applications. The other way is to obtain the optimum element
excitations for each aperiodic geometry considered [54, 55] which adds to the
system complexity.

In this thesis, an optimisation solution based on particle swarm optimisation
and Schelkunoff’s unit circle approach is proposed for all small antenna array
pattern synthesis problems considered here. Particle swarm optimiser is chosen
because it is computationally less complex compared to its GA counter part
and equally able to find a global best solution [48, 56]. The proposed scheme
considers the element excitations as the only degree of freedom. For any
optimisation problem studied here the only solution provided is in the form
of excitation taper. It is well known that the element excitation taper can be
represented as an array polynomial [4,23]. This array polynomial is then solved
for its roots. The resultant complex roots are taken in z-space and plotted over
a unit circle. This z-space unit circle is the solution space for the optimisation
procedure. Any modification to the root locations in z-space will reflect its
effect through the array polynomial coefficients, which ultimately modifies the
antenna array radiation pattern. The root locations in z-space are considered as
the optimisation variables for the pattern synthesis problem. The Schelkunoff’s
unit circle approach is adopted because it offers significant advantages. If there
are N number of elements in the array then there are N unknowns for the
element excitation taper. If the taper is to be complex then the number of
variables become 2N (real and imaginary parts to be found for each element).
Once the array polynomial for N elements is transformed to its roots in z-space
the total number of variables is reduced from 2N to (2N−2) (details in chapter 2).
This fact may not reduce the computational burden for large arrays but for small
arrays it plays a significant role. Also Schelkunoff’s unit circle representation
allows the implementation of the Intelligent z-space Boundary Conditions (IzBC)
which is described in detail in chapter 4 and is developed as a part of this study.
IzBC allows reduction of the number of variables (root locations) involved and
redefinition of the boundary conditions while optimisation is running. The
implementation of IzBC significantly improves the convergence performance
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and the optimum result. Such advantages of Schelkunoff’s approach makes it
attractive over other approaches.

Particle swarm optimisation coupled with Schelkunoff’s unit circle proves
a versatile and useful combination [42–44]. After initialisation each particle
(agent) contains a set of all root locations considered which are considered as
starting at random in solution space. A fitness function is defined in terms
of required design parameters and the goal is to minimise the value of the
fitness function. The particle with minimum fitness function evaluation is
considered as a leader and all particles adjust their variable values to catch
the leader [21, 22, 27]. This process results in a set of optimum root locations
with minimum fitness function evaluation that corresponds to an optimum
radiation pattern. There are various variants of particle swarm optimisation
reported in literature [57, 58]. For this study a basic PSO model is developed
by the author based on the recommendations given in [56,59,60]. Two variants
of this basic model based on the definition of solution space boundary condi-
tions are used in this study namely University of Manchester-PSO (UoM-PSO)
and Intelligent z-space Boundary Conditions-PSO (IzBC-PSO). For UoM-PSO
solution space is divided uniformly among the root locations. Whereas IzBC-
PSO considers the sidelobe level topology and compares the root locations in
order to define the variable boundaries. This novel scheme has the ability to
update the boundaries as required during the optimisation process. The two
PSO models are compared for their convergence performance and optimum
results to Genetic Algorithm (GA). To make the comparison fair, the solution
space used for GA is the same as for UoM-PSO. It is not a study objective to
compare the proposed IzBC-PSO with GA or any other optimiser directly.

Schelkunoff’s unit circle approach has been coupled with other optimisation
algorithms for optimum pattern synthesis as reported in literature [35, 61–66].
In this thesis Schelkunoff’s unit circle approach in conjunction with PSO is
used to solve a variety of synthesis problems. The proposed scheme has the
advantages of stochastic optimisation and the use of novel IzBC-PSO enables
reduction of the number of computations required for convergence significantly
as compared to UoM-PSO and GA. This work shows the versatility of the
proposed scheme as it is applied efficiently to pattern synthesis problems of
narrow and wideband arrays in the presence of mutual coupling.

In order to incorporate the mutual coupling effect, active element patterns



CHAPTER 1. INTRODUCTION 34

[14] and the mutual impedance matrix [3, 4] are used in the problem model.
For this study two different antenna elements are considered including Bowtie
Dielectric Resonator Antenna (BDRA) [67] and Bunny Ear Combline Antenna
(BECA) [68]. The antenna elements are not designed by the author himself.
Two antenna arrays are modelled involving these two elements separately
using the Computer Simulation Technology-Microwave Studio (CST-MWS®)
to determine the active element patterns for BDRA and BECA arrays, as a part
of this study. Once the element patterns are known they are incorporated in
an array model developed in MATLAB®. The proposed optimisation scheme
(IzBC-PSO) also developed using MATLAB® is then applied to find an optimum
radiation pattern. The convergence and optimum result performances of the
three optimisers (IzBC-PSO, UoM-PSO, GA) are compared. The GA used for
this comparison is provided in Optimisation Toolbox™ by MATLAB®. The main
objective of this study is to compensate for the mutual coupling and produce
the radiation patterns having either reduced or desired sidelobe levels with
narrow beamwidths.

The simulated optimum performance of the proposed optimisation scheme
is compared with the measured results. An array consisting of four BECA ele-
ments is used to measure the array radiation patterns in receiving mode having
two independent digital beamforming setups namely Interconnect Break-out
Board (IBOB) and Data Acquisition (DAQ) board [69,70]. The IBOB was setup
with digital beamforming code developed by Richard Armstrong of Oxford
University [69]. The author contributed with the optimum weights obtained
using his proposed scheme, IzBC-PSO and performing and setting up the array
measurements. The IBOB setup provided the online beamforming. DAQ board
was designed and programmed to receive/sample the RF signals by engineers
at Jodrell Bank Observatory [70]. There was no beamforming setup provided
with DAQ board. An offline software beamformer was developed for the DAQ
board by the author of this thesis using MATLAB®.

Comparison of the simulated and measured results show that the integra-
tion of IzBC-PSO with digital beamformers is of significant advantage. It is
shown by the simulated results that the proposed technique has successfully
achieved the target SLLs and other objectives for both sum and difference pat-
terns. A simplified feed is also obtained for a monopulse array consisting
of eight elements that meets the sum and difference pattern objectives and
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requires phase only modification. For sector beam synthesis, unlike the con-
ventional technique the proposed technique exhibits better control over the
radiation pattern. The use of IzBC-PSO ensured a stable HPBW over a band
of frequency. Furthermore the effect of mutual coupling in the small scanning
array has mitigated by using the proposed optimisation scheme. It is shown
that the preferred technique has significantly improved the SLL when com-
pared with a conventional technique using digital beamformers. The radiation
patterns have shown significant improvements after the optimisation in all the
above mentioned scenarios. It is essential to use proposed optimisation tech-
nique to obtain desired radiation patterns not only under the effect of mutual
coupling but also the asymmetric array behaviour.

1.5 Thesis Outline

The thesis structure is as followed. Chapter 2 covers the review of the basic
antenna array theory and the array setup used for this work. The mutual
coupling models used for this study are also presented. An efficient and fast
technique to determine the mutual impedance matrix for dipole array based
on the Method of Moment (MoM) is also developed and presented. Chapter 3
describes the implementation of the Particle Swarm Optimiser (PSO). It defines
the boundary conditions used in University of Manchester-Particle Swarm
Optimiser (UoM-PSO). It also describes the comparative Genetic Algorithm
(GA) model.

Chapters 4-9 represent the author’s original research contributions. Chapter
4 describes the implementation of the novel concept of intelligent boundary
conditions. These intelligent boundary conditions are coupled with the basic
PSO and termed as Intelligent z-space Boundary Condition-Particle Swarm
Optimiser (IzBC-PSO). Chapter 5 covers the implementation of the IzBC-PSO,
UoM-PSO and GA to mitigate the effect of mutual coupling and taper sampling
for sum and difference pattern over a narrow frequency band. For monopulse
radar operation a simplified feed is also determined. The bulk of simulated
results are presented and the optimisation techniques are compared for their
convergence performance. The optimised excitation vectors used to obtain the
optimised radiation patterns are also given.

Sector beam synthesis is presented in Chapter 6 using the proposed scheme
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described in Chapter 4. The problem is divided into two scenarios for isotropic
and non-isotropic array elements. The simulated results are compared and
discussed. Chapter 7 presents the optimisation of wideband phased arrays.
The HPBW and in the presence of mutual coupling SLL variation is studied.
The proposed scheme is used to determine a single optimised excitation ta-
per that improves the SLL bandwidth performance. The simulated results are
presented. Chapter 8 presents the digital beamforming hardware, the measure-
ment setup used for the online and offline beamforming and measured results
are compared with simulated results for both beamforming setups. Chapter 9
presents the conclusion and future work recommendations.



Chapter 2

Antenna Array Modelling

2.1 Introduction

In modern radio applications a single antenna element has extremely limited
use. Using a single element puts limits on present day radio requirements such
as gain, beamwidth, pattern shape, avoiding interference etc. For this purpose
a collection of identical elements (in general) is used and called an antenna
array. There are many different types of arrays in use these days. These types
are mainly based on element placement (orientation), separation between the
elements and the methods of excitation. On the basis of the element placement
the famous configurations are linear, planar and circular [2–4]. This chapter
focuses on the basic theory and mathematical modelling of the linear antenna
array considered for this research work.

2.2 Linear Antenna Array

The linear antenna array can be defined as a collection of antenna elements
placed along a single dimension. If we consider a Cartesian coordinate system
with three axis designated as x, y and z, as shown in Figure 2.1, the linear array
elements could be placed along any major axis.

It is assumed for the development of our argument that the radiation point
Q is in the farfield i.e. R > 2D2/λ where R is the distance between Q and
the observation point and D is the largest dimension of the antenna array
structure [3, 4, 71]. This assumption concludes that the electromagnetic waves

37
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Figure 2.1: Linear antenna array geometry showing the antenna elements
laying along x − axis

impinging on the linear array would have a planar wavefront. The linear
antenna array is a discrete structure. Therefore array actually behaves as
a sampler for the electromagnetic radiation energy. As the electromagnetic
energy interacts with the individual antenna element it induces a voltage at
the terminals of that antenna element. This induced voltage is a function of
the antenna element position in the array. The total response of the array is the
sum of these induced voltages of each element for a given look direction. If the
array response is determined over the entire hemisphere it gives peak where
all the received signals add in phase and a null where all the received signals
add out of phase. The spherical coordinate system is generally used for the
antenna array analysis, shown in Figure 2.2.

The angles θ and φ are used for the azimuthal (x-y plane) and elevation
(z) plane. The φ varies from 0 to 2π (rad) and θ varies from 0 to π (rad) also
represented as −90o

≤ θ ≤ 90o. The R gives the distance of the point Q from the
centre of the coordinate system.

2.3 Linear Array Factor

For this research work it is assumed that the antenna elements are placed along
x-axis shown in the Figure 2.1 unless stated otherwise. The array elements are
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Figure 2.2: Spherical coordinate system used for the antenna array analysis

uniformly spaced with a separation d. It is assumed that the antenna elements
are radiating uniformly in all directions i.e. elements are isotropic. For N
elements the array factor expression is given below [3](chapter 6);

AF(ψ) =

N∑
n=1

e− jψn (2.1)

ψn = (n − 1)kd sinθ cosφ

AF(θ) =

N∑
n=1

e− j(n−1)kd sinθ cosφ (2.2)

Equation 2.2 represents a special case of uniform element excitation. This
means that if the array is in transmitting mode the excitation amplitude is 1
and excitation phase is 0 for each element. On the other hand, if the array is in
receiving mode the induced voltage at each antenna element terminal would be
the same in magnitude and phase. Generally element excitations are mentioned
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as weights or taper in literature. These terms will be used interchangeably for
this work.

If each element is weighted arbitrarily (either amplitude or phase or both)
then Equation 2.2 will no longer be valid. Assuming that the weighting vector
or taper is represented by wn (a complex vector), where n is for nth element and
φ = 0o (for considering the xz plane only), then Equation 2.2 becomes;

AF(θ) =

N∑
n=1

wne− j(n−1)kd sinθ (2.3)

Equation 2.3 gives the form of the AF used for the mathematical modelling
in this work. There are three major components of the Equation 2.3 that could
be chosen by the designer to meet certain pattern synthesis requirement. These
are the degrees of freedom available as given below

1. The number of elements (N)

2. Separation between the elements (d)

3. Weighting vector (coefficients)

For this research work the number of array elements is limited to maximum
8 in most of the examples. The separation between the elements is considered
periodic. For any optimisation problem presented in this work the number of
elements and the separation between the elements is kept constant. The only
degree of freedom exploited for this research is the weighting coefficients or
excitation taper.

In practise, isotropic element model can not be fully relied upon for certain
array application specially for the small arrays, as the radiation properties of
any real antenna element are not uniform in all radiation directions. For an
array with identical non isotropic elements, each with radiation pattern E(θ),
the total radiation pattern (TRP) is given by;

TRP(θ) = E(θ) · AF(θ) (2.4)

However, for small arrays antenna element patterns are not identical as will
be shown in the later section 2.11.2 of this chapter. For non identical element
patterns Equation 2.4 is modified as;
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TRP(θ) =

N∑
n=1

wn · En(θ) (2.5)

Where En refers to the element pattern of the nth element of the array.
Equation 2.5 is used to model BDRA and BECA arrays for this research work.

2.4 Array Factor Properties

In this section, properties of the array factor important to the array pattern
synthesis will be presented. These properties are used as the pattern goodness
criteria for the synthesis problems considered in this thesis.

2.4.1 Radiation Pattern

The AF defined in Equation 2.3 or a trace of the AF as a function of the coordinate
system variables is called a farfield radiation pattern or simply the farfield
pattern [3]. The plot of Equation 2.3 for eight isotropic elements uniformly
spaced with d = λ

2 and uniformly excited is given in Figure 2.3 for −90o
≤ θ ≤

90o. Through out this thesis the radiation patterns are plotted against θ values
in degrees.

The radiation patterns are plotted usually for normalised values and on dB
scale. The radiation pattern shows the proportion of the electric field or the
power directed to a particular direction. This radiation pattern helps to define
several important antenna array metrics. The metrics presented in this chapter
are used for the array pattern synthesis problems dealt in this work.

It is important to note here that the farfield pattern is a discrete Fourier
transform of the array excitation [3, 4].

2.4.2 Beamwidth (BW)

The beamwidth of any radiation pattern is its angular width of the main lobe.
The beamwidth is measured in degrees. An important relationship exists
between the beamwidth and the gain of the antenna array. The larger the
beamwidth, the smaller the gain. There are two important beamwidth types
used in literature as given below.
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Figure 2.3: Linear array radiation pattern for N = 8 and d = 0.5λ with uniform
taper, θ is in degrees

2.4.2.1 Half Power Beamwidth (HPBW)

The half power beamwidth is also known as the 3dB-beamwidth. It is defined
as the angular separation between the two points on the main lobe where the
power is dropped to half or the electric field pattern is 1/

√
2 of its maximum

value as indicated in Figure 2.4.

2.4.2.2 First Null Beamwidth (FNBW)

This is the angular separation between the first two nulls about the main lobe
of the radiation pattern as indicated in Figure 2.3.

The mathematical details and the expressions could be found in [3, 4, 71]

2.4.3 Directivity

The directivity (D) of any antenna is defined as the ratio of the radiation power
in a given direction to the radiation power averaged over all directions. In case
of the antenna array the mathematical expression for gain is given as [3, 71];
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Figure 2.4: Zoomed in linear array radiation pattern shown in Figure 2.3

D(θ) = 4π
|AF(θ)|2∫ 2π

0

∫ π
0
|AF(θ)|2 sinθdθdφ

(2.6)

The antenna gain is an other important term used to characterise. Gain
takes into account the efficiency of the antenna. If antenna radiation efficiency
is defined as ecd then gain and directivity are related as [3];

G = ecd ·D (2.7)

The gain expression given in Equation 2.7 does not include the impedance
mismatch and polarisation mismatch loses. However, these loses are required
to be considered for the link calculation of a communication system to deter-
mine the received or radiated power, which is not the scope of this work.

The Equation 2.6 can be simplified to the following expression for an array
with any arbitrary separation d and directed to θo scan direction [72];

D = |
(
∑N

n=1 wn)2∑N
n=1
∑N

m=1 wn(n)wn(m)e j((n−1)β−(m−1)β)sinc[(n −m)kd]
| (2.8)

Where β = −kd sinθo. Equation 2.8 was further simplified for the arrays
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with d = 0.5λ and the scan direction θo = 0;

D =
(
∑N

n=1 wn)2∑N
n=1(wn)2

(2.9)

This expression is independent of the scan angle and can be used for the
non uniformly excited isotropic arrays.

2.4.4 Sidelobe Level (SLL)

Any radiation pattern in practice with FNBW of 90o has one or more then one
lobes. These lobes appear at the angular directions where received/transmitted
signals are added in phase. The principle lobe or the lobe with maximum power
or energy content is called main lobe. All other lobes are called sidelobes. These
are identified in Figure 2.3. In many applications e.g. mobile communication,
Global Positioning System (GPS), radars etc the SLL are undesirable and it is
important to meet a certain SLL power level. It is therefore a common goal
of the antenna synthesis problem to control the power distribution among the
SLLs. The two commonly used terminologies to indicate a SLL in any radiation
pattern are the First Sidelobe Level (FSLL) & Peak Sidelobe Level (PSLL). The FSLL
is the next lobe to the main beam as indicated in Figure 2.3 with a level value
of −13.46dB in this case. The PSLL has the highest power or the electric field
voltage level among the SLLs but it may not be necessarily next to the main
beam. In this example PSLL and FSLL are the same.

In order to meet the SLL requirements for any application a trade off between
the SLL and the BW is exploited. If BW is increased then the SLLs get less power.
But this increased BW results in low gain in main beam which results in low
resolution in imaging applications, weak signal in mobile communications
etc. A desirable combination of both is the objective of most pattern synthesis
problems and is considered for this work as well.

2.4.5 Radiation Pattern Nulls

The radiation pattern nulls appear at the angular directions in which the re-
ceived/transmitted signals are added out of phase. The pattern nulls have
significant importance in pattern synthesis. They may be used to avoid the
interference from any given angular direction. The pattern null synthesis has
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applications in mobile communications, radars and signal jamming.

2.5 Limitation on Uniform Linear Array

The term uniform array is used to indicate that the elements are equally spaced
and the excitation of each element is the same. The mathematical expression
of the linear uniform array with N isotropic elements is given by Equation
2.2. Uniform arrays are not flexible in terms of shape of the radiation pattern.
By increasing the number of elements in the uniform array one can improve
the gain (directivity) of the array but this approach is not feasible in all cases.
There are many applications that require a certain radiation pattern for example
a null in the direction of a jammer or certain low sidelobe level (SLL) instead
of typical -13.46dB (for isotropic array) with uniform excitation. For these
applications non uniform arrays are used. These arrays are non uniform in
terms of excitation (weight) or separation between the elements or hybrid. The
uniform arrays are high gain arrays as compared to the non uniform arrays for
same number of elements. But this high gain can be sacrificed for the lower
SLL or a particular beam pattern. Under this study arrays with non uniform
excitation (weighted arrays) are investigated.

2.6 Electronically Scanned Array (ESA)

The radiation pattern shown in Figure 2.3 has main beam directed to θ = 0.
If the array is transmitting then θ = 0 is the angular direction in which it is
transmitting maximum power on the other hand in case of a receiving array it
receives the maximum power at θ = 0. As it is evident from Equation 2.3 that
the phase and the amplitude of any array element can be used to modify the
over all radiation pattern. It is required for certain applications to be able to
direct the maximum power of the array in a target angular direction. This goal
could either be achieved by mechanical scanning or electronic scanning. The ESA
is commonly known as Phased Array. If a uniform phase gradient is applied to
each of the array element it will result in a radiation pattern with maximum
power directed in the target direction in case of the isotropic array. It will be
shown in chapters 5 and 6 that the uniform phase gradient is not sufficient
to scan the main beam in the presence of coupling and non identical element
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patterns for small antenna arrays. The required phase shift considered for the
mathematical model developed in this chapter is given as [3, 4];

β = −kd sinθo (2.10)

Where θo is the target direction. The modified weights can be given as;

wn = ane jnβ (2.11)

Figure 2.5: Linear array radiation pattern scanned to θo = 30o, N = 8, d = 0.5λ
(plotted using Equation 2.12)

Where an is the amplitude applied to the nth element. For the example
presented in Figure 2.5 the linear array with eight isotropic elements is scanned
to θo = 30o electronically. For the beam scanning, only phase shift is required
therefore the excitation amplitude of all elements would be set to 1. The taper
used for the Figure 2.5 is given in Table 2.1.

This modified taper was replaced in Equation 2.12 to find the scanned
radiation pattern. Equation 2.12, modified from Equation 2.3, takes element 1
as the reference element and hence with zero phase shift applied.
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Number
of

Element

Amplitude
(an)

Phase
(Degrees)

1 1 0
2 1 −90
3 1 180
4 1 90
5 1 0
6 1 −90
7 1 180
8 1 90

Table 2.1: Uniform taper with linear phase gradient

AF(θ) =

N−1∑
n=0

wne j(n)kd sinθ (2.12)

It has been presented by Elliott [4] that with the scanning of main beam the
main lobe broadens. This was noted by comparing Figures 2.3 and 2.6 for the
broadside and scanned patterns that the FNBW were 30o and the 34o respec-
tively. This resulted in a 13.33% beam broadening. There was no change to
the SLLs. This phenomenon exhibits significant degradation of array radiation
pattern with non isotropic elements in small arrays as presented in chapters 5
and 6.

2.7 Schelkunoff’s Polynomial

The linear array factor given by Equation 2.12 can be expanded as given below;

AF(θ) = w0 + w1e jkd sinθ + wne2 jkd sinθ + ... + wN−1e(N−1) jkd sinθ

AF(ψ) = w0 + w1e jψ + w2e2 jψ + ... + wN−1e(N−1) jψ (2.13)

Letting z = e jψ results in:

AF(z) = w0 + w1z + w2z2 + ... + wN−1zN−1 (2.14)

S. A. Schelkunoff expressed the antenna array factor in the polynomial form
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Figure 2.6: Zoomed in linear array scanned radiation pattern shown in Figure
2.5

given by Equation 2.14 [23]. Equation 2.14 is a complex polynomial in variable
z. Mathematically any polynomial with order N− 1 has N− 1 roots. Assuming
that z1, z2, ..., zN−1 are the roots of the polynomial defined in the Equation 2.14
then the polynomial could be expressed as a product of N−1 linear terms given
below.

AF(z) = wn(z − z1)(z − z2)...(z − zN−1) (2.15)

This Equation 2.15 provides an equivalent presentation of array factor to
Figure 2.3. Detailed discussion on the Schelkunoff’s polynomial can be found
in [3, 4]. The magnitude of the AF in Equation 2.15 is expressed as;

|AF(z)| = wn|(z − z1)||(z − z2)|...|(z − zN−1)| (2.16)

Clearly the roots of any mono variant polynomial can be mapped on a unit
circle. From the earlier example for N = 8 isotropic elements and d = 0.5λ
the rectangular plot (in θ space) is given in Figure 2.3. The same scenario is
solved with the Schelkunoff’s polynomial approach. Since no beam scanning
is applied therefore all the coefficients are unity with zero phase in Equation
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2.14. Equation 2.14 then resulted in:

AF(z) = 1 + z + z2 + ... + zN−1 (2.17)

Equation 2.17 is solved for the roots of z. Equation 2.17 is equated to zero
and differentiated w.r.t. z as given by Equation 2.18. After taking the second
derivative of the Equation 2.18 the roots of polynomial given in Equation 2.17
were determined. The complex roots (zn = xn + jyn) were plotted on a unit
circle as shown in Figure 2.7.

0 =
d
dz

N−1∑
n=0

zn (2.18)

Figure 2.7: Unit circle presentation of the AF defined in Equation 2.17 with
N = 8 and d = 0.5λ

As θ varies from −90 to 90 ψ varies from −kd to kd and this makes z vary
from e− jkd to e jkd. All the properties of the radiation pattern presented (in θ

space) in Figure 2.3 could be traced to the unit circle space. The sensitivity of
the unit circle to the separation between the elements and the applied phase
shift is presented in [3]. The root positions on the unit circle indicate the pattern
nulls and the pattern lobes are located between the nulls. Equation 2.16 could
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be used to find the magnitude of the AF at any point z on the unit circle. The
procedure is elaborated in Figure 2.8 The main lobe is indicated on the unit
circle shown in Figure 2.7.

Figure 2.8: The distance between the point z and the roots is calculated and
substituted in Equation 2.16

If a progressive phase shift is applied for the beam scanning as given by
Equation 2.11 then the modified Equation 2.13 could be given as:

AF(ψ) = a0 + a1e jψ+β + a2e2( jψ+β) + ... + aN−1e(N−1)( jψ+β) (2.19)

The equivalent unit circle plot of the radiation pattern presented in Figure
2.5 is shown in Figure 2.9. The main lobe direction has changed on the unit circle
as expected, it reflects the effect of the phase gradient applied. Equation 2.19
is used in the modeling of the linear isotropic antenna array for this research
work.

2.7.1 Array Pattern Synthesis

Shelkunoff’s polynomial is a powerful tool for the array pattern synthesis [3,4].
In Figures 2.7 and 2.9 the polynomial roots were plotted when the array taper
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Figure 2.9: The unit circle plot of the roots for scanned pattern with θo = 30o,
N = 8 and d = 0.5λ

was known. In order to synthesise a desired array pattern these roots could be
relocated on the unit circle to get the desired pattern shape. Once the modified
root positions are known Equation 2.16 can be used to determine the AF as
depicted in Figure 2.8. The root positions on and around the unit circle define
the array pattern. For the examples considered here the roots are placed on the
unit circle and resulted in deep pattern nulls in θ space. If the roots are moved
away from the unit circle a null free pattern can be obtained. The Schelkunoff’s
unit circle is extensively used by Elliott for array pattern synthesis [4].

For this research work the Schelkunoff’s polynomial based unit circle ap-
proach is chosen as the synthesis tool and merged with the Particle Swarm
Optimiser (PSO). This optimisation scheme is applied to the pattern synthesis
problems for small uniformly spaced arrays as demonstrated in this thesis.

2.8 Mutual Coupling

The mutual coupling in antenna arrays is well known and generally investi-
gated phenomenon [73–83]. In order to make the array model realistic and to
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test that the developed optimisation tool is capable of dealing with the mutual
coupling it was taken into account for this work. In large arrays the effect of
the mutual coupling on the antenna element is nearly uniform across the ar-
ray. Whereas in small arrays (N < 10) the mutual coupling effects the radiation
characteristics of the array elements non-uniformly. The basic mutual coupling
model of the dipole antenna array has been discussed in detail by Balanis and
Elliott [3, 4].

2.9 Mutual Coupling Models

For this research work two different mutual coupling models are used. Initially
an array of the dipole elements is assumed for modelling the mutual coupling.
For this a Method of Moment (MoM) based mutual coupling model is devel-
oped as the part of this work. The output of this model is a mutual impedance
matrix.

The use of element patterns is well known to model the mutual coupling
in antenna arrays [2, 14]. For this purpose a Dielectric Resonator Antenna
(DRA) designed at the University of Manchester is considered [67]. The DRA
array is designed in the Computer Simulation Technology Microwave Studio®

(CST MWS) for this project. This second coupling model is based on the
determination of active element patterns (AEPs). The array radiation pattern
is calculated with these AEPs as they include the mutual coupling effect. No
matrix calculation is involved with this second approach. The coupling models
used for this research work are described below.

In chapter 8 the antenna array synthesis is presented with the measured
active element patterns. The (Bunny Ear Combline Antenna) BECA [68] (de-
signed at the University of Manchester) is used as the array element.

2.10 Dipole Array Model

In order to find the self and mutual impedance of the dipole (a dipole pair)
structure the current distribution along the dipole antenna is required. For
this purpose Integral Equations (IEs) are defined for the dipole model [3, 4].
A dipole is an antenna that consists of a thin wire. The current distribution
for a very thin wire is assumed to be sinusoidal. For finite diameter wires
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(dia > 0.05λ) the current distribution can be represented as sinusoidal but it
is not accurate. Therefore for this work the diameter of the dipole wire was
chosen to be 0.01λ. To find the accurate distribution the integral equation
must be solved. Generally there are many forms of the integral equations.
For time harmonic electromagnetics the two most popular IEs are the electric
field integral equation (EFIE) and magnetic field integral equation (MFIE). The
EFIE enforces the boundary condition on the tangential electric field where as
the MFIE enforces the boundary condition on the tangential components of
the magnetic field. The EFIE can be applied to both open and closed surfaces
while MFIE can be applied to closed surfaces only. Here only the EFIE will be
considered and for radiation problem with wire antenna there are two popular
EFIEs, Pocklington’s IE & Hallen’s IE. The Pocklington’s IE is a general type
of solution and it is adaptable to many type of feed sources including delta
gap and magnetic frill. For this work Pocklington’s IE was used to model the
dipole.

2.10.1 Pocklinton’s IE

For this model the dipole element was assumed along the z-axis and having a
length l with a diameter of 2a as shown in Figure 2.10. Here the final equation
is given (primed coordinate represents the source and otherwise observation
coordinate ):

(
d2

dz2 + k2)
∫ l/2

−l/2
Iz(z′)G(z, z′)dz′ = − jωεEi

z (2.20)

Where
I(z′) = current distribution along the axis of the wire (unknown)
G(z, z′), The Green’s Function = 1

2π

∫ 2π

0
e− jkR

4πR dφ′

Ei
z = incident electric field

R =
√

a2 + (z − z′)2 ; simplified for observations taken along the axis of the
wire and ρ = 0 for cylindrical coordinates [3]

This equation is also known as Pocklington’s Integrodifferential. In Equa-
tion 2.20 the only parameter to set is the incident electric field. This field can
be produced in case of wire antenna by placing a source at the terminals of the
wire. The source used for this model was magnetic frill source proposed by L.
L. Tsai [84]. The feed gap of the wire antenna is replaced with a circumferential
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Figure 2.10: The dipole element geometry

directed magnetic current density that exists over an annular aperture. The
inner radius of the aperture is taken as a which is chosen as the wire radius and
an outer radius b. Assuming that the field is generated along the wire axis by
the magnetic frill source then the incident electric Ei

z field equation is given by:

Ei
z = −

Vi

2ln(b/a)
(
e− jkR1

R1
−

e− jkR2

R2
) (2.21)

Where
R1 =

√

z2 + a2

R2 =
√

z2 + b2

Vi = input voltage at dipole terminals taken as 1V
a = radius of the dipole wire
b = outer radius of the equivalent magnetic annular aperture
b= 2.3a taken for 50Ω annular [3]

2.10.2 Method of Moments (MoM)

After substituting for the incident electric field in Equation 2.20 various numer-
ical methods exist to find out the I(z′). Method of Moment (MoM) proposed by
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Harrington [85] was chosen because of its simplicity and accuracy. By using the
MoM the functional field equation can be converted to matrix form. The matrix
form of equation is easy to solve with the use of modern digital computer. The
matrix is then inverted to get the final solution. The general form of the MoM
is:

L( f ) = g (2.22)

Where L is a known linear operator, g is a known excitation and f is the
response function. In this particular case L is integrodifferntial operator of
Equation 2.20 and objective is to find f given g. To solve this problem the
unknown function f is represented as a linear sum of P terms and given in
Equation 2.23.

f (z′) =

P∑
p=1

cp fp(z′) (2.23)

Where cp is a constant and fp(z′) is known function usually called a basis
function. Details are given by Balanis [3]. On substituting Equation 2.23 back
into Equation 2.22 gives:

P∑
p=1

cpL( fp) = g (2.24)

In Equation 2.24 the basis function has the same domain as f (z′) and it
is chosen so that L( fp) can be solved conveniently. There are P unknowns
and to solve for P unknowns there must be P independent equations. This is
accomplished by evaluating Equation 2.24 at P different points. This is referred
to as the point matching [3]. By using this method Equation 2.24 is modified
as;

P∑
p=1

cpL( fp) = gq (2.25)

Where q = 1, 2, 3, ...,P. Equation 2.25 can be written in matrix form as:

[Zqp][Ip] = [Vq]

[Ip] = [Zqp]−1[Vq] (2.26)
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An important step in the implementation of MoM is the choice of basis
function. The basis function must be able to represent the unknown function
as accurately as possible. There are many different types of basis functions
available and can be subdivided in to two classes, sub domain and entire domain
basis functions. The sub domain basis functions are more flexible as they can
be used to represent the function without any prior knowledge of that function.
For this work sub domain basis function was chosen. In order to implement
the sub domain basis function the dipole antenna was divided into P segments
each of length ∆z and the basis function was defined over the each segment.
More on basis functions could be found in [3, 4]. In order to keep the model
simple the basis function of choice was a piecewise constant function expressed
as:

f (z′) =

 1 if z′p−1 < z′ < z′p
0 elsewhere

But this simple model required a large number of sub segments (≈ 1000)
for each segment to numerically evaluate the integral of Equation 2.20 and to
achieve the required convergence. In order to improve the computation time
following procedure was adopted for this study.

Each segment was divided into Y number of sub segments in order to
perform the numerical integration. It is represented as ∆zpy where y stands for
the sub segment number. The number of these sub segments were significantly
reduced using the Simpson’s rule for numerical integration. The integrand
was evaluated at three different points of each sub segment. These points were
chosen to be the trailing (∆zpy(T)), middle(∆zpy(M)) and the leading (∆zpy(L)) point
of each sub segment. If the values determined at these points are indicated
as f f1, f f2 and f f3 respectively then the final integration value over that sub
segment could be expressed as:∫ ∆zpy(L)

∆zpy(T)

f (∆zpy) =
∆zpy(L) − ∆zpy(T)

6
[ f f1 + 4 f f2 + f f3] (2.27)

The integration results obtained for each sub segment were summed up and
then multiplied by the differential length of the segment. This value was then
assigned to that segment. This procedure significantly reduced the number of
sub segments required from ≈ 1000 to 5 as used in section 2.10.3.
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A MATLAB function is created that takes dipole radius (a) and length (l) as
input arguments and solve for Zqp matrix in Equation 2.26. Where Zqp over a
single segment p is given as below;

Zqp = (
d2

dz2 + k2)(
e− jk
√

a2+(z−zp)2

4π
√

a2 + (z − zp)2
) (2.28)

This single segment p is subdivided into y sub segments and Equation 2.28
is evaluated at three points as mentioned earlier using Equation 2.27 over each
sub segment.

2.10.3 Self Impedance

The mathematical model based on the MoM described in section 2.10.2 was
implemented using MATLAB®. The first goal was to determine the self
impedance of the dipole antenna to test the software model. The design pa-
rameters for the dipole antenna and the MoM model are listed below.

Length of the dipole antenna , l = 0.47λ
Radius of the dipole antenna wire, a = 0.005λ
Number of segments, P = 101
Number of sub segments per segment, Y = 5

The length of the dipole antenna was chosen to be its resonance length.
The odd number of segments were chosen to utilise the symmetry of the struc-
ture. The optimum number of the segments and the sub segments were found
through trial and error for the required accuracy of the result and the computa-
tional efficiency. Equation 2.21 was computed to find the incident electric field
distributed along P segments of the dipole antenna. This value was replaced
in Equation 2.20 and it was solved for P segments. The solution resulted in the
matrix [Zqp] shown in the simplified Equation 2.26 and was solved for [Ip] with
[Vq] defined as the magnetic frill source from Equation 2.21.

The [Ip] gives the current distribution along the dipole antenna shown in
Figure 2.11. The numerically computed value for the self impedance is given
for l = 0.47λ;
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Figure 2.11: Current distribution along the dipole antenna element with l =
0.47λ and a = 0.005λ found by applying the MoM model developed for this
research work

Zin =
Vin

q

Iin
p

Where Vin
q is the voltage value at the feed (centre) segment of the dipole and

Iin
p is the corresponding current.

Zin = 80.0 + j15.2 (2.29)

The dipole input impedance determined by the developed MoM model
was compared with the one available in the text for P = 79 given in the Table
8.8 under article 8.5 Self Impedance [3]. The value found by the MoM model
developed for this research work was 78.9 + j13.2 and in [3] 78.8 + j12.9 which
was in close agreement. This comparison was made to ensure the accuracy of
the developed MoM model.

All other dipole design parameters were the same. The number of segments
were increased to find a converging value of input impedance and that is
presented in Equation 2.29 for P = 101.
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2.10.4 Mutual Impedance

The value of the self impedance of a dipole element calculated in the above
section holds as long as it radiates in free space. In the presence of any reflect-
ing object or another dipole element the current distribution will be changed.
Therefore the self impedance of the dipole element will not remain the same as
for free space. In order to overcome this effect it is very important to find out
the change in current distribution in the presence of other objects. In this sec-
tion the attention is focused on the determination of mutual impedance among
dipole elements. More theoretical and mathematical background can be found
in [3, 4].

To find out the mutual impedance between two dipole elements a MATLAB®

based computer program was developed. The only dipole configuration con-
sidered for mutual coupling calculations in this work is the side by side. This
choice was made because this configuration gives the maximum mutual cou-
pling between the two elements [3, 4].

Figure 2.12: Problem geometry considered to determine mutual coupling be-
tween two dipoles

It is assumed that dipole 1 and dipole 2 are placed side by side in free space
and separated by a distance d between their axis as shown in Figure 2.12. No
ground and edge effects are considered. At first dipole 1 is energised by a



CHAPTER 2. ANTENNA ARRAY MODELLING 60

magnetic frill source given by Equation 2.21 and it is assumed that dipole 2
is absent. Then the current distribution over dipole 1, [I1

p], is determined in
the similar way described in sections 2.10.2 and 2.10.3 by using Equation 2.26.
Now the electric field due to [I1

p] is determined at the location of dipole 2 by
replacing Iz(z′) with [I1

p] in Equation 2.20. The modified value of R used in
Equation 2.20 is given as;

R =
√

(a − d)2 + (z − z′)2 (2.30)

The electric field Ez12 is determined at position of dipole 2 due to a known
current distribution, [I1

p], at dipole 1. After this step dipole 1 is assumed to
be open circuited and dipole 2 is placed at its location and energised by the
same source as dipole 1. The same field and current distribution as found for
dipole 1 is assumed for dipole 2. Due to the presence of Ez12 the resultant
current distribution over dipole 2 is determined by following the procedure
described in section 2.10.3 taking Ez12 as source and denoted as [I12

p ]. Total
current distribution over dipole 2 will become [I2

p] = [I1
p] + [I12

p ]. Now open
circuited dipole 1 is segmented into P segments. Due to the induced current
distribution, [I12

p ], over dipole 2 electric field Ez21 is determined over the dipole
1.

This electric field then become the source for the dipole 1 which is now ter-
minated [4]. The current distribution across dipole 1 due to Ez21 is determined
using the same computer codes as used in the sections 2.10.2 and 2.10.3. This
new current distribution, [I21

p ], across dipole 1 gives the value of current distri-
bution resulted by the mutual coupling. With both dipoles energised this new
current distribution will be added to their current distributions to reflect the
mutual coupling effect. The resultant current due to coupling over dipole 1 will
be [Ic

p] = [I1
p] + [I21

p ] and due to reciprocity property on dipole 2 as well. Finally
the mutual impedance was determined by using the following expression:

Z12 =
1

I1
p(m)I2

p(m)

∫ l/2

−l/2
Ez12(z′)Ic

p(z′)dz′ (2.31)

Where

Ic
p = current distribution across dipole 2 (modified)

I1
p(m), I2

p(m) = the input current for dipole 1 and dipole 2 at the feed gap, m
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Figure 2.13: Real parts are compared of the mutual impedance determined by
the Induced EMF and MoM

The mutual impedance of the two dipole elements over the separation be-
tween them is determined by the developed MoM and the procedure described
above. The obtained mutual impedance values are compared with the Induced
EMF (IEMF) method results. The detailed discussion about the IEMF method is
presented in [3,4]. Figure 2.13 compares the real part of the mutual impedance.
The imaginary part of the mutual coupling is compared in Figure 2.14.

The IEMF does not allow to select the radius of the dipole antenna wire
and the feed gap. The differences between the two results reflect this fact. It
is assumed for the IEMF method that the radius of the dipole wire is infinitely
thin [3] which is not assumed in this case.

A MATLAB function is developed by the author which takes dipole radius
(a), length (l), inter element separation (d) and known current distribution as
input ([I]). The output of this function is plotted in Figures 2.13 and 2.14 to
compare with the IEMF method. The output of this function is the coupled
current, [I21

p ], and the value of the mutual impedance between the dipoles
separated by d. This method is used to determine the array coupling in next
section.
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Figure 2.14: Imaginary parts are compared of the mutual impedance deter-
mined by the Induced EMF and MoM

2.10.5 Mutual Impedance: Linear Array

The technique developed in section 2.10.4 is extended to an array of linear
dipole elements. The procedure is repeated for an array of N elements to
find the mutual coupling matrix. For example consider an array of five ele-
ments with half wavelength separation between the elements. Generally the
impedance matrix for this array would be given as;

Zmn =


Z11 Z12 . . . . . . Z15

Z21 Z22 . . . . . . Z25

. . . . . . . . . . . .

ZN1 ZN2 . . . . . . Z55


Where Zmn for m = n is the input impedance of the dipole element and

for m , n is the mutual impedance between the elements due to current on
nth element. If a dipole element is not surrounded by other elements then the
input impedance is equal to self impedance. In the presence of other energised
elements it does not remain same as the self impedance and it is termed as
driving point impedance [3].

It is assumed for this array model that all the elements have sinusoidal
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current distribution with unit peak value (uniformly excited array). The distri-
bution over nth dipole is given by expression;

In(z) = sin(k(
l
2
− |z − z′|)) (2.32)

Figure 2.15: Dipole array consisting of five elements (N=5), d = 0.5λ

The dipole array considered is shown in Figure 2.15. Initially dipole 1
and dipole 2 are considered and mutual impedance is determined using the
procedure described in section 2.10.4. The change in current distribution due
to coupling, [I21

p ], is recorded for dipole 1. Now same procedure is repeated
for dipole 1 and dipole 3 and so on. The mutual impedance values and the
change in current distribution, [IN1

p ] is recorded. After completing this step the
modified current distribution over dipole 1 is the sum of initial and coupled
distributions. Generally the expression for the modified current distribution
for m , n is;

I
′

m = Im +

N∑
n

[Inm
p ] (2.33)

Next step is to consider dipole 2 and repeat the similar procedure as done
for dipole 1. Dipole 2 is surrounded by dipole 1 and dipole 3 therefore its
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profile will be different compared to dipole 1 which is evident from Figure 2.16.
This consideration is implemented in this array coupling model. Due to the
geometrical symmetry only dipole 1,2 and 3 are required to be evaluated. The
modified current distribution for the three dipoles is compared with the initial
distribution in Figure 2.16. These modified currents are used to determine the
driving point impedance for the dipoles by using Equation 2.34 for m , n.

Figure 2.16: Modified current distribution due mutual coupling over dipoles
1,2 and 3 is plotted with the initial current distribution

Zmd = Zmm +

N∑
n

Zmn
I′n
I′m

(2.34)

Where Zmd is the driving point impedance of the mth dipole. The mutual
impedance matrix for the linear array of five elements is given below;

Zmn =



78.8 + 13.2 j −9.64 − 27.09 j 2.40 + 15.06 j −0.98 − 10.22 j 0.49 + 7.71 j
−9.64 − 27.08 j 78.8 + 13.2 j −9.64 − 27.08 j 2.40 + 15.06 j −0.98 − 10.22 j
2.40 + 15.05 j −9.64 − 27.08 j 78.8 + 13.2 j −9.64 − 27.08 j 2.40 + 15.05 j
−0.98 − 10.22 j 2.40 + 15.05 j −9.64 − 27.08 j 78.8 + 13.2 j −9.64 − 27.08 j

0.49 + 7.71 j −0.98 − 10.22 j 2.40 + 15.06 j −9.64 − 27.08 j 78.8 + 13.2 j
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A MATLAB based function is developed to find the mutual impedance
matrix for N array elements based on the procedure described above. This
function is used to determine the mutual impedance matrix in chapter 7.

2.11 Dielectric Resonator Antenna (DRA) Model

The Bowtie Dielectric Resonator Antenna (BDRA) [67] is chosen for this study
because of its wide application area mainly due its size, cost and improved
bandwidth properties. An array of eight antenna elements is designed and
simulated by CST−MWS as given in Figure 2.17. It is reported that this BDRA
has a bandwidth of up to 49.4% for the frequency range of 4.194 − 6.944GHz.
For this research work the frequency band chosen was from 4.5GHz to 5.5GHz
and the BDRA reflection coefficient was well under −13dB [67].

Figure 2.17: BDRA array geometry designed in CST MWS

The array is uniformly separated with the spacing 27.3mm which is half
wavelength at 5.5GHz. For this work the time domain solver is used in order
to obtain a wideband response of the array and its ability to apply the custom
element weights.

In order to find the individual element patterns in array environment the
source excitation setting is set to All Ports in the time domain solver. With
this setup only one element is taken into account while all other elements are
terminated with matched loads. This results in the active element patterns for
the whole array.

2.11.1 Active Element Pattern (AEP)

In case of infinite arrays it can be assumed that the radiation pattern of a single
active element, while other elements are terminated, is enough to model the
coupling in the system. This element pattern is called active element pattern.
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Since the array is infinite therefore each element ”sees” the same environment
and hence the coupling faced by each element is the same. There is no need to
find individual element patterns to properly model the coupling profile [14].
In practice for finite arrays, as long as the array is large, it is assumed that each
element appears as if it was in infinite array except those near the edges. Since
edge elements are less in number compared to the other elements in an array,
therefore, this argument holds for the large finite arrays. In this case the product
of the active element pattern of the infinite array with the finite array factor
(provided array is large) models the complete array with mutual coupling. But
in small arrays the mutual coupling behaviour is not simple. Each element
surroundings differs from the other elements and edge effects play a vital role
to effect the array performance. Therefore, each element pattern is required to
be determined in the array environment while other elements are terminated
with matched loads. The patterns obtained in this manner are different from
the Isolated Element Pattern (IEP). Isolated element pattern (IEP) is determined
in the complete absence of other array elements. Therefore, active element
patterns are considered in this study of small antenna array pattern synthesis.

2.11.2 Simulated Element Pattern

The simulation of the array structure shown in Figure 2.17 resulted in the eight
individual element patterns. These patterns are presented in Figures 2.18 and
2.19. For comparison purposes Isolated Element Pattern is also shown in both
figures.

In Figure 2.18 the radiation patterns for the elements 1 from 4 are compared
with the Isolated Element Pattern. The element radiation patterns have signif-
icant differences in shape as compared to the Isolated Element Pattern (IEP).
The maximum significant difference of 4.8dB between the AEPs and the IEP is
at θ = −58o. This implies that the mutual coupling between the array elements
has a significant effect. There are no dummy elements and that resulted in
the edge effect. This has effected element 1 radiation pattern significantly as
compared to the other elements.

Figure 2.19 presents the AEPs for elements 5 to 8. Since the ideal physical
conditions are assumed therefore these AEPs are the mirror image of the other
half of the array patterns. The maximum difference between AEPs and the IEP
in this case is found to be 4.9dB at θ = 58o. The edge effect is clearly visible in
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Figure 2.18: Simulated active element patterns for element 1 to 4 of BDRA array
at 4.5GHz

Figure 2.19: Simulated active element patterns for element 5 to 8 of BDRA array
at 4.5GHz
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the pattern of element 8.
From these results it is clear that in case of small arrays individual AEPs

are important to consider for antenna array modelling, as the mutual coupling
and the presence of edge effect is not uniform over the array.

2.11.3 BDRA Array Pattern

In this section a comparison is presented of the BDRA array patterns and
the isotropic array pattern. The Figure 2.20 shows the three instances of the
radiation patterns at 4.5GHz resulting in the equivalent uniform separation of
d = 0.41λ. The isotropic array pattern is plotted using the Equation 2.3. The
isolated BDRA array pattern is plotted using the Equation 2.4. Where E(θ)
is the isolated BDRA pattern in the absence of other antennas. Therefore the
isolated BDRA array pattern does not show the effect of mutual coupling or
the finiteness of the array. The BDRA array pattern considers AEPs and is
plotted using the Equation 2.6. Since it considers the AEPs therefore it models
the array close to the physical array. The Table 2.2 summarises the important
features of the three patterns.

Figure 2.20: Radiation pattern plots for isotropic, isolated BDRA element, and
the BDRA arrays at 4.5GHz
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Array Type HPBW
(Deg)

Peak SLL
(PSLL)

(dB)

Average
SLL (dB) Gain (dBi)

Isotropic Element 15.5 −12.8 −16.4 8.4
Isolated BDRA

Element 15.0 −14.0 −22.1 14.4

BDRA Array 16.0 −13.6 −19.0 12.7

Table 2.2: The summarised results from the Figure 2.20

The effect of the isolated element pattern produces lowest PSLL among
the three radiation patterns. In case of the BDRA array pattern obtained by
using the AEPs the SLL improvement as compared to the isotropic array is
6.2% in PSLL and 15.64% in average SLL. The comparison of the array gains
is worth noting. The AEPs reflect the true array gain once assembled. The
array directivity was found using the Equation 2.8 with θo = 0. The array
gain is shown in Table 2.2. The isotropic array gain was found to be 8.4dBi
for d = 0.41λ. The gain of the isolated BDRA element was 6dBi therefore the
isolated BDRA array gain was 14.4dBi. The BDRA array gain found by using
the CTS-MSW was 12.7dBi in xz-plane. The array gain reduced by 1.7dB as
compared to the predicted gain with the isolated BDRA array pattern. The
difference in the isolated and the coupled BDRA array gains can be explained
if 3D radiation pattern is considered. In Figures 2.21(a) and 2.21(b) the 3D
patterns are shown along the xz and yz planes respectively. The radiation
pattern optimisation is performed in xz plane only and the effect on the array
gain in xz plane due to the radiation in other planes is not considered.

(a) (b)

Figure 2.21: 3D BDRA array radiation pattern at 4.5GHz
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2.12 Chapter Summary

In this chapter a mathematical model of the basic linear array considered for
this research work is presented. The array factor properties that are used as the
pattern synthesis metric for the optimisation purpose are defined. A pattern
synthesis technique based on Schelkunoff’s polynomial, that is used in this
study, is described and discussed. Two test arrays are presented consisting
of dipole and BDRA elements. An accurate and computationally efficient
technique developed by the author based on MoM is presented. This technique
is used to model the dipole element. The developed model is used to determine
self impedance of a single dipole element with unknown current distribution
and the mutual coupling impedance between two dipole elements. The same
model is then extended to find the mutual impedance matrix for an array of
linear dipoles. An array of eight BDRA elements is designed and presented.
The active element patterns are determined for the BDRA array using CST-
MWS. The isotropic array and BDRA array radiation patterns are compared
and discussed.



Chapter 3

Particle Swarm Optimiser:
Implementation

3.1 Introduction

Optimisation is a process that finds the optimal solution among the alterna-
tives for any given problem. There are various optimisation techniques avail-
able [27]. The Particle Swarm Optimiser (PSO) belongs to a special group of
stochastic algorithms that is inspired by the stochastic phenomenon in nature.
This group of algorithms is further subdivided into two main categories related
to the two natural phenomena namely evolution and the swarm intelligence. The
famous example of the former is the Genetic Algorithm (GA). PSO falls in the
category of the swarm intelligence. It was first presented by J. Kennedy et.
el. [21, 22] in the year 1995. Since then it has been used widely by the re-
searchers in various applications. A diverse review of the PSO applications is
presented by R. Poli [86]. This optimisation technique was introduced to the
electromagnetic problem domain by J. Robinson et. el. [47, 56].

The PSO was used for the first time to optimise phased arrays [38,45]. Since
then it has been reported for pattern synthesis problems. For this research work
the PSO was chosen as the optimising tool because of the following reasons.

• At the time this work was undertaken a solution based on the PSO in
conjunction with Schelkunoff’s polynomial method for the issues related
to small antenna array pattern synthesis highlighted in chapter 1 was not
reported in the literature.

71
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• Due to its heuristic nature it avoids the need to formulate the problem to
be optimised in analytical manner

• No differentiable functions are required to be defined in order to find the
global extrema in the solution space. Therefore it avoids all shortcomings
of the deterministic optimisation algorithms [27].

• It is not necessary to have a detailed model of the problem

• No initial or starting points are required to be defined

• Multiple objective optimisation problems can be solved

• Compared to its famous heuristic counterpart, the GA, it has simple
computational structure. Also it has been shown that it outperformed
GA in some instances [45, 87]

3.2 Basic Concept

The PSO is based on the social intelligence of a group of individuals e.g. fish
school, bird flock etc . Various analogies based on these social groups have
been reported in the literature [21, 56]. All these individuals share a common
objective while working in the group. An objective could be successfully
achieved if every member of the group play its role and share its knowledge
about it with the group. This way the group develops its own memory about
the surroundings. An intelligent processing of this information is essential in
this whole process. This enables the members of the group to attain the best
possible state of their role so that the main objective is achieved.

For the array pattern synthesis problem at hand as described in chapter 2
section 2.7 a particle contains all the root (null) locations on and around the
unit circle. If N = 8 there will be 7 roots as shown in the Figure 2.7. The goal
is to achieve an array pattern with the desired characteristics. All particles
containing the root locations are the potential solutions. The ”goodness” of a
goal is measured by a fitness function whose value is evaluated for each particle.
The PSO records the best fitness function values for the individual particle and
best of all these as for the group. A root location is defined by its distance
from the centre of the unit circle r and its angular position α as shown in the
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Figure 3.2. Therefore it is a two dimensional optimisation problem resulting
in 14 variables in total for this example. The equal number of particles were
assigned to both dimensions each with 7 variables to optimise. The general
solution space used for the optimisation purposes has shown boundaries on r
and α in z-space, Figure 3.3. The required modifications in the r and α values
for each null position are determined independently by velocity calculation.
The old values of r and α are updated in the form of a position vector for each
particle. Each particle’s personal best value for both r and α (each of 7 variable
values) is recorded if it has resulted in a better individual fitness result. Also
the particle with the best fitness value is chosen as the leader and all particles
follow it. This continues until the termination criteria is met. The flow chart
for the PSO algorithm highlighting the basic steps is shown in Figure 3.1.

Figure 3.1: Flowchart highlighting the basic steps involved in the Particle
Swarm Optimiser (PSO)

In the following the major components of the PSO are described in accor-
dance to the pattern synthesis problem model discussed above.
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Figure 3.2: A root location (variable) placed in solution space

3.3 PSO Components

In the case of an optimization problem, the individuals represent the variables
involved. The objective is to find the variable values that result in the optimum
solution to the problem. While searching for these optimum variable values
the PSO records the individual best values and the group best values both the
corresponding fitness values and the variable values contained by the particle.
Some important definitions related to the PSO are given below.

Particle: The term particle comes from the swarm analogies used for individual
member of the swarm. In our case each particle in r and α domain when
combined give null positions in z-space that represent the resultant array
pattern.

Population Size: It is the total number of particles in the swarm. In an opti-
mization problem it depends on the number of variables to be optimized.
The population size differs for the various pattern synthesis scenarios
considered in this work. There is a tradeoff between the number of par-
ticles and the number of iterations required to converge.

Position Matrix: This stores the position or coordinates of each particle in the
swarm. The size of the matrix depends on the dimensions of the problem.
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In our case the position matrix will hold the values for r and α separately
each consisting of 7 values. The size of the position matrix in this problem
is 2 × 7

Velocity Matrix: It represents the amount of the change required to set the
appropriate speed so that the swarm could converge to the best solution.
In our case it would keep the incremental or decremental values to be
applied to the position matrix.

Cost (Fitness) Function: This is the function that represents the goodness of
the problem objective. It is a single valued function. Throughout this
study, various fitness functions were used depending on the nature of the
problem.

pbest: This is the best position of an individual particle in the swarm. Each
particle remembers the position vector that results in the best fitness value
so far as pbest. In our case the values for r and α that resulted in individual
particle best fitness evaluation are saved as pbest.

gbest: This is the best position known by the whole swarm. Each particle in
the swarm remembers this as gbest. If the pbest for any particle results
in a better fitness function evaluation as compared to the current gbest
corresponding fitness function value then gbest will be replaced by the
pbest of that particle.

Solution Space: In order to implement the PSO defining a solution space is
critically important. This requires defining the maximum and minimum
boundaries for each dimension involved. This limits the search of the
optimum solution in the reasonable range. In order to improve the con-
vergence of the PSO the solution space was intelligently defined for the
problems dealt here. In detail description of which shall be given in
section 3.4.7.

3.4 Development of UoM-PSO

In the following sections the PSO algorithm developed for this research work
named as the University of Manchester - Particle Swarm Optimiser (UoM-PSO)
is described.
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3.4.1 Initialisation Setup

The initialisation setup of the UoM-PSO includes the antenna array modelling
start up. This includes defining the number of antenna array elements (N), the
separation between the elements (d) and the uniform taper. A choice among
the antenna array models (isotropic, dipole, BDRA) defined in chapter 2 was
made at this point. In order to define the cost function later in the UoM-PSO
the target values for the radiation pattern metrics are defined. The swarm
size (number of particles) and the number of iterations are defined depending
on the nature of the problem. The numerical values will be provided while
considering the examples.

3.4.2 Defining Solution Space

For the UoM-PSO the solution space is defined in z-space. In case of N = 8
the Figure 3.3 shows the defined solution space. As described earlier it is a
two dimensional problem to find the root location therefore the bounds are
applied to the both dimensions. For r maximum and minimum bounds are the
same for each particle. However in case of αmaximum and minimum bounds
are defined for each null location in a particle individually. The simplistic
boundary definition for α works on the idea that unit circle space is uniformly
divided among all the roots(nulls). Each root is allowed to roam within the 360o

N−1

interval. For example the initial position of each root obtained from the uniform
taper as shown in Figure 2.7 is taken as the centre of this roaming interval. A
uniform division of the boundaries is depicted in Figure 3.3 where each sector
represents a constraint on single root location. This boundary condition is
applied to UoM-PSO.

3.4.3 Initialisation of Position and Velocity Matrices

In order to begin searching for the optimum null positions each particle is
initialised with random values within the bounds of each dimension. The
velocity matrix is also initialised randomly. These randomly generated initial
position values for each particle are taken as their pbest. The gbest is chosen
among these values. In Figure 3.4 randomly generated population of 5 particles
for N = 8 within the defined boundaries of each variable is shown. After the
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Figure 3.3: Solution space is divided in boundaries. The shaded region shows
the bound on r for each root location. The unit circle is divided into 7 sectors
to represent the allowed roaming region for each root in α

initialisation each particle starts searching for values of its variables that result
in best fitness evaluation.

3.4.4 Updating Velocity Value

The calculation of velocity is critically important and the only major calculation
involved in PSO implementation. The velocity value for any particle depends
on its relative location in the solution space to its pbest and swarm’s gbest
locations. The following expression was used for the velocity calculation of pth

particle at gth iteration in hth dimension [56]:

vg+1
ph = Kg

· vg
ph + γg

1 · ζ1 · (pbestg
ph − xg

ph) + γg
2 · ζ2 · (gbestg

ph − xg
ph) (3.1)

Where K is the inertial weight multiplier, γ1 and γ2 are the cognitive and
social scaling factors, ζ1 and ζ2 are the randomly generated values between the
interval 0.0 & 1.0 and xg

p is the current position of the particle.
The velocity expression given in Equation 3.1 differs from the one given

in early literature [21]. This inertial weight was added in order to fade the
effect of the vg

p gradually with time [27,56] in order to concentrate the particles
around the most promising locations. For UoM-PSO model inertial weight
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Figure 3.4: Randomly initialised root locations for 5 particles with N = 8

value was varied linearly from 0.9 to 0.4 for this purpose [56,88]. This is given
mathematically as:

Kg = Kmax
−

Kmax
− Kmin

ite
g (3.2)

Where Kmax and Kmin are the maximum and minimum values respectively
and ite is the total number of iterations.

The cognitive multiplier γ1 decides the pull towards the particle’s pbest loca-
tion for each particle. Whereas the social multiplier γ2 defines the pull towards
the gbest. It was suggested that at the start of the search procedure particles
should follow their own best location pbest but as it goes along towards the end
of the search the particles should prefer to follow gbest [27]. Mathematically
this could be achieved by:

γg
1 = γmax

1 −
γmax

1 − γmin
1

ite
g (3.3)

γg
2 = γmin

2 +
γmax

2 − γmin
2

ite
g (3.4)

Where γmax
1 , γmin

1 , γmax
2 and γmin

2 are the maximum and minimum values for
the cognitive and social multipliers respectively. The minimum and maximum
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values for both cognitive multipliers are chosen through trial and error to be
0.5 and 2.5 for this study. These values provide better convergence for the
optimisation problems presented in this thesis.

3.4.4.1 Velocity Control

One of the earliest issues with the basic PSO was the swarm explosion effect.
Different remedies to this problem have been suggested [27, 56, 59]. In this
study the velocity clamping method is used to overcome this issue. For this
purpose a maximum value of the velocity Vpv

max is set for each variable v in a
particle p depending on its dynamic limits. The pseudocode is provided below
in Algorithm 3.4.1.

In case of overshoot in variable velocity value in any dimension the Algo-
rithm 3.4.1 is used to set the variable velocity value to its defined maximum.

3.4.5 Position Update

The calculated velocity is then used to determine the new position of the particle
in solution space. The mathematical expression is be given as;

xg+1
p = xg

p + ∆t · vg
p (3.5)

Where xp is the position vector in one dimension. Since this study concerns
a two dimensional problem therefore position vector was determined for both
dimensions r and α. Generally ∆t is taken as 1 in Equation 3.5.

Algorithm 3.4.1: velocity control(Vphv
max, v

g+1
ph )

if |vg+1
ph | > Vphv

max

do for h← 1 to 2

do



if vg+1
ph < 0

do


vg+1

ph = −Vphv
max

else
vg+1

ph = Vphv
max

return (vg+1
ph )
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3.4.6 Fitness Function Evaluation

Particles with the updated positions are then used to evaluate the fitness func-
tion. In this study each particle in r and αdimension together is used to indicate
the candidate optimum root locations. These roots are then used to find out
the coefficients of the Equation 2.20. The coefficient values are then substituted
into the Equation 2.20 to obtain the resulted pattern. This pattern is evaluated
against the desired criteria in terms of root mean square error (in most cases for
this study). The pattern evaluation details and different fitness functions used
for this study will be provided for the discussed examples in corresponding
sections.

3.4.7 Boundary Conditions

In order to constrain the variables within the defined boundaries the Vmax

check and the inertial weight are not sufficient. To obtain faster convergence
it is important to implement boundary conditions. There are three commonly
implemented boundary conditions namely absorbing boundary, reflection bound-
ary and invisible boundary [56,60]. When a particle hits the absorbing boundary
it losses its velocity (set to zero) and eventually pulled back to the solution
space. The invisible boundary allows the particles to fly without any physical
restriction. Once the particle is outside the defined bounds its fitness evalua-
tion is not considered to determine the pbest and gbest until it moves back to
the solution space. These two boundary conditions result in less diversity and
limits the global search. Therefore for this study reflection boundary condition
is implemented.

With reflection boundaries each particle that has an impact with the bound-
ary gets its velocity reversed in sign and halved in magnitude and the particle
stays in the solution space. This provides the opportunity of utilizing all the
defined particles to search the solution space effectively.

3.4.8 Termination Criteria

Various solution search termination criteria have been reported in literature.
For this study the termination criteria was set to the number of iterations.
The number of iterations vary for various antenna pattern synthesis problems
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presented here. Further details will be given in the respective sections.
In next section comparative algorithm model is presented that is used to

compare the performance of the proposed techniques and algorithms.

3.5 Comparative Algorithm Model

In order to compare the optimisation performance for certain examples Ge-
netic Algorithm (GA) [28] is used as the comparative model. The comparison
is made in terms of number of computations required to converge, consistency
to achieve an optimum solution and the goodness of the optimum solution.
Performance of two PSO variants (UoM-PSO,IzBC-PSO) developed in this re-
search work are compared with the GA. The GA model available with MATLAB
Optimisation Toolbox is used for this purpose with the default settings for all pa-
rameters except number of iterations (generations). There are three major op-
erations involve in GA implementation including fitness function evaluation,
gene pool formation and recombination and mutation, details can be found
in [29]. It is not the intention of this section to describe and discuss the GA
implementation in general, however, the specific GA model used in this study
is described.

In order to initialise the optimisation process a random population of 20
individuals is considered. These individuals are used to evaluate the fitness
function and are ranked based on the goodness of their fitness evaluation [89].
All the following details are taken from the MATLAB documentation [89].
Based on these ranks parents are selected for the next generation (iteration).
The selection criteria is set on Stochastic uniform method. For reproduction in
the next generation elite count is set to 2 which ensures the survival of these in-
dividuals. The crossover fraction is set to 0.8. To perform the mutation (to make
random small changes in the individuals) random numbers from the Gaussian
distribution centred at zero are taken. Next step is to perform crossover and
generate new individuals. The crossover function used by default is Scattered.
It creates randomly a binary vector of the same length as individuals and se-
lects genes from first parent where the vector is 1 and from the second parent
where it is 0. With these default settings the GA was used for this study as a
comparative algorithm.
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3.6 Chapter Summary

This chapter describes the implemented version of PSO used for this research.
The PSO with boundary conditions described in this chapter is termed as
UoM-PSO. Important components of the algorithm are presented as they are
implemented. A description of the comparative algorithm is also presented.



Chapter 4

Intelligent Z-space Boundary
Conditions

4.1 Introduction

In this chapter intelligent boundary conditions will be described. This sys-
tematic modification to the solution space in z-space (unit circle) has been
developed for this research study. The unit circle presentation of the pattern
nulls gives an opportunity to modify the pattern by manipulating the root lo-
cations. For various array pattern synthesis problems the unit circle approach
in conjunction with the UoM-PSO have been presented [42–44]. After studying
the null behaviour in z-space it was decided to develop a technique that will
enable defining the solution space intelligently so that the required goals could
be achieved with the reduced computations of the fitness function. Once the
optimisation starts, the boundaries in solution space are re-evaluated, if for a
certain number of iterations, no improvement is found in fitness evaluation.

4.2 Initialisation

To initialise this technique a desired FNBW of the sum pattern was defined.
For example, consider a linear array with N = 8, uniformly separated with
half wavelength spacing. The FNBW was defined to be 50o with FNBW1 = 25o

and FNBW2 = −25o. The polynomial given by the Equation 2.17 in section
2.7 was solved for its roots. Once the roots are obtained they are placed in
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the z-space as shown in Figure 4.1. The value of the required FNBW defined
for the pattern in the θ space was mapped to the z-space. This mapping
resulted in the displacement of the roots marked as 1 and 7 in Figure 4.1. For
root location 1 using z = e( jkd sinθ) for d = 0.5λ and k = 2π/λ from section 2.7,
z1 = e( jkd sin(FNBW1)) = 0.24 + 0.97 j is plotted in Figure 4.1. Similarly the root
location 7 was determined as z7 = e( jkd sin(FNBW2)) = 0.24 − 0.97 j, indicated in
Figure 4.1.

These modified root locations were then used to determine the element
excitations (polynomial coefficients). The Equation 2.17 is used to plot the
array pattern with the modified FNBW as shown in Figure 4.2.

Figure 4.1: The root locations are shown in Black for the uniformly excited
array. The modified root locations are marked in Green to setup a defined
FNBW. The main beam pointing direction is marked by black triangle.

4.3 Defining Boundaries

In z-space the modified locations of the root 1 and root 7 were locked in α

dimension but not in r. That resulted in the 12 variables to optimized in order
to obtain a desired pattern instead of 14 as was the case with UoM-PSO with the
boundary conditions defined in chapter 3. Before assigning the boundaries in
α dimension it was made sure that the α boundaries of roots 2 and 6 do not fall
between roots 1 and 7. The arrangement ensured that the particles (containing
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Figure 4.2: Linear array pattern obtained from the modified root locations as
given in the Figure 4.3. The FNBW in θ space has been obtained as desired. The
pattern regions marked with the Green and the Blue lines shows the sensitivity
to the z-space
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5 variables in α dimension) stayed in the intelligently defined solution space.
The methodology adapted to determine the bounds inαdimension is described
below.

Figure 4.3: Modified root locations with the colored lines highlighting the
corresponding roots in θ space

4.3.1 α Bound

In order to define the tentative effective solution space for the variables array
pattern in θ space is compared with the target mask. Figures 4.2 and 4.3
show the mapping of the pattern in θ space to the z-space. The consecutive
SLLs are compared to determine the bounds on the intermediate root location
variable. The variable movement is restricted such as either its upper bound
or lower bound was set to its current position depending on the SLL difference
signature. If the current variable location is given as αm for the mth variable and
the surrounding SLL peaks as SLLr and SLLl marked in Figure 4.2, a pseudocode
is used to clarify the process.
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Algorithm 4.3.1: α bound(αm,SLLr,SLLl, α upper bound, α lower bound)

for m← 1 to N − 3

do



if SLLr − SLLl < 0

do



(α upper bound)m = αm + bound allowance
(α lower bound)m = αm

else
(α upper bound)m = αm

(α lower bound)m = αm − bound allowance
return (α upper bound, α lower bound)

Where (α upper bound)m and (α lower bound)m are the upper and the lower
bound values for the mth variable αm and bound allowance is the allowed span
for the variable roaming. In this thesis the used value for the bound allowance
is 20% of the 360o

N−1 .
It is obvious from Figure 4.2 that in order to reduce SLLl the pattern null in

between SLLr and SLLl should move to the left. This particular pattern null is
indicated as root 2 in Figure 4.3. Its current position in α is set as the lower α
bound i.e. α2. The upper α bound for this root is set to α2 + bound allowance.
This setting restricts the root’s (variable) search in α dimension and increases
the chances of finding a best solution in reduced number of computations
significantly.

4.3.2 r Bound

The bound on r is defined the same way as before in chapter 3. The r bound is
uniform of all the variables in r dimension. The Figure 3.3 shows the r bound
on the unit circle.

4.4 Redefining α Boundaries

In order to get to the convergence point in reduced number of iterations it
is found beneficent to revisit the Algorithm 4.3.1 while optimiser is running.
The fitness values of the best particle is observed for 0.05 · ite, where ite is the
total number of iterations, and if there is no other particle with better fitness
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evaluation then the Algorithm 4.3.1 is called. This resulted in convergence to
the minimum value of the fitness function evaluations as shown in coming
chapter 5.

4.5 Generalising Intelligent z-Space Boundaries

The technique described in section 4.2 considers an array of isotropic elements
and can be generalised to any linear periodic array of non isotropic elements.
The initial requirement is to define the FNBW for the desired pattern and
then transform it to the z-space. In case of isotropic array the solution of
Equation 2.17 gives the roots in z-space and can be modified to reflect that
FNBW requirement. But for the non isotropic elements considered in this study
the mutual coupling results in a radiation pattern that can not be represented
by the roots shown in Figure 4.1 accurately.

A MATLAB code is developed as a part of this study to determine a rela-
tionship between the FNBW in θ-space and root locations 1 and 7 in z-space
by simultaneously considering the θ and z spaces. The initial root locations
for any broadside array would be taken as shown in Figure 4.1. The accurate
mapping of the FNBW is achieved. All other root locations are left unaltered
at this step. During defining the boundaries for α the roots are adjusted as
described in section 4.3.1.

4.6 IzBC-PSO

The basic PSO model developed in chapter 3 is used and no parametric changes
are made. The boundary conditions defined in chapter 3 are associated with
UoM-PSO model. The intelligent boundary conditions described in this chapter
are associated with PSO and the complete setup is called IzBC-PSO (Intelligent
z-space Boundary Conditions-Particle Swarm Optimiser). The use of intelligent
technique reduce the number of variable to optimise and significantly improve
the convergence performance. The IzBC-PSO model is compared with UoM-
PSO and GA optimisers described in chapter 3 and comparison results are
presented in chapter 5. The details of IzBC-PSO implementation will be covered
in respective chapters. A flowchart summarising all main steps involved in
implementing the proposed technique is shown in Figure 4.4.
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Figure 4.4: Flowchart depicting the process of defining the IzBC and merging
with PSO

4.7 Chapter Summary

A novel technique is described in this chapter based on Schelkunoff’s unit circle
approach for small array pattern synthesis. This intelligent technique defines
the problem boundaries for itself based on the SLL topology in θ-space and the
root locations in z-space. These boundaries can be updated if no improvement
is noted in fitness function evaluation by revisiting the SLL topology in θ-space
while optimisation process is running. It is shown that this technique can be
easily generalised to arrays of any non isotropic elements.



Chapter 5

Narrow Band Pattern Synthesis

5.1 Introduction

In this chapter the pattern synthesis for narrow beam sum and difference
patterns is presented based on the UoM-PSO model and with the proposed
z-space (solution space) modifications described in chapters 3 and 4. The array
model used in this chapter is based on the BDRA as described in the chapter 2
section 2.11. The small antenna arrays suffer from the effects of edge elements
and the finite ground plane in addition to the mutual coupling. Therefore it is
critical to model the antenna array accurately in order to propose a practical
solution to the pattern synthesis problem. The pattern synthesis problem
considered in this chapter is the low SLL for a given FNBW. This problem is
treated by the conventional techniques proposed by C. Dolph [6] and the T. T.
Taylor [7]. These widely used techniques do not consider the practical array
environment and therefore require pattern correction in the presence of mutual
coupling.

In order to compensate for the mutual coupling in the array model Kang
et al. presented characteristic mode and point matching techniques [15]. A
dipole array with eight elements was modelled by the MoM to find the cou-
pling matrix. The characteristic mode method involves matrix inversion and
it is dependent on the scan direction due to multimode elements. The point
matching technique has a limitation of the number of elements in the array.
Another approach for the compensation was proposed by Steyskal et al. [16].
The solution was proposed for the single mode elements. The drawback of
this technique was that one has to know the isolated element pattern in order
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to find the coupling coefficients. Since this technique requires evaluating the
Fourier integral, therefore there must be no null in the isolated element pattern
over the integration limit. The advantage of this technique was also limited
by the spacing between the elements as it should be greater then λ

2 to keep the
integration limits within the visible range. The alternate technique for the spac-
ings less then λ

2 suffered from the lack of accuracy [16]. It was shown by Gupta
et al. that in case of small arrays and in the presence of structure scattering
the coupling matrix concept may not be useful [13]. The result was based on
the measured and simulated data obtained from the experiments performed
over the dipole arrays. Therefore the techniques based on the active element
patterns are considered more practical in small arrays.

A more accurate and realistic model of the antenna array was proposed
by Kelley and Stutzman [17]. They investigated the antenna array radiation
pattern synthesis while using various element patterns to include the effect of
coupling and structural non linearity (edge element and finite ground plane
effect etc). It was shown that for small arrays the hybrid active element pattern
or embedded element pattern would not be suitable. The results presented
in the chapter 2 section 2.11.2 for the BDRA array agreed with the published
literature. A compensation approach based on the active element patterns was
presented by Fletcher et al. [18]. In order to overcome the pattern corruption
a point matching technique was proposed. This technique is always limited
because of the number of elements in the array and the number of samples
required to model the accurate far field pattern. To use this technique maximum
samples could not exceed the number of elements in the array. The method
adopted in [18] took the pattern nulls and the broadside of the far field pattern
as the sampling points. Partial but not complete control over the SLLs was
obtained by following this technique. Therefore this technique was only useful
to obtain the Chebychev patterns within some error and was not accurate for
the scanned patterns or sector beam synthesis. Another approach based on the
active element patterns for a linear array of patch antenna was implemented
by Salonen et al. [19].

Evolutionary optimisation techniques have been used to compensate for
the coupling effect.The differential evolutionary algorithm is used for the op-
timisation of the antenna array pattern by Yang et al. [90]. The optimisation
results were presented for a linear array of sixteen dipole elements and it
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was shown that the coupling effect were successfully compensated for narrow
band. Also active element pattern and PSO are used to compensate for mutual
coupling [91].

The goal in this chapter is to show that the proposed optimisation technique
has improved the array radiation pattern performance in the presence of mutual
coupling for both sum and difference patterns. Also the improvement is shown
over the limitations of conventional techniques for sum and difference patterns
discussed in chapter 1. Furthermore for monopulse array a single feed is
obtained using the proposed optimisation that satisfies the target sum and
difference patterns and requires phase only modification.

5.2 Sum Pattern Synthesis

In this section the mutual coupling compensation in small linear periodic arrays
is presented. In practical arrays the Dolph-Chebychev taper is affected by the
mutual coupling. For the element spacing d < λ/2 as in this case Dolph-
Chebychev does not give the optimum results [72]. An optimum solution in
terms of the weight vector is presented to compensate for the pattern errors.
Three independent optimization models consisting of IzBC-PSO, UoM-PSO
and GA are compared for the optimization problems presented in this chapter.

5.2.1 Problem Setup

An array consisting of eight bowtie dielectric resonator antennas (BDRAs) is
considered as described in chapter 2 section 2.11. The separation between the
elements is d = 0.41λ at 4.5GHz resulting in the array length 2.87λ. The array
radiation pattern is obtained using the active element patterns determined by
the CST-MWS as described in chapter 2 section 2.11. The goal in this section
is to obtain a −30dB Dolph-Chebychev pattern with this BDRA array. The
other objectives are to improve gain and the dynamic range ratio (DRR =

max(|wn|)/min(|wn|)) in the presence of BDRA array coupling. In order to obtain
lower SLLs an excitation taper is applied across the array. The taper has the
maximum excitation level at the centre and the minimum levels at the corners.
This resulted in high dynamic range ratio (DRR), which means that the corner
element excitations are more vulnerable to pattern errors (mutual coupling,
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edge effects, ground plane effect etc). Therefore it is important to get lower
SLLs by applying a taper of lower DRR. The Dolph-Chebychev taper has high
DRR as will be shown in the next section 5.2.3. For this reason DRR is added
to the fitness function for this problem.

It is assumed that the main beam is directed to θ = 0 and no scanning is
involved. Theθ-space to z-space transformation was performed as described in
the section 4.5 of the chapter 4 for initialising IzBC-PSO. In z-space the general
boundaries for the seven root locations are defined to implement UoM-PSO
based solution as described in the section 3.4.2 of the chapter 3. For the GA
the z-space boundaries are taken same as UoM-PSO. In order to compare the
performance of the three optimisers the fitness function computations were
taken as criterion.

The swarm size is taken as 30 and the number of iterations was chosen to be
300 for UoM-PSO and the IzBC-PSO resulting 9000 fitness function evaluations.
In case of the GA since default population size of 20 is used therefore to maintain
the 9000 computations the number of iterations is taken as 450.

The fitness function used for this optimization problem is given by;

f itness = [ς1(SLLdes − SLLpatt)2 + ς2(FNBWdes − FNBWpatt)2 +

+ ς3(DRRpatt)2 + ς4(Gainpatt − Gainiso)2]1/2

Where
ς1, ς2, ς3 and ς4 are the weighting multipliers
SLLdes = desired (target) SLL, -30dB
SLLpatt = obtained SLL in dB, max(patt(θ′))
θ
′

= excludes the radiation pattern between the two first nulls
FNBWdes = desired (target) first null beamwidth of the target radiation

pattern in degrees
FNBWpatt = obtained first null beamwidth of the computed radiation pattern

in degrees
DRRpatt = Dynamic range ratio of the obtained set of weights
Gainpatt = ( (

∑
n wn)2∑
n(wn)2 ), an approximation for the obtained set of weights as the

array is not half wavelength separated
Gainiso = The gain of isotropic array with N = 8
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It is a multi-objective fitness function that is solved as a single objective
problem. The values of the multipliers (ς1, ς2, ς3, ς4) are carefully found by
trail and error procedure such that all the objectives have same significance.
For this purpose the values for all the weighting multipliers are set to 1 in the
fitness function and the numeric range is recorded for all objectives individu-
ally. Once the numeric variation in objective values is known the multiplier
values are set to keep all the objective in the same numeric range as of a single
objective value. The goal of this optimisation problem is to obtain the target
PSLL (SLLdes = −30dB) for a desired FNBW while maximising the gain of the
array and minimising the dynamic range ratio in order to minimise the fitness
function value. The target gain was the one obtained for the isotropic array
with N = 8. The desired FNBW was set to 52o. Table 5.1 summarises the pa-
rameter values set for the optimization algorithms. The boundary conditions
used for the UoM-PSO and the GA are the same.

In case of IzBC-PSO the fitness function reduces to;

f itness = [ς1(SLLdes − SLLpatt)2 +

+ ς3(DRRpatt)2 + ς4(Gainpatt − Gainiso)2]1/2 (5.1)

Where all terms have their all ready defined meanings. It is evident that
IzBC-PSO simplifies the fitness function as setting a desired FNBW is the part
of its initialisation process.

Optimiser Population
Size

Number
of

Iterations

Number
of Com-

putations
UoM-PSO 30 300 9000
IzBC-PSO 30 300 9000

GA 20 450 9000

Table 5.1: Tabular summary of the optimisers parameters
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5.2.2 PSO Stability

The stability of PSO has been studied and various models have been proposed
for the particle motion in solution space [27]:chapter-3. The core behaviour
of a single particle is examined by J. Kennedy [92] to address the questions
related to the particle trajectories in solution space, optimal parameter values
and velocity explosion issue. The effect of the cognitive multipliers (γ1, γ2

in Equation 3.1) over the particle trajectory is examined and an artificial limit
over the velocity value is suggested to overcome the explosion issue. The
optimiser stability study is presented in [59]. The heuristic model is simplified
to a deterministic model with constant parameter values. Further details of the
stability studies are given in [27]. It is important to note that the study models
are simplified to deterministic model and does not represent the heuristic
nature of the algorithm. A stability analysis for a stochastic particle model
is presented by V. Kadirkamanathan [93]. The stability of the optimiser is
studied in conjunction with the parameter value variations. The bounds on the
parameter values defined by [27, 59] are confirmed by the dynamic model.

The parameter values chosen for this research work are taken according to
the guidelines given in [56] to maintain the stability of the optimisation process
and no unstable behaviour is observed.

5.2.3 Results & Discussion

In Figure 5.1 the isotropic, isolated BDRA, and the BDRA array radiation pat-
terns are compared for −30dB Dolph-Chebychev taper.

The isotropic array radiation pattern exhibited −30dB PSLL and −30.9dB
average SLL for a FNBW of 57o. The radiation pattern obtained for the isolated
BDRA array did not include the mutual coupling effect and other array pattern
errors. The PSLL obtained was−31.9dB with the average SLL of−37.4dB for the
FNBW of 57o. The BDRA array radiation pattern included the mutual coupling
and other array pattern errors. The effect of the pattern errors resulted in the
divergence from the ideal Dolph-Chebychev radiation pattern. The PSLL was
−32dB with the average SLL of −34.2dB for the FNBW of 57o. The results are
summarised in Table 5.2.

Figure 5.2 shows the optimised array radiation patterns in the presence of
pattern errors. The comparison was made to judge the performance of the
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Figure 5.1: Farfield patterns obtained for the isotropic array, BDRA array and
the isolated BDRA array while the Chebychev taper of -30dB SLL was applied

Array Type PSLL (dB) Gain (dBi)
Isotropic Element −30 7.6

Isolated BDRA −31.9 13.6
Coupled BDRA −32 11.9

Table 5.2: Tabular summary of the Figure 5.1
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Figure 5.2: Optimised radiation patterns obtained by UoM-PSO, IzBC-PSO and
GA

three optimisation techniques used in this study. As described in the previous
section that the optimisation problem involved multiple objectives. The effect
of coupling in the case presented resulted in the lower PSLL then desired. The
objective is to improve the gain and DRR while achieving the target PSLL.
The best result obtained out of 10 trials using the IzBC-PSO and the UoM-PSO
(shown in Figure 5.2) were meeting the PSLL criterion. However the best out
of 10 trials of GA was unable to meet the PSLL within the 9000 fitness function
evaluation limit. The PSLL for the GA best solution (in 10 trials) was found to
be −28.5. The results are summarised in Table 5.3.

Optimiser Used PSLL (dB) Gain (dBi)
IzBC-PSO −30 12.2
UoM-PSO −30 11.8

GA −28.5 11.9

Table 5.3: Tabular summary of Figure 5.2

The results associated with the array weights shown in the Table 5.5 for the
objectives defined in the Equation 5.1 are presented in the Table 5.4.
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Array
Excitation PSLL (dB) Gain (dBi) FNBW

(Deg) DRR

Dolph-
Chebychev −32 11.9 57 3.8

IzBC-PSO −30 12.2 52 3.1
UoM-PSO −30 11.8 57 4.3

GA −28.5 11.9 57 4.8

Table 5.4: Comparison of the optimisation objectives for BDRA array radiation
pattern

It is shown that the optimum performance that can be achieved by Dolph-
Chebychev for an array with d = λ/2 is obtained for d < λ/2 by using the
proposed technique.

The IzBC-PSO outperformed the UoM-PSO and the GA in achieving the ob-
jectives. The array gain obtained with the IzBC-PSO showed improvement by
2.5% over the Dolph-Chebychev taper. The dynamic range ratio was improved
by 22.6% with the IzBC-PSO whereas the UoM-PSO and the GA resulted in
the worse values as compared to the Dolph-Chebychev taper. The IzBC-PSO
showed the optimum results for the problem at hand. It provided the set of
weights that resulted in better gain, reduced DRR, reduced FNBW (9.6% as
compared to Dolph-Chebychev) and meeting the target PSLL.

Dolph-
Chebychev IzBC-PSO UoM-PSO GA

Amp Phase
(Deg) Amp Phase

(Deg) Amp Phase
(Deg) Amp Phase

(Deg)
0.26 0 0.32 0 0.23 0 0.21 0
0.52 0 0.53 −2 0.54 0 0.47 24
0.81 0 0.84 −1 0.79 −1 0.80 17
1.00 0 0.98 −1 1.00 0 1.00 22
1.00 0 1.00 −1 1.00 −1 1.00 20
0.81 0 0.84 −1 0.78 −1 0.84 26
0.52 0 0.53 −2 0.54 −1 0.56 19
0.26 0 0.34 0 0.23 −1 0.27 30

Table 5.5: The excitation (weight) vectors used for the radiation plots shown in
the Figure 5.1 and Figure 5.2

In order to compare the computational efficiency of the optimisers used for
this study convergence curves were investigated as shown in the Figure 5.3
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Figure 5.3: The convergence curves obtained for 10 trials of IzBC-PSO

to the Figure 5.6. Figure 5.3 shows the convergence curves for the 10 trials of
the IzBC-PSO. The best convergence was achieved within 1050 fitness function
evaluations. The worst convergence case took 1980 computations. On average
1260 fitness function evaluations were required to get to the optimum solution.

Figure 5.4 shows the convergence performance of the UoM-PSO. The best
and the worse convergences were obtained in 1710 and 4410 fitness evaluations
respectively. The average fitness function evaluations were found to be 3660
to get to the convergence. The IzBC-PSO showed improvement of 38.6% and
65.8% for the best and average convergence over UoM-PSO respectively.

In Figure 5.5 the convergence curves for the 10 trials of GA are shown. The
best and the worst convergences took 6220 and 8760 fitness function evalua-
tions. The average computations required to converge with the GA were found
to be 6960. The IzBC-PSO showed the improvement of 83.1% and 85.7% for the
best and the average convergence instances over the GA. Finally in Figure 5.6
a summary of comparison is presented for all three optimisers.

The array performance has significantly improved in the prrsnce of mutual
coupling by using the proposed optimisation scheme. It is important to note
the simplicity of the optimisation as only fitness function is used to define the
objectives and no additional details are required to perform the optimisation. It
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Figure 5.4: The convergence curves obtained for 10 trials of UoM-PSO

Figure 5.5: The convergence curves obtained for 10 trials of GA
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Figure 5.6: The comparison of the best and the average convergence curves
obtained by UoM-PSO, IzBC-PSO and GA

is shown that the proposed IzBC-PSO outperformed the UoM-PSO and the GA
in minimising the fitness function value and in terms of the fitness evaluation
performance. Figures 5.3-5.4 show that IzBC-PSO is consistent in achieving the
optimum solution. Whereas, UoM-PSO and GA lack in consistent optimum
performce. This is a significant performance improvement in the optimisation
by using the intelligent boundary conditions.

5.3 Scanning Array

In this section the array scanning is considered under the presence of mutual
coupling. The coupling properties of the array varies as the main beam scans.
This study is performed only for one scan direction (θo = 30o) to show the
coupling effect over the Dolph-Chebychev weights, and the optimised weights
determined in the last section for main beam scanned to θo = 0o. The main
beam scanning is achieved by applying a progressive phase shift as described
in chapter 2 section 2.6. The effect of beam broadening with scan [4] is studied
under mutual coupling environment. The mainbeam gain reduces due to
the pattern multiplication effect and the sidelobe levels are raised. The array
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scanning is also limited by the element pattern of the particular antenna and
the impedance mismatch effect [3]:chapter 6.

This study is performed in two parts. In first part array scanning is per-
formed for unity amplitude and progressive phase shift applied to BDRA array.
The inherent beam broadening becomes worst in the presence of mutual cou-
pling. The IzBC-PSO is used to improve the FNBW with array scanning. In
second part of the study, tapered excitation amplitude is applied and then array
is scanned. The array optimisation is performed by all three optimisers and
the performance is compared.

5.3.1 Problem Setup

The same array of N = 8 BDRA elements is considered as described in section
5.2.1 of this chapter. For the first part of the problem the objective is to keep the
same FNBW as with the main beam atθo = 0o. The unity amplitude progressive
phase shift excitation as given in the Table 2.1 of chapter 2 section 2.6 is applied
to the BDRA array. The fitness function used for this problem is given below;

f itness = [ς1(SLLdes − SLLpatt)2 + ς2(Scandes − Scanpatt)2]1/2 (5.2)

Where
SLLdes = −20dB
Scandes = 30o

Scanpatt = the scan direction of the obtained radiation pattern

All other terms have the same meanings as described above. The FNBW
is fixed to 36o which is the FNBW of the BDRA array radiation pattern with
main beam directed to θo = 0o and the IzBC-PSO is used to reduce SLL while
maintaining the scan direction. The fitness function weighting multipliers are
set such that the objectives have the same significance. This problem is only
solved by IzBC-PSO as the objective here is to show that the optimiser is suitable
to improve the FNBW with reduced SLL while the main beam is scanned.

The second part of the problem involves the array scanning with the exci-
tation weights given in Table 5.5. It is observed that the FNBW has increased
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because of the beam broadening effect of the scanning and the SLL has in-
creased as well. The goal is to keep the FNBW same in case of θo = 30o as in
the case of θo = 0o. The other objective is to find out the excitation weight with
low DRR and high gain. All three optimisers are used to achieve these targets.
The fitness function used by the optimisers is given as;

f itness = [ς1(SLLdes − SLLpatt)2 + ς2(FNBWdes − FNBWpatt)2 +

ς3(Scandes − Scanpatt)2 + ς4(DRRpatt)2 +

ς5(Gainpatt − Gainiso)2]1/2 (5.3)

Where
SLLdes = −30dB, to reduce the SLL for a given FNBW
FNBWdes = 55o

Scandes = 30o

All other terms have the same meanings as described in the previous section.
This is a multi objective fitness function and the weighting multipliers are set
such that SLL performance has more significances then other objectives. The
IzBC-PSO, the UoM-PSO and the GA settings are the same as given in Table 5.1.
The simulated results and the comparisons are presented in the next section.

5.3.2 Results & Discussion

The Figure 5.7 compares the BDRA array radiation pattern and the optimised
pattern. The BDRA array radiation pattern is obtained by applying the uniform
amplitude and progressive phase, as given in Table 2.1, to the BDRA array. The
FNBW for the BDRA array radiation pattern is found to be 36o while main
beam directs to θo = 0o as described in the section 2.6 of chapter 2. The main
beam is scanned to θo = 30o and the beam broadening is observed as FNBW
becomes 42o. The IzBC-PSO is used to improve the FNBW while reducing the
SLLs and maintaining the target scan direction. The fitness function given in
Equation 5.2 is used for this optimisation problem.

The PSLL of the scanned BDRA array radiation pattern is found to be
−11.5dB with average SLL of −15.8dB. The optimised pattern has the PSLL of
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Figure 5.7: The array radiation plots for the BDRA array with the excitation
vector given in Table 2.1 applied and the optimized excitation vector given in
Table 5.7

Excitation Applied PSLL (dB) FNBW
(Deg) Gain (dBi)

Given in Table 2.1 −11.5 42o 11.0
Optimized

(IzBC-PSO) given in
Table 5.7

−11.2 36o 11.3

Table 5.6: Tabular summary of the Figure 5.7
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−11.2dB and the average SLL of −11.3dB with FNBW of 36o. The optimised
weight vector is given in the Table 5.7. The results are summarised in the Table
5.6. The FNBW is improved by 14.3% using the IzBC-PSO. As the FNBW is
reduced a 3% improvement in the array gain is observed as given in the Table
5.6. It is shown here that IzBC-PSO can be successfully used to counter the
beam broadening effect of the array scanning.

IzBC-PSO Weight
Vector

Amplitude Phase
0.7231 0
0.5908 177.8
0.3329 164.5
0.5882 −126.0
0.6206 −28.8
0.3040 49.7
0.4332 82.1

1 −158.0

Table 5.7: The optimised excitation (weight) vector used for the optimised array
radiation plot in the Figure 5.7

The second part of the scanning problem involves the weight vectors given
in the Table 5.5. As a starting point a linear progressive phase shift is applied,
taking the element 1 as phase centre, to the optimised weights determined at
broadside scan. The resultant scanned radiation patterns are shown in the
Figure 5.8. The PSLL variation is tabulated in the Table 5.8.

Excitation
Applied PSLL (dB) FNBW

(Deg) Gain (dBi)

Dolph-
Chebychev −18.0 73o 10.8

IzBC-PSO −18.4 67o 10.7
UoM-PSO −17.8 74o 10.8

GA −18.0 73o 10.7

Table 5.8: Tabular summary of the Figure 5.8

The PSLL of −18dB is obtained for the Dolph-Chebychev taper after scan-
ning with FNBW of 73o. The PSLL for IzBC-PSO, UoM-PSO and GA deter-
mined optimised weights are −18.4dB, −17.8dB and −18dB respectively. The
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Figure 5.8: The array radiation patterns obtained by applying the progressive
phase shift to the excitation vectors presented in the Table 5.5

worst beam broadening of 40% and SLL variation (compared to 30dB PSLL)
of 40.7% are observed for the UoM-PSO determined optimised excitation vec-
tor. The IzBC-PSO determined optimised excitation vector resulted in 21.8% of
beam broadening and 38.7% of SLL variation.

The goal is to restore the FNBW of the radiation pattern to 55o the one
obtained for main beam at θo = 0o. A re-optimisation is required in order to
meet this goal. Obviously this results in the limitation on the PSLL therefore
it can not be maintained at −30dB. This goal is achieved by applying the
three optimisers while reducing the PSLL simultaneously. The reduced DRR,
increased gain and maintaining the main beam scan direction are among the
other objectives. The resultant optimised radiation patterns are shown in the
Figure 5.9 for the best convergence achieved. A comparison of optimisation
objectives is presented in the Table 5.9.

The PSLL obtained for the IzBC-PSO was found to be −20dB for the target
FNBW of 55o and the scan direction of θo = 30o. The best UoM-PSO radiation
pattern resulted in PSLL of −19.3dB meeting the target FNBW and the scan
direction requirement. The radiation pattern obtained for the GA excitation
vector obtained after re-optimisation had PSLL of−19.8dB for the required scan
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Figure 5.9: The optimised array radiation patterns plotted for the best conver-
gence obtained by the respective optimiser

direction and the FNBW. The re-optimisation resulted in the improvement of
the PSLL, FNBW and the array gain. The PSLL improvement in case of the
IzBC-PSO was 8.7% for the improvement of 17.9% and 4% in FNBW and array
gain respectively. The percentage improvement observed in the case of UoM-
PSO for PSLL, FNBW and array gain were found to be 8.5%, 25.7% and 2%
respectively. In the case of GA the optimised weight vector resulted in an
improvement 10% in PSLL, 24.6% in FNBW and 5% in array gain.

Excitation
Applied PSLL (dB) FNBW

(Deg) Gain (dBi) DRR

IzBC-PSO −20 55o 11.1 2.2
UoM-PSO −19.3 55o 11.0 3.9

GA −19.8 55o 11.2 2.6

Table 5.9: Tabular summary of the Figure 5.9 and the summary of the problem
objectives

The excitation weight vectors used for the radiation patterns shown in the
Figure 5.9 are given in the Table 5.10. The IzBC-PSO resulted in the excitation
vector with minimum DRR and the reduced PSLL among the three optimisers.
The percentage improvement of 43.6% and 15.4% was found over UoM-PSO
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and GA DRR values respectively. The GA however offered the best array gain
of 11.2dB.

IzBC-PSO Weight
Vector

UoM-PSO Weight
Vector GA Weight Vector

Amplitude Phase
(Deg) Amplitude Phase

(Deg) Amplitude Phase
(Deg)

0.45 0 0.26 0 0.39 0
0.51 75 0.49 81 0.50 86
0.83 147 0.84 168 0.79 162
1.00 −131 1.00 −122.0 1.00 −133
0.93 −51 0.85 −49 1.00 −64
0.78 18 0.87 17 0.92 −4
0.67 101 0.88 95 0.77 81
0.45 179 0.46 171 0.48 155

Table 5.10: The optimised excitation (weight) vector used for the optimised
array radiation plots in the Figure 5.9

Figure 5.10 shows the convergence curves for 10 trials of the IzBC-PSO.
The best convergence curve is marked in red color. The best convergence was
achieved in 2910 fitness function evaluations whereas worst case took 6000. On
average 3930 computations were required to achieve the convergence.

The convergence performance of UoM-PSO is shown in the Figure 5.11 for
10 trials. Th best and the worst convergence were achieved in 3570 and 6630
computations respectively. On average the total of 4560 fitness evaluation were
required to converge.

Figure 5.12 shows the convergence performance of 10 trials of the GA.
The best and worst convergence was achieved in 1360 and 4040 computation
respectively. A total of 2120 fitness function evaluations were required on av-
erage. The Figure 5.13 summaries the convergence performance of the three
optimisers used for this study as their best and average curves are shown.
For this optimisation problem the GA has out performed the other optimisers
for the best convergence performance. However GA was not consistent with
its convergence as it was evident if a comparison of convergence span was
considered. The convergence span is determined by the difference between
minimum and maximum convergent values for a given optimiser’s conver-
gence performance. In case of the IzBC-PSO and the UoM-PSO convergence
span was 0.08 and 0.3 respectively. For the GA the convergence span was found
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Figure 5.10: The convergence curves for the 10 trials with IzBC-PSO

Figure 5.11: The comparison of the best and the average convergence curves
obtained by UoM-PSO, IzBC-PSO and GA
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Figure 5.12: The comparison of the best and the average convergence curves
obtained by UoM-PSO, IzBC-PSO and GA

Figure 5.13: The comparison of the best and the average convergence curves
obtained by UoM-PSO, IzBC-PSO and GA
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to be 2.2. Therefore IzBC-PSO is more reliable as it has better convergence span
performance compared to the UoM-PSO and the GA.

5.4 Taylor Taper Sampling Problem

The Dolph-Chebychev taper is defined for the discrete array therefore there
is no sampling issue for small antenna arrays with d > λ/2. Since Taylor
distribution is defined for a continuous line source therefore it is required to be
sampled far a discrete array. The conventional sampling method that samples
the Taylor distribution over the aperture at discrete points separated as the
inter element spacings produces satisfactory results for large arrays. But as the
number of elements are reduced and less samples are available it is not possible
to achieve the ideal Taylor pattern. The root matching technique improves over
the conventional sampling method for small arrays [4] but still it has room for
improvement [42]. Starting from the root matching technique the improvement
in the PSLL is achieved for a given HPBW. The results are presented for the
elements from 5 to 12.

5.4.1 Problem Setup

For this work uniformly spaced linear isotropic arrays with d = 0.5λ are consid-
ered. The objective is to determine the element excitations for the optimised ar-
ray pattern with low PSLL for a given HPBW and compare it with conventional
and root matching techniques. The UoM-PSO is used for the determination of
the optimised null positions. The optimiser requires a fitness function to be
evaluated for each desired null position. This fitness function is given below;

f itness =
√
ς1(SLLdes − SLLpatt)2 + ς2(BWdes − BWpatt)2 (5.4)

Where
BWdes = desired HPBW given in Table 5.11
BWpatt = HPBW of the obtained radiation pattern
ς1 = 10
ς2 = 1
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All other terns have the predefined meanings. The results are discussed
below.

5.4.2 Results & Discussion

The optimization technique is applied to different number of elements. Two
different cases have been considered. In case 1 the optimised results are com-
pared with conventional sampling and the Elliot’s root matching technique on
the basis of reduced PSLL for a given beamwidth. The results are shown in
Table 5.11.

Number
of

Elements

HPBW
(Deg) PSLL (dB)

Conventional
Sampling

Root
Matching UoM-PSO

5 25.95 −21.16 −26.49 −26.53
6 22.59 −23.49 −28.32 −32.94
7 18.66 −23.68 −28.33 −29.24
8 17.52 −27.97 −35.90 −37.19
9 15.46 −28.46 −35.49 −35.74

10 14.74 −32.10 −38.15 −41.36
12 12.62 −35.76 −45.02 −45.61

Table 5.11: Comparison for a given beamwidth

It is obvious from the results obtained that the conventional sampling
method is not suitable for arrays with small number of elements. By using
the root matching technique lower sidelobe levels can be achieved for the same
beamwidth. By using the UoM-PSO on average 1.5dB improvement in SLLs is
obtained as compared to the root matching technique. It is important to note
that an optimal Dolph-Chebyshev pattern can be obtained for odd number of
elements by careful selection of n̄ with the root matching technique. As the
proper selection of n̄ for lower SLLs is restricted due to the less number of
elements [7, 94]. The UoM-PSO technique was unable to show any significant
improvement in the case of odd number of elements as evident from the Table
5.11.

It has been shown that UoM-PSO technique merged with the unit circle
representation is an efficient way to control the array pattern. The UoM-PSO
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technique has shown improvements in the SLL in case of small arrays with
even number of elements. In most practical situations antenna arrays with
even number of elements are used because of the ease of feed design. The use
of the proposed technique proves its advantage over conventional techniques.

5.5 Difference Pattern

This section is dedicated to the difference pattern synthesis using the three opti-
misation algorithms used so far. The conventional analytical difference pattern
techniques for linear arrays include Zolotarev polynomial based approach in-
troduced by McNamara [95] and the Bayliss distribution [10]. The Zolotarev
polynomial based approach results in the optimum array radiation pattern in
the Dolph-Chebychev manner. For a given number of elements and a defined
difference pattern beamwidth (DBW) between the main null and the first null
of difference pattern Zolotarev distribution provides a radiation pattern with
minimum SLL and the maximum difference pattern slope [96] in the same
fashion as Dolph-Chebychev for the sum pattern. The Bayliss distribution is
equivalent to the n̄ Taylor distribution for sum patterns. The limitations of
the conventional n̄ Bayliss distribution has been highlighted in case of small
discrete antenna arrays by Elliott [4]. The issues related to the discrete array
difference pattern synthesis are similar to those of Taylor distribution. The
solution provided by Elliott was based on the iterative process to reduce the
error in the pattern.

The objective in difference pattern synthesis optimisation is to determine
a pattern that has a certain SLL constraint and maximum difference slope.
Various optimisation algorithms have been introduced to solve this problem
[97–100]. In these cases the medium sized arrays are considered and subarray
concept is utilised and no mutual coupling model is considered.

5.5.1 Problem Statement

A linear array of eight BDRA elements is considered for this study. The effective
element separation is d = 0.41λ at 4.5GHz. The Bayliss weights [10] are used to
obtain an array radiation patterns. For this a MATLAB function was developed
based on the data given in [4] to find the required Bayliss distribution. The
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target SLL and n̄ were set to −30dB and 3 respectively. The wn in the Equation
2.5 is replaced by the Bayliss distribution thus found for a BDRA radiation
pattern. For comparison the same Bayliss taper was applied to the isotropic
array (the Equation 2.3) with inter-element spacing of d = 0.41λ.

Figure 5.14: The z-space presentation of the Bayliss taper for SLL= −30dB and
n̄

The root distribution for the Bayliss taper in z-space is shown in the Figure
5.14. As compared to the sum pattern the root at α = 180o is moved to α = 0o

for difference pattern. In order to implement the IzBC-PSO the target null
beamwidth (between the main null and the first null of the difference pattern).
The boundaries are set according to the SLL topology as described in the chapter
4. The initial step to the α bound was set to 20o and if necessary 10o increments
were set. The upper and lower bounds would be αo + 20o and αo − 20o, for a
step size of 20o, where αo is the current root location in α. The upper and lower
bound on r were set to 3 and 0.5.

To implement the UoM-PSO the initial root locations shown in the Figure
5.14 were taken as the starting point and the α bound for each root location
was set to 360o/(N − 1) with the root location in the centre. This resulted in
the upper and lower bounds of αo + 360o/(N − 1) and αo − 360o/(N − 1). The r
bound stays the same as before. The same α and r bound were used for the GA
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solution.
The optimisation goal was to improve the radiation pattern under the pres-

ence of mutual coupling to meet the required SLL criteria. The issue related
to the Bayliss taper for small discrete arrays is resolved simultaneously. The
other objectives include the reduced dynamic range ratio, increased excitation
efficiency and maximised difference slope.

The fitness function used to achieve a solution for this multi objective prob-
lem is given below.

f itness = [ς1(SLLdes − SLLpatt)2 + ς2(1 −
1

DRRpatt
)2 +

ς3(DBWpatt −DBWiso)2 + ς4(1 − η)2]1/2 (5.5)

Where
DBWpatt = the difference pattern beamwidth of the obtained pattern
η = the excitation efficiency of the obtained excitation set

DBWiso = difference pattern beamwidth of the isotropic array when it is
excited with uniform taper

All other symbols have the same meanings as defined earlier. The excitation
efficiency is a ratio of the directivities of the difference pattern obtained at one
difference peak and that of the uniformly excited sum pattern [101]. The
mathematical expression used for this research work is given as;

η =
D
Do

(5.6)

Where Do is the directivity of the uniformly excited sum pattern obtained
from the Equation 2.8 for d = 0.41λ and θo = 0o and D is the directivity of the
difference pattern obtained with the taper wn for θo set to one difference peak
and d = 0.41λ.

In both PSO models (IzBC-PSO and UoM-PSO) the swarm size was chosen
to be 30 and the total iteration were set to 200 resulting in the 6000 fitness
function evaluations. For the GA a population of 20 was selected with the
total generations of 300 to make the fitness function computations of same
number for comparison proposes. All other settings for the GA were left to the
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MATLAB default values. The Table 5.12 provides the summary.

Optimiser Population
Size

Number
of

Iterations

Number
of Com-

putations
UoM-PSO 30 200 6000
IzBC-PSO 30 200 6000

GA 20 300 6000

Table 5.12: Tabular summary of the optimisers parameters

5.5.2 Results & Discussion

Figure 5.15 highlights the sampling problem with small discrete array of N = 8
isotropic elements while using the Bayliss distribution for target SLL = −30dB
and n̄ = 3.

Figure 5.15: The isotropic element array radiation pattern for d = 0.41λ Bayliss
taper with target SLL= −30dB and n̄ = 3

The Bayliss distribution used to obtain this radiation plot is given in the
Table 5.13. No mutual coupling effect has introduced. In addition the array is
not half wavelength separated as (d = 0.41λ) therefore the Bayliss solution is
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not optimum. The PSLL for this isotropic radiation pattern was −28dB and the
average SLL was −28.5dB with the difference beamwidth (DBW) of 40o.

Bayliss Weight Vector
Amplitude Phase

0.4203 0
0.8712 0

1 0
0.4420 0
0.4420 180

1 180
0.8712 180
0.4203 180

Table 5.13: The Bayliss taper used for the radiation patterns shown in the
Figures 5.15 and 5.16, SLL= −30dB and n̄ = 3

Figure 5.16 compares the radiation patterns of BDRA array and the isolated
BDRA element array. The BDRA array radiation pattern includes the mutual
coupling and therefore has filled nulls as compared to the isolated element
array pattern. The PSLL and the average SLL for the BDRA array radiation
pattern was found to be −29.7dB and −31.7dB, respectively, with DBW of 42o.
The isolated BDRA array radiation pattern resulted in PSLL of −32.4dB and
average SLL of −34.1dB for a DBW of 40o. Since the target PSLL and average
SLL was to be−30dB therefore the error in PSLL and average SLL of the discrete
array of isotropic elements was found to be 6.7% and 5.0% respectively. In
case of the isolated BDRA element array the PSLL was found to be lower as
compared to the isotropic array pattern and the target SLL due to the effect of
the element pattern multiplication. The percentage error in case of the isolated
BDRA element was 8.1% and 13.8% for PSLL and the average SLL.

In the presence of mutual coupling the PSLL has increased, shown in the
Figure 5.16, as compared to the isolated BDRA element array pattern by 7.1%.
The percentage error for BDRA array radiation pattern to achieve the target
SLL is given by 1% and 6% for PSLL and average SLL respectively. The results
presented in the Figure 5.16 include the pattern corruption due to coupling (for
BDRA array) and the discrete array sampling. These results are summarised
in the Table 5.14.

Figure 5.17 compares the BDRA array radiation pattern and the best op-
timised radiation pattern obtained by IzBC-PSO out of 10 trials. The mutual
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Figure 5.16: The radiation power patterns for the BDRA array and the isolated
BDRA element array at 4.5GHz for Bayliss taper with target SLL= −30dB and
n̄ = 3

Array Type PSLL (dB) Average SLL
(dB)

Difference
beamwidth

(DBW) (Deg)
Isotropic −28 −28.5 40

Isolated BDRA −32.4 −34.1 40
BDRA coupled −29.7 −31.7 42

Table 5.14: Tabular summary of the Figures 5.15 and 5.16
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coupling and the array sampling problem has been tackled simultaneously.
The optimised radiation pattern has met the target SLL requirement as both
PSLL and average SLL are −30dB with DBW of 39o. The optimised pattern
shows the improvement of 5.4% in average SLL and 7.1% in DBW resulting in
increased difference pattern slope over BDRA array radiation pattern.

Figure 5.17: The BDRA array radiation pattern is compared to the IzBC-PSO
radiation pattern

Figure 5.18 compares the best optimised results obtained by IzBC-PSO,
UoM-PSO and GA out of 10 independent trails of each. The three optimised
results have met the target SLL. However the optimised pattern obtained with
IzBC-PSO has the narrowest DBW compared to UoM-PSO and GA. The per-
centage improvement is 11.3% and 9.3% over GA and UoM-PSO respectively.
The results are summarised in the Table 5.15. The optimised weights used to
find the radiation patterns shown in the Figure 5.18 are given in the Table 5.16.

Other optimisation objectives include the dynamic range ratio (DRR) and
the excitation efficiency (η). The DRR and η for the weights given in the
Table 5.16 are compared in the Table 5.17 with Bayliss distribution. Both IzBC-
PSO and UoM-PSO weights resulted in the 7.7% better DRR as compared to
GA optimised weight. The IzBC-PSO weight has the maximum efficiency
compared to the Bayliss distribution given in the Table 5.13 and the optimised
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Figure 5.18: The best optimised radiation patterns obtained out of 10 indepen-
dent trials in each case of IzBC-PSO, UoM-PSO and GA

Array Type PSLL (dB) Average SLL
(dB)

Difference
beamwidth

(DBW) (Deg)
IzBC-PSO −30 −30 39
UoM-PSO −30 −30 43

GA −30 −30 44

Table 5.15: Tabular summary of the Figure 5.18
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weights obtained with UoM-PSO and GA. The summary of the optimisation
objectives achieved is given in the Table 5.17.

IzBC-PSO Weight
Vector

UoM-PSO Weight
Vector GA Weight Vector

Amplitude Phase
(Deg) Amplitude Phase

(Deg) Amplitude Phase
(Deg)

0.46 0 0.41 0 0.39 0
0.89 0 0.86 0 0.81 0
1.00 0 1.00 0 1.00 0
0.41 0 0.41 0 0.49 0
0.43 180 0.46 180 0.42 180
1.00 180 1.00 180 1.00 180
0.89 180 0.81 180 0.86 180
0.44 180 0.41 180 0.39 180

Table 5.16: The optimised excitation (weight) vector used for the optimised
array radiation plots in the Figure 5.9

Taper Applied DRR Excitation
Efficiency

Difference
beamwidth

(DBW) (Deg)
IzBC-PSO 2.4 0.8730 39
UoM-PSO 2.4 0.8697 43

GA 2.6 0.8683 44
Bayliss (Table

5.13) 2.4 0.8723 42

Table 5.17: Optimisation objectives summary and comparison for the BDRA
array

It is evident from the Table 5.17 that IzBC-PSO has performed better in
achieving the target objectives. The DRR for IzBC-PSO is as low as Bayliss
distribution where as the excitation efficiency has been improved. The ma-
jor improvement can be seen in the DBW value as it has improved by 7.1%
compared to the Bayliss distribution. The IzBC-PSO has clearly met all the
objectives and the resultant optimised weight gives a difference pattern with
target SLL, high excitation efficiency, low DRR and high difference slope.

Figures 5.19 to 5.22 compare the convergence performance of the optimi-
sation algorithms used for this study. The convergence curves for the 10 in-
dependent trials of IzBC-PSO are shown in the Figure 5.19 with the best and
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Figure 5.19: Convergence curves for 10 independent trials of IzBC-PSO

Figure 5.20: Convergence curves for 10 independent trails of UoM-PSO
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Figure 5.21: Convergence curves for 10 independent trails of GA

Figure 5.22: A comparison of best and average convergence curves for IzBC-
PSO, UoM-PSO and GA
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average convergence achieved in 1440 and 2250 computations of the fitness
function. The convergence curves for the UoM-PSO are given in the Table 5.20.
The best and average convergence was achieved in 1890 and 3360 evaluations
of the fitness function. For GA the convergence curves are given in the Figure
5.21 with the best and average convergence achieved in 1600 and 2940 com-
putations. The best and average convergence curves are shown in the Figure
5.22.

The IzBC-PSO has best overall convergence performance compared to UoM-
PSO and GA. The improvement in the average number of required computa-
tions to solve this multi-objective problem with IzBC-PSO has been noted to
33% compared with UoM-PSO and 23% compared with GA. The GA has out-
performed the UoM-PSO for this problem in terms of convergence however it
was poor to achieve the problem objectives. Overall convergence performance
by IzBC-PSO and UoM-PSO was consistent whereas GA failed to show the
consistent convergence.

These multiple performance comparison instances presented in sections
5.5.2, 5.2.3 and 5.3.2 have repeatedly shown that the IzBC-PSO is better in
terms of achieving the optimisation goals and the convergence performance
consistency. Therefore only IzBC-PSO results will be reported for the remaining
optimisation problems in this study.

5.6 Difference Pattern Scanning

This section concerns with the difference pattern scanning of the BDRA array.
For scanning purposes the linear phase gradient is applied to the array as
discussed in section 2.6 of chapter 2. It is observed that with scanning the
array’s important characteristics of the difference pattern get compromised.
The difference between the twin beam peaks, SLL, difference pattern slope
and the main null depth suffer because of the mutual coupling. Therefore
it is necessary to mitigate the effect of mutual coupling and element pattern
multiplication in order to achieve a desired performance. In this study IzBC-
PSO is used to achieve the desired pattern objectives. To highlight the tradeoff

among the pattern features this work is divide into two independent scenarios.
In Scenario I the objective is to achieve the difference pattern with deep

main null and the difference pattern slope is maximised while minimising the
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difference between the two difference peaks for a 30o scanned BDRA array. No
restriction is applied to the SLLs. In Scenario II the SLL constraint is applied.
Lower SLL were obtained for a reduced slope difference pattern. It is further
demonstrated that IzBC-PSO is a versatile tool to be used as a multi-objective
problem optimiser.

5.6.1 Problem Setup

A linear array with eight BDRA elements is assumed at 4.5GHz. The array
is initially excited with the Bayliss taper shown in the Table 5.13 and a linear
gradient is applied to scan the main difference pattern null to θo = 30o. The
modified z-space root distribution is shown in the Figure 5.23.

Figure 5.23: The root locations in z-space for d = 0.41λ with phase gradient
applied for 30o to Bayliss distribution, SLL=−30dB and n̄ = 3

The isotropic array pattern is given in the Figure 5.25 for comparison and
defining the optimisation parameters. The difference peaks of the pattern are
indicated in the Figure 5.24. The difference pattern slope is defined by the slope
of a hypothetical straight line passing through the −10dB point and the main
null as highlighted in the Figure 5.24 of isotropic array. One of the two points
of the straight line are fixed to the thetao and the other end is set to θo ± θ−10dB.
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The expression is given below;

Slope =
Patt−10dB − Pattθo

θo − θ−10dB
(5.7)

Where
Patt−10dB = the pattern value at −10dB point as indicated in the Figure 5.24
Pattθo = main null depth of the difference pattern
θ−10dB = the angle value at the indicated −10dB point

Figure 5.24: Presentation of slope lines defined to calculate the difference pat-
tern slope

The two slope values are determined and compared. The minimum of two
is taken as the slope measure and used in the fitness function to maximise the
slope. The IzBC-PSO is initialised by the root locations shown in the Figure
5.23 following the similar steps mentioned in the previous problem setup. No
additional constraints are applied to the root location bounds.

The fitness function used for the Scenario I is given as;
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f itness = [ς1(Peak1patt − Peak2patt)2 + ς2(Slopeiso − Slopepatt)2 +

ς3(NDepthtag −NDepthpatt)2]1/2 (5.8)

Where
Peak1patt & Peak2patt = are the difference peaks of the pattern
Slopepatt = the minimum of the two measured slopes
Slopeiso = the slope value determined for the isolated BDRA element array
NDepthtag = target null depth, set to −60dB
NDepthpatt = obtained pattern null depth
ς1 = 12
ς2 = 1
ς3 = 0.5

For Scenario II the SLL constraint is added to the fitness function. The
modified fitness function is given below;

f itness = [ς1(Peak1patt − Peak2patt)2 + ς2(Slopeiso − Slopepatt)2 +

ς3(NDepthtag −NDepthpatt)2 + ς4(SLLdes − SLLpatt)2]1/2 (5.9)

ς1 = 12
ς2 = 1
ς3 = 0.5
ς4 = 0.05

Where all other terms have been defined. The optimisation parameters for
IzBC-PSO have been given in the Table 5.18 for Scenario I and Scenario II.

5.6.2 Results & Discussion

Figure 5.25 shows the isotropic array pattern while main null is scanned to
θo = 30o. The PSLL raised to−26dB with average SLL of−27.8dB. The difference
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Scenario
Type

Swarm
Size

Number
of

Iterations
Total Computations

Scenario I 30 200 6000
Scenario II 30 500 15000

Table 5.18: Optimisation parameter values for IzBC-PSO used in Scenario I and
Scenario II

pattern slope calculated using the Equation 5.7 was found to be 87.8 with main
null as deep as −300dB. In the absence of element pattern multiplication effect
and the mutual coupling the difference between the twin beam peaks was
negligible.

Figure 5.25: Isotropic element array radiation pattern for Bayliss distribution
with target SLL= −30dB and n̄ = 3 scanned to 30o

Figure 5.26 compares the BDRA array and the isolated BDRA element array
radiation patterns while main difference pattern null is scanned to θo. In case of
isolated BDRA element array the PSLL is −29dB with average SLL of −31.2dB.
The difference between the twin beam peaks was found to be −3.6dB which is
not acceptable for monopulse tracking applications. The main null depth was
found to be −70dB with the difference slope value of 17.1.

In case of BDRA array radiation pattern the PSLL was raised to−13.4dB with
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Figure 5.26: Comparison of BDRA array and Isolated BDRA element array
patterns for Bayliss distribution with target SLL= −30dB and n̄ = 3 scanned to
30o

the average SLL of −18dB as shown in Figure 5.26. The difference between the
twin beam peaks was found to be −1.8dB. The null depth and the pattern
slope was found to be −19.3dB and 3.1 respectively. The mutual coupling has
significantly effected the pattern characteristics as it is evident from Figure 5.26
and summarised in Table 5.19.

Array Type PSLL
(dB)

Average
SLL
(dB)

Null
Depth
(dB)

Difference
Slope

Twin Beam
Peaks

Difference
(dB)

Isotropic
element −26 −27.8 −300 87.8 N.A.

Isolated BDRA
element −29 −31.2 −70 17.1 3.6

BDRA array −13.4 −18 −19.3 3.1 1.8

Table 5.19: Summarising the results from the Figures 5.25 and 5.26
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5.6.2.1 Scenario I

In Scenario I the IzBC-PSO is used to compensate for the null depth, difference
pattern slope and the difference between the twin beam peaks in the presence
of mutual coupling. No SLL constraint was applied. The target null depth was
set to −60dB and twin beam peaks were required to be at the same level. The
difference pattern slope was set to be maximised. The best result obtained out
of 10 independent trails of IzBC-PSO is shown in Figure 5.27 compared with
that of the BDRA array radiation pattern.

Figure 5.27: Addition patterns for BDRA array before and after the optimisation
for Scenario I

Array Type
Null

Depth
(dB)

Difference
Slope

Twin Beam
Peaks

Difference (dB)
BDRA array −19.3 3.1 1.8

IzBC-PSO −60 16.7 0.02

Table 5.20: Summarising the results from the Figure 5.27 and comparing the
optimised and BDRA array radiation patterns

The optimised pattern has improved the null depth by 47.3dB as compared
to the BDRA array radiation pattern. The twin beam peaks difference has
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reduced to 0.02dB after optimisation instead of 1.8dB before. The difference
pattern slope has improved to 16.7 compared to the BDRA array slope value
of 3.1, under mutual coupling after using IzBC-PSO. The careful selection of
the weighting multipliers used in the Scenario I fitness function and the use of
IzBC-PSO have significantly improved the difference pattern performs under
mutual coupling conditions. The results are summarised in Table 5.20.

IzBC-PSO Weight
Vector

Amplitude Phase
0.19 0
0.36 52
0.34 120
0.41 −163
0.48 −46
0.10 82
1.00 −104
0.49 −30

Table 5.21: The optimised weight used to obtain the optimised radiation pattern
shown in the Figure 5.27

The optimised taper used to obtain the radiation patterns shown in Figure
5.27 is given in Table 5.21. The optimised root locations corresponding to the
optimised weight are shown in Figure 5.28. As it can be seen the root locations
marked as 1, 2 and 7 are affecting the optimisation goals significantly. Other
root locations have minor effect on the outcome of the results. The root location
marked as 1 corresponds to the main null of the difference pattern and it has
to go off the unit circle to increase the null depth in the presence of coupling.

5.6.2.2 Scenario II

The Scenario II added constraint on the SLL. As it can be seen that there are
four objectives that are required to meet simultaneously which increases the
complexity of the optimisation. The target null depth and SLL were set to
−40dB and −20dB for this example, respectively. The result is presented in
Figure 5.29 comparing the BDRA array radiation pattern before and after the
optimisation.

The radiation pattern performance in the presence of mutual coupling has
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Figure 5.28: The optimised root locations shown in Black compared to that of
the initial Bayliss distribution shown in Magenta

Figure 5.29: Optimised BDRA array radiation pattern using IzBC-PSO
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significantly improved after optimisation. The PSLL and average SLL were
improved to −20dB. The obtained null depth is −37.3dB with the difference
pattern slope value of 7.4. The difference between the twin beam peaks has
been reduced to 0.1dB. The PSLL and average SLL has improved by 49.2% and
11.1% respectively comparing with the BDRA array radiation pattern before
optimisation. The null depth has improved by 18.5dB after using IzBC-PSO. It
is evident that optimisation has significantly improved the difference pattern
performance. The results are summarised in the Table 5.22.

Array Type PSLL
(dB)

Average
SLL
(dB)

Null
Depth
(dB)

Difference
Slope

Twin Beam
Peaks

Difference (dB)
BDRA array −13.4 −18 −19.3 3.1 1.8

IzBC-PSO −20 −20 −37.8 7.9 0.1

Table 5.22: Summarising the results from the Figure 5.29 and comparing the
optimised and BDRA array radiation patterns

The IzBC-PSO average convergence performance is shown in the Figure
5.30. This multi objective problem requires 8870 fitness function evaluations
on average. The Figure 5.31 shows the optimised root locations found after
running the IzBC-PSO to meet the objectives defined in the Scenario II.

It is clearly sown that IzBC-PSO has improved the radiation pattern perfor-
mance of the difference pattern in the presence of mutual coupling while the
array is scanned. It is also shown that if this technique is not implemented
significant pattern degradation is observed. It is also shown that the versatile
technique, IzBC-PSO, can be used to meet any desired objectives with mere
modification to fitness function only.

5.7 Monopulse Array Synthesis

Both the sum and difference pattern synthesis have been presented in this
chapter, so far, in the presence of mutual coupling. It has been shown that
optimisation was necessary to obtain the desired pattern properties and con-
ventional techniques (Chebychev, Taylor, Bayliss) suffered from the discrete
array sampling and coupling. One of the important uses of sum and difference
patterns is in the monopulse array. Monopulse arrays are widely used for the
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Figure 5.30: The average convergence curve for 10 independent trials of IzBC-
PSO

Figure 5.31: The optimised root locations corresponding to optimised weight
vector that was used to find the radiation patterns shown in the Figure 5.29

.
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source detection and angle of arrival applications. The monopulse operation
depends on the sum and difference pattern characteristics. Usually, sum and
difference patterns are used in a manner with the sum pattern main beam and
the difference pattern null both pointing in the θo direction. The difference
pattern is used simultaneously with the sum pattern to accurately determine
the direction of arrival. For this purpose the difference pattern slope is very
important factor to identify the main null of the difference pattern in the pres-
ence of noise. Conventionally Taylor distribution [7] is used to determine the
sum pattern with the desired SLL characteristics. For the difference pattern
Bayliss [10] distribution is used to obtain a difference pattern with desired dif-
ference beamwidth and the SLL characteristic. This requires two independent
feed structures to support the desired sum and difference patterns which in-
crease the complexity and cost of a monopulse system. It is desirable from the
system design point of view to obtain a taper that simplifies the array feed.
Ideally same amplitudes across the array for both sum and difference patterns
with 180o phase shift across the half of the aperture.

Several approaches have been reported to achieve this goal. Hosseini et
al [102] have reported solutions based on phase only, amplitude only and
separation only methods for an array of 100 elements. The methods based on
amplitude only and phase only gave low sidelobe levels (SLLs) but required a
complex feed structure. The separation only method resulted in simple feed
structure but SLLs were comparatively high [102]. An approach based on
the subarrayed linear arrays is used to find the optimum sum and difference
patterns [103]. The work is focused on the minimizing the sidelobes (SLL
) while maximising the slope across broadside direction. The results were
presented for the arrays with 20 and 100 elements.

Another approach proposed by M. D’Urso et al [99] based on hybrid opti-
mization technique deals with the problem of simplifying the feeding network
for optimal sum and difference patterns. The proposed technique starts with
a set of sum pattern excitations. To determine the difference pattern excita-
tions subarray clustering is performed. As a result of this approach different
elements have chosen for sum and difference patterns among the subarrays.
The drawback of this technique is that one have to have additional elements
in the subarrays as not all of them are used in one particular scenario (sum or
difference pattern).
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To simplify the feed structure it has been proposed to reduce the difference
between the Taylor and Bayliss taper using simulation annealing optimiser
[104]. The authors were partially successful as up to 50% of a common aperture
distribution could be shared between the Taylor and Bayliss distribution. This
then uses a common feed structure over half the array, but still requires different
weights for sum and difference patterns over the remaining half of an aperture.

The techniques mentioned above consider either arrays with (N > 10) or
continuous aperture. In this section UoM-PSO is used to simplify the feed
structure for the monopulse radar system with small number of elements (N =

8). It is a well known fact that a difference pattern can be obtained simply by
flipping the phase of the other half of a sum pattern taper. This reduces the
complexity of the feeding network but the resultant pattern has high sidelobe
levels (SLL). It is a matter of interest here to use a global optimization technique
to find a single excitation set that may produce sum and difference patterns
with mere phase flipping within acceptable SLL limits. This simple idea was
applied to Taylor and Bayliss distributions sampled by Elliott’s root matching
method to obtain sum and difference patterns respectively. For comparison
an 180o phase difference was introduced over half of the aperture to obtain
a difference pattern from Taylor current distribution and sum pattern from
Bayliss current distribution. The patterns are given in the Figures 5.32, 5.33
and discussed in the results section. These patterns had SLLs above −10dB.
A compromise between sum and difference patterns was found by using the
particle swarm optimiser.

5.7.1 Problem Setup

An array of eight isotropic elements was assumed along the z-axis. The ele-
ments are uniformly half wavelength separated. Since each null position (root
location) is defined by two variables r and α. The total number of variables to
deal with are 14. Trial and error procedure was adopted to find out the opti-
mum number of agents required to solve the problem. The number of agents
used for the optimization problem was 30. These thirty agents were distributed
in the solution space randomly. Since each null position has two dimensions
therefore the constraint was applied to both r and α . For each null position
(variable) the dimension r was bounded between 0.8 to 1.5. The dimension α
was allowed to vary along its initial position with in 20o limit for each variable.
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Now a scenario was considered where target average SLL for the sum
pattern was taken as −20dB. The PSLL for the difference pattern was set to
−15dB. The target null depth for the main null of the difference pattern was
taken as −40dB. The fitness function used for this optimisation problem is
given below as;

f itness = [ς1(SLLsum
des − SLLsum

patt )
2 + ς2(SLLdi f f

des − SLLdi f f
patt )2 +

ς3(NDepthdes −NDepthpatt)2]1/2 (5.10)

Where
SLLsum

des = desired average SLL for sum pattern which was set to −20dB

SLLsum
patt = average SLL obtained for the sum pattern

SLLdi f f
des = desired PSLL of the difference pattern which was set to −15dB

SLLdi f f
patt = PSLL for the obtained difference pattern

NDepthdes = desired null depth for the main null of the difference pattern
which was set to −40dB

NDepthpatt = main null depth for the obtained difference pattern

The weighting multipliers for the fitness function were chosen such that
all the objective get the equal weight. The excitation vector corresponding to
a proposed optimum root location (values contained by a particle of swarm)
was first used to find the sum pattern for which the average SLL was recorded.
Then the later half of the excitation vector was multiplied by −1 and used to
find the difference pattern using the same Equation 2.3.

5.7.2 Results & Discussion

A Taylor sum pattern with target −20dB SLL and n̄ = 2 was obtained. As the
objective was to keep the feed network simple and less expensive only phases
of the half of the element excitations were flipped to give a difference pattern.
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The resultant difference pattern had a SLL of −10dB. The results are shown in
Figure 5.32.

Figure 5.32: Taylor sum pattern for n̄ = 2 and SLL = −20dB, corresponding
difference pattern

In Figure 5.33 Bayliss difference pattern for SLL−15dB is shown. The Bayliss
pattern was obtained for different values of n̄ but since the array was small the
SLL requirement met for n̄ = 3. Once again to meet the objective, only phases
of the half of element excitation were flipped to obtain a sum pattern. The
resultant sum pattern shown in Figure 5.33 has a SLL of −7.29dB.

It is clear from the results shown in Figures 5.32 and 5.33 that the difference
pattern obtained from modified Taylor distribution was not acceptable. With
the same token sum pattern obtained by the modified Bayliss excitation was
not desirable. A compromise between acceptable difference and sum patterns
for small arrays was obtained by using the particle swarm optimiser (PSO).
The starting point was −20dB sum pattern and then by flipping the sign of the
half of the excitation the difference pattern was obtained.

In Figure 5.34 the optimised compromised patterns have presented. All
three objectives were achieved within certain error. The sum pattern has the
average SLL of −20.5dB. The difference pattern has PSLL of −15dB with refer-
ence to the difference pattern peak and the null depth of −40.73dB. The two
patterns were obtained by applying the excitation vectors given in Table 5.23.
It is important to note that the magnitude of the excitation taper stays the same
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Figure 5.33: Bayliss difference pattern for n̄ = 3 and SLL −15dB with corre-
sponding sum pattern

Figure 5.34: Optimised sum and difference patterns
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for both sum and difference patterns. Only a phase flip of 180o was applied to
achieve the desired difference pattern properties. The improvement in the sum
pattern PSLL is 78% compared to the sum pattern in Figure 5.33. The PSLL of
the difference pattern shown in Figure 5.34 has improved by 50% as compared
to the one presented in Figure 5.32.

UoM-PSO Weight
Vector for Sum

Pattern

UoM-PSO Weight
Vector for Difference

Pattern

Amplitude Phase
(Deg) Amplitude Phase

(Deg)
0.29 0 0.29 0
0.77 0 0.77 0
1.00 0 1.00 0
0.71 0 0.71 0
0.70 0 0.70 180
0.78 0 0.78 180
0.76 0 0.76 180
0.41 0 0.41 180

Table 5.23: The weight vectors used to determine the radiation patterns shown
in Figure 5.34

It is shown that UoM-PSO is successfully used to find the optimum sum and
difference pattern for monopulse operation with a simple array feed structure.
As it is shown that if Taylor is chosen desired PSLL could be obtained but if 180o

phase shift is applied to half of the taper the resultant difference pattern has
higher SLLs. On the other hand, if a low SLL difference pattern is obtained us-
ing the Bayliss distribution and then a sum pattern with high SLL is obtained
by applying the 180o phase shift to the half of this taper. The optimisation
method used in this section simultaneously considers the SLL performance
of sum and difference pattern for the desired SLL objective. It is shown that
the optimisation technique based on PSO and Schelkunoff’s approach, devel-
oped for this research work, has successfully achieved a simplified feed for
monopulse operation with desired SLL profile.

5.8 Chapter Summary

The important results of this chapter are:
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• IzBC-PSO and other optimisers are used to find both the amplitude and
phase of the optimised excitation taper for all the cases presented in this
chapter;

• It is shown that the proposed optimisation scheme, IzBC-PSO, has signif-
icantly improved the SLL (target), gain, FNBW and DRR performance of
the small antenna array in the presence of mutual coupling and also for
non optimal Dolph-Chebychev (as for d < 0.5λ) concurrently while the
main beam is pointing at θo = 0o (§5.2.3);

• The beam broadening issue associated with the main beam scanning is
solved optimally while main beam pointing at θo = 30o, simultaneously
achieving reduced SLL, high gain and reduced DRR under mutual cou-
pling (§5.3.2);

• Issues related to the aperture sampling for small discrete array and mu-
tual coupling corruption associated with Bayliss distribution are solved
using, IzBC-PSO, while achieving the target PSLL, reduced DRR, better
excitation efficiency and improved difference pattern beamwidth (DBW),
with difference pattern null pointing in θo = 0o (§5.5.2);

• Difference pattern degradation associated with the difference pattern
main null scanned to θo = 30o in the presence of mutual coupling has
significantly improved in terms of difference pattern slope, twin beam
difference, reduced PSLL and main null depth using IzBC-PSO (§5.6.2);

• It is shown that the proposed optimisation scheme, IzBC-PSO, has out-
performed the UoM-PSO and GA optimisers and has achieved better
optimum results with less number of fitness function evaluations and
with better convergence consistency for small array with eight elements
in the presence of mutual coupling (§5.2.3, §5.3.2, §5.5.2);

• For monopule operation a simplified feed is determined for the small
isotropic array with eight elements, sum pattern (average SLL = −20dB)and
difference pattern (PSLL = −15dB) are produced by mere applying 180o

phase shift across the half of the aperture, the array excitation vector is
determined by using the UoM-PSO (§5.7.2);
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• It is shown that this simplification (for monopulse array) does not work
with the conventional tapers (Taylor and Bayliss) therefore use of the
proposed scheme is necessary to achieve the required SLL behaviour
(§5.7.2);

• The proposed optimisation scheme, IzBC-PSO, is universally applicable
to isotropic and non isotropic arrays (§5.7.2, §5.2.3).



Chapter 6

Sector Beam Synthesis

6.1 Introduction

Sector or shaped beam synthesis has vital importance in various applications.
In mobile communications the sector beams are used to provide the wireless
coverage to a wide physical area in order to increase capacity. It is required
that a certain level of electromagnetic energy is maintained through out the
target area whereas reduced interference in unwanted directions. Conventional
techniques used to synthesis such patterns include Fourier Transform and
Woodward Lawson method discussed in detail by various authors [2–4]. The
work presented in this chapter deals with the arrays consisting of small number
of elements. A drawback of the Woodward Lawson method is that it does not
allow to control the SLL of the array pattern outside the shaped beam. For this
a solution was proposed by H. J. Orchard et al. [105]. Their method is based
on the Schelkunoff’s unit circle representation of the array polynomial. The
pattern SLL were individually controlled by an iterative process but no mutual
coupling is considered. The stochastic solutions [106, 107] including mutual
coupling [107, 108] are presented for this non linear sector beam synthesis
problem for small antenna arrays (N < 10).

The goal of this chapter is to overcome the problems with Woodward Law-
son technique when used for small discrete arrays by proposing an alternate
optimisation solution based on IzBC-PSO for sector beam synthesis with and
also without mutual coupling consideration. The problem is divided into two
main scenarios based on the choice of array element. In Scenario I an array with
eight isotropic elements with half wavelength separation is considered. The
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array pattern is subjected to desired pattern masks while the shaped beam is
centred at θo = 0 and also θo = 20o for later example. In later case (while sector
is centred at θo = 20o) the beam broadening effect results in violation of the
main lobe mask and the re-optimisation is performed to improve the pattern
performance. For Scenario II the array element is chosen to be BDRA in order to
include the mutual coupling. The BDRA array is subjected to the same mask as
the isotropic array. The pattern optimisation is performed using the IzBC-PSO.
In the following both problem scenarios would be described.

6.2 Scenario I

6.2.1 Problem Setup

In order to model the isotropic array with N elements and d = 0.5λ Equation
2.3 is used. The sector beam pattern obtained after applying the Woodward
Lawson technique straight to the array with N = 8 and N = 16 are shown in
Figure 6.1. The array with sixteen elements is presented to indicate the issue
related to the small discrete antenna array.

Figure 6.1: The sector beam pattern obtained using the Woodward Lawson
method
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The Woodward Lawson for N = 8 excitation vector is given in Table 6.2.
The desired pattern shape was defined by two masks called inner mask (IM)
and outer mask (OM). The OM forces the array pattern to have a sector beam
for −30o < θ < 30o over a span of 60o with the reduced SLL. The IM is set to get
the ripples in control and to set the HPBW for the sector beam. The IM is set
to have a span over 40o for −20o < θ < 20o. With the OM the desired SLL was
set to as low as −16dB. The target ripple in the main sector beam was set to be
−1dB.

OM =

 0dB −30 < θ < 30
−16dB for all other values of θ

IM =
{
−1dB −20 < θ < 20

The fitness function that is used to meet the mask requirements is shown
below;

f itness = [ς1(SLLdes − SLLpatt)2 + ς2(Pattobt(θ′) − IM(θ′))2

+ς3(Pattobt(θ′′) −OM(θ′′))2]1/2 (6.1)

Where
SLLpatt = the maximum of the radiation obtained for −90o < θ < −30o and

30o < θ < 90o

Pattobt = obtained pattern
θ′ = −20o < θ < 20o

θ′′ = −30o < θ < 30o

The contribution multipliers (ς1, ς2, ς3) for the multi-objective function were
adjusted such that the problem was simplified as the single objective problem.
IzBC-PSO was used to find the optimum results. As it is evident from the fitness
function that the optimisation problem is tightly constraint. Which means that
the exact target values are required to be met in order to minimise the cost
function.

In order to study the sector beam scanning linear phase gradient was applied
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to Equation 2.3. The sector beam was scanned to θo = 20o. The modified inner
and outer masks are given below. The main goal for this study is to improve
the sector beam as it scans and mitigate the effect of beam broadening.

OM′ =

 0dB −10 < θ < 50
−16dB for all other values of θ

IM′ =
{
−1dB 0 < θ < 40

The fitness function defined for the scanned sector beam is given by Equa-
tion 6.2. All the terms have already defined. The goal is to minimise the fitness
function value.

f itness = [ς1(SLLdes − SLLpatt)2 + ς2(Pattobt(θ′) − IM′(θ′))2

+ς3(Pattobt(θ′′) −OM′(θ′′))2]1/2 (6.2)

6.2.1.1 Initialising IzBC-PSO

The target OM beamwidth was mapped on the unit circle in z-space starting
with the initial root locations corresponding to the uniform excitation vector
following the procedure described in chapter 4. The root locations that come
under the mask mapping were set for the α bound of 30o and the bound for
other root locations were set to 40o. The step increments were set to 10o for each
root location in order to improve the optimisation performance. The r bound
was defined between 0.1 and 2 for all root locations. The swarm size was set
to 30 and the number of iterations were 200 to make the computation total of
6000.

6.2.2 Results & Discussion

The radiation patterns shown in Figure 6.1 compare the performance of Wood-
ward Lawson technique for discrete arrays. In case of N = 8 the ripple level
is −3dB and mainlobe is violating the outer mask. The radiation pattern per-
formance improves with N = 16 as ripples have reduced to −2dB with better
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Goal/Parameter Value
PSLL (dB) −16

Ripple (dB) −1
Sector width

(Deg) 60

Swarm Size 30
Iterations 200

Table 6.1: Summarising the design objectives and parameters for IzBC-PSO

roll off characteristics compared to the eight element array. The goal here is to
show that IzBC-PSO can be used successfully to achieve the desired radiation
pattern characteristics with small antenna array of eight elements.

The optimised sector beam synthesis results have been presented in Figures
6.2 and 6.4 for the sector beam centred at θo = 0o and θo = 20o respectively.
In Figure 6.2 it is shown that IzBC-PSO is successfully used to meet the op-
timisation objectives. The ripple in main sector is constrained to −1dB which
is an improvement of 66.7% compared to the Woodward Lawson sector beam
shown in Figure 6.1. The constraint on the main sector beam has been met as
well with an improvement of 31.8% compared to the radiation pattern shown
in Figure 6.1. The PSLL and average SLL were −15.5dB after optimisation. This
was the minimum PSLL obtained subjected to the ripple constraint for eight
isotropic element array. The HPBW is noted as 47o which is 4% narrower com-
pared to the Woodward technique. Figure 6.2 shows best optimisation result.
The optimised excitation vector used to obtain the radiation pattern shown in
Figure 6.2 is given in the second column of Table 6.2.

In Figure 6.3 the radiation pattern is shown after the optimised excitation
vector (used to obtain the radiation pattern shown in Figure 6.2 and given
in second column of Table 6.2) was subjected to the linear phase gradient for
θo = 20o. No change in the PSLL and average SLL was noted. The ripple was
also constraint to −1dB. However the beam broadening effect caused the 8%
increase in the HPBW as compared to the radiation pattern shown in Figure
6.2. The main sector beam is centred at θo = 20o but the OM is violated by
21.3%. The optimisation goal was to follow OM and IM as close as possible
while maintaining the reduced SLL and ripple constraint.

Figure 6.4 compares both radiation patterns before and after the optimi-
sation once the array was scanned. The excitation vector used to obtain the
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Figure 6.2: The radiation pattern of uniformly spaced linear array (USLA)
consisting of eight isotropic elements and the desired outer and inner masks at
broadside obtained using PSO

Figure 6.3: The radiation pattern shown in Figure 6.2 scanned to 20o for N = 8
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optimised radiation pattern is given in the third column of Table 6.2. It is impor-
tant to note that to reduce the beamwidth of the sector beam the PSLL/average
SLL and the ripple constraint were sacrificed. After the optimisation the main-
lobe followed the OM’ but the minimum PSLL and average SLL were found
to be −14.2dB. This indicates an increase of 8.6% in SLL. The ripple in the
main sector beam was found to be −1.6dB which violates the IM’. In order
to overcome the beam broadening of the array a trade off exploited that exist
for SLL and the mainlobe ripple by using IzBC-PSO. The use of IzBC-PSO
has significantly improved the radiation pattern desired characteristics. Only
modification performed is to the fitness function and no changes are made to
the problem model or algorithm parameters.

Figure 6.4: The radiation pattern scanned to 20o obtained after optimization
using IzBC-PSO, for N = 8

6.3 Scenario II

6.3.1 Problem Setup

For Scenario II the isotropic element is replaced by the BDRA element. The
array is modelled using Equation 2.5 and the active element patterns. The
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Woodward Lawson
Excitation Vector IzBC-PSO for θo = 0o IzBC-PSO for

θo = 20o

Amplitude Phase(Deg) Amplitude Phase(Deg) Amplitude Phase(Deg)
0.20 180 0.25 0 0.24 0
0.15 180 0.10 180 0.21 146
0.22 0 0.33 180 0.33 94
1.00 0 0.28 180 0.18 20
1.00 0 0.28 0 0.32 163
0.22 0 0.87 0 0.87 103
0.15 180 1.00 0 1.00 52
0.2 180 0.68 0 0.71 −3

Table 6.2: The excitation vectors used to obtain radiation patterns shown in
Figures 6.1, 6.2 and 6.3

.

element separation is 0.41λ. The goal is to meet the pattern mask requirements
for IM and OM described. The Woodward Lawson method was applied to
find out the excitation coefficients for d = 0.41λ to use in Equation 2.5. The
resultant excitation vector is given in Table 6.3 and the radiation pattern is
shown in Figure 6.5. The conventional technique was failed to meet the OM
requirement. IzBC-PSO was used to optimise the pattern to meet the IM and
OM targets as close as possible in the presence of mutual coupling.

All values defined in Table 6.1 hold for the Scenario II. The fitness function
is given as below;

f itness = [ς1(SLLdes − SLLpatt)2 + ς2(Pattobt(θ′) − IM(θ′))2

+ς3(Pattobt(θ′′) −OM(θ′′))2]1/2 (6.3)

All terms have already defined. The same IzBC-PSO initialisation setup
was chosen for this scenario. The results of both scenarios are discussed in the
following.

6.3.1.1 Initialising IzBC-PSO

The setup used for the sector beam centred at θo = 20o is the same as Scenario I.
The root locations on the unit circle are first modified to represent the scanned
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Figure 6.5: The radiation pattern of BDRA array after applying the Woodward
Lawson coefficients for d = 0.41, N = 8

taper and then mask mapping is performed in the z-space. The optimisation
goals and parameters are summarised in Table 6.1. The goal in this case is
to find the optimum root locations that correspond to an excitation vector
resulting in the radiation pattern that meet the target mask requirements.

6.3.2 Results & Discussion

In this section BDRA array is considered and the mutual coupling effect is high-
lighted. The results regarding the isolated BDRA element array are compared
with the BDRA coupled array. In Figure 6.6 the BDRA array patterns are pre-
sented both for the coupled array and the isolated element array while excited
by the excitation vector optimised for θo = 0o, given in second column of Table
6.2. The Isolated BDRA element array radiation pattern was obtained using
Equation 2.4 and the element pattern shown in Figure 2.18. The mainlobe in
case of isolated BDRA element array is 36.7% broader compared to the target
OM and the mainlobe ripple is as low as−0.6dB. In case of mutual coupling the
BDRA coupled array model exhibit the same beam broadening compared to
the isolated BDRA element pattern with higher SLL. The optimisation objective
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in this case was set to contain the mainloabe within OM under the presence of
mutual coupling.

Figure 6.6: Comparison of isolated BDRA element array and BDRA coupled
array when excited with the same taper as for the isotropic array radiation
pattern shown in Figure 6.2

The IzBC-PSO was applied to the BDRA coupled array and the OM target
was met at the cost of higher SLL. Figure 6.7 shows the BDRA array radiation
pattern after IzBC-PSO was used to meet the defined IM and OM criteria in the
presence of mutual coupling. The optimised excitation vector is given in Table
6.3. The mainlobe ripple was found to be −0.2dB. The mainlobe was contained
in the OM. The reason for this mainlobe behaviour is that the BDRA element
pattern makes the beam broader compared to an isotropic case plus in this
case since d < 0.5λ therefore mainlobe is broad inherently. In order to fit the
mainlobe within the OM constraint the HPBW and SLL are traded compared
to the radiation pattern shown in Figure 6.6. The PSLL and average SLL for
the radiation pattern shown in Figure 6.7 are −12.5dB and −13dB respectively.
On comparing Figures 6.2 and 6.7 the difference between the two optimised
solutions is evident. The PSLL has increased by 3dB in case of BDRA coupled
array with d = 0.41λ but mainlobe rippled has reduced by 0.8dB compared
to an isotropic half wavelength array when the main beam was bound to the
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same OM. It is shown here that IzBC-PSO was successfully used to achieve the
desired main beam with reduced SLL and mainlobe ripple in the presence of
mutual coupling.

Figure 6.7: The radiation pattern of coupled BDRA array after optimisation
using PSO

On comparing the radiation patterns shown in Figures 6.7 and 6.5 the im-
provement in the sector main beam was found to be 43.4%. The successful
implementation of IzBC-PSO not only reduced the ripple from −2dB to −0.2dB
but also maintained a reduced SLL. This shows that IzBC-PSO can be effectively
used for discrete small arrays in the presence of mutual coupling.

The excitation vector presented in the second column of Table 6.3 was
subjected to the linear phase gradient to perform a main beam scan to 20o. The
resultant scanned radiation pattern is shown in Figure 6.8 as Magenta line. The
PSLL was noted to be −10dB with the average SLL of −10.6dB. The mainlobe
violated the OM by 22o and the beam is not properly centred at the target scan
direction. The fitness function given by Equation 6.1 is used in order to achieve
the desired main beam characteristics. The re-optimisation of the radiation
pattern after scanning 20o resulted in the pattern shown in Green, Figure 6.8.
The excitation vector used to find this plot is given in the second column of
Table 6.3.
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Figure 6.8: The radiation patterns of BDRA array after (Green) and before
(Magenta) optimisation using IzBC-PSO scanned to 20o

Woodward Lawson
Taper for d=0.41λ

Optimised Weight
Vector (θo = 0o)

IzBC-PSO Weight
Vector (θo = 20o)

Amplitude Phase Amplitude Phase Amplitude Phase
0.13 180 0.25 0 0.21 0
0.21 180 0.47 180 0.32 −137
0.26 0 0.22 180 0.19 −112
1.00 0 0.04 0 0.36 31
1.00 0 0.52 0 0.65 −173
0.26 0 1.00 0 0.51 −107
0.21 180 1.00 0 0.89 −85
0.13 180 0.97 0 1.00 −16

Table 6.3: The optimised excitation vectors used to obtain the radiation patterns
presented in Figures 6.7 and 6.8
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On comparing the two radiation patterns shown in Figure 6.8 it is clear
that the mainlobe is successfully contained in the target OM. The improvement
in the main beam width is 28.2%. The resultant PSLL and average SLL were
found to be −9.5dB. The mainlobe intersected the IM at −2dB and there were
no ripples. The target shape of the mainlobe was obtained at the cost of higher
SLL. Study of the presented scenarios in this section shows the robustness of
the IzBC-PSO technique. The proposed technique was utilised under mutual
coupling and significant improvements were achieved.

6.4 Chapter Summary

The important results of this chapter are:

• Excitation taper sampling problem is highlighted for the discrete small an-
tenna array that limits the use of conventional techniques (§6.2.1, §6.2.2);

• A nonlinear pattern synthesis problem is solved by using the proposed
scheme for both isotropic and non isotropic elements which shows that
this scheme is equally effective for practically small discrete arrays (§6.2.2,
§6.3.2);

• IzBC-PSO is used successfully to significantly improve the radiation pat-
tern performance of the small discrete antenna array of isotropic element
with N = 8 and d = 0.5λ (§6.2.1.1);

• It is shown that radiation pattern degradation due to array scanning can
be improved using the proposed optimisation scheme (§6.2.2);

• The mutual coupling effect is mitigated and radiation pattern synthesis
objectives are achieved using the same optimisation model (§6.3.2);

• IzBC-PSO is used successfully to improve the pattern degradation in
terms of beam broadening when the mainlobe is scanned to θo = 20o and
reduced SLL (§6.3.2);



Chapter 7

Wideband Phased Array
Optimisation

This chapter concerns the wideband performance of small discrete periodic
linear phased antenna arrays. The wideband performance optimisation prob-
lem is divided into two main scenarios to elaborate the solutions provided for
the specific wideband features. The relationship between the frequency vari-
ation and the pattern beamwidth is developed in section 7.1.1 of this chapter.
It is desirable in some wideband high resolution applications to maintain the
main beam HPBW as the frequency varies. In case of periodic linear array the
beam naturally broadens as the frequency is decreased. The Scenario I of this
chapter considers this as the optimisation problem and sets the maintenance of
HPBW while reducing the SLL as the problem objective. The IzBC-PSO is used
for the optimisation of this problem that provides the suboptimal solution for
this problem. The array consisting of isotropic elements is considered for this
scenario.

The Scenario II considers array mutual coupling effect. In order to simplify
the wideband mutual coupling problem an array consisting of a hypothetical
wideband element is assumed with N = 8. It is assumed that the self impedance
of this element and the element pattern does not vary with the frequency.
However, the mutual coupling model for this hypothetical element is sensitive
to the frequency variation and is identical to the dipole coupling behaviour
as modelled in chapter 2 section 2.10.5. The Chebychev taper for SLL=−30dB
is applied to this array. The optimisation goal in this scenario is to maintain
the target SLL while the main beam is at θo = 0o and also when scanned to

156
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θo = 30o [44]. In literature stochastic optimisation techniques have been applied
to various wideband array problems [58, 109–112].

7.1 Scenario I

The focus of this problem scenario is on maintaining the HPBW while reducing
the SLL across frequency sweep. The problem objectives are presented in
the form of a fitness function. This problem is solved by using IzBC-PSO
which minimises the defined fitness function. The problem setup used for this
scenario and the results obtained are discussed below.

7.1.1 Problem Setup

For this scenario a linear antenna array consisting of eight isotropic elements
was considered. The array geometry is the same as described in the chapter 2.
This linear is represented mathematically as;

AF(θ) =

N∑
n=1

wne j(n−1)kd sinθ (7.1)

Which can be further modified as expressed below;

AF(θ) =

N∑
n=1

wne j(n−1)( 2π f
c )d sinθ (7.2)

Where f is the frequency, c is the speed of light and other terms are already
defined. For this example a frequency band between a maximum of 1GHz and
a minimum of 0.6GHz is considered. The array is half wavelength separated at
1GHz. For isotropic array the mathematical expression to find the half power
points is taken from Balanis [3] and modified to suite our array geometry. It is
given as;

θh = sin−1(
±1.391λ
πNd

) (7.3)

Where θh is the half power point of the array radiation pattern. If Equation
7.3 is solved for positive value only then the total HPBW is given by 2 ∗ θh.
Equation 7.3 is further modified in terms of frequency ( f ) as expressed below;
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θh = sin−1(
±1.391c
πNd f

) (7.4)

⇒ θh ∝
1
f

(7.5)

Equation 7.5 implies that the HPBW of isotropic array is inversely propor-
tional to the frequency. Therefore with decrease in frequency the HPBW will
increase. For this scenario the objective is to maintain the HPBW and reduce
the SLL simultaneously across the frequency band. In order to find an opti-
mum solution to this problem IzBC-PSO is used. In the following initialisation
of IzBC-PSO is described.

7.1.2 IzBC-PSO Setup

The starting point for this optimisation problem is the uniformly excited an-
tenna array at 1GHz. The root locations are shown in Figure 7.1. The HPBW is
found to be approximately 13o corresponding to FNBW of 30o. The goal is to
maintain this HPBW as the frequency sweeps down. The frequency varies from
1GHz to 0.6GHz in the steps of 0.1GHz for this scenario. In order to meet this
objective the root locations marked as 1 and 7 are adjusted for each frequency
considered. These root locations are the first nulls of the radiation pattern in
θ space marked as FNBW1 and FNBW2. The FNBW of the radiation pattern in
θ space is chosen to be mapped on the unit circle in terms of separation in α
between roots 1 and 7 as αsep. The root locations under consideration can be
expressed as;

z1 = e jkd sin(FNBW1)

zm
1 = e j 2π f m

c d sin(FNBW1) (7.6)

And for root location number 7;

zm
7 = e j 2π f m

c d sin(FNBW2) (7.7)

Where zm
1 and zm

7 are the root locations for root number 1 and 7 as marked
in Figure 7.1 in z-space for a sample frequency f m for m=1,2,..,5 . For each
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sample frequency value this separation between roots 1 and 7 was determined
as given below;

Figure 7.1: Root distribution of the uniform taper in z-space

αm =
2π f

c
d|(sin(FNBW1) − sin(FNBW2))| (7.8)

Where αsep is the separation between roots 1 and 7 as shown in Figure 7.1.
Once the corresponding αsep is determined the root locations 1, 7 and 4 are fixed
both in α and r domain whereas all other roots have their boundaries defined
following the procedure described in chapter 4. The r dimension is bound to
vary between 0.5 and 1.5. The starting α bound is set to 20o with an increment of
10o. The optimum root locations are determined in order to obtain the reduced
SLL while maintaining the FNBW. Since the root locations determining the
FNBW are fixed for all the frequency values considered therefore the simplified
single objective fitness function is given as below;

f itness =

√
(SLL fm

des − SLL fm
patt)2 (7.9)

Where SLL fm
des is the desired SLL for mth frequency value under consideration.

It is set to−20dB in order to reduce the SLL while maintaining the FNBW for the
corresponding fm. The fitness function defined in Equation 7.9 is used to obtain
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five independent optimised excitation weight vectors for each frequency value
analysed simultaneously. The simulation results are presented and compared
in the following section. The discussion is based on comparing the optimised
and non optimised radiation patterns and highlighting the advantage of IzBC-
PSO.

7.1.3 Results & Discussion

First the effect of the frequency variation on the array radiation patterns is
presented in Figure 7.2.

Figure 7.2: The array radiation patterns as the frequency sweeps from 1GHz to
0.6GHz in steps of 0.1GHz

The radiation patterns were normalised with respect to f = 1GHz radiation
pattern. All radiation patterns have the same value of PSLL and the main lobe
peak. The results from Figure 7.2 has been summarised in Table 7.1. The HPBW
varies with the frequency variation as shown in the Figure 7.3 that is obtained
from Equation 7.4 and verified from the results presented in Figure 7.2.

On comparing the two curves presented in Figure 7.3 before and after
optimisation it is evident that IzBC-PSO has improved the HPBW performance
significantly. The variation in HPBW for isotropic array is noted as 62.5%.



CHAPTER 7. WIDEBAND PHASED ARRAY OPTIMISATION 161

Frequency
(GHz) PSLL (dB) Average

SLL (dB)
HPBW
(Deg)

1.0 −13 −15.8 13.7
0.9 −13 −15.8 15.1
0.8 −13 −17.2 16.9
0.7 −13 −14.6 19.2
0.6 −13 −14.6 22.3

Table 7.1: Tabular summary of the Figure 7.2

Figure 7.3: The HPBW variation as Frequency sweeps between 1GHz and
0.6GHz for isotropic array (solid line) and after the optimisation (dashed line)
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After optimisation it is significantly reduced to 4% with maximum HPBW at
0.6GHz of 14.2o.

Figure 7.4: The array radiation patterns after fixing the root locations 1 and 7
in z-space to maintain the FNBW

As the first step of the optimisation process the FNBW were modified to
maintain the HPBW across the frequency band. The effect of this modification
over the SLLs is shown in Figure 7.4. The PSLL has risen from −13.2dB at 1GHz
to −0.6dB at 0.6GHz. This indicates a significant rise of 12.6dB in the PSLL over
the frequency band. The results from Figure 7.4 are presented in Table 7.2.
IzBC-PSO is used to obtain the reduced SLL while maintaining HPBW.

Frequency
(GHz) PSLL (dB) Average

SLL (dB)
HPBW
(Deg)

1.0 −13.0 −15.8 13.7
0.9 −11.0 −15.1 13.8
0.8 −7.9 −13.5 13.9
0.7 −4.0 −7.2 14.1
0.6 −0.6 −4.2 14.2

Table 7.2: Tabular summary of the Figure 7.4

The optimised results for the reduced SLL are presented in Figure 7.5. The
results are summarised in Table 7.3. On comparing the PSLL columns of Table
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Figure 7.5: The optimised radiation patterns with reduced SLL and constant
HPBW

7.2 and 7.3 significant improvement after optimisation is evident. The PSLL
at 1GHz was reduced by 1.5dB while the HPBW was 13.7o. The improvement
in PSLL for 0.6GHz was noted to be 1.2dB with the HPBW of 14.2o. The
maximum HPBW variation over the target frequency band was 0.5o. For each
frequency considered in the band IzBC-PSO produced the radiation pattern
with target HPBW and the reduced PSLL. It is clearly shown that the use of
IzBC-PSO has significantly improved the radiation pattern performance. If
IzBC-PSO is not used then the resultant patterns shown in Figure 7.4 have
higher SLL. The use of IzBC-PSO ensures that the radiation patterns meet
the required target HPBW with the reduced SLL. The IzBC-PSO was used to
obtain five independent optimised excitation weight vectors corresponding to
the frequencies considered in the band.

7.2 Scenario II

In this work wideband performance of a small array consisting of eight wide-
band elements is investigated with the SLL constraint in the presence of mutual
coupling over a frequency band of 0.6−1.4GHz. To simplify the problem it was
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Frequency
(GHz) PSLL (dB) Average

SLL (dB)
HPBW
(Deg)

1.0 −14.5 −14.5 13.7
0.9 −12.7 −12.7 13.8
0.8 −9.9 −9.9 13.9
0.7 −5.4 −5.4 14.1
0.6 −1.8 −1.8 14.2

Table 7.3: Tabular summary of the Figure 7.5

assumed that the self impedance of the wideband element is not varying over
the frequency band under consideration. The mutual coupling characteristics
of this assumed wideband element are identical to the dipole element. The
mutual coupling model defined in chapter 2 section 2.10.5 is used to determine
the coupling at various frequency values in the band. The coupling behaviour
shown in Figure 7.6 is only for two dipoles in free space. However the coupling
consideration for this work is not limited to two consecutive elements. The cur-
rent on a given element is the sum of the all the induced currents that have
been induced due to the presence of the other active elements as discussed in
section 2.10.5.

Figure 7.6: The mutual impedance variation of real and imaginary parts against
the frequency
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As it is well known, mutual coupling limits the performance of wideband
and scanning arrays. In order to solve this problem IzBC-PSO is modified
to optimise over the frequency band. The optimum complex weights are
determined for the uniformly spaced array for broadside and when it is scanned
to 30o without a priori knowledge of mutual coupling while the target PSLL is
−30dB. The bandwidth performance is compared with the conventional Dolph-
Chebychev distribution [6] for eight (N = 8) and sixteen element (N = 16)
array. It is indicated that the bandwidth performance is significantly degraded
in small array (N < 10) compared to array with N = 16. It is shown in [42]
that PSO can be used effectively to improve SLL performance in small arrays
compared to conventional methods. Schelkunoff’s [23] unit circle approach is
used to find the optimum weights. This approach was adopted because of fast
convergence as it enables IzBC-PSO to define variable boundaries intelligently
in solution space.

The goal in this chapter is to obtain a single optimised excitation weight
vector that could produce radiation patterns with PSLL within tolerance of
±2dB over a band of frequency (0.6 − 1.4GHz) for small antenna array. In case
of scanned array an additional tolerance criterion is introduced to allow the
radiation pattern normalised amplitude in the scan direction to drop as low as
−1dB.

7.2.1 Problem Setup

A periodic array consisting of eight wideband elements is assumed along the
x-axis. The element separation is half wavelength at 1GHz. Equation 7.2 can
be used to define such an array when θo = 0. For an arbitrary scan direction θo

the excitation weight vector is modified as follows;

β = −
2π f

c
d sinθo (7.10)

wn = ane j(n−1)β (7.11)

The array factor in Equation 7.2 can be modified as shown in Equation 7.11;

AF(θ) =

N∑
n=1

(ane j(n−1)β)e j(n−1)( 2π f
c )d sinθ (7.12)
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In order to study the wideband performance of the scanned array linear
phase gradient was determined using Equation 7.10. The element separation (d)
is set to half wavelength, frequency ( f ) is set to 1GHz and θo = 30o in Equation
7.10. Once the β was determined it is kept constant across the frequency band.
The mutual coupling matrix, Z, was determined by using the MoM based
technique described in chapter 2. The mutual coupling effect over the weight
vector is given by Equation 7.13.

w
′

n = Z−1
· wn (7.13)

Where w′

n is the coupled excitation vector. For this problem wn is the
−30dB Dolph-Chebychev distribution. The coupled excitation vector is used
to determine the array radiation pattern that shows the mutual coupling effect.
The Equation 7.2 after including the mutual coupling effect is shown below;

AF
′

(θ) =

N∑
n=1

w
′

ne j(n−1)( 2π f
c )d sinθ (7.14)

Where AF′(θ) is the changed array pattern. Equation 7.14 is used in IzBC-
PSO as the coupled array model. The bandwidth performance is compared in
terms of PSLL variation and fractional bandwidth (FBW). The mathematical
expression used to determine the FBW is given as;

FBW =
F2 − F1

Fc
× 100 (7.15)

Where
F2 = final frequency in the band considered
F1 = initial frequency in the band considered
Fc =(F1 + F2)/2

The following section describes the initialisation of the IzBC-PSO.

7.2.2 IzBC-PSO Setup

It is desired to find a single excitation vector that could produce the radiation
patterns within acceptable tolerance over the defined frequency band. There-
fore it is necessary to evaluate Equation 7.14 over the band. In order to achieve
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the optimisation objective this problem is solved for the sample frequency
values taken form the band simultaneously. To get the effective wideband per-
formance the band (0.6 − 1.4GHz) is sampled in steps of 0.2GHz therefore five
independent radiation patterns are evaluated for the PSLL performance. The
PSLL values obtained from these radiation patterns are compared to each other
to find maximum PSLL value among these. This maximum PSLL (PSLLmax)
thus found is used to compare it with the target SLL. The main beam direction
is also considered at each individual frequency and compared with the target
mainlobe direction. The scan direction that has maximum difference is taken
into account. The fitness function used for this optimisation problem is given
below;

f itness =
√

(SLLdes − PSLLmax)2 + (Scandes − Scanpatt)2 (7.16)

Where
SLLdes = −30dB
PSLLmax = maximum PSLL obtained when the radiation patterns at sample

frequencies are obtained with single weight vector.
Scandes = desired scan directions include θo = 0o and also for a later consid-

eration θo = 30o

Scanpatt = the obtained scan direction after comparing the radiation patterns

The optimisation goal is to minimise the fitness function and find a single
weight vector that could produce the radiation patterns with PSLL meeting
±2dB tolerance over the frequency band considered

Since a single optimised weight vector is obtained therefore the boundaries
were defined following the steps given in chapter 2... The r dimension was
bound to vary between 0.5 and 1.5. The starting α bound was set to 20o with
an increment of 10o. The simulation results are presented and discussed in the
next section.

7.2.3 Results & Discussion

To highlight the mutual coupling effect Dolph-Chebychev taper (-30dB) is used
in the presence of mutual coupling. Equations 7.13 and 7.14 are used to change
the Dolph-Chebychev taper and to obtain the resultant radiation patterns. The
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array patterns thus obtained are referred to as Dolph-Chebychev array patterns
(DCAP). The DCAP at sample frequencies of 0.6GHz, 1Ghz and 1.4GHz are
shown in Figure 7.7. The results from Figure 7.7 are summarised in Table
7.4. The PSLL obtained at 0.6GHz and 1.4GHz are −27dB which is 1dB higher
compared to the defined PSLL tolerance. At 1GHz the PSLL is 0.3dB higher
compared to the defined tolerance. The Figure 7.8 shows the radiation patterns
at the sample frequencies obtained by using the single optimised wight vector
found by using the IzBC-PSO. The results are summarised in Table 7.4. At
0.6GHz and 1GHz the PSLL is−30dB meeting the exact target PSLL requirement.
The HPBW in case of the optimised radiation patterns is found slightly greater
then the DCAP about 1.4o at 0.6GHz and 0.5o at 1GHz. At 1.4GHz the PSLL
was −29.5dB with an increase of 0.5 in HPBW compared to DCAP at the same
sample frequency. It is clearly shown that IzBC-PSO has successfully used to
find the desired optimised weight vector in order to meet the PSLL requirement
in the presence of mutual coupling. If matrix inversion technique is used in
this case to mitigate the mutual coupling then at each sample frequency an
individual set of excitation vector is required which complicates the wideband
array feed.

Figure 7.7: The radiation patterns at three sample frequencies obtained by
using the Dolph-Chebychev −30dB taper in the presence of mutual coupling
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Figure 7.8: The radiation patterns obtained by the single optimised weight
vector at sample frequencies in the presence of mutual coupling

Frequency
(GHz)

Coupled
Dolph-Chebychev

Array Patterns

Optimised Array
Pattern

PSLL (dB) HPBW
(Deg) PSLL (dB) HPBW

(Deg)
0.6 −27 26.6 −30 28
1.0 −28.3 16.4 −30 17
1.4 −27 11.6 −29.5 12.1

Table 7.4: Tabular summary of the Figures 7.7 and 7.8



CHAPTER 7. WIDEBAND PHASED ARRAY OPTIMISATION 170

Figure 7.9: The HPBW comparison among the coupled and non coupled Dolph-
Chebychev array and optimised array radiation pattern

Figure 7.10: The comparison of the PSLL variation across the frequency band
for the Dolph-Chebychev (coupled and non coupled) and optimised array
patterns in the presence of mutual coupling
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The HPBW and PSLL performance for DCAP (coupled and non coupled)
and the resultant optimised radiation pattern are shown in Figures 7.9 and
7.10 respectively. To determine these performances the frequency band was
sampled with 0.02GHz steps. Figure 7.9 shows HPBW over band and that all
three radiation pattern types have similar trend. The maximum and minimum
difference between the HPBW in case of coupled DCAP and the optimised
radiation pattern was found to be 1.4o at 0.6GHz and 0.5o at 1GHz respectively.

The PSLL variation across the frequency band is presented in Figure 7.10
for N = 8 and N = 16. It is shown that DCAP under no mutual coupling
exhibit stable −30dB PSLL across the band. However in the presence of mutual
coupling PSLL is not within the defined PSLL tolerance for both array types.
The PSLL bandwidth performance for N = 16 DCAP is presented to highlight
severity of pattern degradation due to mutual coupling in small wideband
arrays. In case of N = 8 DCAP the minimum PSLL value over the band was
−28.3dB which is 1.7dB higher then the target PSLL. In order to compare the
fractional bandwidth (FBW) over which the Dolph-Chebychev taper without
any compensation was able to meet the tolerance, F1 and F2 were recorded
from Figure 7.10 as 0.91GHz and 1.19GHz. These are the points where PSLL
curve for coupled DCAP exceeds the −28dB level. The resultant FBW was
determined using the Equation 7.15 to be 26.7%. However the minimum PSLL
obtained in case of N = 16 DCAP is −28.8dB which is 1.2dB higher compared
to the target PSLL and shows an improvement of 0.5dB over the small array.
The FBW for this array with F1 = 0.66GHz and F2 = 1.32GHz was found to be
66.7%. It is evident from these results that a large array compared to an array
with (N = 8) has better bandwidth performance without any compensation for
mutual coupling.

The PSLL curve for the optimised radiation pattern has minimum PSLL
value of −30dB which is exactly equal to the target PSLL. The single optimised
excitation vector used to determine the radiation patterns over the band kept
the PSLL successfully under the defined tolerance value over the entire band.
The FBW for the optimised weight vector was found to be 80%. This has
shown an improvement of 66.2% in bandwidth over the non compensated
N = 8 DCAP and 19.4% over the non compensated N = 16 DCAP.

It is clearly shown here that small arrays are more sensitive to mutual
coupling compared to comparatively large arrays over a frequency band. It is
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further shown here that IzBC-PSO is successfully used to significantly improve
the PSLL performance over a range of frequencies in small wideband arrays in
the presence of mutual coupling. If IzBC-PSO is not used the mutual coupling
changes the radiation patterns at various frequency in the band as evident from
Figures 7.7 and 7.10. It is important to note that this wideband performance
is achieved with a single excitation weight vector obtained by IzBC-PSO and
given in Table 7.5. This shows that IzBC-PSO technique has advantage over the
inversion matrix mutual coupling compensation technique as it requires to have
different set of excitation weights at different frequencies which complicates the
feeding structure of a small wideband array. Furthermore the use of IzBC-PSO
for N = 8 has outperformed the PSLL bandwidth performance of comparatively
large array (N = 16 DCAP).

Optimised Excitation
Vector

Amplitude Phase
(Deg)

0.20 0
0.49 −9
0.78 −11
1.00 −10
1.00 −9
0.79 −6
0.50 −2
0.22 11

Table 7.5: The IzBC-PSO excitation vector used to obtain the plots shown in
Figures 7.8 and 7.10

The mutual coupling varies with the scan direction [113] and its effect on
SLL is shown in Figure 7.11. To obtain the scanned pattern under mutual
coupling a linear phase shift was applied for θo = 30o to Dolph-Chebychev
−30dB taper using Equation 7.11 and then Equation 7.13 was used. The mutual
coupling has significant effect over the PSLL of the DCAP for N = 8. The
results are presented at the sample frequencies with steps of 0.2GHz over the
band. In this situation there are two major degradations to the DCAP one is to
the PSLL and the other is to the scan direction as indicated in Figures 7.11 and
7.14. At all the sample frequencies the PSLL for DCAP has violated the defined
PSLL tolerance. The grating lobes start to appear at 1.2GHz. The scan direction
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varies from 17.7o to 46.6o over the frequency band due beam squinting.

Figure 7.11: The radiation patterns obtained by applying the linear phase
gradient to Dolph-Chebychev −30dB taper in the presence of mutual coupling
while scanned to θo = 30o

The IzBC-PSO is used to obtain a single excitation weight vector that could
maintain the PSLL below the defined tolerance and also improve the mainlobe
scan deviation. The results obtained by the optimised weight vector are pre-
sented in Figure 7.12. It is evident that the PSLL performance has improved
significantly after applying IzBC-PSO. The minimum PSLL obtained for the
sample frequencies presented was noted to be −30dB that is exactly equal to
the target PSLL. Figure 7.12 proves the significance for using IzBC-PSO in the
presence of mutual coupling.

The variation in the PSLL over the frequency band is compared in Figure
7.13 for DCAP (N = 8 and N = 16) with the optimised radiation patterns
obtained using IzBC-PSO. The minimum PSLL in case of N = 8 DCAP was
−25.5dB at 1GHz. This values is 2.5dB and 4.5dB higher then the defined PSLL
tolerance and target value. The comparatively larger array with N = 16 excited
by Dolph-Chebychev −30dB taper has minimum PSLL of −28.6dB at 1GHz and
it obeys the PSLL tolerance. The FBW for this array with F1 = 0.89GHz and
F2 = 1.16GHz was found as 26.3%. It is shown that with non compensated for
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Figure 7.12: The radiation patterns obtained by applying the single IzBC-PSO
optimised excitation vector in the presence of mutual coupling while scanned

Figure 7.13: Comparing the PSLL bandwidth performance for N = 8, 16 DCAP
and the optimised patterns while scanned to θo = 30o in the presence of mutual
coupling
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mutual coupling Dolph-Chebychev taper comparatively large array behaves
better in terms of PSLL bandwidth. For the PSLL curve in Figure 7.13 obtained
with the single optimised excitation vector for N = 8 the minimum PSLL was
found to be −30.2dB at .78GHz. The FBW for this curve was recorded as 59.3%
with F1 = 0.64GHz and F2 = 1.18GHz using the Equation 7.15. The use of
IzBC-PSO in the presence of mutual coupling has shown improvement over
the comparatively large array. Once again it is shown here that under severe
pattern degradations due to mutual coupling IzBC-PSO can be used for small
wideband array successfully.

Figure 7.14: The absolute power variation at θ = 30o across the frequency band
compared for N = 8 DCAP and the optimised patterns

The radiation power variation in the desired scan direction as the frequency
sweeps is presented in Figure 7.14 for N = 8 DCAP and the optimised radi-
ation patterns. The bandwidth criterion for the power level tolerance in the
target scan direction was −1dB relative to the peak value. In case of DCAP the
mainlobe power FBW was found to be 38%. In case of the optimised pattern
the mainlobe power FBW was 40%. IzBC-PSO has the advantage of 5% im-
provement in the bandwidth over the frequency band considered. Figure 7.15
shows the variation of the HPBW for N = 8 DCAP and the optimised radiation
patterns over the band. It is observed that both type of radiation patterns have
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the same HPBW. This highlights another advantage of using the IzBC-PSO as it
produces an excitation vector that generates the radiation patterns with PSLL
within the defined tolerance having the same HPBW as for non compensated
patterns.

Figure 7.15: The HPBW variation across the frequency band for N = 8 DCAP
and optimised patterns

It is shown once again here the need of using IzBC-PSO in the presence
of mutual coupling to improve the wideband performance of small antenna
arrays. The use of IzBC-PSO has significantly improved the PSLL bandwidth
compared to non compensated small (N = 8) and comparatively large (N = 16)
arrays while the mainlobe is scanned. The HPBW requirement is the same as
that of the non compensated N = 8 DCAP yet improved PSLL performance
is obtained. All this bandwidth improvement is obtained by using a single
optimised excitation weight vector given in Table 7.6.

An interesting aspect of the Schelkunoff’s unit circle approach has been
considered here. It was observed that by restricting the nulls within the unit
circle a bandwidth advantage was obtained. A possible reason for this is
that the separation between the nulls is small as compared to the case where
nulls are restricted outside the unit circle. As the separation between the nulls
decides the SLL of array radiation pattern. If separation between the nulls is



CHAPTER 7. WIDEBAND PHASED ARRAY OPTIMISATION 177

Optimised Excitation
Vector

Amplitude Phase
(Deg)

0.4003 0
0.6486 272.4
0.9040 190.7

1.0 106.0
0.8392 23.4
0.5725 −57.2
0.2825 214.9
0.0885 132.8

Table 7.6: The IzBC-PSO excitation vector used to obtain the plots shown in
Figures 7.12 for θo = 30o

greater then the SLL will be higher. Therefore smaller separation between the
nulls cause a better SLL (pattern) bandwidth performance. The root locations
for the Dolph-Chebychev array for the broadside taper are compared with
modified root locations in the presence of mutual coupling in Figure 7.16 at
f = 1GHz. This relocation due to mutual coupling causes the increase in PSLL.
Figure 7.17 shows the optimised root locations that resulted in the optimised
excitation vector given in Table 7.5. The optimised excitation vector after
applying Equation 7.11 resulted in w′

n and the corresponding roots are shown
in Figure 7.17.

In case of the scanned array the corresponding root locations to Dolph-
Chebychev −30dB taper with phase gradient applied for θo = 30o are compared
with the modified root locations due to mutual coupling at f = 1GHz in Figure
7.18. The modified root locations have moved off the unit circle outwardly. This
root placement explains the sensitivity of the PSLL to the change in frequency.
Since the root separation is greater compared to the non coupled situation the
SLL are higher. The root locations are modified for each frequency value con-
sidered because the mutual coupling is frequency dependent. It is important
to note that IzBC-PSO resulted in the optimum root locations shown in Figure
7.19, all roots are placed well inside the unit circle. This resulted in the mod-
ified root locations after including the mutual coupling effect at f = 1GHz to
be near the unit circle as shown in Figure 7.19. The PSLL is lower compared to
the Dolph-Chebychev taper under mutual coupling due to the optimised root
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Figure 7.16: Root locations for Dolph-Chebychev−30dB taper with and without
mutual coupling effect at f = 1GHz

Figure 7.17: Root locations for the optimised excitation vector with and without
mutual coupling effect at f = 1GHz
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Figure 7.18: Root locations for Dolph-Chebychev−30dB taper with and without
mutual coupling effect at f = 1GHz for θo = 30o

Figure 7.19: Root locations for the optimised excitation vector with and without
mutual coupling effect at f = 1GHz for θo = 30o
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positioning.

7.3 Chapter Summary

The important results of this chapter are:

• It is shown that the proposed IzBC-PSO can be used successfully for the
wideband phased array operation (§7.1.3,§7.2.3)

• A solution based on IzBC-PSO for high resolution wideband arrays is
presented and it is demonstrated that the reduced SLL are achieved while
maintaining the HPBW of the radiation pattern (§7.1.3);

• The mutual coupling effect over the SLL bandwidth performance of a
small wideband array is presented and a solution based on IzBC-PSO is
proposed that resulted in a single excitation vector that when applied to
the small antenna array gives the desired SLL bandwidth performance
over the band (0.6 − 1.4GHz) (§7.2.3);

• It is shown that in case of small antenna array (N = 8) the SLL bandwidth
performance is effected significantly as compared to the comparatively
large antenna array (N = 16) (§7.2.3);

• While scanning to θo = 30o, the SLL bandwidth performance degrades
and the defined tolerance is not achieved without the use of IzBC-PSO
(Figure 7.13);

• Better SLL bandwidth performance is achieved for the small antenna
array (N = 8) using IzBC-PSO compared to the comparatively large array
of (N = 16) while the small array is excited with a single excitation vector
obtained using IzBC-PSO (Figure 7.13);

• The significance of the root placement is discussed and it is found that if
roots are placed inside the unit circle the SLL variation over the frequency
band is less compared to the case when roots are placed outside the unit
circle (Figure 7.19)



Chapter 8

Experimental Verification:
Beamforming Setup &
Measurements

8.1 Introduction

Beamforming is a general term used to present a wide variety of array pattern
synthesis. The basic purpose of beamforming in the antenna arrays is to add the
patterns from individual elements constructively and destructively in desired
directions. Therefore beamforming is a signal processing technique which
enables control of the array pattern by adjusting the input amplitude and phase
of each antenna. Conventionally analogue beamforming (ABF) techniques are
used. Therefore expensive and application specific hardware, mostly Butler
matrix & Rotman lens, is used for the beamforming purposes [5].

The digital beamformer relies on conversion of the received RF signal into
digital stream which then can be manipulated. In particular applying a weight
becomes a multiply and sum operation. The digital beamforming (DBF) made
it possible to be realised at the individual element level. The received signal
at each element is usually passed through an analogue chain (containing am-
plifiers and filters) before sampling. The sampled data is then processed by
signal processing techniques often Fast Fourier Transform (FFT). At this stage
the received signal could be weighted and summed to produce a desired array
pattern [114]. The DBF provides flexible and robust beamforming solution. It
allows the run time beamforming with limited features to optimise. Several

181
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antenna array systems have been implemented with this technology.
For this research work two different beamformers were used. CASPER’s

(Centre of Astronomy Signal Processing and Electronics Research) Interconnect
Break-out Board (IBOB) was programmed by R. P. Armstrong [69] (University
of Oxford) and the Digital Acquisition (DAQ) board designed by the engineers
at Jodrell Bank Observatory [70].

The goal of this chapter is to present the measurement setup used and beam-
forming results obtained using the Vector Network Analyser (VNA), IBOB and
DAQ board. The IzBC-PSO based solution is then applied to various array
synthesis applications. To incorporate the mutual coupling impedance matrix
and active element patterns have been used to model the array. The goal of this
chapter is to show that these IzBC-PSO based solutions are applicable in real
world applications using digital beamformers with no a priory knowledge of
coupling. To demonstrate this active element patterns were measured in the
anechoic chamber using Vector Network Analyser (VNA). The simulated re-
sults based on VNA measurements are presented and finally the array weights
are applied to the digital beamformer to obtain the desired pattern in real-time.

8.2 Experimental Setup

In order to perform any pattern measurements basic instrumentation includes:

• transmitting antenna system

• receiving antenna system

• an environment with low multipath and reflection problems (anechoic
chamber)

• positioning system

• data processing and recording system

The positioning system and data processing/recording facility were pro-
vided by the University of Oxford. The transmitting antenna was designed at
University of Oxford.
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8.2.1 Transmitter

The transmitting antenna used in this test was an ultra wideband log periodic
antenna. The transmitter setup is shown in Figure 8.1.

Figure 8.1: Wideband log periodic antenna (transmitter) setup in the anechoic
chamber

8.2.2 Receiver: BECA Array

A linear array of eight elements was used for this experiment. The centre
four elements were active with two dummy elements on each side. The array
consists of Bunny Ear Combline Antenna (BECA) element presented by Y.
Zhang et al. [68]. The dummy elements were terminated in the matched load
of 169Ω. The active elements were connected to the 50Ω baluns. The elements
are half wavelength apart at 882MHz.

The measurement of far field antenna array patterns was the objective of
this test. In order to fulfil the Fraunhofer farfiled criterion, the distance between
the transmitter and the receiving array must be greater than 2D2/λ, where D
is the maximum dimension of the antenna array [3]. Once four elements were
connected the active aperture length of four element array was 684mm. The
total aperture length of the array including dummy elements was 1364mm. The
wavelength of interest lied between 600mm to 429mm (500MHz to 700MHz). It
is important to emphasis here that both the active array length and the full array
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length were larger then the maximum value of the wavelength involved [3].
This condition is required for the valid use of above mentioned farfield crite-
rion. The desired farfield distance was found to lie between 1557mm-2180mm
(taking D = 684mm). The anechoic chamber used for these measurements pro-
vided a distance of approximately 3500mm between transmitter and receiver.
It is shown here based on the above calculations that the measurements were
performed in the farfield.

Figure 8.2: BECA array (receiver) setup in the anechoic chamber

The BECA array was setup as shown in the Figures 8.2. This test was
divided into two parts. In the first part Vector Network Analyser (VNA) was
used to measure active element patterns and the full array pattern. In the
second part digital beamformers presented in chpater 8 were used to measure
the array pattern and to apply beamforming weights (coefficients).

8.3 VNA Measurements

The purpose of any array pattern synthesis optimiser is to keep the pattern
profile as desired under the physical constraints of the array. It has been
demonstrated in previous chapters that a IzBC-PSO based high performance
optimiser is suitable to use for this purpose. The results presented in those
chapters rely on the active element patterns obtained from CST. In this chapter
the same optimisation approach is used but measured results are shown. For
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this purpose standard measurement was made using VNA. First active element
patterns were measured and later the full array pattern was measured.

8.3.1 Measuring Active Element Patterns

In this measurement set up the array under test (AUT) consisted of eight ele-
ments in total. The centre four elements were used as the active elements while
the two elements on each side were used as dummy elements to minimise the
severe edge effects. Since the array is of finite size therefore the surroundings
of each element could not be assumed symmetric. Therefore, it was necessary
to measure individual element patterns to model the array.

Figure 8.3: Experimental setup used to measure element patterns while array
was placed in position 1. The dashed lines connected to ports 2, 3 & 4 show
that VNA port 2 connected to these one after the other and always terminated
if not under test (Figure is not to scale)

The experimental setup used to measure the individual element patterns is
shown in Figure 8.3. This was defined as array position 1. The measurement
was performed using a VNA. The transmitter was connected to port one and
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the element 1 was connected to port two of VNA. The remaining three elements
were terminated with 50Ω terminators. The array was then rotated in φ = 0
plane for θ from −90o to 90o. After completing a 180o rotation element 2 was
connected to the port two of VNA and element 1 was terminated. The same
process was repeated for all four elements.

8.3.2 Measured Pattern Comparison

Under ideal circumstances it is expected that the element patterns for element
1 and 4, 3 and 2 would be mirror image pairs. But as shown in the Figures 8.5
to 8.8, for array position 1, it was not the case. Therefore to isolate the effect of
array structure and the anechoic chamber environment further measurements
were made.

Figure 8.4: Experimental setup used to measure element patterns while array
was placed in position 2. Note that the element positions have been swapped.
The dashed lines connected to ports 1, 2 & 3 show that VNA port 2 connected
to these one after the other and always terminated if not under test (Figure is
not to scale)

For this purpose the array was flipped and the element positions were
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swapped from right to left. This new array arrangement was defined as array
position 2. Care was taken to ensure that the electromagnetic environment
does not change. The experimental setup is sown in Figure 8.4. The element
pattern measurement was performed following the same procedure described
above. The results are shown in Figures 8.5 to 8.8 for comparison purposes.

Figure 8.5: Pattern comparison for element 1, the radiation plot in dB

In Figure 8.5 the element 1 pattern in array position 1 is compared to the
element 4 pattern in array position 2. The patterns overall follow the sim-
ilar trends, the main beam of both patterns was well matched however the
maximum significant difference in power level observed was 1.3dB. Figure
8.6 represents the comparison of element 2 in position 1 to the element 3 in
position 2. Here main beam was not as well matched as in the previous case.
The significant power level difference noted in this comparison was 0.6dB.

Figure 8.7 shows a comparison of element 3 and 2 in position 1 and position
2 respectively. A significant power level difference was observed at 26o of
magnitude 0.3dB. In Figure 8.8 the element patterns for element 4 and element
1 in position 1 and position 2 are compared. Significant power level difference
of 0.7dB was observed.

Therefore the pattern asymmetries observed in these results are due to
the radiating structure not the electromagnetic environment. Being unable to
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Figure 8.6: Pattern comparison for element 2, the radiation plot in dB
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E3: Array Position 1 at 650MHz
E2: Array Position 2 at 650MHz

Figure 8.7: Pattern comparison for element 3, the radiation plot in dB
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Figure 8.8: Pattern comparison for element 4, the radiation plot in dB

intervene with physical array design no modification was made to the array.
The differences observed in power level of measured patterns could be a

result of fringe electromagnetic reflections or small changes in the environment
as the array flipped over. Since the absorbers used in the chamber were carbon
loaded and they are most effective at the frequencies greater then 1GHz [5].

8.3.3 Measuring Array Pattern

After performing the individual element pattern measurements the array pat-
tern was measured. Experimental setup is shown in Figure 8.9 The four ar-
ray elements were connected to a four port power combiner (ZFSC-4-1) from
Mini − Circuits®.

The port 5 (sum port) of the power combiner was then connected to the port
2 of the VNA. The VNA port 1 was connected to the transmitter. The same
measurement procedure was repeated to measure the full array pattern. The
comparison of the measured array pattern and the array pattern obtained after
performing vector addition of the individual element patterns (Array Radiation
Pattern (ARP)) is presented in Figure 8.10 at 650MHz. Uniform weights were
applied to the ARP. It is shown as:

ARP(θ) =

4∑
n=1

wn ∗ En(θ) (8.1)
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Figure 8.9: Experimental setup used to measure the array pattern. The four
elements were connected to the power combiner and power combiner output
was connected to port 2 of VNA (Figure is not to scale)
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Figure 8.10: The array pattern measured using VNA is compared with the
Array Radiation Pattern (ARP) at 650MHz

Where En is the nth element pattern and wn is the complex excitation (weight)
value assigned to nth element. It was assumed that the power combiner used
would add the received power at four ports all multiplied by the same attenu-
ation constant without introducing any phase differences.

The two patterns were generally matched. The maximum significant dif-
ference observed was 0.88dB at 54o. The pattern difference observed could be
a result of reflections in the chamber as discussed in the previous section.

8.4 Array Pattern Synthesis

In this section the IzBC-PSO discussed in chapters 3 and 4 will be used to
obtain desired array patterns by modifying wn in Equation 8.1. At 650MHz
the effective separation between the elements was 0.37λ. Therefore this is the
case of closely packed array which adds to the mutual coupling of the array
generally.

8.4.1 Broadside Pattern Synthesis

In the Figure 8.11 array patterns obtained with three different tapers are pre-
sented for the broadside scan. The array pattern with uniform taper has a
maximum SLL of −12.54dB with the beamwidth of 34o. It is shown in the
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same Figure that the Chebychev taper for −25dB SLL was unable to produce
the desired result. The maximum SLL obtained was −17.52dB with half power
beamwidth of 40o. This emphasis that under strong coupling conditions con-
ventional methods could not produce expected results. Also the array sep-
aration was less then half wavelength therefore Dolph-Chebychev taper was
unable to produce the optimum result.

Figure 8.11: The array pattern measured using VNA are compared at 650MHz

For IzBC-PSO maximum SLL was set to −25dB as the goal. The results are
presented in Figure 8.11. The maximum SLL obtained for ARP after modifying
wn with the optimised weights was −25dB with the half power beamwidth of
40o. It is shown here that the IzBC-PSO based optimisation scheme was able to
obtain the desired pattern shape under non ideal conditions. The results have
been summarised in Table 8.1.

The taper values used to modify wn in Equation 8.1 to obtain the patterns
discussed are given in Table 8.2. Clearly the optimised amplitude taper has
asymmetric distribution across the array aperture. This is the result of the
asymmetric behaviour of the array elements identified earlier in this chapter.
The optimiser also provides the correct excitation phase to achieve the goal
accurately.
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Taper Applied
−3dB

Beamwidth
(Deg)

PSLL (dB)

Uniform 34 −12.5
Chebychev 40 −20.2
Optimised 40 −25

Table 8.1: Peak sidelobe level (PSLL) and beamwidth are compared for the
three sets of taper applied to the measured patterns of the array

Number
of

Element

Dolph-Chebychev
-25dB Taper Optimised Taper

N Mag Phase
(Deg) Mag Phase

(Deg)
1 0.48 0 0.32 0
2 1 0 0.90 −32
3 1 0 1.00 −41
4 0.48 0 0.64 −35

Table 8.2: The amplitude and phase values applied to the array for Chebychev
and the optimised taper

8.4.2 Scanned Pattern Synthesis

In Figure 8.12 the scanned performance of the AUT is examined. The array
pattern shown in dotted line is obtained by applying the uniform linear phase
gradient. The main beam is scanned to the desired scan direction i.e. 30o away
from the broadside. The maximum SLL observed was −12.25dB with the half
power beamwidth (HPBW) of 32o. Now this is a multi-objective optimisation
problem. The gaol is to achieve a minimum possible SLL while keeping the
same beamwidth as with the uniform taper and maintaining the scan direction.
The optimisation procedure used for this type of multi-objective problem is
defined in chapter 5.

The resultant optimum pattern had the same HPBW as the uniform taper
pattern but the SLL is improved by 4.86dB. This is 40% improvement in SLL
performance while maintaining the scanned direction. Table 8.3 summarises
the results.

The amplitude and phase tapers corresponding to the results shown in
Figure 8.12 are given in Table 8.4. As for the linear phase gradient a consistent
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Figure 8.12: The array pattern measured using VNA are compared at 650MHz

Taper Applied −3dB Beamwidth
(Deg)

Peak Sidelobe Level
(dB)

Uniform Taper 32 −12.2
Optimised Taper 32 −17.1

Table 8.3: Peak sidelobe level (PSLL) and beamwidth comparison of the linear
phase gradient and the optimised taper for a scan angle of 30o

phase progression is observed but the optimised weights showed non linear
but monotonic phase progression across the array.

8.4.3 Null Pattern Synthesis

Three independent null pattern synthesis examples are presented and dis-
cussed in this section. It is assumed that in three cases the interference source
is located at −30o, −50o and −70o of θ respectively. Figure 8.13 represents the
ARPs with nulls at −30o, −50o and −70o. The optimisation goal for each pattern
synthesised and presented in Figure 8.13 was to place the pattern null at a
desired look direction while the main beam is scanned to 30o. The SLL were
constrained for the same HPBW in all three cases only on left side of main
beam.
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Number
of

Element
Uniform Taper Optimised Taper

N Mag Phase
(Deg) Mag Phase

(Deg)
1 1.00 0 0.95 0
2 1.00 66 1.00 71
3 1.00 133 1.00 113
4 1.00 −161 0.92 −141

Table 8.4: Amplitude and phase values for uniform linear phase gradient and
the optimised taper
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Figure 8.13: The array pattern measured using VNA are compared at 650MHz
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Null
Position

(Deg)

−3dB
Beamwidth

(Deg)

Null
Depth
(dB)

Minimum
Sidelobe

Level (dB)
−30 34 −76.32 −14.94
−50 34 −84.67 −16.01
−70 34 −84.43 −15.21

Table 8.5: A comparison of optimised tapers used to obtain the null at a desired
angular position while constraining the sidelobe levels and the main beam scan
direction

Number
of Ele-
ment

Taper for Null
at −30 deg

Taper for Null
at −50 deg

Taper for Null
at −70 deg

N Mag Phase
(Deg) Mag Phase

(Deg) Mag Phase
(Deg)

1 0.8838 0 0.6798 0 0.623 0
2 1 90 1 46 1 55
3 0.7615 120 0.9046 117 0.431 130
4 0.6132 −121 0.6720 −156 0.4783 −164

Table 8.6: Amplitude and phase of optimised tapers used to obtain the null at
a desired angular position while constraining the sidelobe levels and the main
beam scan direction

The pattern comparison is summarised in Table 8.5. It is shown that the
HPBW is maintained at 34o however the null depth and the SLL are not the same
for three cases. The null depth was used as a trade off to obtain a minimum
possible SLL under constraints i.e SLL, HPBW, scan direction and null depth.
The target null depth was set to −100dB. The maximum SLL achieved in three
cases was −14.94dB. The taper values used to modify wn are shown in Table
8.6. It was observed that the tapers used were significantly different in terms
of the amplitude and phase values.

8.5 Interconnect Break-out Board (IBOB)

Interconnect Break-out Board (IBOB) has a Xilinx Virtes-II Pro 2VP50 FPGA.
The FPGA was programmed using Python programming language. The DBF
could be performed either in time domain or in frequency domain. For this
work frequency domain technique was implemented because of its ease of
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calibration. The four element linear array beamforming hardware used for this
research work is shown in Figure 8.14.

Figure 8.14: The Interconnect Break-out Board used

The schematic of the implemented beamforming system is shown in Figure
8.15. The hardware and the interfacing software code were provided by R.
P. Armstrong, University of Oxford. The beamforming weights are produced
using the optimiser developed for this research work described in chapters 3
and 4. The main steps involved in beamforming using IBOB are summarised
below.

8.5.1 Sampling

This is the first key step involved in any digital beamforming operation. The
received RF signal was sampled at, Fs = 800MSa/sec with eight bit precision.
This sampling frequency gives a Nyquist bandwidth of 400MHz symmetric
about DC as shown in Figure 8.16. For this experiment RF frerquency range
was from 500MHz to 700MHz giving a bandwidth of 200MHz. According to
the Nyquist Sampling theorem for the given sampling rate continuous signal
must be band limited to 400MHz. Therefore it was necessary for the received
RF signal to be down converted to Nyquist bandwidth.
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Figure 8.15: Schematic of four element IBOB beamformer used for this mea-
surement

8.5.2 Digital Down Conversion

A digital down converter (DDC) is equivalent to analogue mixer. It has ad-
vantages of operational stability and control over its analogue counter part.
In order to band limit the desired signal within the Nyquist bandwidth DDC
is used immediately after the ADC. The sampled signal was multiplied by a
complex sinusoidal signal at 600MHz( 3

4 ∗ Fs). This resulted in the RF signal
bandwidth mapped to −100Mhz to 100MHz shown by the shaded portion in
the Figure 8.16. The signal bandwidth is shifted symmetrically about DC to
minimise the required sampling rate as the maximum negative frequency is
similar to the maximum positive frequency. The time domain real signal is
now converted to a complex sampled signal. The complex arithmetic is used
in FPGA after DDC because it help to identify the negative frequencies.

8.5.3 Polyphase FFT Filter Bank (PFFB)

For efficient performance of the wideband digital system channelisation is very
important. In case of a beamformer it allows to maintain defined goals over a
wide frequency band by treating the channels individually e.g. associating a
unique set of excitation vector with each channel. This channelisation in digital
domain could be achieved by applying N point Discrete Fourier Transform
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Figure 8.16: Nyquist spectrum and the digitally down converted RF spectrum
(shaded)

(DFT) which divides the frequency spectrum in N channels. Fast Fourier
Transform (FFT) algorithm is often used to speed up DFT computations. This
straight forward channelisation suffers from the spectral leakage (poor spectral
isolation). In order to overcome this issue the sampled data was passed through
a polyphase filter bank. That improved the spectral isolation. After that 1024
point FFT was performed over the sampled data. The process is shown in
Figure 8.17.

8.5.4 Beam Summation

The beam summation process is summarised in Figure 8.18. The four arms
represent the digitised data coming from the four array elements. The wn is
the optimised complex multiplier for the nth arm. The complex weights are
determined using the IzBC-PSO. After the optimisation process the excitation
vector (weights) are multiplied to a preselected digitised channel correspond-
ing to a desired frequency. The multiplied digitised signals are then summed
up to form a radiation pattern.



CHAPTER 8. BEAMFORMING SETUP & MEASUREMENTS 200

Figure 8.17: Polyphase filter bank and FFT implementation

Figure 8.18: The beam summation process
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8.5.5 Experimental Setup

The experimental setup is shown in Figure 8.19. Four elements of the BECA
array were connected directly to the Analog to Digital Converters (ADCs) on
the IBOB. The IBOB was interfaced with the desktop PC using a RJ45 cable.
The rotating stage was interfaced with the same desktop PC through a 9 pin
serial port. The rotating stage was controlled in 2o steps. The transmitting
antenna was connected to the signal generator and the signal frequency was
set to 650MHz.

Figure 8.19: Experimental setup used to measure array pattern using the IBOB.

Python script was used to communicate with the FPGA. The code was
used to update the beamforming coefficients in magnitude and phase format.
These coefficients were obtained by the IzBC-PSO algorithm described earlier.
The coefficients were then multiplied by the individual sampled signals before
summation. The complex optimized taper was uploaded using this software
to see the online optimized results.
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8.5.6 Calibration

In a beamformer to achieve correct phase and gain values it is necessary to
compensate for the phase and gain errors in the system. These errors could
be mainly caused by the structural characteristics (manufacturing tolerance) of
the antenna array, environment or the feeding circuitry mismatch. The effect
of all these on the received phase and gain values should be calibrated for the
desired array operation. In this measurement setup there was no analogue
chain involved so only far field calibration was performed [69].

The following calibration procedure is useful for the broadband operation.
To each frequency channel an individual complex weight obtained by this
procedure could be applied.

First, the BECA array was locked in the broadside position and a mono
tune signal of 650MHz was transmitted from the transmitter that impinged the
array at θ = 0o. Then element 1 was chosen as the reference for this calibration
process. The phase of element 2, φ2, was swept for 2π while phase of element
1 was fixed and all other elements were multiplied by zero. The output power
of the DBF was recorded for later comparison. The maximum output power
value and the phase value was recorded as the individual element correction
phase φ′n. This procedure was repeated for element 3 and 4 and the correction
phases were determined. After this for each element except element 1 the phase
correction value e jφ

′

n was uploaded where n = 2, 3, 4 [69].

8.5.7 Results & Discussion

After performing the calibration the IBOB beamformer was ready to use. The
calibration coefficients were uploaded using the Python script running on desk-
top PC as shown in Figure 8.19. The array was swept with calibration coeffi-
cients as the only channel multipliers. The resultant array pattern at 650MHz
is shown in Figure 8.20 and compared with the VNA measured pattern. The
two patterns follow the similar trends with in very small error. The significant
difference of 1.81dB at 42o was observed between the IBOB measured pattern
and the VNA measured pattern sidelobe levels of −10.57dB and −12.38dB re-
spectively.
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Figure 8.20: The array pattern measured using the IBOB is compared with
those obtained by the VNA measurements

8.5.8 Beamforming Taper

In Figure 8.21 the effect on the power pattern measured after applying the
beamforming weights to the IBOB beamfoprmer is shown. The MATLAB
model based on Equation 8.1 was used to determine the expected radiation
pattern for the optimisation purposes. Three sets of the tapers were applied
including −20dB SLL Chebychev, optimized tapers generated by the hybrid
PSO for target −20dB (IzBC-PSO set 1) and the −25dB (IzBC-PSO set 2) SLLs.
The tapers used for this measurement set are given in the Table 8.8. It is
evident from the results shown in Figure 8.21 that the optimised IzBC-PSO
tapers outperformed the conventional Chebychev.

With Chebychev taper the maximum SLL obtained was −13.54dB with 40o

HPBW also the radiation pattern is not symmetric. The −20dB IzBC-PSO taper
resulted in −19.87dB maximum SLL with 34o HPBW and relatively symmetric
pattern. This shows the improvement of 6.33dB over the Chebychev taper. The
Chebychev taper suffered from the coupling and due to the fact that element
separation is less then half wavelength and Chebychev is not optimum. The
significant improvement after applying the optimised taper proves the need
for an optimisation scheme like one proposed in this study to compensate for
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Figure 8.21: The array patterns measured after applying Dolph-Chebychev
−20dB and IzBC-PSO weights to IBOB are compared to the optimised radiation
pattern (patterns are presented after performing offline calibration)

Figure 8.22: The array patterns measured after applying IzBC-PSO weights to
IBOB are compared with the optimised results (patterns are presented after
performing offline calibration)
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Taper Applied
−3dB

Beamwidth
(Deg)

Peak Sidelobe
Level (PSLL)

(dB)
-20dB

Chebychev 40 −13.5

-20dB
IzBC-PSO 34 −19.9

-25dB
IzBC-PSO 34 −24.8

Table 8.7: Minimum sidelobe level (SLL) and beamwidth are compared for the
three sets of taper applied with IBOB and the patterns are shown in Figures
8.21 and 8.22

Number
of Ele-
ment

Chebychev
Taper for −20dB

SLL

PSO Taper for
−20dB SLL

PSO Taper for
−25dB SLL

N Mag Phase
(Deg) Mag Phase

(Deg) Mag Phase
(Deg)

1 0.5761 0 0.7331 0 0.5997 0
2 1 0 0.9630 −19.6066 1 33.3863
3 1 0 1.0000 1.8507 0.9798 52.3855
4 0.5761 0 0.7370 −7.4198 0.3059 52.8267

Table 8.8: Amplitude and phase of the Chebychev & the optimised tapers used
to obtain the target SLL with the IBOB

mutual coupling and other structural non linearity as observed in this case.
The conventional pattern synthesis taper is unable to produce the optimum
results for practical small antenna arrays.

In the second instance the IzBC-PSO was used for the −25dB target SLL.
The resulted power pattern is shown in Figure 8.22. The PSLL observed was
−24.8dB with HPBW of 34o. This proves the ability of the IzBC-PSO to obtain
the low SLL for the given number of elements. The pattern presented in com-
parison was obtained by using the measured element pattern using VNA and
was optimised using IzBC-PSO as discussed in sections 8.3.3 and 8.4 of this
chapter. The significant improvement in SLL is obtained using the proposed
optimised scheme. These results show that the proposed scheme can be im-
plemented with the practical small antenna arrays for the robust beamforming
and lower SLLs.
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8.5.9 Scanned Pattern Synthesis

IzBC-PSO was used to find out the optimised taper to achieve a scanned beam
(θo = 30o) while minimising the PSLL. The MATLAB model based on Equation
8.1 was used to determine the expected radiation pattern for the optimisation
purposes. The PSLL was reduced to −16.5dB for the expected radiation pattern
with HPBW of 34o. The optimised taper is given in Table 8.9. This taper
was applied to IBOB beamformer and the radiation pattern was measured.
The expected and measured radiation patterns are shown in Figure 8.23 and
the results are summarised in Table 8.10. The scan direction was accurately
achieved as expected. The region on left of the mainbeam is taken for PSLL
consideration. The difference between the measured and expected pattern
PSLL was found to be 2dB.

Figure 8.23: Comparison of the scanned array pattern measured by using IBOB
after applying IzBC-PSO generated weights and that predicted by MATLAB
model. (patterns are presented after performing offline calibration)

From these results it can be concluded that IzBC-PSO has offered significant
performance improvement for small antenna array pattern synthesis. The
IBOB was used to measure the radiation pattern with the optimised weights
applied to observe the online effect of optimised taper. It is shown that the
measurements follow the expected results closely and if IzBC-PSO is not used
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Number
of Ele-
ment

PSO Taper for
30o Scaned

beam

N Mag Phase
(Deg)

1 0.8140 0
2 1 99
3 0.6654 170.3
4 0.1986 −127.3

Table 8.9: Amplitude and phase of the scanned optimised tapers used to obtain
the target SLL with the IBOB

Pattern Type
−3dB

Beamwidth
(Deg)

Peak Sidelobe
Level (dB)

Measured 42 −14.6
MATLAB 36 −16.5

Table 8.10: Peak sidelobe level (SLL) and beamwidth are compared for the
three sets of taper applied with IBOB and the patterns are shown in Figure 8.23

the radiation patterns are effected due to mutual coupling and the structural
non linearity.

8.6 Data Acquisition (DAQ) Board

This is completely independent set of hardware that was used for the beam-
forming measurements. This equipment has more bandwidth as compared
to the IBOB. The IBOB based beamformer provides the online beamforming.
Whereas with DAQ offline beamforming was performed. The hardware setup
that includes ADCs, FPGA and 1GHz sample clock was designed by the en-
gineers at Jodrell Bank Observatory [70]. The basic beamforming setup used
with DAQ is shown in Figure 8.24.

The offline beamformer required to use with the DAQ board was designed
by this author. That also includes data processing and analysis tools devel-
opment. The major components of this beamforming setup are summarised
below.
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Figure 8.24: Block diagram of DAQ setup used for measurements

8.6.1 Analogue Chain

With this beamformer analogue chain was connected to each RF channel shown
in Figure 8.27. The block diagram of the single analogue chain used is shown
in Figure 8.25.

The low noise amplifier (LNA) and anti aliasing filter are the essential
components of any RF receiver. The target frequency range for this wideband
beamformer was chosen from 500MHz to 1GHz. All the components used in
the analogue chain were Mini−Circuits® product. The received RF signals were
connected directly to the low noise amplifier (LNA ZX60− 33LN+). This LNA
gives a typical gain of 18.8dB at 1GHz. The amplified signal was then passed
through high and low pass filter to band limit the signal for Nyquist sampling.
The high pass filter (BHP−500+) with pass band from 500Mz−3.2GHz was used.
To keep the signal bandwidth in the required limits a low pass filter (BLP−850+)
was connected immediately after the high pass filter. The analogue chain, once
assembled, was tested individually for each channel.

The measured results are presented in Figure 8.26. The maximum signif-
icant difference among the chain gains observed was 0.93dB at 630MHz. The
maximum gain obtained was 16.03dB at 588MHz. The maximum and minimum
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Figure 8.25: Block diagram of the single analogue chain
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Figure 8.26: The frequency response of the analogue chains
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measured −3dB bandwidths were 315MHz and 302MHz ranging from 561MHz
to 876MHz and 563MHz to 865MHz for chain 1 and chain 2 respectively.

Figure 8.27: Analogue chain used with the DAQ setup

8.6.2 Sampling

As a result of the anti-aliasing filter the input RF signal was bandlimited to
500MHz in the upper Nyquist band. This was necessary because the sampling
clock was 1GHz and the operational frequencies range from 500MHz to 1GHz.
According to the Nyquist sampling theorem the signal to be sampled should
be bandlimited to half of the sampling frequency to avoid aliasing.

8.6.3 Data Transfer

The sampled and recorded data was transferred from the FPGA (Xilinx Virtex-5
XC5VLX110T) to the desktop machine. Here the FPGA was used to buffer the
high rate ADC (ADC08D1500) data. A buffer size of 4KB was chosen. The data
was read and saved on desktop PC as hexadecimal data files. For a single set
of measurement there were 4096 samples (4KB) each of 8 bits for each channel.
This hexadecimal data was converted to decimal values using MATLAB based
code.
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Figure 8.28: Analogue chain connected to the antennas on one end and the
DAQ on the other end

8.6.4 Data Processing & Analysis

The time domain sampled data at four channels is shown in Figures 8.29(a) and
8.29(b) for a single test measurement instance. A set of four test measurements
was obtained using the setup shown in Figure 8.30.

(a) Channel 1 and Channel 2 (b) Channel 3 and Channel 4

Figure 8.29: Sampled data at 750MHz

The measurements were performed at five frequency values 550MHz, 745MHz,
750MHz, 755MHz and 950MHz. Discrete Fourier Transform (DFT) was applied
directly to the sampled data of each channel. For DFT calculations the Fast
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Figure 8.30: Hardware setup for the test measurements

Fourier Transform (FFT) algorithm was used on the full data set of 4096 values.
The resultant 4096 point FFT on four channels, shown in Figures 8.31 & 8.32,
gives a resolution of 122.1KHz over 500MHz bandwidth. The possible error
with this resolution for each RF frequency measured is negligible.

Since for this experiment a narrow-band signal was used therefore there
was no need to apply any sort of filter bank to isolate the frequency bins. The
target FFT spectrum bin was the one with maximum power. Because of the
good frequency resolution the target bin frequency and the frequency of the RF
signal were aligned within some error. Since the percentage error is tolerable
for this experiment therefore no bin alignment technique was implemented.

MATLAB based codes were developed as the part of this research work to
process and analyse the data.

8.6.5 Software Beamforming

The block diagram of the complete offline software beamforming system, de-
veloped as a part of this research study, is shown in the Figure 8.33.

In order to measure the full array radiation pattern all four channels were
connected to the four elements of the array under test (AUT) as shown in Figure
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Figure 8.31: Fast Fourier Transform Spectrum at 750MHz

Figure 8.32: Fast Fourier Transform Spectrum at 750MHz for a single look
direction
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Figure 8.33: The offline beamformer programmed in MATLAB

8.24. The array was rotated along θ (−90o to 90o) in steps of 2o resulting in 91
measurements. The block diagram Figure 8.33 represents the beamforming
operation once the data is collected for all 91 measurements. The basic digital
signal processing applied to this data is the same as explained in the section
8.6.4 for test data. After the bin selection the corresponding FFT complex
voltage (V = Re + j ∗ Img) is used to find the radiation pattern for the array as
shown in Figure 8.33 after adding all the four channels. The phase information
is extracted from the VNA measured element pattern for each element. The
VNA measurements were performed at the same look directions as that for
the DAQ board. The complete radiation pattern is obtained by multiplying the
power data obtained by the DAQ board sampling to the phase term obtained by
the VNA at the same frequency.The Figure 8.33 only show the single channel in
dark line as active. The dashed lines are represented that for the other channels
same process implied. The mathematical expression representing the complex
voltage received to each channel at each look direction is given by;

Vn(θq) = V
′

n(θq)e jφq
n (8.2)

Where q = 1, 2, 3, ...91, Vn(θq) is the complex voltage value at each qth look
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direction for each nth channel, V′

n(θq) is the voltage amplitude value obtained
from the DAQ board data at each look direction q for the nth channel and φq

n

is the corresponding phase value obtained by the VNA. The total pattern for
nth channel would be given by a data array Vn(θ) = [Vn(θ1),Vn(θ2), ...,Vn(θ91)].
The antenna array radiation pattern (RP) is given by;

RP(θ) =

4∑
n=1

wn ∗ Vn(θ) (8.3)

Where wn is the optimized complex weight multiplier for the nth channel.
The complex weights were determined by using the IzBC-PSO algorithm as
shown in the Figure 8.33. The individual element (channel) power patterns
were fed to the optimiser and total radiation pattern was obtained by applying
Equation 8.3. The optimiser then computed for the best solution for the given
pattern synthesis goals and produced a set of optimized weights. These weights
were multiplied by the individual element (channel) pattern and then summed
as shown in Figure 8.33.

In a modified version of the this software digital beamformer the voltages
received at only θ = 0 for each channel are measured. These voltages are
fixed and the digital sweep is applied to find the predicted radiation pattern
(PRP) without physically scanning the array. It is equivalent to fix the physical
array structure in one direction say broadside or θ = 0 and applying the
progressive phase sweep for −90 ≤ θ ≤ 90 to the elements. This does not give
the actual radiation pattern but it allows to predict the correct scan direction,
the target null position and the sidelobe level. It does not require the physical
stage rotation and no delays are involved required to measure the individual
element patterns yet a feedback is established for the optimisation predictions.
The mathematical model is given expression is;

PRP(θ) =

4∑
n=1

wn(θ) ∗ Vn(0o) (8.4)

Where wn(θ) = ane− jkd(n−1) sinθ. The beamforming results are presented in the
next section.
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8.6.6 Results & Discussion

The digital beamforming system based on DAQ is described in chapter 8. The
offline beamformer developed as a part of this research work is based on the
DAQ measurements. The measurement setup is described below.

8.6.7 DAQ Setup & Processing

BECA array was connected to the analogue chain and each element was con-
nected to the amplifier first as depicted in Figure 8.24. To find the full array
radiation pattern all four elements were connected to the DAQ board through
analogue chain. The RF signal received at each channel was recorded for the
offline processing and no coefficient multiplications were performed at this
stage. The recorded data is then processed to find the element patterns. These
patterns were then integrated to the IzBC-PSO scheme to run the optimisation
process. The optimised weights were then used as the beamforming multiply-
ing coefficients.

In this study offline beamforming is used to predict the full array radiation
pattern with only one set of measurement as described in section 8.6.5. This is
the measure of voltage received at all four channels when the array is physically
directing to the transmitter. With this single set of measurement the predicted
radiation pattern (PRP) is determined by using Equation 8.4. This PRP is then
used as a feedback for the IzBC-PSO scheme which enables effective reduction
of SLL, scanned direction and the pattern null placements as shown below.

8.6.8 Sidelobe Level Reduction

The goal in this section is to produce the radiation patterns with reduced SLL
using IzBC-PSO in conjunction with PRP. As a starting point both the PRP and
the full array radiation patterns are shown in Figure 8.34 both excited with
uniform taper. The full array radiation pattern is obtained by multiplying the
excitation weight vector to each channel as shown in Figure 8.33 once the DAQ
has finished data recording for a complete 180o sweep. The radiation patterns
are compared with the MATLAB expected patterns. The MATLAB expected
patterns are based on the element patterns that are measured using the VNA
as described in section 8.3.2.
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Figure 8.34: Array patterns compared, obtained at 750MHz for uniform taper

The DAQ measured pattern and the MATLAB expected pattern follow the
general trend although the two patterns are not exactly the same. The pre-
dicted pattern has different SLL and it is not expected that predicted radiation
pattern would follow the DAQ measured pattern. This pattern is used for mere
comparison and to simplify the optimisation requirement of knowing the full
element pattern in order to synthesise an optimum array pattern. This idea is
used successfully in this study as shown in Figure 8.35.

The proposed optimisation scheme is run to obtain a radiation pattern with
target SLL of −20dB. The difference between this problem scenario and the
other scenarios presented in chapter 5 and earlier in sections 8.4 and 8.5.8 of
this chapter is that in this case only PRP is used instead of full radiation pattern.
It is shown that the PRP reflected the SLL property desired in the radiation
pattern. The DAQ measured radiation pattern has a PSLL of −21dB. This
result is not accurate compared to those already presented in earlier sections
due to the simplification of the array model involved here. This shows that
PRP can be used as an indication for the problem objective while performing
the optimisation using the proposed scheme, IzBC-PSO.
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Figure 8.35: Array patterns compared, obtained at 750MHz for −20dB SLL

8.6.9 Array Scanning

This section concerns with the investigation of predicting the array scanning
behaviour with accurate scan direction and reduced SLL. The optimisation goal
was set to obtain a radiation pattern with main beam scanned to θo = 30o while
having reduced SLL for the target HPBW of 32o. This objective is implemented
on the simplified array model (PRP) and the resulted excitation taper is then
applied to the DAQ measured data to obtain the full array radiation pattern.

It is evident from Figure 8.36 that the target scan direction is achieved
as predicted. The PSLL is reduced to −15.3dB compared to the measured
radiation pattern obtained with the linear progressive phase taper. This shows
a significant improvement of 3dB. It is observed that SLL topology is not
accurately predicted, however, the main beam scan direction is accurate as
both excitation amplitude and phase are determined by using IzBC-PSO.

8.6.10 Null Pattern Synthesis

An important application of the antenna arrays is to mitigate the interference
from a known direction. This objective is achieved by placing a null in the di-
rection of interfering source. BECA array with the DAQ digital beamforming
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Figure 8.36: Array patterns compared, obtained at 750MHz for mainbeam
scanned to θo = 30o

setup is used to demonstrate this ability. The multi objective fitness function
used for this problem considers the null depth in a target direction, scan di-
rection and SLL reduction. The optimisation procedure described in earlier
chapters. The only difference in the optimisation model here is the use of PRP
to predict the correct null and scan direction. The target null depth was set
to −40dB at θ = 50o and the mainlobe was required to scan to θ = −30o. The
results are given in Figure 8.37 comparing the PRP and the measured results.

It is shown that the scan direction of the mainbeam and null direction were
correctly predicted. The null depth of the measured was found to be −25.8dB
opposed to predicted 40dB. The SLL are found below −15dB.

It is shown through these test cases that this simplified optimisation model
based on a single broadside measurement can be used to predict important
pattern characteristics such as scan direction and null placement direction. The
radiation power magnitude prediction is, however, not accurate. It is shown
that IzBC-PSO has significant performance advantages for the small phased
array considered in this study while used with the simplified array model.
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Figure 8.37: Array patterns compared, obtained at 750MHz for null at θ = 50o

and main beam scanned to θ = −30o

8.7 Chapter Summary

The important results of this chapter are:

• The experimental setup used for the measurements including the digital
beamformers is described and depicted in (§8.3, 8.5, 8.6);

• The measured element patterns are presented for BECA array of four
elements and it is shown that the asymmetric behaviour is not due to
the electromagnetic environment but due to the array structure (section
8.3.2);

• A MATLAB based array model is developed that uses measured element
patterns to find the expected full array radiation pattern and it is shown
that this expected pattern is in close agreement with the measured full
array radiation pattern (section 8.3.3);

• Radiation pattern synthesis is performed on the MATLAB based array
model and results are presented for broadside, scanned and null place-
ments, demonstrating the significant advantage of using IzBC-PSO over
conventional method (section 8.4);
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• The array radiation pattern measurements with IBOB digital beamformer
are presented to show that the proposed optimisation scheme is capable
of online radiation pattern improvement for small antenna array (section
8.5.7);

• IzBC-PSO has shown significant improvements to the radiation patterns
measured online for the broadside and also when the main beam is
scanned (section 8.5.8);

• Offline beamforming setup based on DAQ board is used to develop a
simplified array model to predict the radiation pattern characteristics
(section 8.6.7);

• IzBC-PSO is successfully used with the simplified array model to obtain
the optimised array behaviour for reduced SLL, scanned array and for
interference jammer applications (sections 8.6.8-8.6.10)



Chapter 9

Conclusion & Future Work

This chapter is intended to present a brief summary of the research work
presented in this thesis followed by the conclusions and possible future work
avenues.

9.1 Summary of Work

The performance of phased arrays is sensitive to many factors including el-
ement type, element separation, array configuration, frequency of operation,
bandwidth etc. In this thesis, these factors are modelled as the mutual cou-
pling matrix and active element patterns and it is shown that the radiation
performance is significantly degraded for various examples. It is necessary to
mitigate the effect of these factors to obtain target radiation performance of an
antenna array, this need is highlighted in chapters 5,6,7 and 8. The optimisa-
tion scheme, IzBC-PSO, proposed in this thesis to mitigate the effect of above
mentioned factors is based on the intelligently defined solution space and the
PSO. The narrow band pencil beam patterns are considered in chapter 5 and
it is shown that for high resolution low gain scanning antenna arrays, in the
presence of mutual coupling, a compensation is essential. The same chapter
addresses the limitations of the scanning difference pattern array and the ad-
vantage of using the preferred solution is highlighted. A monopulse array is
presented in chapter 5 with target sum and difference patterns obtained by
phase only modification. In cellular communication systems the sector beams
are widely used. In chapter 6 the linear array is considered for its application

222
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as sector beam array in the presence of mutual coupling. The resultant radia-
tion pattern has unacceptable ripple and HPBW, which is contained within the
defined mask by using the IzBC-PSO. A wideband excitation taper for optimal
performance of PSLL bandwidth is determined using the proposed optimisa-
tion scheme presented in chapter 7. When main beam scans away from the
broadside mutual coupling has significant on the radiation performance and
an excitation taper is proposed to improve the PSLL bandwidth.

Convergence and consistency of the IzBC-PSO is tested by comparing it with
UoM-PSO and GA based optimisers. The IzBC-PSO has better convergence for
all the example problems considered in this thesis. In some cases GA has
performed well to produce a single instance of good convergence out of 10
trails but it has poor consistency. The UoM-PSO performed better compared to
GA in terms of consistency and convergence but it could not beat the IzBC-PSO.
The proposed technique has limitations as its fast convergence and consistency
is due to the intelligently defined solution space. It is the Scehlkunoff’s unit
circle approach that enabled to define such boundary conditions, as this z-space
transformation of the array factor can not be used directly for aperiodic arrays
or non linear arrays. Also in case of large antenna arrays due to large number
of unknowns involved obtaining better convergence and consistency would be
a challenge. This issue is addressed in future work section.

9.2 Conclusion

This thesis investigates the performance improvement to the radiation pat-
terns of small linear periodic phased arrays offered by a single optimisation
scheme, for a range of pattern synthesis problems. The proposed optimisa-
tion scheme, IzBC-PSO, is based on the Particle Swarm Optimiser [21, 22, 27]
and Schelkunoff’s [23] unit circle approach. It is shown that the proposed
optimisation scheme is capable of achieving the radiation pattern objectives
in the presence of mutual coupling for a sum pattern while the mainbeam is
at broadside. If no mutual coupling mitigation is applied then the radiation
performance is reduced in terms of gain and SLL. The optimisation scheme is
capable of simultaneously mitigating the effects of mutual coupling and nat-
ural mainbeam broadening while the sum pattern mainbeam is scanned. It is
shown that the gain, reduced SLL and other performance metrics have been
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improved significantly for sum patterns presented. An improvement of 2dB
in PSLL for a reduced HPBW of 55o (compared to 73o) for scanned array is
recorded. In case of difference pattern it is shown that the IzBC-PSO has effec-
tively improved the difference pattern slope and SLL in the presence of mutual
coupling. A significant degradation in the SLL and the difference pattern twin
beam while scanned in the presence of mutual coupling is well known. The
PSLL is improved by 6.6dB and the difference pattern slope has increased by
4.8 compared to the uncompensated radiation pattern when IzBC-PSO is used.
It is shown that the desired array performance is obtained in the presence of
mutual coupling and with small array length (d = 0.4λ). The proposed optimi-
sation scheme has shown to achieve a simplified feed for a monopulse array
by using a simple 180o phase only change in the weights, while meeting the ra-
diation pattern objectives. The sum pattern is obtained with the target average
SLL of −20dB while the difference pattern PSLL is maintained at −15dB with
the main pattern null depth of −40dB (chapter 5).

Convergence performance comparisons have shown that the preferred
scheme, IzBC-PSO, is faster, consistent and more accurate then its variant
(UoM-PSO) and GA. Therefore IzBC-PSO technique should be preferred over
the competitive techniques for these pattern synthesis problems. It is impor-
tant to note that the intelligently defined boundaries result in over 30% faster
convergence in all cases considered. The issues related to the sampling of
the continuous tapers (Taylor, Bayliss, Woodward) have also been resolved by
using the preferred scheme (chapter 5).

The IzBC-PSO is also used for sector beam synthesis. The limitations of
the Woodward Lawson technique have been overcome by using the preferred
technique. Significant pattern improvements are shown with the isotropic and
non-isotropic arrays for both broadside and scanned beam situations. In case
of isotropic array the main beam ripples are reduced from −3dB (Woodward
Lawson Method) to target ripple value of −1dB and the mainbeam is contained
in the defined mask by using IzBC-PSO. The target masks are met as close
as possible in case of mutually coupled array. The significant beamwidth
reduction is shown while the main beam is scanned (chapter 6).

The wideband array performance has improved by using the optimisation
schemes UoM-PSO and IzBC-PSO. The frequency sensitivity of HPBW is ad-
dressed over a band of frequencies. The optimum solution obtained using
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IzBC-PSO results in high resolution beam with reduced SLL. The HPBW is
maintained at 13.5o over a band of frequencies from 0.6GHz to 1.0GHz (chapter
7).

Improvements have shown in the PSLL bandwidth performance if the pro-
posed optimisation scheme is used, while the mainbeam is at broadside and
also when it is scanned. It is important to note that only one set of optimised
excitation taper is required to maintain the PSLL under the tolerance level for
wideband operation. For a broadside scan the PSLL has improved over 3dB
for a fractional bandwidth of 80% by using the proposed solution. The effect of
mutual coupling becomes severe with the scanning and resulted in higher SLL.
The PSLL bandwidth performance is improved with a single optimised exci-
tation taper obtained after re-optimisation for the scanned beam. It is evident
if no mitigation is applied the PSLL bandwidth performance is unacceptable
for both scenarios considered. The use of IzBC-PSO has improved the PSLL by
10dB over a 59% fractional bandwidth (chapter 7).

An important point is that the improved radiation performance is obtained
with small arrays for a wide range of pattern synthesis problems by using a
single optimisation scheme. No parameter changes are applied to the basic al-
gorithm or to the problem model. Each different problem scenario is translated
in terms of a fitness function that is used to determine the performance. The
multi objective problems dealt in this thesis are solved as single objective prob-
lems with carefully selected weighting (contributing) multipliers. It is not the
objective of this thesis to find the best possible solution for a given problem. The
goal is to achieve a solution within some acceptable error for reduced number
of fitness function evaluations by using a single optimisation scheme that can
be applied to all problems presented here. The proposed scheme, IzBC-PSO,
fulfils these requirements. It has produced better results with consistency and
require less fitness function evaluations as compared to UoM-PSO and GA.

The farfield array radiation pattern measurements are performed to test
the proposed scheme for its application in real digital beamforming system.
To perform these measurements online and offline digital beamforming se-
tups are used. The results have proven the effectiveness of this technique in
the presence of mutual coupling and asymmetric array behaviour. A signifi-
cant improvement of 6dB in PSLL over uncompensated Dolph-Chebychev is
observed if IzBC-PSO is used for any array with d = 0.37λ (closely packed



CHAPTER 9. CONCLUSION & FUTURE WORK 226

array). Therefore it is necessary to use the proposed optimisation scheme to
obtain a target optimum performance with a small array (in terms of number
of elements and array length).

9.3 Future Work

There are a number of applications to which this proposed optimisation scheme
can be extended. A well known problem that hinders the application of power-
ful heuristic optimisation techniques to the large antenna arrays is the number
of variables involved. The IzBC-PSO presented for small antenna arrays in this
thesis can be applied to large arrays using the concept of sub-arrays.

An interesting topic would be to study the radiation pattern performance of
the antenna arrays consisting of non-identical elements. Due to the implemen-
tation nature of this technique it can be extended directly to solve the pattern
synthesis problems associated with these arrays.

Another logical step forward is the extension of the optimisation scheme
to periodic planar array geometry. In case of planar arrays the antenna el-
ements have strong mutual coupling which would limit the performance of
conventional pattern synthesis techniques. Therefore, it would be of interest
to observe the performance improvements in planar arrays in the presence of
mutual coupling and asymmetric array behaviour.

In case of real systems accumulated errors in measuring equipment or
other digital errors may degrade the array radiation performance. It would
be of interest to improvement the array radiation performance in the presence
of noise. Due to the random nature of the noisy environment, conventional
optimisation schemes would fail. Since the proposed optimisation scheme is
based on a heuristic algorithm therefore it would have an advantage under
such conditions.

For improved bandwidth performance and to avoid natural limitations of
wideband phased arrays, including beam squinting etc, time delay arrays are
used. Therefore, it would also be of interest to model an optimisation scheme
for time domain arrays.

It is also of the author’s interest to study the possible modifications required
for effective implementation of the proposed scheme with active arrays. This
would provide the advantages of calibration and better radiation performance.
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Appendix I 
 

Taylor n
−

 Line-Source 
 
The space factor defined by Taylor is given as [3, chapter 7]; 
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The null locations can be found as; 
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The normalised line-source distribution, which yields the desired pattern, is given 
by 
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Appendix II 
 
Dolph-Chebychev Array 
 
The excitation coefficients for the Dolph-Chenychev array are determined by 
using the following mathematical equations [3, chapter 6]; 
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R is the voltage ratio between the main lobe and the minor lobe.  
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Appendix III 
 
Genetic Algorithm 
 
Genetic algorithm works on the concept of survival of the fittest Darwinian 
Theory.  It involves all major steps that are suggested by the Theory to evolve 
from one generation to the next. The flowchart for the Genetic algorithm is given 
as; 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure C.1: Flowchart of the typically used Genetic Algorithm (GA) 
 
The GA can be summarised in the following major steps [27-28]. 

Create Initial Random Population 

Evaluate Fitness of Each Individual 

Select Two Best Individuals 
based on Fitness 

Produce Two Children by 
Performing Crossover 

Perform Mutation 

Evaluate Fitness Function of 
Each Individual 

Keep Best Individual  

Finished 

Yes 

No 
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C.1: Population Initialisation 

This step involves with the setting a starting point for the algorithm. 

Generally random values are assigned to the individuals in a given 

population set. 

 

C.2: Evaluate Fitness Function 

The optimisation problems are translated form the problem space to the 

optimiser in the form of fitness function. Fitness function may consist of 

multiple terms each representing a constraint or an optimisation objective.  

These terms of fitness function are evaluated to judge the ‘goodness’ of a 

proposed solution. 

 

C.3 Selection Process 

This process depends on the performance of the individuals in terms of their 

fitness function evaluations. The best parents are selected on the basis of 

their respective fitness scores. 

 

C.4 Reproduction 

This step involves creating children for best parents from the previous 

generation.  It works on the idea that stronger parents will lead to stronger 

children. 

 

C.5 Mutation 

This process involves some random modifications in the individuals which 

provide genetic diversity and enables the search for solution in broader 

space. 

 

C.6 Crossover 

Crossover combines the two individuals to make a new individual for the 

next generation. 
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