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Abstract

The University of Manchester
Ben Spencer
Doctor of Philosophy
Pump-Probe Spectroscopy of Photovoltaic Materials
April 2011

The study of photovoltaic materials is important so as to develop new solar
energy technologies: in particular, quantum-confined semiconductors could offer
increased quantum efficiencies at a much lower manufacture cost. This thesis
contains results from a number of pump-probe experiments designed to probe the
carrier dynamics in bulk and quantum-confined photovoltaics.

A THz time-domain spectrometer was designed, built and commissioned. The
THz refractive indices and absorption coefficients of toluene and hexane were
determined, and the spectrometer was benchmarked using a photoexcited GaAs
wafer. Results are presented of time-resolved THz spectroscopy of photoexcited
bulk InP as a function of laser excitation wavelength. These data were used to
extract the quantum efficiency of bulk InP in order to compare with recent re-
sults for InP quantum dots. The quantum efficiency in quantum dots increases
when the incident photon energy is at least twice the band gap energy, whereas
the efficiency of the bulk material is found to decrease. This is because of surface
recombination, and these measurements therefore verify the potential superiority
of quantum dot materials over bulk materials for use in solar energy applications.
Initial measurements of quantum dots using THz spectroscopy highlighted the
various experimental challenges involved and the upgrades required to study such
samples in the future.

The time-dependence of the photoinduced surface photovoltage (SPV) in Si
was studied on nanosecond timescales by synchronizing an ultrafast laser sys-
tem to a synchrotron radiation source (the SRS at Daresbury, UK), and measuring
the resulting shift in the photoelectron spectrum. The equilibrium band bending
was determined, and the decay of the SPV was attributed to the recombination of
charge carriers across the band gap.

Results are presented for the SPV in bulk ZnO and for PbS quantum dots
chemically attached to ZnO. The fact that the PbS quantum dots were chemically
attached to the surface without becoming oxidized was verified using X-ray pho-
toelectron spectroscopy (XPS). The changes caused by photoexcitation occur on
much longer timescales in ZnO than Si (sub-milliseconds rather than nanosec-
onds), and these timescales were conveniently accessed using the time-resolved
XPS facility at the TEMPO beamline at Synchrotron SOLEIL (Paris, France). This
is due to oxygen adsorption and desorption processes at the ZnO surface affect-
ing the transfer of charge carriers. The addition of PbS quantum dots to the ZnO
surface was found to increase the speed of this charge transfer due to injection of
carriers directly from the PbS quantum dot to the bulk ZnO conduction band.
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Chapter 1

Introduction.

We are currently in a global energy crisis. The current consumption of energy
worldwide per year is estimated to be 14 TW, and is set to double by the year
2050. As the amount of available fossil fuels dwindles, there is a large effort being
made into the research and development of sustainable, clean energy sources. The
amount of energy incident upon the Earth from solar radiation is approximately
120,000 TW per year; the amount of energy incident on the Earth in one hour is
equivalent to the worldwide consumption in a year. Clearly solar power is a vastly
underexploited source of renewable energy [1].

Absorption of a photon (photoexcitation) leads to the generation of charge car-
riers in semiconductors, namely electrons promoted into the conduction band and
positively-charged holes in the valence band. An electron and hole can be bound
as an exciton, which is analogous to a hydrogen atom. Solar energy cells tradition-
ally contain a p-type material which is used for the extraction of holes at a cathode
and an n-type material which is used for electron extraction at an anode. This al-
lows for current to flow and thus electricity is generated. The efficiency of a solar
cell is defined as the percentage of electrons collected compared to the number of
photons absorbed.

Highly efficient, commercially available silicon solar energy cells are not a vi-
able option for the mass production of solar power because of their cost (the silicon
is grown to obtain an extremely high level of purity). Instead, a number of alter-
native approaches have been proposed [2]. These include thin film solar cells [3],
photochemical dye sensitised solar cells [4], organic polymer, and multijunction
devices [5, 6, 7]. The latter currently holds a world-record solar cell efficiency of
41.3 ± 2.5 %. The efficiencies of these different cells are listed in table (1.1) [8].

Crystalline solar cells are 1st-generation solar cells with good efficiencies at rel-
atively high costs. 2nd-generation solar cells include thin-film and dye sensitised
solar cells which have lower efficiencies than crystalline cells, but which also have
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1. Introduction.

Material Solar cell type Efficiency (%) Reference
Si Crystalline 24.7 ± 0.5 [9]

GaAs Crystalline 26.4 ± 0.8 [8]
InP Crystalline 22.1 ± 0.7 [10]

CuInGaSe2 Thin film 19.9 ± 0.6 [11]
CdTe Thin film 16.7 ± 0.5 [12]

Dye sensitised 10.4 ± 0.3 [13]
Organic polymer 3.0 ± 0.1 [8]

GaInP/GaAs Multijunction 30.3 [5]
GaInP/GaInAs/Ge Multijunction 35.8 ± 1.5 [6]

InGaP/GaAs/InGaAs Multijunction 41.3 ± 2.5 [7]

Table 1.1: Solar cell efficiencies measured under the global AM1.5 solar spectrum
at 25 ◦C, adapted from [8].

a greatly reduced fabrication cost. As such it is these types of solar cells that
will probably have the largest market share of the domestic solar cell market in
the near-future, especially because these thin-film solar cells can be engineered
into ‘rolls’ of solar cell that can easily be attached to any surface. 3rd-generation
solar cells are designed to achieve high efficiencies at low costs, and include or-
ganic polymer and multijunction cells as well as novel solar cells where the light-
harvesting elements are semiconductor nanoparticles [14]. These nanoparticles are
quantum-confined in three dimensions, and so are often referred to as quantum
dots. The processes involved in manufacturing quantum dots can easily effect the
size of the quantum dots which in turn affects the absorption energy. Therefore
quantum dots can be specifically tailored to absorb the optimum wavelengths of
the solar spectrum [14]. 3rd-generation solar cells are the focus of current solar cell
research, which also includes novel hybrid solar cell models combining organic
and inorganic components.

Nanoparticles may also benefit from an efficiency increase caused by the pro-
cess of carrier multiplication, speculated to be enhanced by the quantum confine-
ment of such structures [15]. Carrier multiplication occurs when a highly photoex-
cited carrier, created upon the absorption of a photon with energy greater than
twice the band gap energy, generates another pair of charge carriers. The energy
in excess of the band gap is transferred to promote another electron across the
band gap, effectively multiplying the number of carriers generated by one pho-
ton. This excess energy is often lost as heat when carriers relax to the band edge
non-radiatively. It is currently unclear whether or not quantum confinement en-
hances the amount of carrier multiplication, and thus it is important to compare
the quantum efficiencies of bulk materials to quantum dot counterparts [16, 17].
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1. Introduction.

Indium phosphide (InP) is currently a material of particular interest, because
carrier multiplication has recently been shown to occur in InP quantum dots [18].
Moreover, InP is non-toxic compared to other commonly-used quantum dots that
often include lead or cadmium. However, measurements of the carrier multiplica-
tion quantum yields in bulk InP have yet to be made, and so it is unclear whether
the quantum yields observed in InP quantum dots are due to quantum confine-
ment.

It is crucially important that the charge carrier dynamics in bulk and nanopar-
ticulate photovoltaics is fully understood and characterised in order to optimise
the design of solar cells based upon them. Carrier dynamics are measured using
pump-probe techniques. A laser pump beam is used to photoexcite a sample by
promoting electrons across the band gap and into the conduction band, analogous
to solar radiation being absorbed by a solar cell. The properties of the sample are
then measured after photoexcitation using a probe beam which does not alter the
state of the sample. The evolution of the photoexcited sample over time is then
measured by varying the delay time, τ, between the pump and probe beams as
shown in figure (1.1).

Figure 1.1: The pump-probe technique. A pump beam photoexcites the sample
creating charge carriers (electrons, filled circles, and holes, empty circles), which
are then probed at a delay time of τ. The probe beam does not alter the state of
the system.

Two types of probe beam are used in the work presented in this thesis: a highly
energetic X-ray probe beam frees electrons from the sample (the photoelectric ef-
fect). The detection technique is then X-Ray Photoelectron Spectroscopy (XPS) [19].
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1. Introduction.

Another probe beam used is a terahertz (THz) beam generated and detected by
optical rectification and electro-optic sampling in nonlinear optical crystals [20].
THz radiation is absorbed by a material depending on the concentration of free
carriers, and the absorption of THz radiation can be used to extract the frequency-
dependent, complex photoconductivity of a sample [16].

Time-resolved spectroscopy using THz radiation (the spectral region in between
the infrared and microwave regions) is a relatively new spectroscopic technique.
Historically there have been difficulties in both the generation and detection of
THz radiation [21]. Time-resolved THz spectroscopy also requires ultrafast laser
pulses that are another relatively new technological advance [22, 20]. Radiation
over a frequency range of 0.1 - 2 THz have energies between approximately 0.4
and 8 meV, and are absorbed by phonon modes (lattice vibrations). When a semi-
conductor is photoexcited, a plasma of free carriers is created which also absorbs
the THz radiation [23]. THz radiation is therefore an ideal probe of carrier dynam-
ics in semiconductors.

Time-resolved THz spectroscopy can be used as a non-contact probe of the
photoconductivity of a material over picosecond timescales. Previous measure-
ments of photoconductivity have involved attaching electrodes to a sample, where
measurements are perturbed by the large distances carriers travel before being
detected [16]. THz spectroscopy instead allows an ultrafast measurement of pho-
toconductivity, as well as a means of measuring photoconductivity in samples
where attaching electrodes is impossible, such as in nanoparticles [24, 25, 26, 27].
THz spectroscopy has many other applications, including the use in security (it is
non-ionizing and can detect metallic objects underneath clothing), spectroscopy of
drug and explosive detection, and art conservation [28, 29, 30].

Another important aspect involved in the physics of photovoltaics is the charge
carrier dynamics at the interfaces in a p-n junction (the interface between the p and
n-type semiconductor materials) of a solar cell. These dynamics can be studied
using laser-pump X-ray-probe spectroscopy, where the X-ray probe can be gen-
erated by a synchrotron. Ultrafast laser pulses are synchronized to an external
synchrotron radiation source, where the pump-probe delay time can be controlled
[31, 32, 33, 34, 35]. This allows the photoinduced change in the band bending at
semiconductor interfaces, the surface photovoltage (SPV), to be investigated.

In chapter 2 of this thesis the free and nearly-free models of electrons in a
crystal are described before the properties of bulk semiconductors and excitons
within them are discussed. Banding bending at semiconductor surfaces is then in-
troduced before a description of the p-n junction of a traditional solar cell. Finally,
the effects of quantum confinement on the properties of semiconductors are intro-
duced as well the use of THz radiation in photoconductivity measurements. The
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1. Introduction.

experimental chapter firstly outlines the ultrafast laser system that was used both
for laser-pump X-ray-probe measurements at Daresbury Laboratory (UK) as well
as for time-resolved THz spectroscopy. The laser-pump X-ray-probe experiments
are introduced, including a description of X-ray Photoelectron Spectroscopy (XPS).
The synchronization of the laser system to the Synchrotron Radiation Source (SRS)
at Daresbury Laboratory for these measurements, as well as the use of a continu-
ous wave (CW) laser for pump-probe experiments at Synchrotron SOLEIL, Paris,
France are described. The time-resolved THz spectrometer that has been designed,
built and commissioned during this project is then described and the experimental
challenges involved in this pump-probe technique are addressed.

Chapter 4 gives results obtained using the time-resolved THz spectrometer.
Measurements of quartz, organic solvents and a GaAs wafer were made to bench-
mark the technique. Photoconductivity measurements of bulk InP are then de-
scribed, and the quantum efficiency over a range of pump photon energies is
extracted to compare to recent results from InP quantum dots. Finally, THz ab-
sorption measurements of colloidal InP quantum dots suspended in hexane are
described. Chapter 5 details measurements of the photoinduced SPV in bulk Si,
ZnO, and of PbS quantum dots chemically attached to ZnO. The PbS/ZnO sys-
tem is studied because it forms the basis of a model for a 3rd-generation hybrid
solar cell where PbS quantum dots are used for light harvesting and electrons are
transferred to ZnO nanorods (holes are transported in a p-type organic conductor).
Bulk Si and ZnO experiments were carried out at the SRS, and the photoinduced
SPV in bulk ZnO was also measured at Synchrotron SOLEIL before PbS quantum
dots were attached. Finally, a Conclusions chapter outlines the main findings of
this thesis as well as providing suggestions for the next steps in the THz and SPV
studies.
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Chapter 2

Theory.

This chapter starts from a description of electrons in a crystal before expanding
to the properties of bulk semiconductors and bound electron-hole pairs (excitons)
within semiconductors. This leads on to a description of the physics involved in a
photovoltaic cell; the changing properties of semiconductors as they are quantum
confined with a view to their applications in novel photovoltaic cells; and finally to
how terahertz (THz) radiation interacts with matter and to how it can be utilized
to study such materials.

2.1 Electrons in a crystal

The classical properties of particles such as position and momentum become of
little use on the atomic, quantum scale. Heisenberg explained this with the uncer-
tainty principle:

∆x∆p ≥ h̄

2
, (2.1)

where x is position, p is momentum and h̄ is the reduced Planck constant (h/2π). If
the position of the particle is well known, its momentum cannot be as well known.
To describe the particle on quantum scales this information is instead described
by a wave function, Ψ, which describes the probability of the particle being in a
certain state, α:

Pα(x, y, z, t) = |Ψα(x, y, z, t)|2. (2.2)

It is this probability function which connects the quantum and observable worlds.
The wave function must therefore adhere to the normalization condition:

∫ +∞

−∞
|Ψ(x, y, z, t)|2 dxdydzdt = 1, (2.3)
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2.1. Electrons in a crystal

in that it must be in some state, and thus the trivial solution Ψ = 0 cannot represent
a particle [36].

Newton’s 2nd law of classical mechanics states

m

(

∂2x

∂t2 +
∂2y

∂t2 +
∂2z

∂t2

)

= −
(

∂V

∂x
+

∂V

∂y
+

∂V

∂z

)

, (2.4)

where V is a potential energy function, and is here presumed to be independent
of time. The analogous equation on the quantum scale is given by the Schrödinger
equation for Ψ(x, y, z, t):

− h̄2

2m

[

∂2

∂x2 +
∂2

∂y2 +
∂2

∂z2

]

Ψ + VΨ = ih̄
∂Ψ

∂t
. (2.5)

Once the wave function is known, the expectation value of x, for example, can
be found by

〈x〉 =
∫ +∞

−∞
x |Ψ|2 dx, (2.6)

where the expectation value of a system is the average of the measurements taken
on an ensemble of identically-prepared systems, as opposed to the average of re-
peated measurements on one system [36].

The potential, V, is independent of time for a central potential such as that
of a hydrogen atom. The time independence in this case therefore leads to the
derivation of a Schrödinger equation also independent of time. A separation of
variables is performed on the Schrödinger equation:

Ψ(x, y, z, t) = ψ(x, y, z) f (t), (2.7)

and thus the separable solutions are found:

∂Ψ

∂t
= ψ

∂ f

∂t
, (2.8)

∂2Ψ

∂x2 =
∂2ψ

∂x2 f . (2.9)

Substituting into Eq. (2.5) becomes

− h̄2

2m

(

∂2ψ

∂x2 +
∂2ψ

∂y2 +
∂2ψ

∂z2

)

f + Vψ f = ih̄ψ
∂ f

∂t
, (2.10)

and dividing by ψ f yields

− h̄2

2m

1
ψ

(

∂2ψ

∂x2 +
∂2ψ

∂y2 +
∂2ψ

∂z2

)

+ V = ih̄
1
f

∂ f

∂t
, (2.11)
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2.1. Electrons in a crystal

giving a LHS purely dependent on position (x, y, z) and a RHS purely dependent
on time t.

In classical mechanics, the total energy of a system is given by the Hamiltonian:

H = T + V, (2.12)

where T is kinetic energy given by

T =
p2

2m
, (2.13)

where p is momentum. On the quantum scale momentum is replaced by

p → h̄

i

(

∂

∂x
+

∂

∂y
+

∂

∂z

)

, (2.14)

which is a canonical substitution: momentum and spatial position are a canonical
(or conjugate) pair of variables [36]. The Hamiltonian operator therefore becomes

Ĥ = − h̄2

2m

(

∂2

∂x2 +
∂2

∂y2 +
∂2

∂z2

)

+ V. (2.15)

Substituting into Eq. (2.11) and multiplying by ψ gives

Ĥψ =

(

ih̄
1
f

∂ f

∂t

)

ψ. (2.16)

Because the Hamiltonian operator gives the total energy of the system:

E = ih̄
1
f

∂ f

∂t
(2.17)

and so
Ĥψ = Eψ, (2.18)

which yields the time independent Schrödinger equation:

− h̄2

2m

[

∂2

∂x2 +
∂2

∂y2 +
∂2

∂z2

]

ψ + Vψ = Eψ. (2.19)

The time dependence f (t) has been separated, and solving Eq. (2.17) gives

f (t) = e−iEt/h̄. (2.20)
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2.1. Electrons in a crystal

This time dependence does not affect the probability function (equation (2.2)), as

f ∗ f = e+iEt/h̄e−iEt/h̄ = 1. (2.21)

Energy and time are also a canonical pair of variables: time independence implies
energy conservation [36].

The time-independent Schrödinger equation has other important consequences:
firstly, there are allowed stationary states for the wave function Ψ. The wave func-
tion depends on time according to

Ψ(x, y, z, t) = ψ(x, y, z)e−iEt/h̄, (2.22)

whereas the probability density from Eq. (2.2) does not:

|Ψ(x, y, z, t)|2 = Ψ∗Ψ = ψ∗e+iEt/h̄ψe−iEt/h̄ = ψ∗ψ. (2.23)

thus the expectation value for position (Eq. (2.6)) is constant (and so 〈p〉 = 0)
meaning nothing will happen in a stationary state. Secondly, it implies that there
are allowed states of definite total energy.

To solve Eq. (2.19) for a free electron in a crystal (or rather, a box with sides
Lx = Ly = Lz = L), the crystal will be described by an infinite potential square
well of length L in x, y and z so that

V =







0 for 0 ≤ x, y, z ≤ L, and

∞ elsewhere.
(2.24)

Outside the well ψ = 0, and for the case inside the well Eq. (2.19) becomes

− h̄2

2m

[

d2

dx2 +
d2

dy2 +
d2

dz2

]

ψ = Eψ (2.25)

and so
[

d2

dx2 +
d2

dy2 +
d2

dz2

]

ψ = −(k2
x + k2

y + k2
z)ψ, (2.26)

where
√

(k2
x + k2

y + k2
z) = k =

√
2mE

h̄
. (2.27)

Here k is the wave vector. Eq. (2.26) represents a 3-dimensional simple harmonic
oscillator; the solutions of the wavefunction are standing waves within the box.
The general solution is thus
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2.1. Electrons in a crystal

ψ = A sin(kx x) sin(kyy) sin(kzz) + B cos(kxx) cos(kyy) cos(kzz). (2.28)

However, the continuity of ψ(x, y, z) such that ψ(0, 0, 0) = ψ(L, L, L) means that
B = 0. This also means that sin kL = 0 gives solutions for the wave vector to be

k2
x + k2

y + k2
z = k2 =

π2n2

L2 , (2.29)

where n2 = n2
x + n2

y + n2
z are integers. Hence the solutions for energy are found to

be

E =
h̄2k2

2m
=

π2n2h̄2

2mL2 . (2.30)

This is known as the dispersion relation. Using the normalization condition of Eq.
(2.3) allows A to be determined as A =

√

8/Lx LyLz and so the solutions are

ψn(x, y, z) =

√

8
L3 sin

(nxπ

L
x
)

sin
(nyπ

L
y
)

sin
(nzπ

L
z
)

. (2.31)

The time-independent Schrödinger equation yields an infinite number of solutions,
one for each integer n. The general solution for the wave function Ψ is therefore
the sum of all these solutions:

Ψ(x, y, z, t) =
∞

∑
n=1

Cnψn(x, y, z)e−iEnt/h̄. (2.32)

This generalized wave function only describes one electron: the next step is to
consider two non-interacting electrons in the ‘box’ which behave completely inde-
pendently. Let electron 1 be in a state ψa(r) with r2 = x2 + y2 + z2, with electron
2 in a state ψb(r). These wavefunctions are then combined in product because
the probability distributions of each electron are independent (the probability of
finding one electron in a given state and another electron in another state is the
product of the two individual probabilities). ψ(r1, r2) is therefore:

ψ(r1, r2) = ψa(r1)ψb(r2). (2.33)

However, this assumes that it is known which electron is which. Electrons are iden-
tical, and so the wavefunctions must be combined in a way that does not require
knowledge of which electron is in which state, so that the probability |ψ(r1, r2)|2

remains unchanged upon exchanging electrons. The possible wavefunctions are
therefore:
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2.1. Electrons in a crystal

ψ±(r1, r2) = A [ψa(r1)ψb(r2)± ψb(r1)ψa(r2)] , (2.34)

where ψ+ is the symmetric state and ψ− is the antisymmetric state (because upon
exchange of electrons (r1 ↔ r2) the antisymmetric wavefunction changes sign:

ψ+(r1, r2) = ψ+(r2, r1)

ψ−(r1, r2) = −ψ−(r2, r1)).
(2.35)

But this is not the complete picture: ψ is the orbital, or spatial, wavefunction,
and electrons also have intrinsic angular momentum known as spin. The total
wavfunction, ΨT, is obtained by multiplying the spatial wavefunction by the spin
wavefunction, χ:

ΨT = ψχ. (2.36)

Electrons have a spin s = 1
2 , so that the resultant spin, S, for two electrons becomes

S = s1 ± s2 = 0, 1. (2.37)

For S = 1 the spins of the two electrons are parallel, and for S = 0 the spins
are antiparallel. The spin state of the electron can therefore be described by the
spin angular momentum number, mS, with mS = + 1

2 for the spin up state χ↑, and
mS = − 1

2 for the spin down state χ↓.

There are therefore four possible spin states for the two electron system: ↑↑,
↓↓, ↑↓ and ↓↑. These states either give a resultant spin S = 0 or S = 1. The
symmetrised spin wavefunction for the S = 0 state is antisymmetric upon the
exchange of electrons and a singlet in that the spin wavefunction, χ−, is

χ−(1, 2) =
1√
2
[χ↑(1)χ↓(2) − χ↑(2)χ↓(1)]. (2.38)

The spin wavefunction for the state with resultant spin S = 1, χ+, is symmetric
and a triplet state. This is because for S = 1 there are three possible values for the
total spin angular momentum number, MS, of +1, 0 or -1:

χ+ =



















χ↑(1)χ↑(2) MS = +1
1√
2
[χ↑(1)χ↓(2) + χ↑(2)χ↓(1)] MS = 0

χ↓(1)χ↓(2) MS = −1

, (2.39)

where the two electrons can either be both spin up or spin down, or one can be

25



2.1. Electrons in a crystal

spin up and one spin down.

The complete wavefunction combining spatial and spin wavefunctions (eq.
(2.36)) for a many-particle state is antisymmetric under the exchange of any pair
of identical fermions (electrons, protons and neutrons) and symmetric under the
exchange of any pair of identical bosons (mesons, photons etc.) [37]. Therefore,
for fermions, antisymmetric orbital wavefunctions combine with symmetric spin
wavefunctions and vice versa so that the total wavefunction, Ψ−

T , becomes:

Ψ−
T = ψ±χ∓, (2.40)

and for bosons:
Ψ+

T = ψ±χ±. (2.41)

In the case where two electrons have the same spin such that the spin wave-
function is symmetric (χ+) and thus the orbital wavefunction is antisymmetric
(ψ−), the two electrons are forbidden from occupying the same state, because the
two-electron wavefunction vanishes if ψa = ψb:

ψ−(r1, r2) = A [ψa(r1)ψa(r2)− ψa(r1)ψa(r2)] = 0. (2.42)

This is one form of the Pauli Exclusion Principle. However, for the symmetric spin
wavefunction the two electrons can occupy the same energy eigenstate if one has
spin down and the other spin up. In the case where two electrons have opposite
spins and the spin wavefunction is antisymmetric (χ−), the orbital wavefunction is
symmetric (ψ+) and so the electrons are allowed to occupy the same space at the
same time.

In the case of an antisymmetric orbital wavefunction for the system, the Pauli
Exclusion Principle states that there is a zero probability of two electrons occupying
the same space at the same time. The repulsion between the electrons is therefore
less than the ψ+ state, and so ψ− is a more stable state. This is a purely quantum
mechanical phenomenon with no classical counterpart. The ψ− energy eigenstate
will therefore be reduced by a small stabilising exchange term, Eex

12. For two electrons
this is given by the integral

Eex
12 =

∫ ∫

dV1dV2ψ∗
a (r1)ψb(r1)

e2

4πǫ0r12
ψ∗

b (r2)ψa(r2), (2.43)

where ǫ0 is the permittivity of free space and e is the elementary electron charge.
In the case of a symmetric orbital wavefunction, on the other hand, this exchange
term is positive and destabilises the state. The energy eigenstate for two electrons
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2.1. Electrons in a crystal

in a helium atom, for example, is therefore

E = Ea + Eb + Ec
12 ± Eex

12, (2.44)

where Ea and Eb are the energy eigenstates of the individual electrons, Ec
12 is the

classical Coulomb repulsion term between the two electrons, and Eex
12 is the ex-

change energy, positive for ψ+ and negative for ψ−. The exchange term leads to
macroscopic effects including ferromagnetism, where atoms with partially-filled
electron shells containing unpaired electrons have a magnetic dipole moment.
When these unpaired electrons align with the same spin, the electrostatic field be-
tween atoms is reduced by the exchange energy as they move further apart. This
spin alignment leads to the addition of the atomic dipole moments that creates a
macroscopic magnetic field.

A useful quantity that links the description of elementary particles, with mass
and momentum, with their wave properties is the de Broglie wavelength:

λB = h/p, (2.45)

where h is the Planck constant. For an isolated hydrogen atom with one electron,
the electron can only interact with (and is bound to) the positive nucleus under a
Coulomb attraction with the potential

V(r) = − 1
4πǫ0

e2

r
. (2.46)

In a crystal, however, with N atoms, electrons will also interact with other nuclei
and electrons because the interatomic separation, r, is less than the de Broglie
wavelength of the electron, and thus the wavefunctions of the electrons overlap.
The relatively straightforward potential for the hydrogen atom in Eq. (2.46) will
thus become complex and periodic. This leads to the formation of a band of energy
levels whose spacing is as low as ≈ 10−19 eV which are considered continuous [38].
This is illustrated in figure (2.1), the dependence of the energy levels on interatomic
separation being governed by the Coulomb potential.

A crystal structure can be described by a periodic potential with periods at the
lattice constants in three dimensions, a, b and c. To begin with a one-dimensional
system with an array of N atoms along the x-direction, the potential does not
change between a point x and a point x + na separated by an integer multiple of
the lattice constant:

V(x + na) = V(x) (n = 0, 1, 2, 3, . . .). (2.47)
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2.1. Electrons in a crystal

Figure 2.1: Splitting of atomic levels with interatomic separation (r), adapted from
[39]. Label a illustrates the interatomic separation in a crystal, whereas b shows
where the interatomic separation has become large enough for the electrons in
each nucleus to cease interacting with other nuclei (the interatomic separation is
larger than the de Broglie wavelength of the electron). The minimum of the valence
band occurs at the equilibrium lattice spacing of the crystal.

The Hamiltonian for an electron in this periodic potential is also invariant under
x → x + na [37]:

Ĥ = − h̄2

2m

d2

dx2 + V(x) = − h̄2

2m

d2

d(x + na)2 + V(x + na). (2.48)

The periodicity and translational symmetry of the Hamiltonian means that the
probability distribution, |ψ(x)|2, for an electron in an energy eigenstate should
also have this symmetry:

|ψ(x + na)|2 = |ψ(x)|2 (n = 0, 1, 2, 3, . . .). (2.49)

Therefore the eigenfunction itself must be periodic. Bloch’s theorem states that a
simultaneous eigenfunction must be of the form

ψk(x) = eikxuk(x), where uk(x + a) = uk(x), (2.50)

where uk(x) again has the same periodicity of the crystal lattice and

k =
2πn

Na
, (2.51)
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2.1. Electrons in a crystal

where n = 0,±1,±2, . . . ,± 1
2 N for an even number of units cells N (atoms). The

important change that has occurred from the free electron model to electrons oc-
cupying a periodic potential is that the Bloch electron wavefunctions are now trav-
elling, as opposed to standing, wavefunctions. The fact that these travelling wave-
functions allow propagation of electrons through the lattice means that this model
is known as the nearly free electron model. Eq. (2.51) also shows that values of k

are continuous because n
N ≪ 1 due to N being large. Energy eigenfunctions for

the system are therefore continuous over the range −π
a ≤ k ≤ π

a for n = ± 1
2 N,

known as the first Brillouin zone.

Figure 2.2: The Kronnig-Penney potential for a periodic potential present in a one-
dimensional array of atoms. Labelled are two regions, I and I I.

Solving the Schrödinger equation for Bloch wavefunctions in a periodic po-
tential is not straightforward. Kronig and Penney solved the problem using an
approximation whereby the potential V(x) is a periodic square-well potential of
width b and height V0 repeated at each lattice constant a as shown in figure (2.2).
The potential is thus V0 for the region −b < x < 0 (I) and 0 for the region 0 < x < d

(I I), where V0 is much larger than the energy of the electrons and the lattice con-
stant is a = b + d. The Schrödinger equations for these two regions therefore
become [40]:

d2ψI(x)

dx2 +
2m

h̄2 (E − V0)ψI(x) = 0 for − b < x < 0, and (2.52a)

d2ψI I(x)

dx2 +
2m

h̄2 EψI I(x) = 0 for 0 < x < d. (2.52b)

To simplify the mathematics two quantities, α and β, are defined as

α2 =
2mE

h̄2 , and β2 =
2m(V0 − E)

h̄2 . (2.53)
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2.1. Electrons in a crystal

Assuming that the solutions for the Schrödinger equations in eq. (2.52) are Bloch
functions such that ψI(x) = eikxuI(x) etc. gives

d2uI(x)

dx2 + 2ik
duI (x)

dx
+ (β2 + k2)uI(x) = 0, and (2.54a)

d2uI I(x)

dx2 + 2ik
duI I(x)

dx
+ (α2 − k2)uI I(x) = 0. (2.54b)

The solutions of these equations are

uI(x) = Ae(β−ik)x + Be−(β+ik)x, and (2.55a)

uI I(x) = Cei(α−k)x + De−i(α+k)x, (2.55b)

where A, B, C and D are constants. Boundary conditions are now applied in that
uI(x), uI I(x) and the first derivatives of uI(x) and uI I(x) must be continuous at
the discontinuity of the potential, i.e. at x = 0:

uI(0) = uI I(0), and
duI(x)

dx

∣

∣

∣

∣

x=0
=

duI I(x)

dx

∣

∣

∣

∣

x=0
. (2.56)

Applying these conditions to equations (2.55) gives

A + B = C + D, and (2.57a)

βA − βB = iαC − iαD. (2.57b)

Because Bloch’s theorem states u(x) = u(x + a), the solutions of equations (2.55)
and the derivatives of equations (2.55) must be periodic in that

uI(−b) = uI I(d) and
duI(x)

dx

∣

∣

∣

∣

x=−b

=
duI I(x)

dx

∣

∣

∣

∣

x=d

. (2.58)

Applying these conditions to equations (2.55) now gives

Ae−(β−ik)b + Be(β+ik)b = Cei(α−k)d + De−i(α+k)d, and (2.59a)

(β − ik)Ae−(β−ik)b − (β + ik)Be(β+ik)b

= i(α − k)Cei(α−k)d − i(α + k)De−i(α+k)d.
(2.59b)

In order for there to be nontrivial solutions to the equations (2.57) and (2.59) for
A, B, C and D, the determinant of the coefficients of these equations must equal
zero. It can be shown that [41]:

β2 − α2

2αβ
sinh(βb) sin(αd) + cosh(βb) cos(αd) = cos k(d + b). (2.60)
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2.1. Electrons in a crystal

A simplification of this condition is obtained by considering the case of the poten-
tial barriers being delta functions, so that V0 → ∞ and b → 0 (and so d → a, the
lattice constant) but V0b remains finite. This gives [42]:

cos ka = P
sin αa

αa
+ cos αa, (2.61)

with

α =

√
2mE

h̄
and P =

mV0ba

h̄2 . (2.62)

Equation (2.61) gives an approximate dependence of energy (R.H.S.) on momen-
tum (L.H.S.). Values for the R.H.S. expression for the case of P = 2π are shown in
figure (2.3). The figure also contains shaded regions where the R.H.S. yields values
between 1 and −1, which are the only values accepted by the cosine at the L.H.S..
This means that there are regions of allowed and forbidden αa, or regions of al-
lowed and forbidden energies. Thus the periodicity of the lattice potential has led
to bands of allowed energies as well as energy band gaps for electrons travelling
through the lattice.

Figure 2.3: The Kronig-Penney condition of eq. (2.61) for P = 2π. The y-axis is the
R.H.S. of the equation. The condition is only valid for the case when the R.H.S.
yields values between 1 and −1 so as to equal the L.H.S. (cos ka), as illustrated
by the shaded regions. These represent the allowed energy bands, whereas the
unshaded regions represent energy band gaps.

The Kronig-Penney solution shows that the width of the allowed energy bands
increases with energy (αa) due to the (P/αa) term in eq. (2.61). The width of
the allowed energy bands decreases with increasing P, which is a measure of how
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2.1. Electrons in a crystal

tightly bound electrons are to a particular potential well. For higher values of P,
the probability of electrons crossing the potential well (tunneling) reduces. Should
P → ∞ the allowed regions are reduced to line spectra (infinitely narrow). Solu-
tions are now only valid if sin(αa) = 0, or αa = ±nπ (n = 1, 2, 3, . . .). Substitution
into eq. (2.62) thus yields the energy levels of the free electron contained in a box
as expected in this limit.

Figure (2.3) also shows that the ends of an allowed energy band occur at αa =

nπ, i.e. at k = nπ/a, or at each Brillouin zone boundary, in the dispersion (E − k)
diagram. The dispersion diagram for the solution of the Kronig-Penney condition
compared to the free electron model is shown in figure (2.4). At each Brillouin
zone boundary, illustrated by dashed vertical lines, a gap in energy occurs. Figure
(2.5) shows how this is plotted in the reduced-zone diagram, in that all energy
dispersions are plotted in the first Brillouin zone between −π

a < k < +π
a . There is

no difference in the physical information contained in these figures since there is
no physical significance in the choice of Brillouin zone [37].

Figure 2.4: Dispersion diagram for electrons in a periodic potential compared to
the free electron model (dashed curve). The periodic potential of the lattice leads to
regions of forbidden energy at the Brillouin zone edges, or band gaps, illustrated
with shaded regions.

The creation of the band gap can also be understood in terms of Bragg diffrac-
tion occurring at the Brillouin zone edges [42]. The periodicity of the lattice po-
tential means that the wavefunctions of electrons are standing waves at k = nπ/a,
with the incident and reflected wavefunctions either being in or out of phase with
each other. For a one-dimensional periodic potential, V(x), with a periodicity of
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2.1. Electrons in a crystal

Figure 2.5: Dispersion diagram for electrons in a periodic potential compared to
the free electron model of figure (2.4) over the reduced Brillouin zone.

the lattice constant a, the combined wavefunction for in-phase incident and re-
flected wavefunction, ψin, is

ψin = eikx + e−ikx = 2 cos
πx

a
, (2.63)

whereas the out-of-phase case, ψout, is

ψout = eikx − e−ikx = −2i sin
πx

a
. (2.64)

ψin and ψout therefore have different probability density functions with different
energy eigenvalues. Two possible energies are thus possible at k = nπ/a, the
difference between which is the band gap, and is due to the difference in potential
energies of the two wavefunctions. The potential energy for the in-phase state, Vin,
for n = 1 is given by

Vin =
∫ a

0

cos(2πx/a)V(x)

a
dx, (2.65)

and the out of the phase state potential is Vout = −Vin, and so the band gap energy
is Eg = 2Vin.

The occupancy of electrons in the available energy bands of a material, as well
as the size of the band gaps, dramatically change the external, or macroscopic,
properties of the material. Electron pairs (one spin up, one spin down) fill the
available energy levels according to the Pauli Exclusion Principle from the lowest
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2.1. Electrons in a crystal

energy upwards. For the case when the highest occupied energy band (the valence
band) is almost completely filled, and the energy gap between this energy band
and the lowest unoccupied energy band (the conduction band) is large, the mate-
rial is an insulator. Little conductivity will occur in the presence of an electric field
because there are very few unoccupied energy levels available in the valence band,
and electrons cannot be promoted across the band gap thermally (i.e. at room
temperature). If the band gap energy between an almost completely filled valence
band and the conduction band is relatively small (typically a few eV), electrons
can be promoted across the band gap for T > 0 K and can thus conduct in the
presence of an electric field: in this case the material is an intrinsic semiconductor
[43]. When the highest energy band is partially filled, the material is a metal in that
there are many energy states available for electronic conduction in the presence of
an electric field. The highest occupied and lowest unoccupied energy bands may
also overlap to the same end.

The energy of the highest occupied quantum state for fermions at T = 0 K is
called the Fermi energy. For a system of N electrons in a box with sides Lx = Ly =

Lz = L, described by the quantum numbers nx, ny and nz, the energy eigenvalues
are described by the dispersion relation of eq. (2.30). The number of states with
energy less than the Fermi energy, N, is therefore the number of states that lie
within a sphere of radius nF = (nx , ny, nz) in the region where nx, ny and nz are
positive:

N = 2 × 1
8
× 4

3
πn3

F, (2.66)

where the factor of 2 is due to two spin states (spin up and spin down) occupying
one energy state, and the factor of an eighth is due to one eighth of the sphere
having all positive values of n. The Fermi energy is therefore given by

EF =
h̄2π2

2mL2 n2
F =

h̄2π2

2mL2

(

3N

π

)
2
3

, (2.67)

which leads to a definition of the Fermi energy in terms of the number of particles
per volume V by substitution of L2 with V2/3:

EF =
h̄2

2m

(

3π2N

V

)

2
3

. (2.68)

The total energy within the Fermi sphere is

Etot =
∫ N

0
EFdN =

3
5

NEF. (2.69)

It turns out that the approximation of eq. (2.68) is very good for electrons in a
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2.1. Electrons in a crystal

metal.

To understand how electronic states within a solid are distributed, the density
of states function, Z(E), must be derived. The volume of a single quantum state
in k-space can be obtained from Eq. (2.29):

k =
2π

L
, (2.70)

which is the unit wave vector for n = 1 and thus

Vk = k3 =

(

2π

L

)3

(2.71)

is the unit volume in k-space. A differential density of quantum states, g(k)dk, can
now be calculated using a differential volume in k-space (the volume of an annulus
between k and k + dk, 4πk2dk):

g(k)dk = 2
4πk2dk

Vk
=

k2L3

π2 dk. (2.72)

Here, a factor of 2 is introduced due to the two allowed spin states for each energy
state (mS = ±1/2). The dispersion relation in Eq. (2.30) allows the differential dk

to be obtained:

dk =
1
h̄

√

m

2E
dE. (2.73)

Substituting this, and an expression for k2 also from Eq. (2.30), into Eq. (2.72)
allows the density of quantum states per unit energy per unit volume to be deter-
mined:

g(E)dE =
2mE

h̄2
L3

π2
1
h̄

√

m

2E
dE, giving (2.74)

Z(E) =
g(E)

L3 =
4π(2m∗)

3
2

h̄3

√
E. (2.75)

Here, m∗ is the effective mass of the electron. This differs from the rest mass of the
electron, me, due to the interaction of the electron with the periodic potential of
the atoms, and will vary from material to material, depending on crystal geometry
and atomic composition. The use of an effective mass (for example, m∗ = 0.067me

in GaAs [44]) allows the quantum mechanics of a free electron to still be utilized
(i.e. it is assumed that the motion of the electron is unperturbed by the lattice).
The effective mass of an electron therefore depends on the dispersion relation for
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2.1. Electrons in a crystal

a particular material, using (eq. (2.30)), as:

m∗ = h̄2
(

d2E

dk2

)−1

, (2.76)

and thus the effective mass is inversely proportional to the curvature of the E − k

dispersion curve.

Figure 2.6: Obtaining the density of populated states, (c), from the density of
states, (a), and Fermi-Dirac function, (b), adapted from [45]. The fact that the
Fermi energy does not occur at the highest energy state for T > 0K gives rise to
conduction.

The density of quantum states can be used to determine the density of electrons
within a crystal. Once the density of states is known, the probability of an electron
being in such a quantum state is also required, and is described by the Fermi-Dirac
function:

f (E) =
1

exp (E−EF)
kBT + 1

, (2.77)

where EF is the Fermi energy, kB the Boltzmann constant, and T the temperature.
The probability of an electron occupying a state with energy EF is 0.5, and the
function is symmetrical about EF [45].

Finally, to calculate the density of occupied electron states, N(E), the density
of states is multiplied by the probability of these states being occupied:

N(E) = Z(E) f (E), (2.78)
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and the total number of electrons is given by

N =
∫ ∞

0
Z(E) f (E)dE. (2.79)

These functions are illustrated in figure (2.6). The fact that highest energy state is
at a higher energy than the Fermi energy for T > 0K allows for conduction in a
metal because states with energies close to EF are partially occupied.

2.2 Semiconductors

The interaction of electrons with a periodic lattice has been shown to create allowed
bands of energy and energy band gaps, as shown by the Kronig-Penney model
for a one-dimensional array of atoms. In reality, for a 3-dimensional solid, the
dispersion diagram or band structure (typically plotted over the reduced Brillouin
zone) of a material is complex.

A simple dispersion diagram for a semiconductor is shown in figure (2.7),
where the highest occupied energy band (the valence band) and the lowest un-
occupied energy band (the conduction band) are shown separated by the band
gap energy, Eg. The fact that the maximum of the valence band and the minimum
of the conduction band occur at the same position in momentum space makes the
semiconductor illustrated in figure (2.7) a direct band gap semiconductor. This
means electrons in the valence band can make a direct transition to the conduction
band with the absorption of a photon whose energy is greater than or equal to the
band gap:

hν ≥ Eg. (2.80)

Transitions purely involving the absorption of a photon can occur as long as the
photon has sufficient energy. The transition for hν = Eg can only occur at k = 0.
When an electron is excited into the conduction band, the fact that the valence
band is otherwise full with negatively charged electrons means that a positively
charged quasi-particle called a hole is produced in place of the electron, with a
charge of +e. An electron and hole are bound in an analogy of the hydrogen atom
with Coulomb attraction, and this electron-hole pair is called an exciton.

The different curvatures (d2E/dk2) of the valence and conduction bands in fig-
ure (2.7) reflect the differences in the effective masses of the charge carriers in the
valence and conduction bands according to equation (2.76), as well as how the
effective masses can therefore vary within a particular energy band. The gradient
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Figure 2.7: Dispersion diagram illustrating the transition of an electron from the
valence band to the conduction band after the absorption of a photon whose en-
ergy hν ≥ Eg. The transition is vertical in momentum space.

of the E − k curve gives the group velocity of the electrons:

vg =
1
h̄

dE

dk
=

dω

dk
(2.81)

due to E = h̄ω, and so the electrons in the valence band shown in figure (2.7) are
more closely bound to the atomic lattice [43]. This is intuitive since it is the partially
unoccupied conduction band that allows for the transport of charge carriers.

Some semiconductors have an indirect band gap: due to many factors includ-
ing the variation of interatomic separation in different directions and cumulative
interactions with neighbouring atoms, the minimum energy of the conduction
band, and likewise the maximum energy of the valence band, may not occur at
kx = ky = kz = 0. Moreover, conduction bands (or the shape of a constant energy
surface) may have several minima, and valence bands may have several maxima.
This means that some semiconductors can have both a direct and an indirect band
gap.

In order for an electron to become excited into the conduction band in an indi-
rect band gap semiconductor, excitation cannot occur by the absorption of photons
alone. In this case, transfer of momentum occurs due to phonons, which are quan-
tized vibrational modes of a crystal lattice, as shown in figure (2.8). At non-zero
temperatures, phonon modes are significantly populated and are a cause of heat
conduction. The absorption of a phonon simultaneously with electronic excitation
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leads to a change in momentum which will then allow for an electronic transition
to occur [38].

Figure 2.8: Excitation across an indirect band gap occurs with the absorption of
both a photon and a phonon, a quantized vibrational mode of the lattice, which
transfers momentum, k, to the electron. Phonons have a small amount of energy,
Ephon, typically 10 to 100 meV.

Electrons possess both spin (or intrinsic) angular momentum and orbital angu-
lar momentum. Orbital angular momentum is described by the quantum number
l which can have integer values as well as l = 0. Each orbital angular momentum
state gives rise to different electron orbitals (or shells) around the nucleus: l = 0
is for the s-orbital; l = 1 the p-orbital and so on. The interaction of orbital angu-
lar momentum and spin angular momentum leads to the splitting of the valence
band. The total angular momentum is given by

~J = ~L + ~S (2.82)

and thus the interaction of the orbital and spin angular momenta becomes:

~L.~S =
1
2
(~J2 −~L2 − ~S2). (2.83)

The valence band orbitals are typically p-orbitals with l = 1, and so a hole
in this band can have total angular momentum of J = 1/2 and J = 3/2 for spin
down and spin up respectively. Other effects including lattice crystal field splitting
and the anisotropic nature of p-orbitals gives rise to two J = 3/2 states that are
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degenerate at k = 0, as shown in figure (2.9). These two states are named the
heavy-hole and light-hole bands, because of the difference in the effective masses
(and hence different curvatures because d2E/dk2 ∝ 1/m∗ in eq. (2.76)) of holes in
these bands [43]. The holes in these bands also have different group velocities due
to eq. (2.81).

Figure 2.9: The degenerate valence band: spin orbit coupling causes a split-off
band an energy ∆SO below the main valence band, and the anisotropic nature
of the valence band p-orbitals creates bands with different curvatures, and thus
different effective masses, called the heavy-hole and light-hole bands.

The properties of a semiconductor, such as its electrical conductivity, can be
controlled by the introduction of impurity states, or doping, into the crystal. Donor
and acceptor states (just below the conduction band, and just above the valence
band, respectively) can be created by adding impurities with extra, or too few,
valence electrons. Donor states occur when an impurity with “spare” valence
electrons is introduced into the crystal. These spare electron(s) are free to move
in the Coulomb field of the impurity atom. Therefore the extra electron has a
relatively small ionization energy (usually much less than an electron-volt), and the
dopant is therefore said to ‘donate’ electrons to the conduction band. An acceptor
impurity has too few valence electrons, and thus ‘accepts’ an electron from the
valence band in order to bond successfully in the crystal lattice. It therefore leaves
a hole in the otherwise filled valence band as illustrated in figure (2.10). The shift
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in the Fermi energy towards to the conduction band minumum in the presence
of donor states leads to a partially filled conduction band for T > 0 K, such that
kBT ≫ ED, where ED is the donor ionization energy (the difference in energy
between the donor energy state and the conduction band minimum). The shift in
the Fermi energy towards the valence band in the presence of acceptor states leads
to a partially filled valence band for T > O K [46].

Figure 2.10: Impurities causing donor and acceptor states in an intrinsic semi-
conductor, adapted from [39]. Donors can donate an electron to the conduction
band; acceptors can accept an electron from the valence band and hence create a
positively charged hole in the valence band. Acceptor and donor states increase
the probability of electrons occupying states closer to the valence and conduction
bands respectively, and so the Fermi level EF, illustrated with a dashed line, shifts
from the middle of the band gap.

The ionization energy of a donor state is dependent on the effective mass of the
electron and the relative permittivity, ǫr, of the semiconductor:

ED = 13.6
m∗

me

(

1
ǫ2

r

)

. (2.84)

Typical donor ionization energies are of the order of several meV. Semiconductors
with donor states present are n-type, and those with acceptor levels are p-type
semiconductors. This is because in an n-type semiconductor the majority charge
carrier is negatively charged (i.e. electrons) whereas for p-type semiconductors
the majority carrier is positively charged (i.e. holes). A typical photovoltaic is
constructed using an n-type and a p-type semiconductor together so as to trans-
port electrons to an anode through an n-type material and to transport holes to
a cathode through a p-type material. Therefore a current is generated, as will be
discussed in §2.5.
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2.3 Excitons

Absorption of a photon with energy greater than, or equal to, the band gap energy,
hν ≥ Eg, will photoexcite an electron across the band gap into the conduction
band, creating a positively charged hole in the valence band. A bound electron-
hole pair, analogous to the hydrogen atom, is called an exciton. Free excitons have
a binding energy given by

EB =
µe4

2n2 (4πǫrǫ0h̄)2 , (2.85)

where n = 1 for the ground state of the exciton, µ is the reduced mass of the
exciton ( 1/µ = 1/m∗

e + 1/m∗
h), ǫr the relative permittivity of the semiconductor,

ǫ0 the permittivity of free space, and e the elementary electron charge. Due to
the effective masses of the electron and hole, m∗

e and m∗
h, being significantly less

than their respective rest masses, and the difference between the permittivity of
the semiconductor compared to that of vacuum, the exciton binding energy is
significantly less than the Rydberg energy of atomic hydrogen. Instead of 13.6 eV,
the excitonic Rydberg energy is typically a few to one hundred meV [47]. This
energy range falls in the terahertz region of the electromagnetic spectrum.

The excitonic binding energy reduces the required energy of a photon, hν, to
create an exciton:

hν = Eg − EB. (2.86)

This energy is further reduced should the electron be bound to a donor state (or,
likewise, a hole bound to an acceptor state) so that hν = Eg − EB − ED, where
ED is the donor state binding energy for an n-type semiconductor. In a p-type
semiconductor the exciton binding energy will be reduced by the acceptor state
binding energy EA.

The dispersion curve for an exciton is given by:

Eex =
nh̄2

2µ
K2, (2.87)

where K is the exciton wavevector, K = ke + kh, and n = 1, 2, 3· because excited
states (n > 1) are also present. The dispersion diagram is shown in figure (2.11),
where a transition can only occur from K = 0, due to conservation of energy and
momentum. Likewise, recombination of the exciton can only occur at K = 0.

Measuring the spectrum of absorption (α) in semiconductors can determine
the exciton binding energies: the spectrum will essentially give the joint den-
sity of states for free electrons and holes, as the semiconductor is excited with
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Figure 2.11: Dispersion diagram of free exciton states according to eq. (2.87).
Conservation of energy and momentum means that the transition can only occur
at K = 0, where the slight diagonal of the transitions is due to photons possessing
a small amount of momentum.

Figure 2.12: Absorption spectrum for a bulk direct band gap semiconductor, with
free exciton states at energies hν < Eg. The excited states of the exciton can also be
observed. The absorption above the band-gap energy illustrates the dependence
of the density of states on E1/2 for a bulk crystal. This form of spectroscopy is a
powerful tool in understanding the formation of excitons in semiconductors [45].

photons with an energy greater than the band-gap. However, exciton states will
be observed at energies below the band-gap energy: moreover, the energy band
structure of excitons can be observed, as excited states (n > 1) are also present.

The spatial separation between electron and hole is given by the Bohr exciton
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radius, α0:
α0 =

me

µ
ǫra0, (2.88)

where a0 is the Bohr radius (the most likely distance of the lowest energy orbital
from the nucleus in the hydrogen atom):

a0 =
4πǫ0h̄2

mee2 . (2.89)

For example, the Bohr exciton radius in bulk silicon is 49 Å(with a relative per-
mittivity ǫr = 11.68). The Bohr exciton radius also becomes especially important
when semiconductors are quantum confined, as discussed in §2.6.

The lifetime of an exciton is short, typically 10−8 s [39], due to the strong corre-
lation between electron and hole. However, if the recombination process involves
the emission of a photon (an exciton interacting with a photon is known as a po-
lariton) with sufficient energy to create a new exciton, the lifetime is lengthened
by subsequential generation of new excitons. This effect has led to the apparent
lifetime of the exciton being several orders of magnitude greater than the expected
value: in bulk CdS the decay time of the polariton emission was measured to be 9
µs after excitation [48].

2.4 Band bending at surfaces

The surface of a semiconductor is often affected by localized defect states or sur-
face reconstruction, for example, so that the structure of the surface often differs
greatly from the bulk crystal structure. This alters the electronic structure of the
material, and surface states are present which often occupy the band gap. Other
surface states that lie within the conduction or valence bands are resonant sur-
face states. In an n-type semiconductor, for the case where there are surface states
within the band gap at lower energies than the donor states, the electrons can
lower their energy by occupying these surface states. This leads to a net surface
charge QS (charge per unit area) which is negative in this case. To maintain charge
neutrality, a depletion layer forms over a width zD where a lack of electrons, and
thus an excess of holes, creates a positively charged region with a total charge
−QS. Likewise, for the case where holes occupy the surface states leading to a
positively charged surface, an accumulation layer forms where an excess of elec-
trons is present to maintain charge neutrality.

The depth of the depletion or accumulation layer, zD, depends on the dopant
density ND in that a higher density of dopants in the material will lead to a higher
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2.4. Band bending at surfaces

surface charge. It can be shown that the potential V(z) over the depletion region
0 < z < zD is [49]:

d2V

dz2 = −−e2ND

ǫ0ǫr
=⇒ V(z) =

e2ND

2ǫ0ǫr
(z − zD)2, (2.90)

where V = 0 for z ≥ zD and ǫr is the relative permittivity of the material. The
energy bands therefore bend quadratically over the depletion region as shown
in figure (2.13). The total, or equilibrium, band bending at the surface, V0, is
−e2NDz2

D/(2ǫ0ǫr). The population of charge carriers at surface states within the
band gap leads to the pinning of the Fermi level to the average energy of the
surface states, ES.

Figure 2.13: Band bending at the surface of an n-type semiconductor, where a
few electrons (filled circles) will occupy the conduction band (CB) in the bulk at
normal temperatures. The shaded valence band (VB) illustrates that it is fully
occupied. The Fermi level is pinned to the partially filled (shaded) surface states
(S). The occupation of electrons in the surface states leads to a depletion layer,
lacking electrons, of width zD containing ionized donors so that charge neutrality
is maintained. This leads to the creation of an electric field across the surface. The
difference in the electronic structure at the surface leads to the bands bending at
the vacuum interface with a total band bending of V0.

The amount of band bending will change under photoexcitation, as illustrated
by figure (2.14): as the electron and hole created by photoexcitation separate (in
the case of the n-type semiconductor in figure (2.14), the holes towards the surface

45



2.4. Band bending at surfaces

and the electrons into the bulk) the band bending changes, inducing a change in
the surface potential [50]. Photoexcitation effectively re-injects carriers into the
depletion layer, reducing the electric field across the interface. This is called the
surface photovoltage effect (SPV), where the change in the surface potential, ∆V, is
described by [51]:

∆V

kBT
exp

(

∆V

kBT

)

=
nP

n0
exp

(

V0

kBT

)

, (2.91)

where n0 is the doping carrier concentration, nP is the photoexcited carrier con-
centration and V0 is the equilibrium band bending. The surface photovoltage also
affects the photoexcited carrier lifetime τ [52]:

τ = τ∞ exp
(

∆V

αkBT

)

, (2.92)

where α is a material parameter. It is important to understand this effect at sur-
faces and interfaces: the surface photovoltage in semiconductors may be studied
with laser-pump synchrotron-probe spectroscopy, whereby laser radiation pho-
toexcites the sample (promoting valence band electrons into the conduction band)
and synchrotron radiation is used to probe the resulting surface photovoltage
[53, 54, 55, 56, 57, 58].

Figure 2.14: Surface photovoltage (SPV) effect in an n-type semiconductor under
photoexcitation. The SPV is the illumination-induced change in the surface poten-
tial.
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2.5. Photovoltaics

2.5 Photovoltaics

The purpose of a photovoltaic is to absorb radiation and convert this electromag-
netic energy into current and voltage (the opposite of a light emitting diode, or
LED). The greatest source of renewable energy available is from the Sun: 120,000
TW of energy from the Sun hits the Earth each year [1]. Considering the global
consumption is currently ≈ 14 TW (although set to double by the year 2050), it is
clear that more efficient (or alternatively cheaper) photovoltaics need to be manu-
factured.

The traditional solar energy cell is made from a p-n junction, that is a semi-
conductor that is one half p-type and one half n-type, where the dopant is altered
across the crystal. The p-type material is used for the collection of holes and the
n-type material for the electrons by connecting a cathode and an anode. The p-n
junction is shown in figure (2.15), and shows that the band edges for the p-type
(with acceptor states) and n-type (with donor states) semiconductors must bend
at the interface because the Fermi level EF is fixed when at equilibrium. The re-
gion in which this occurs is called the space charge layer because it is a region that
is depleted of charge carriers, analogous to the semiconductor-vacuum interface
discussed in §2.4. Photoexcited electrons migrate away from the interface to the
conduction band minimum in the n-type material and the holes migrate to the va-
lence band maximum in the p-type material. This depletion layer therefore creates
an electric field across the junction.

Shockley and Queisser formulated the ultimate efficiency, eu, that a solar energy
cell is capable of under illumination from sunlight (a black body with temperature
TSun ≈ 6000 K), now known as the Shockley-Queisser limit [59]:

eu = Eg
Qs

Ps
=

xg

∫ ∞

xg

(

x2dx/(ex − 1)
)

∫ ∞

0 (x3dx/(ex − 1))
, (2.93)

where Qs is the number of quanta of energy E ≥ Eg reaching the solar cell per unit
area per unit time and Ps is the total energy density falling on unit area in unit
time. The function turns out to purely be a function of xg where

xg =
Eg

kBTSun
. (2.94)

For a silicon solar energy cell the Shockley-Queisser limit for its ultimate efficiency
is 33%, whereas the current laboratory record is 24.7% [60]. The main factors
affecting this ultimate efficiency are the fact that photons with energies below the
band gap energy cannot create an electron-hole pair, preventing the utilization
of the entire solar spectrum. Likewise, energy in excess of the band gap will
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2.6. Quantum confinement

Figure 2.15: The p-n junction. The Fermi level EF is fixed at equilibrium, and the
region between the p-type and n-type semiconductors where the bands bend is
called the space charge layer. The curved arrows show that the electrons and holes
relax to the band edge when excited by a photon of energy hν > Eg by phonon
emission (the excess energy is lost as heat), migrating away from the space charge
layer.

usually be lost as heat by phonon absorption. It is also important to note that the
reflectance of a solar cell material across the solar spectrum will inhibit efficiency
greatly (for silicon, 49% of 400 nm light will be reflected at the surface). Another
key factor in solar cell efficiency is the recombination of electrons and holes before
the charge carriers are transported to the anode and cathode. The main commercial
problem with solar cells manufactured from silicon is that the silicon has to be
grown to ensure it has high purity (> 99.999%), leading to a high cost that makes
these solar cells unviable for the mass production of electricity. The push to exploit
solar power is therefore focused on reducing manufacturing cost as well as the
optimization of efficiency.

2.6 Quantum confinement

One important advance in semiconductor technology is the manufacture of nanos-
tructured semiconductors where charge carriers can be ‘quantum confined’. Con-
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2.6. Quantum confinement

fining one dimension of a semiconductor to quantum scales (of the order of nm or
less) produces thin films of semiconductors; quantum confinement in two dimen-
sions produces nanowires, and three dimensional quantum confinement produces
quantum dots (QDs). Isolating atoms on these scales means that electrons will no
longer interact with the potentials of other atoms in one or more dimension, as the
structures are separated by distances greater than the de Broglie wavelength of the
electron (Eq. (2.45)).

Quantum confinement in one dimension leads to the formation of quantum
wells, but because carriers are free to move in the remaining dimensions, con-
tinuous bands of energy still occur in these directions. The density of states for
quantum confinement in one dimension (i.e. a two dimensional system) now be-
comes:

Z2D(E) =
m∗

πh̄2 ∑
n

σ(E − En), (2.95)

where σ(E − En) denotes a function of (E − En). The density of states (and thus
the absorption spectrum) is now a constant for each state, and so a step function
σ(E − En) for each quantized energy state with energy En is formed as shown
in figure (2.16). The density of states of a one dimensional system (such as a
nanowire) becomes

Z1D(E) =
1

πh̄ ∑
n

√

m∗

2(E − En)
σ(E − En), (2.96)

and for a zero dimensional system with quantum confinement in all three dimen-
sions, i.e. a quantum dot, the density of states is reduced to a series of delta
functions at each allowed energy state En:

Z0D(E) = ∑
n

2δ(E − En) (2.97)

where the dispersion relation (Eq. (2.30)) no longer holds true and there is no
dependence of energy on momentum. Energy levels are once again discrete and
quantized, acting according to the ‘particle-in-a-box’ approximation, as shown in
figure (2.17).

Quantum confinement in three dimensions causes the properties of the semi-
conductor to change. The effective band gap, Eg, changes depending on the size
of the dots (E ∝ 1/L2) as illustrated in figure (2.18). As the size of a quantum
dot decreases, the energy gap between the lowest confined states increases and
so the absorption spectrum is blue-shifted in wavelength. The absorption spectra
in figure (2.18) also show the first and second excited states in the quantum dot.
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2.6. Quantum confinement

Figure 2.16: The density of states (DOS) as quantum confinement is achieved in
1D, 2D and 3D, as compared to a bulk semiconductor, adapted from [43]. The
1D and 2D plots show the DOS along the direction(s) of quantum confinement.
Whereas the density of states (and thus absorption) for a bulk crystal is related
to E1/2, a quantum dot (confined in three dimensions) only absorbs at discrete
energies: the density of states is reduced to a set of delta functions. The energy of
the E1 level increases as the number of quantum-confined dimensions increases,
compared to the conduction band edge EC in a bulk material.

The broad absorption features are due to the size dispersion of the quantum dots
(typically 10%). Moreover, the spatial confinement causes the Coulomb interaction
between electron and hole to be enhanced and so the exciton binding energy EB is
enhanced compared to bulk material [61, 62]. This enhanced Coulomb interaction
in quantum confined structures was first proposed by Greene et al. in 1984 [63],
and measured by Dawson et al. in 1986 [64].

The fact that the optical properties of semiconductor quantum dots can be
so dramatically affected by their size and composition (properties that are eas-
ily modified in the manufacturing process) has potentially large implications for
novel photovoltaic devices. Quantum dots that have been tailor-made to absorb
the solar spectrum could be as efficient as traditional silicon solar cells, and much
less costly to manufacture. A potential model of a solar cell utilizing quantum-
confined semiconductors is shown in figure (2.19). The cell utilizes QDs for the
harvesting of light as well as metal oxide nanorods (confined in two dimensions)
for electron transportation after photoexcitation. The properties of the nanorods
and of the hole-transporting material, such as their photoconductivity, are very
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2.6. Quantum confinement

Figure 2.17: Energy bands in (a) bulk material, and (b) strongly quantum-confined
structures, adapted from [43]. Quantum confinement causes the energy levels to
become discrete and the effective band gap energy, Eg, increases. The dotted line
shows the first exciton state with a binding energy EB, which is also enhanced by
quantum confinement.

Figure 2.18: Absorption spectra of a series of PbSe QDs, from [15]. As the semi-
conductor QDs are confined to smaller sizes the absorption spectrum showing the
1s exciton state (illustrated in figure (2.17)) blue-shifts, and the band gap energy
increases.
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2.6. Quantum confinement

important and need to be understood well in order to fabricate such a solar cell.

Figure 2.19: A model for a hybrid solar energy cell, adapted from [65]. Quantum
dots and metal oxide nanorods are used for the creation and transportation of
charge carriers respectively. The photon illustrated is absorbed by a quantum dot,
creating an exciton. The electron is then transported to the photoanode through a
nanorod, and the hole is transported to the photocathode through a material that
is transparent to the incoming photons.

It has been previously mentioned that if absorption of a photon with an energy
greater than the band gap occurs in a bulk semiconductor, the excess energy is
lost as heat and only one exciton is generated. However, this is not strictly correct
because multiple excitons will be generated when the photon energy is multiple
times the band gap. The process of generating multiple excitons is thought to be
due to impact ionization as illustrated in figure (2.20), where the excess energy
of an electron or hole is transferred to promote other electrons across the band
gap. 2Eg is the minimum photon energy required for impact ionization under the
conservation of energy, in that the excess energy of a photoexcited electron will
itself be Eg, which can then be transferred so as to photoexcite a second electron
across the band gap. The excess energy can therefore generate additional excitons
rather than being absorbed as heat. The impact ionization process occurs at a rate
much faster than the exciton lifetime [66].

The quantum efficiency of bulk silicon is given in figure (2.21). At higher pho-
ton energies multiple excitons are generated from each photon. However, in the
case of bulk silicon this potential enhancement in efficiency is useless in the con-
text of solar cells because the energy range it occurs in is outside the solar emission
spectrum. Indeed, carrier multiplication does not occur in silicon until photon en-
ergies greater than 3Eg.
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2.6. Quantum confinement

Figure 2.20: Impact ionization is one theory to explain carrier multiplication, after
an exciton is formed by the absorption of a photon with energy, hν, greater than the
band gap energy, Egap [14]. The excess energy of the electron (filled circles) and /
or hole (empty circles) is used to create one or more additional electron-hole pairs
when hν ≥ 2Egap. Impact ionization is the opposite of the Auger recombination
process [66].

Figure 2.21: The solar spectrum (AM1.5G) versus the quantum yield of bulk sil-
icon, from [15]. Multiple excitons are generated in silicon at lower wavelengths
(higher energies). The band gap energy of silicon is approximately 1.1 eV and so
2Eg is at a wavelength of approximately 550 nm, and 3Eg at approximately 370
nm.

It has been suggested that in quantum-confined structures, the conservation of
translational momentum will be relaxed and so the threshold energy for carrier
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2.6. Quantum confinement

multiplication will be closer to 2Eg than in bulk materials. In the impact ionization
model it is assumed that one or other of the charge carriers (electron or hole) must
individually create an additional pair of charge carriers. This model considers a
simple bulk-like picture of impact ionization rather than considering the complex
energy level system in a quantum dot. Photon energy in excess of the band gap
energy is partitioned between the electron and hole depending on their effective
masses:

Ee/Eh = m∗
h/m∗

e , (2.98)

where Ee and Eh are the excess energies of the electron and hole such that Ee + Eh =

(hν − Eg). The threshold energy for carrier multiplication using this so-called
energy partition model is [15]:

hνth =

(

2 +
m∗

e

m∗
h

)

Eg, (2.99)

and was first introduced by Schaller et al. [67, 68]. The threshold energy for
carrier multiplication will therefore vary depending on m∗

e and m∗
h. For example,

in the case of m∗
h ≫ m∗

e , where the energy levels in the valence band will be much
more closely spaced than the energy levels in the conduction band, the carrier
multiplication threshold energy will be lower than the case of m∗

h ≈ m∗
e , where

hνth ≈ 3Eg [26].

The process of carrier multiplication in quantum dots is still debated, although
a recent publication has compared carrier multiplication results in bulk PbS and
PbSe quantum dots to theoretical calculations based on this impact ionization
mechanism with very good agreement [17]. The energy partition model of equa-
tion (2.99) also fits very well with experimental data. For example, lead materials
such as PbS and PbSe have similar electron and hole effective masses, meaning that
an energy threshold of hνth ≈ 3Eg is expected. Indeed, the threshold energy for
PbS has been measured to be approximately 3.2Eg [69] and 2.9Eg in PbSe [68]. For
materials where m∗

h > m∗
e , a lower a threshold energy is observed: approximately

2.1Eg in InP [18] and 2.5Eg in CdSe [68].

It is also speculated that the efficiency of carrier multiplication is enhanced in
quantum dots compared to bulk materials [14, 70], due to the presence of discrete,
widely-spaced energy levels. This is because the impact ionization process is more
competitive with non-radiative decay processes in quantum dots due to a lower
density of phonon states. Phonon states will mismatch with the widely-spaced
electronic density of states, effectively slowing the decay process. Impact ioniza-
tion is also speculated to be enhanced by a larger Coulomb interaction present
in quantum dots. However, these hypotheses remain controversial, and as such
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there is great interest to study carrier multiplication in quantum dots and to fully
understand the processes by which it occurs, especially because it has been calcu-
lated that carrier multiplication could lead to the fabrication of a solar cell with a
maximum power efficiency of 44.4% [71].

Carrier multiplication has been shown to occur in several types of quantum dot:
Si [72], CdSe [25, 73, 74], CdTe [74], PbSe [75, 76, 77], PbS [77, 76], InAs [26, 78] and
recently InP [18]. However, a recent publication has suggested that carrier multi-
plication in PbSe and PbS is not enhanced in quantum dots, and that it is actually
more efficient in bulk material [16]. However, in this work the quantum efficiency
is plotted against absolute photon energy. It has been shown that the data, once
plotted instead against an energy-gap-normalized energy scale (i.e. hν/Eg instead
of simply hν) illustrate that quantum dots are far more energy efficient than bulk
material of the same band gap [17]. This relative energy scale seems more appro-
priate because the band gap energy of quantum dots can be varied so easily. There
is clearly a need for more measurements on bulk materials to directly compare
to quantum dots to ascertain whether or not carrier multiplication is enhanced by
quantum confinement. This thesis contains quantum efficiency measurements of
bulk InP measured by time-resolved terahertz spectroscopy (§4.2) to compare to
recent data on InP quantum dots [18]. There is also effort being put into the study
of charge transfer and photoconductivity in nanoparticles compared with bulk
phenomena [79, 80], as this is clearly another important factor should quantum
dots be used to fabricate a solar cell.

2.7 Terahertz absorption and photoconductivity

The terahertz (THz) spectral region lies between 300 GHz (λ = 1 mm) and 10 THz
(λ = 30 µm), between the infrared and microwave regions of the electromagnetic
spectrum. However, the technological development in this region is in no way as
advanced as those in optical and microwave (or electronic) frequencies due to the
difficulty involved in the generation and detection of THz frequencies [20]. It is
now being used in a wide variety of applications including the study of biomolec-
ular systems and pharmaceuticals [81].

1 THz ≡ 1 ps ≡ 0.3 mm ≡ 4 meV. (2.100)

For this reason the region was known as the ‘THz gap’. It is now accessible due to
technological advances in ultrafast laser systems [22]; the generation and detection
of THz pulses will be discussed in §3.3.2.

Photons with energies within the THz spectrum are suitable for probing the
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internal energy levels of an exciton [82]. In bulk materials, phonon modes also fall
into this energy range, and so THz radiation is an ideal probe of semiconductor
physics. Moreover, the method of time-domain THz spectroscopy (THz-TDS) in-
volving detection via electro-optic sampling (§3.3.2) allows direct measurement of
the electric field of THz pulses [22]. This allows changes in the phase of the probe
pulse to be measured as well as changes in magnitude, unlike more traditional
spectroscopic techniques such as transient absorption (TA) spectroscopy.

The electric fields of THz pulses are directly measured in the time domain, and
are Fourier transformed according to

E(ω) =
1

2π

∫ ∞

−∞
E(t)e−iωtdt, (2.101)

where E(ω) is the complex field amplitude and E(t) the experimentally-measured
pulse in the time domain. The optical properties of a sample can therefore be
determined in the THz frequency range: the complex refractive index of a sample,
ñ, is defined as

ñ(ω) = n(ω) + ik(ω), (2.102)

where n(ω) is the frequency-dependent refractive index and k(ω) the frequency-
dependent wave vector of the sample. The complex refractive index is related to
the complex dielectric constant, ǫ, by:

ǫ = ǫ1 + iǫ2 = (n + ik)2, (2.103)

so that ǫ1 = n2 − k2 and ǫ2 = 2nk. The electric field for a wave propagating in the
z-direction becomes

E = E0 exp
[

iω

(

ñz

c
− t

)]

⇒ E0 exp
[

iω

(

nz

c
+

ikz

c
− t

)]

= E0 exp
[

−kωz

c

]

exp
[

iω
(nz

c
− t

)]

,
(2.104)

where kω/c = α/2, where α is defined as the absorption coefficient. Eq. (2.104)
shows that the refractive index n gives rise to a time delay tD = nz/c, or phase
change, in the THz waveform as it travels through the sample, and the wave vector
k results in absorption according to

k =
cα

2ω
, (2.105)

where ω = 2πν. The intensity of the wave, I = E2, propagating through a sample
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is therefore affected by the absorption coefficient according to:

I = I0e−αz. (2.106)

This is the Beer-Lambert law for the absorption of radiation. The length 1/α, or the
sample depth at which the intensity has diminished to 1/e of its original intensity
(≈ 36.7%) is defined as the penetration depth of the sample, δ:

δ =
1
α

. (2.107)

The absorbance of a sample, A, is thus

A = log10

(

I

I0

)

= αd, (2.108)

where d is the sample thickness.

The transmission coefficient of a sample is given by the ratio of the Fourier-
transformed fields through the sample, ES(ω), compared to a reference, E0(ω):

T(ω) =
ES(ω)

E0(ω)
. (2.109)

This complex, frequency-dependent transmission coefficient is related to the com-
plex refractive index, ñ, according to the Fresnel transmission coefficients [83]:

T(ω) =
4ñ

(1 + ñ)2 exp
[

iωd

c
(ñ − 1)

]

. (2.110)

It is important to note that the right-hand term desribes transmission through the
sample, and that multiple reflections of the THz pulses at the sample interfaces are
ignored because they are truncated in the time domain before being transformed
into the frequency domain. This truncation is performed by applying a Gaussian
window function to the time-domain data, centred on the main THz peak such
that the data are reduced to zero at the point where reflections occur. From the
measured fields E0(ω) and ES(ω), the complex refractive index ñ is extracted nu-
merically as described in §3.3.7.

Once the complex refractive index of a sample is known, optical-pump THz-
probe experiments can be undertaken to measure the frequency-dependent pho-
toconductivity of the sample. A pump beam photoexcites the sample at a pump-
probe delay time, τ, before the THz probe. This leads to the creation of an electron-
hole plasma with a characteristic plasma frequency, ωp, in the THz spectrum
[84, 85, 86]. Here, the complex, frequency-dependent photoconductivity of the
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sample, σ̃(ω), is determined from the ratio of the Fourier-transformed change in
the THz field upon photoexcitation, ∆E(ω), to the THz field through the sample,
ES(ω) [87, 86, 88, 89, 90, 91]:

σ̃(ω) = −2ǫ0cñ

δ

∆E(ω)

ES(ω)
, (2.111)

where ǫ0 is the permittivity of free space and δ is the penetration depth of the
pump beam. Equation (2.111) is for the case of a thick sample where d ≫ δ. For
layered media or for the case of thin-filmed materials, the determination of the
photoconductivity becomes much more complicated, requiring a thorough analy-
sis of the terahertz wave propagation through the photoexcited sample [92, 93, 94].
It also assumes that the change in the electric field is small in comparison to the
initial electric field.

The photoconductivity of a sample will be mainly due to electrons for the
case when the electron effective mass is much less than the hole effective mass
(m∗

e ≪ m∗
h), in that the electrons will have a much higher mobility. The complex

photoconductivity of the sample at a particular pump wavelength can be modeled
by the Drude model which describes the photoexcited electrons within the sample
as a free electron gas which oscillates at THz frequencies [95]:

σ̃(ω) =
ǫ0ω2

pτS

1 − iωτS
, (2.112)

where ωp is the plasma frequency of the free electron gas resulting from oscilla-
tions in the electron density, and τS is the electron relaxation time. The mean free
path of electrons, l, is therefore

l = vτS (2.113)

where v is the electron velocity. Although the Drude model is naïve in that it does
not take into account the periodic potentials of the lattice, the model does con-
sistently fit experimental data well. There are several modifications of the Drude
model, however, including the Drude-Smith model which includes an additional
term to account for back-scattering [96].

The plasma frequency is related to the electron density, Ne, by:

ωP =

√

Nee2

ǫ0m∗
e δ

(2.114)

where e is the electron charge and m∗
e the effective mass of the electron. For the

case when the effective hole mass is much less than that of the electron, the pho-

58



2.7. Terahertz absorption and photoconductivity

toconductivity would be mainly due to holes rather than electrons and the hole
effective mass would be used in eq. (2.114). However, for the case when the effec-
tive mass of the electron is equivalent to the effective mass of the hole, and thus
the THz-induced photoconductivity is due to the presence of electrons and holes
equally, a factor of 2 would be introduced into the square root of eq. (2.114). This
effectively accounts for the use of the exciton effective mass, 1/µ = 1/m∗

e + 1/m∗
h,

in that µ ≈ m∗
e for m∗

e ≪ m∗
h and µ = 2m∗

e for m∗
e = m∗

h.
Equation (2.114) demonstrates how useful time-resolved THz spectroscopy can

be, in that the carrier density is directly measured. The Drude model is fitted
to the measured photoconductivity (obtained via Eq. (2.111)) so as to extract the
plasma frequency and relaxation time. The quantum efficiency, η, or the number
of electrons generated per photon, of the sample at a particular pump wavelength
can therefore be determined from the ratio of electron to photon densities:

η =
Ne

Nγ
(2.115)

where the photon density, Nγ, is calculated using:

Nγ =
P

πr2
(1 − R)

Eγ
(2.116)

where P is the pump beam energy, r is the beam radius, R is the sample reflectivity
and Eγ is the pump photon energy. Therefore only knowledge of the absorption
coefficient, reflectivity and thickness of the sample are required, as well as the size
and power of the pump beam.

By varying the pump-probe delay time, the frequency-dependent photoconduc-
tivity can be deduced on the subpicosecond timescale. This is particularly useful
for novel nanoparticulate samples where more traditional techniques of assessing
photoconductivity, for instance using electrodes, are not viable. In the context
of the proposed next-generation solar cell in figure (2.19), the conductive proper-
ties of nanowires [97], nanocrystal films [98, 99, 100], hole-transporting materials
[101] and quantum dots [102, 103, 104, 105] can be studied with time-resolved THz
spectroscopy, as well as phenomena such as carrier multiplication discussed in §2.6
[26, 25, 16].
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Chapter 3

Experimental.

This chapter details the experimental methods used to investigate photovoltaic
materials. The surface photovoltage effect (SPV as detailed in §2.5, figure (2.14))
is investigated using laser-pump synchrotron-probe measurements on bulk n-type
Si(111), where the X-ray probe beam from the Synchrotron Radiation Source (SRS,
formerly at Daresbury Laboratory) is measured using X-ray Photoelectron Spec-
troscopy (XPS) of the Si 2p core level. Pump-probe experiments at the SOLEIL
synchrotron radiation source, Paris, using a portable 375 nm laser to investigate
PbS quantum dots deposited on a ZnO substrate are also described. The table-top
time-resolved THz spectrometer that has been built in the Photon Science Insti-
tute is then detailed along with the experimental challenges involved. For both
the SRS and THz work a femtosecond laser system, funded by the North West
Development Agency (NWDA), is used.

3.1 Laser system

The main components of the laser system include a titanium-sapphire (Ti:sapphire,
or Ti:Al2O3) oscillator (Tsunami, Newport) which produces ultrafast pulses (typi-
cally with ≈100 fs pulse durations) at a repetition rate of approximately 80 MHz,
and a Ti:sapphire regenerative amplifier (§3.1.4, Spitfire, Spectra-Physics) produc-
ing high-powered pulses at a repetition rate of 1 kHz, which is seeded with the
output from the Tsunami. Both the oscillator and amplifier produce near-infrared
light at 800 nm. Both systems are also pumped with an external laser: the Tsunami
is pumped with a continuous wave (CW) laser at 532 nm (Millennia Pro, Spectra-
Physics) where the laser medium is Nd:YVO4, pumped by an additional diode
laser in a rack off the optical table, delivered through a fibre-optic cable (shown in
black in figure (3.1)). The Spitfire that is seeded by the oscillator is also pumped
with a pulsed laser at 527 nm (Empower, Spectra-Physics), as shown in figure
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(3.2), which has Nd:YLF as its medium. The Empower is also diode-pumped with
intracavity frequency doubling.

The output of the Tsunami is attenuated by a wave-plate/polarizer combina-
tion (described in §3.1.2) before proceeding to the pulse-picker and frequency dou-
bler/tripler, and finally the output is taken off the table by periscope 2. This is the
setup used for the laser-pump synchrotron-probe measurements. The tunability
of the oscillator, where the laser cavity length can be chosen so as to change the
repetition rate, makes it ideal for pump-probe experiments where the the laser
needs to be synchronized to an external radiation source. The terahertz spectrom-
eter, however, uses the output from the amplifier on the bottom tier: the Tsunami
output is taken to the bottom tier directly with periscope 1 to seed the amplifier.
The terahertz spectrometer also uses a wavelength-tunable output from an optical
parametric amplifier (§3.1.5, TOPAS, Light Conversion), which uses the Spitfire
output.

Figure 3.1: A schematic layout of the top tier of the portable laser system. HWP:
half wave plate; BS: A beam sampler which can be inserted to reflect some of the
pulse-picked beam onto the photodiode (PD) in order to ascertain the contrast
ratio of the pulses. SH: mechanical shutter; POL is a polarizer used to attenuate
the beam; PM shows a position where a power meter can be placed; PER shows
the position of three periscopes, one to take vertically polarised light to the lower
tier (PER1), one used to take the frequency doubler/tripler output off the table
below the Tsunami beam (PER), and one to take the output beam off the optical
table (PER2). The output from the top tier taken off the table using PER2 is used
in pump-probe measurements with the SRS, explained in §3.2 .

The laser system is split across two levels which can be mounted on wheels to
transport it around a facility, such as the Synchrotron Radiation Source (SRS) at
Daresbury Laboratory. A photograph of the system on beamline 6.1 at the now
de-commissioned SRS is shown in figure (3.3).
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Figure 3.2: Schematic layout of the bottom tier of the mobile laser system. The
Spitfire regenerative amplifier takes input from Periscope 1 from the top tier, and
is pumped by the Empower laser as described in §3.1.4. A beam-splitter (BS)
takes the majority of the output of the amplifier (approximately 90%) to pump
the TOPAS optical parametric amplifier. The output of the TOPAS is subject to
nonlinear frequency conversion (NFC), as described in §3.1.5, before being taken
off the table. The remainder of the output of the Spitfire is used in the generation
and detection of THz pulses, explained in §3.3.

Figure 3.3: Photograph of the laser system on beamline 6.1 at the SRS. The ultra-
high-vacuum (UHV) apparatus housing the sample can be seen to the right of the
laser system.
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3.1.1 Mode-locking and pulse-picking

Mode-locking is the method via which short pulses can be created, and is achieved
by introducing active or passive elements which modulate the loss/gain of the
laser cavity. This modulation must occur at a frequency equal to the inter-mode
separation:

∆ν = c/2L (3.1)

where L is the cavity length. A train of pulses is created within the cavity due
to the interference of longitudinal modes (standing waves at frequencies ν =

nc/2L (n = 1, 2, 3, . . .)) in the cavity. The fact that there are a large number
of modes leads to a very short pulse duration of the resultant pulses.

Active methods modulate the cavity losses inside the resonator using a radio
frequency (RF) device such as an acousto-optic modulator (AOM), which is imple-
mented in the Ti:sapphire oscillator (Tsunami) system. A piezoelectric transducer
periodically creates a standing acoustic wave within the modulator, which can be
understood as a weak shutter to the light in the resonator (when an acoustic wave
is induced in the modulator, light is refracted at an angle θ to the straight-through
path, and only this light is allowed to propagate away). If the rate of this modu-
lation is equal to cavity round-trip time τc (= 2L/c), then one single pulse of light
will travel through the cavity, and the laser will be mode-locked. Mode-locking
typically occurs at a frequency of approximately 80 MHz for Ti:sapphire oscillator
systems. AOMs are also used to pulse pick: if the frequency at which a stand-
ing wave is created is equal to a fraction of the Tsunami pulsed output frequency,
a beam (containing, for example, one pulse for every twenty-six originally gen-
erated) will be diffracted away from the main output beam, which can then be
blocked.

A problem with this active method of mode-locking is that the RF modulation
needs to be locked exactly to the length of the cavity according to Eq. (3.1). This
means that any misalignment of the laser beam, or any small change in cavity
length, will cause mode-locking to be lost. The Tsunami therefore uses a ‘regen-
erative’ mode-locking technique. A beamsplitter takes a small amount of the out-
put beam to a photodiode which monitors the frequency of the pulses oscillating
within the cavity, and relays this to the RF generator used for the AOM, so any
changes in alignment etc. over time do not affect the mode-locking because the RF
modulation is altered accordingly.

Because the pulse frequency is changed by the cavity length according to eq.
(3.1), the frequency is to an extent tunable simply by having some of the cavity
mirrors on motorized delay stages (for the Tsunami, the range is tunable across
approximately 80-83 MHz). The cavity length can thus be chosen for the appli-
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cation. In the case of synchronizing the laser system to the SRS which operated
at 3.123 MHz, the cavity length was chosen so that the frequency range included
81.198 MHz, or twenty-six times the SRS periodicity. The method of synchroniza-
tion is described in §3.2.2.

3.1.2 Waveplates and the Pockels effect

It is important to be able to manipulate the polarization of a laser beam. In the case
of pump-probe measurements, the polarization of the pump and probe beams can
affect the sample in different ways. In certain samples, when a probe beam is po-
larized parallel to the pump beam, it will preferentially probe the excited entities
whose transition moment is polarized in the same direction. Measurements will be
perturbed by the reorientation process [106]. To rid measurements of such pertur-
bations, the pump and probe polarization angles should differ by a ‘magic-angle’
of θM = arctan

√
2 = 54.7◦, the angle of the space diagonal in a cube [107]. An

example is in nuclear magnetic resonance (NMR) spectroscopy, where the dipolar
coupling of two nuclei subjected to a magnetic field is removed when the magnetic
field is orientated at the magic-angle to the internuclear vector. Another advantage
of changing the polarization of a pump beam is that it can then be rejected after
the sample very easily, using a polaroid filter to reject its orientation. It is therefore
highly necessary to be able to adjust the angle of polarization: one way in which
this is achieved uses waveplates.

Waveplates introduce a phase difference (i.e. a delay) between the ordinary and
extraordinary polarizations of a laser beam, which leads to a net rotation of the
polarization as the beam travels through the plate. The amount of delay, Γ, that a
crystal induces is related to its thickness L and its birefringence ∆n:

Γ =
2π∆nL

λ
, (3.2)

where λ is the wavelength of incident light [108].

A quarter wave plate (QWP or λ/4) induces a 90◦ delay between the ordinary
and extraordinary wave components (parallel and perpendicular to the optical
axis): if the plane of incident light is adjusted so that it makes an angle of 45◦ to
the optical axis of the crystal, the polarization of the light will be converted from
linear to circular polarization. A half wave plate (HWP or λ/2) is used to rotate the
orientation of linearly polarized light by inducing a phase delay of 180◦. If incident
light has its plane at an angle φ to the optical axis of the crystal, the polarization
will be rotated by 2φ. Zero-order waveplates, used to create a phase retardance, are
constructed out of two individual plates with their optical axes crossed so that the
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effect of the first is canceled by the second, except for the residual phase difference
between them.

Waveplates are very useful and are used in many applications. The output
of the Tsunami can be attenuated using a HWP followed by a polarizing beam
splitter: the angle between the plane of the laser beam and the optical axis of the
HWP is adjusted, varying the amounts of horizontally and vertically polarized
light transmitted. A polarizing beamsplitter separates the two components, one of
which is taken off the table down a periscope to the Ti:sapphire regenerative am-
plifier on the lower tier. A simple rotation stage controlling the angle of the optical
axis of the HWP then becomes an easy-to-use variable attenuator, the output of
which is

I = I0 cos2 ϑ, (3.3)

where I0 is the input intensity and ϑ the angle between the laser light polarization
and the optical axis of the HWP. This is known as Malus’ Law for a perfect polarizer.

A voltage-controlled waveplate uses the Pockels, or electro-optic, effect, which
is a second-order nonlinear phenomenon. The electro-optic effect occurs when a
nonlinear crystal is subject to a static electric field ξ0 as well as the field ξ(t) of a
laser pulse. The first two orders of the polarization, P(t) are given by

P(t) = ǫ0 (χ1ξ(t) + χ2ξ0ξ(t)) = ǫ0(χ1 + χ2ξ0)ξ(t), (3.4)

where χ1 and χ2 are the first and second-order electric susceptibilities of the mate-
rial, and ǫ0 is the permittivity of free space. The relative permittivity, ǫr, is related
to the susceptibility by

ǫr = ǫ0(1 + χ), (3.5)

and so the refractive index, n =
√

ǫr from eq. (2.103), depends on the susceptibility
according to

n =
√

1 + χ. (3.6)

Expressing the electric field as ξ(t) = ξ0 sin ωt and substituting into eq. (3.4) gives

P(t) = ǫ0 sin ωt(ξ0 + χ1ξ0 + χ2ξ2
0), (3.7)

and so the second-order susceptibility leads to a variation of the refractive index
of the material, proportional to the static field ξ0 because n =

√
1 + χ.

The resulting change in refractive index appears as a rotation of the polarization
of the laser beam which can be observed with balanced detection [109]. This forms
the basis of the detection of THz pulses (known as free space electro-optic sam-

65



3.1. Laser system

pling), where the two electric fields focused onto the crystal, as discussed in in Eq.
(3.4), are from the THz and laser pulses. As the THz electric field ξ0 changes, so
does the refractive index in the crystal, and thus the polarization of the laser beam
travelling through it. A polarizing beamsplitter then allows the varying amounts
of horizontally and vertically polarized laser light to be detected. This method of
detection allows the THz electric field ξ0 to be measured.

3.1.3 Frequency doubling and phase matching

The process of frequency doubling, or second harmonic generation (SHG) is a
nonlinear optical effect: materials that can be used to halve the wavelength of a
laser beam do not have a linear dependence of polarization, P, on electric field
ξ(t), which can be written as a Taylor expansion:

P = ǫ0(χ1ξ(t) + χ2ξ(t)2 + χ3ξ(t)3 + · · · ), (3.8)

where χ1 is the linear susceptibility with χ2, χ3, etc. being nonlinear optical coeffi-
cients. Expressing the electric field as ξ(t) = ξ0 sin ωt gives

P = ǫ0(χ1ξ0 sin ωt + χ2ξ2
0 sin2 ωt + χ3ξ3

0 sin3 ωt + · · · ) (3.9)

of which the second term can be rewritten as

P2 =
1
2

ǫ0χ2ξ2
0(1 − cos 2ωt), (3.10)

which shows that a nonlinear dependency of polarization leads to the generation
of a wave oscillating at a frequency twice that of the incident electromagnetic wave
[109]. The ratio between the amount of light at a frequency 2ω and the amount at
ω is simply the ratio of the coefficients of the first two terms in Eq. (3.9):

R(2ω : ω) = χ2ξ0/χ1, (3.11)

thus being dependent on the properties of the material and the intensity of the
laser radiation.

For laser light incident normally on such a material, the conversion efficiency
can be incredibly small (as low as 10−6%) [106]. Famously, the first detection of this
phenomenon by Franken et al. in 1961 by doubling a ruby laser output at 694.30
nm to 347.15 nm (by focusing the laser beam onto a quartz plate) was removed
from publication due to the editor mistaking the incredibly dim spot of frequency-
doubled laser light for a speck of dirt on the photograph [110]. The reason is that
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the nonlinear materials used in this process are also dispersive, i.e. the refractive
index is dependent on wavelength. The fundamental and second harmonic travel
at different speeds: with the fundamental continuously generating the second-
order beam. The latter cannot remain in phase with itself, and is thus susceptible
to destructive interference. In order to gain as high a ratio of doubled beam to
fundamental as possible, phase matching must be achieved. This is possible by
choosing to send the fundamental beam in a specific direction through the crystal
(i.e. at a specific angle with respect to the crystal surface) so that both beams travel
with the same velocity. This can make laser alignment difficult because small
deviations from this angle can cause dramatic loss in the power of the second
harmonic (today, this angle is usually specified by manufacturers). Once achieved,
the power of the second-order beam can be 50% that of the fundamental, and it
will still be coherent (this preservation of coherence is a major advantage of using
non-linear crystals for this purpose).

The doubling crystal used to double the laser output at 800 nm to 400 nm (for
the sample pump beam in the table-top THz spectrometer) is BBO (beta barium
borate, β− BaB2O4) which is one of the most widely used materials. The preferen-
tial use of this crystal is due its properties: it is phase-matchable to a broad range
of frequencies, from 400 nm to 3500 nm with transmission down to UV wave-
lengths at 200 nm. It also has a large SHG coefficient and a relatively high damage
threshold. BBO in particular has superior properties for ultrafast lasers, so that,
for example, frequency doubling of a 50 fs pulse at 496 nm can be achieved with a
crystal 0.07 mm thick [111].

3.1.4 Regenerative amplifier

A Spitfire Pro Ti:sapphire regenerative amplifier (where the term ‘regenerative’
refers to the amplified pulse being trapped in a laser resonator) is used to generate
high power pulses of energy >1 mJ at a repetition rate of 1 kHz. They are ultrafast
with typical pulse durations of 85-90 fs at a wavelength of 800 nm. A schematic
diagram of the amplifier is shown in figure (3.4). Approximately 450 mW (≈ 6
nJ) from the Tsunami oscillator on the top tier of the laser system is used to seed
the amplifier. The seed pulses are prevented from leaving the cavity the way they
entered with the use of a Faraday isolator that only allows the laser pulses to travel
through it in one direction due to the Faraday effect:

β = υBd, (3.12)
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Figure 3.4: Schematic layout of the Spitfire Ti:sapphire regenerative amplifier. A:
apertures; M: mirrors; SM: seed input mirrors; CM: amplifier mirrors; OL: expand-
ing telescope lenses; PS: polarizing periscopes; VRR: vertical retro-reflectors; HRR:
horizontal retro-reflector; X: position of removable iris alignment tools. The Pock-
els cells are used to trap and eject laser pulses in the amplifier. The Ti:sapphire
crystal is shown in the centre of the amplifier section, where it is cut at the Brewster
angle for horizontal polarization so that only horizontally polarized laser radiation
is transmitted, and vertically polarized light is reflected. The Empower laser pump
beam is focused and brought over mirror CM3 to excite the Ti:sapphire crystal.

where β is the angle through which the polarization of the laser pulses are changed,
υ is the Verdet constant of the material (describing the strength of the Faraday ef-
fect in a material, which is wavelength dependent), B is the magnetic field applied,
and d is the length of the rotator. A magnetic field is applied causing a 45◦ rotation
in the polarization of the laser pulses. Polarizers before and after the rotator allow
this changed polarization to propagate into the amplifier. Pulses travelling retro-
grade will gain another 45◦ rotation, meaning a total rotation of 90◦ compared to
the input pulses. The first polarizer therefore prevents the pulses leaving, mean-
ing no regenerative output can propagate back to the oscillator [112]. This would
cause feedback to occur in the oscillator.

The seed pulses first pass through the stretcher, before being trapped in, or
ejected back out of, the amplifier by the use of a Pockels cell. An amplified pulse
is then extracted with another Pockels cell before passing through the compressor.
This is called a chirped pulse amplification technique. The laser used to pump the
Ti:sapphire gain medium is the Empower laser which gives an average power of 6
W at 527 nm.

The stretcher is required so that the peak pulse intensity is greatly reduced so
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as to prevent damage of the Ti:sapphire crystal during amplification [113, 114].
The input beam first travels through a gap in the vertical retro-reflector VRR and
above mirror M3 to hit the stretcher grating. The grating causes dispersion of the
frequencies of the laser pulse so that red wavelengths travel further than blue ones,
causing temporal and spatial broadening. Gold mirror M1 is concave and tilted
to send the stretched beam above the grating to the long stretcher end mirror M2.
The beam is reflected back onto M1, back onto the grating and then down onto the
vertical retro-reflector VRR. The pulse then retraces its path through the stretcher
where more temporal stretching occurs. On its return to the grating the spatial
stretching is reversed to reform a circular beam but the temporal stretching of the
beam is doubled (i.e. it has hit the grating four times in total, each time creating
temporal stretching, and every other time it is incident on the grating the spatial
stretching is reversed). After the beam travels through the stretcher the second
time, it is taken out by mirror M3 (the vertical retro-reflector is also at a vertical
tilt).

A polarizing periscope PS1 converts the polarization of the laser pulses from
horizontal to vertical. A vertically-polarized laser pulse is sent to the Ti:sapphire
crystal with mirror M4. Because the Ti:sapphire rod is cut at the Brewster angle for
horizontal polarization, the laser pulse is reflected to mirror CM1 before travelling
through the input Pockels cell. It is reflected by CM2 and so travels through the
quarter wave-plate (λ/4) and the Pockels cell (which is switched off) twice. Each
time the polarization is rotated by 45◦ by the quarter wave plate so as it returns to
the Ti:sapphire crystal the pulse is now horizontally polarized: it travels through
the crystal for first-pass gain. As the output Pockels cell is also switched off at this
point the laser pulse then travels back through the Ti:sapphire crystal for second-
pass gain.

A laser pulse is trapped in the cavity by switching on the input Pockels cell
after the pulse has passed through it a third time. A further two passes through
the quarter wave plate rotate the polarization back to vertically polarized, and if
the input Pockels cell is now turned on (giving another change in polarization
of 90◦) the laser pulse is again horizontally polarized and can continue to pass
through the gain medium.

If a laser pulse arrives at the input Pockels cell for a third time and the cell is
already on, two further passes through it leave the polarization unchanged: the
laser becomes vertically polarized after the laser pulse travels through the quarter
wave plate twice. The same happens if the Pockels cell is switched off throughout.
The Ti:sapphire crystal reflects the laser pulse out of the amplifier to mirror M4,
and it is prevented from leaving the amplifier by the Faraday isolator.

The input Pockels cell is therefore switched on and off rapidly so as to keep
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the laser pulse horizontally polarized. All other pulses will be rejected. Typically
after 20 to 25 passes through the gain medium the output Pockels cell is switched
on (this timing is computer controlled so as to control to the output power of the
amplifier). Again, if the cell is turned on after the laser pulse has passed through
it to mirror CM4, the polarization will be rotated by 90◦ to become vertically po-
larized on its return, and will be extracted by the plate polarizer, where (like the
Ti:sapphire crystal) horizontally polarized light is transmitted and vertically polar-
ized light is reflected. The extracted pulse is then sent through a second polarizing
periscope to return the laser pulse to horizontally polarized. The extracted pulses
are also sent through an expanding telescope made from lenses OL1 and OL2 in
order to reduce the beam intensity in the compressor.

The compressor reverses the temporal stretching of the laser beam. Longer
wavelengths travel less distance than shorter wavelengths and so the pulse peak
power is regained [115]. A horizontal retro-reflector (HRR) is mounted on a me-
chanical delay stage that can be controlled so as to optimize the temporal com-
pression to achieve the highest possible peak power [106]. The dispersing beam
from the grating travels first through the HRR before being reflected by another
vertical retro-reflector VRR. The beam is therefore incident upon the grating four
times as was the case in the stretcher, so all stretching is reversed. The VRR sends
the beam at a slight vertical tilt so that on its exit from the compressor the beam
travels over mirror M6. The whole process occurs at a repetition rate of 1 kHz and
the average power of the amplified pulse is approximately 1 W.

There is a timing delay generator (TDG) that controls the input and output
Pockels cells with a high voltage supply, as well as controlling the time delay of
the pump beam in the Empower laser. This means that a seed pulse is trapped
in the cavity so that it passes through the Ti:sapphire crystal when the crystal is
excited by the pump beam [112].

A bandwidth detector (BWD) is placed in the stretcher so as to ensure that none
of the optics in the amplifier become damaged. The BWD is made of two photo-
diodes that are placed at the position of a weaker, high order reflection from the
stretcher grating (only the zero order reflections propagate through the stretcher).
After the laser beam is incident on the grating it becomes spatially as well as tem-
porally stretched. This spatial stretching is detected by placing the two photodi-
odes of the BWD a set distance apart. Only when enough temporal stretching has
occurred will both photodiodes be illuminated. The alignment of the seed beam,
as well as its initial bandwidth, will also have to be optimum for this to occur.
The TDG used for the trapping of a laser pulse within the amplifier will only be
allowed to trigger when the BWD photodiodes are both illuminated. Therefore if
insufficient stretching has occurred, and thus the laser pulses have peak intensities
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that could damage the optics in the amplifier, the amplifier is inactive.

The gain of the Ti:sapphire amplifier, g0 is given by

g0 =
Jstored

Jsat
, (3.13)

where Jstored is the pump fluence (energy density) stored in the gain medium and
Jsat is the saturation fluence [106]. The stored fluence is given by

Jstored =
Epα

S

λp

λs
, (3.14)

where S is the cross-section of the pump, Ep the pump energy incident on the
gain medium, α the total absorption of the pump radiation, and λp and λs are the
wavelengths of the pump and seed beams. The seed pulse with low energy Ein

will be amplified as
Eout = Eineg0 (3.15)

for each pass through the amplifier cavity. Once the fluence of the seeded pulse
becomes comparable to the saturation fluence of the gain medium, however, the
amplified pulse energy becomes [116]:

Eout = SJsat ln
{

g0

[

exp
(

Jin

Jsat

)

− 1
]

+ 1
}

, (3.16)

where Jin is the input fluence of the seed beam. The saturation fluence for a
Ti:sapphire crystal is typically 1 Jcm−2 [106].

3.1.5 Optical parametric amplifier

The advent of ultrafast lasers with pulse widths in the range 50 - 150 fs has allowed
spectroscopic techniques at previously unobtainable temporal resolutions to be de-
veloped. In addition to ultrafast timescales, there is a need for lasers with wide
wavelength tunability so that many different states of matter can be investigated -
for example, electronic transitions in the ultraviolet and vibrational modes in the
infrared, probed using one laser. This has led to be development of Optical Para-
metric Oscillators (OPOs) and Amplifiers (OPAs), the latter of which are examined
here.

Optical parametric generation (OPG) was first demonstrated in 1965 [117]. A
high-frequency, high-intensity pump beam (at angular frequency ωp) amplifies a
lower-frequency, lower-intensity signal beam (ωs) in a nonlinear crystal. A third
beam, the idler, is generated in addition at frequency ωi such that ωi < ωs < ωp
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[118]. Energy conservation is satisfied such that

h̄ωp = h̄ωs + h̄ωi (3.17)

and for the interaction to be efficient, momentum conservation, or phase-matching,
must be satisfied such that

h̄kp = h̄ks + h̄ki. (3.18)

Three-wave interactions in nonlinear media are more generally described by the
Manley-Rowe relations [119]:

1
ωi

dIi

dz
=

1
ωs

dIs

dz
= − 1

ωp

dIp

dz
. (3.19)

The interaction results in the flow of energy from the two lower-frequency fields
to the sum-frequency field or vice versa [118]. In the case of sum-frequency genera-
tion, two high-intensity beams at ωs and ωi interact to produce a beam at ωs + ωi.
Second harmonic generation occurs when ωs = ωi. Difference frequency gen-
eration occurs in the case of two high-intensity beams at ωs and ωp interacting,
whereby the beam at ωp transfers power to the beam at ωs and to a generated
difference frequency beam at ωi. Optical parametric amplification is similar to
difference frequency generation, except that the beam at ωs is instead much less
intense than ωp and as such experiences a large amplification, while at the same
time the idler beam ωi is generated. The intensity of the signal and idler beams (Is

and Ii) after travelling through a nonlinear crystal of length L can be shown to be
[118]:

Is(L) = Is0

[

1 +
Γ2

g2 sinh2(gL)

]

,

Ii(L) = Is0
ωi

ωs

Γ2

g2 sinh2(gL).
(3.20)

Here Is0 is the initial intensity of the signal beam and g and Γ are

g =

√

Γ2 −
(

∆k

2

)2

, and

Γ =
8π2d2

e f f Ip

ninsnpλiλsǫ0c
,

(3.21)
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where ∆k is the wave-vector mismatch, ∆k = kp − ks − ki , de f f is the effective
nonlinear optical coefficient, ni, ns and np are the refractive indices of the nonlinear
crystal at frequencies ωi, ωs and ωp, λi and λs are the idler and signal beam
wavelengths, and c is the speed of light. In the case of perfect phase-matching
such that ∆k = 0 and g = Γ, equation (3.20) simplifies to:

Is(L) ∼= 1
4

Is0 exp (2ΓL),

Ii(L) ∼= ωi

4ωs
Is0 exp (2ΓL).

(3.22)

The ratio of signal to idler intensities is such that an equal number of signal and
idler photons are generated. A parametric gain factor can be defined by

G =
Is(L)

Is0
=

1
4

exp (2ΓL), (3.23)

where the gain grows exponentially with the crystal length L and nonlinear coef-
ficient Γ.

Equations (3.20) through to (3.23) describe monochromatic, continuous waves.
For the case of ultrafast pulsed lasers,

E(z, t) = ℜ{A(z, t) exp [j(ωt − kz)]}, (3.24)

where j is the imaginary unit and A(z, t) is the amplitude of the electric field. The
three-wave interaction is now described by three fields, each described by eq. (3.24)
moving through a nonlinear crystal with different group velocities, vg, where

vg =
1
h̄

dE

dk
=

dω

dk
(eq:Vg)

The signal, idler, and pump beams can thus be described in terms of the group
velocities, vgs, vgi and vgp and amplitudes As, Ai and Ap [118, 120]:

∂As

∂z
+

1
vgs

∂As

∂t
= −j

ωsde f f

nsc
A∗

i Ap exp(−j∆kz),

∂Ai

∂z
+

1
vgi

∂Ai

∂t
= −j

ωide f f

nic
A∗

s Ap exp(−j∆kz),

∂Ap

∂z
+

1
vgp

∂Ap

∂t
= −j

ωpde f f

npc
As Ai exp(+j∆kz).

(3.25)

These equations can be transformed into a frame of reference that is moving with
the group velocity of the pump pulse by defining τ = t − z/vgp :
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∂As

∂z
+

[

1
vgs

− 1
vgp

]

∂As

∂τ
= −j

ωsde f f

nsc
A∗

i Ap exp(−j∆kz),

∂Ai

∂z
+

[

1
vgi

− 1
vgp

]

∂Ai

∂τ
= −j

ωide f f

nic
A∗

s Ap exp(−j∆kz),

∂Ap

∂z
= −j

ωpde f f

npc
As Ai exp(j∆kz).

(3.26)

Here it can be seen that the main issues of parametric amplification with ultrafast
pulses are related to the group velocity mismatch (GVM) of the pulses, δvga:

δvga =
1

vga
− 1

vgp
a = s, i. (3.27)

The GVM between the pump and the signal/ idler beams limits the interaction
length over which the amplification takes place. The GVM between the signal and
idler beams limits the phase-matching bandwidth.

The pulse splitting length is defined as the propagation length through the
nonlinear crystal after which the signal or idler pulse separate from the pump
pulse in the absence of gain:

lap =
τp

δvga
, (3.28)

where τp is the pump pulse duration. The GVM will vary depending on the crystal
type, the pump wavelength and the type of phase matching. For a crystal with
length L shorter than the pulse splitting length, the gain expression for the case
of continuous wave (CW) beams in Eq. (3.23) remains valid for ultrafast pulses as
well. However, for crystal lengths comparable or greater than the pulse splitting
length, GVM becomes important and the CW expressions become invalid.

A schematic diagram of the OPA is given in figure (3.5). A very small amount
of the pump beam is used to generate a white light continuum in a sapphire
plate. This white light gives the signal beam, whereas the rest of the beam is
used as the pump in the optical parametric generation process in the BBO crystals.
Wavelength tuning is achieved by changing the phase-matching angle of the BBO
crystal so that a near-IR part of the white light spectrum is phase-matched to the
800 nm pump beam and amplification can occur. The amplification occurs in two
stages: the first BBO crystal is the preamplifier, with the second BBO crystal being
pumped by the majority of the amplifier output. This crystal is orientated so as
to create saturation of the amplified signal and idler beams so that a high level of
pulse-to-pulse stability is achieved.

The BBO crystals are type II, because type II phase matching has many advan-
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Figure 3.5: Near-infrared optical parametric amplifier using the 800 nm output
from a Ti:sapphire regenerative amplifier. DL: delay line; WLG: white light con-
tinuum generation in a sapphire plate; BBO: beta barium borate nonlinear crystal;
DM: dichroic mirror. The OPA creates a tunable wavelength range between 1100
and 2800 nm. Nonlinear frequency conversion (second harmonic generation etc.) is
then used to create a tunable output ranging between 260 and 800 nm. A dichroic
mirror is used on the output to remove any residual 800 nm pump beam (sent to a
beam dump), although this is sometimes removed so as to use this residual pump
for sum-frequency generation.

tages over type I phase matching [121]. Type II phase matching leads to the signal
and idler waves having orthogonal polarizations. For instance, if the polarization
of the pump is extraordinary (e), the idler will have extraordinary polarization and
the signal will have ordinary (o) polarization:

e(pump) → e(idler) + o(signal). (3.29)

This means that the signal and idler beams can be separated easily using polarizing
beam-splitters. Also, type II phase-matching in the BBO crystals means that the
relative velocity with respect to the pump of the signal wave is opposite to that
of the idler wave over most of the tuning range (i.e. the GVMs are of opposite
signs). This means that the energy flow in the OPG process is mostly from pump
to signal and idler waves so that the interaction has a higher conversion efficiency
[121]. Another advantage is that the amplified bandwidth is almost independent
of the signal wavelength, and so there is much better control over the bandwidth of
the amplified pulses [122]. One drawback of using a type II interaction is a lower
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effective nonlinearity, which means that a higher-intensity pump beam is required
for the same gain in a type I interaction [121].

The output of the OPA gives up to 250 µJ of amplified light at 1400 nm, and
is tunable between 1100 and 2800 nm. To achieve tunability to ultraviolet wave-
lengths, two nonlinear frequency conversion stages are used which also utilize
BBO crystals for sum-frequency generation or second harmonic generation. For in-
stance, to generate 700 nm, one of these stages would be used to frequency-double
the 1400 nm signal beam. To achieve 350 nm, a second stage would frequency-
double this again. The output energies over the Light Conversion TOPAS tuning
range are shown in figure (3.6). This tuning curve is for a TOPAS-C, where Light
Conversion manufacture many different versions with different wavelength tuning
ranges. The dichroic mirror used on the output of the OPA to block the residual
pump beam at 800 nm is sometimes removed so as to sum its frequency with either
the signal or the idler beams, so as to extend the tuning range to 230 nm (≈ 5.4
eV).

Figure 3.6: Tuning range for the Light Conversion TOPAS (www.lightcon.com),
using a 2 mJ amplifier output. SHS: second harmonic of signal beam; SHI: second
harmonic of idler beam; SFS: sum-frequency of signal and pump beam; SFI: sum-
frequency of idler and pump beam; FHS: fourth harmonic of signal beam; FHI:
fourth harmonic of idler beam; SH of SF: second harmonic of the sum-frequency
of the pump and signal (blue) and idler (green) beams. DFG refers to a difference-
frequency setup that can be installed to extend the tuning range further into the
infrared, although this is not used here.
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To summarise, the OPA gives a reproducible, stable output (± 2% r.m.s. is spec-
ified) over a wide range of wavelengths to be used in pump-probe spectroscopies.
It is also ideal for non-specialist users because most of the time it operates as a
turn-key ‘black box’ requiring little maintenance.

3.1.6 Laser beam radius measurement

An accurate measurement of the laser beam diameter is achieved using a knife-
edge method [123]. It is a simple and well-established technique that can be easily
applied with minimal equipment and calculations, and has been found to be as ac-
curate as similar slit and aperture methods [124]. Moreover, this low-cost method
can yield a high spatial resolution that is limited only by the resolution of the
mechanical stages used [125]. A knife-edge is mounted on a translation stage per-
pendicular to the path of a laser beam which is subsequently incident on a power
meter. The knife-edge is translated across the beam, and the translation stage
micrometer is measured at the points at which the knife-edge reduces the power
incident on the power meter to 90 % and 10 % of its total power, PTOT. The laser
beam is assumed to have a Gaussian profile, and the beam width, w, is defined to
be the radius at which the intensity is reduced to 1/e times its maximum.

The intensity, I(x, y), of a Gaussian laser beam propagating in the z-direction
is given by

I(x, y) = I0 exp
[−r(x, y)2

w2

]

, (3.30)

where r(x, y) =
[

(x − x0)
2 + (y − y0)

2]
1
2 , with x0 and y0 defining the position of

the centre of the beam. The total power of the Gaussian beam, PTOT, is the intensity
integrated over the area of the laser beam according to:

PTOT =
∫ ∞

−∞
I(x, y)dxdy =

π

2
I0w2. (3.31)

By measuring the positions at which the knife-edge reduces the total power, PTOT,
as it is translated across the beam in one direction, to 90 % (at a point d90) and 10
% (at d10), the beam width is calculated according to [123]:

w = 0.552 [d10 − d90] . (3.32)

The setup is illustrated in figure (3.7). Equation (3.32) demonstrates the simplicity
of this technique, in that a complete profile of the beam shape is not required.
This method is also advantageous because the measurements can be performed
relatively quickly.
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3.2. Laser-pump synchrotron-probe experiments

Figure 3.7: The knife-edge beam radius measurement. The knife-edge is translated
across the laser beam as the laser power is monitored with a power meter. A
micrometer is used to measure the points at which the power is reduced to 90 %
(at d90) and 10 % (at d10) of the total power, PTOT. The change in the laser power
as the knife-edge translates across it is illustrated by the black curve.

3.2 Laser-pump synchrotron-probe experiments

The ability to synchronize the laser output with an external reference is a powerful
tool when combining the laser system with an external light source for experimen-
tation. A good example of this occurs in pump-probe experiments when an exter-
nal synchrotron is used to generate the radiation for the probe [31, 32, 33, 34, 35].
In the case of the experiments synchronizing the laser system to the SRS at Dares-
bury Laboratory (presented in §3.2.2), the SRS is used as an X-ray source (with
a pulse duration of 200 ps r.m.s.), and the samples are pumped with radiation
from the laser in an ultra high vacuum (UHV) chamber (with pressures down to
1 × 10−10 mbar). It is essential to be able to synchronize the two sources so that
the delay time between pump and probe pulses does not change uncontrollably.
The delay time is then calibrated by introducing a fast photodiode into the UHV
chamber at the sample position.

In the following sections, X-ray photoelectron spectroscopy (XPS) is discussed,
whereby the X-ray synchrotron probe is used to study the core energy levels of a
sample, followed by the methodology of synchronizing the laser system to the SRS
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3.2. Laser-pump synchrotron-probe experiments

for pump-probe spectroscopy. Finally, pump-probe experiments carried out at the
SOLEIL synchrotron facility in Paris using a portable 375 nm laser are introduced.

3.2.1 X-ray photoelectron spectroscopy (XPS)

A high energy X-ray photon probe with energy hν frees electrons from a sample
due to the photo-electric effect, where the electron kinetic energies are

KE = hν − BE − W, (3.33)

where BE is the binding energy of the electrons and W is the workfunction of
the electron analyser, which gives an intrinsic shift to the kinetic energies of the
electrons. The high energy of the probe means that bound core level electrons
are freed, and so an electron energy analyser is used: electrons at each kinetic
energy are counted to determine the populations of the core levels in a sample,
i.e. mapping the filled density of states. This technique probes the surface of the
sample because it is this region from which the electrons can escape (electrons
from within the bulk of the sample scatter and are re-absorbed) [43]. The depth
from which electrons in a sample can escape is determined by the inelastic mean
free path of electrons, λ, which is the distance travelled by an electron before
a scattering event occurs [126]. The dependence of the inelastic mean free path
of electrons on kinetic energy is described by the universal curve shown in figure
(3.8). The intensity of an electron beam travelling through a solid decays according
to the Beer-Lambert law:

I(z) = I0e−
z
λ , (3.34)

where z is the distance through the solid and I0 is the initial intensity of the electron
beam. The inelastic mean free path length is thus defined as the distance the
electron beam can travel before its intensity has decreased to (1/e) of its initial
intensity. In XPS this means that 63% of detected electrons escape from a surface
depth λ, with 86% escaping from a depth 2λ and 95% escaping from a depth 3λ.
For example, the inelastic mean free path of an electron with a kinetic energy of
10 eV is 1 nm.

An electron analyser is constructed from a hemispherical cavity subjected to
an electrostatic field created by outer and inner plates at different potentials, typi-
cally kV. Theses voltages are calibrated to ensure passage of electrons at a certain
energy (the pass energy) to the electron counter. An electron counter such as a
Channeltron is an electron multiplier made from a glass funnel coated in a thin
semiconducting layer, with a negative high voltage applied to the wider input end.
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Figure 3.8: Inelastic mean free path of electrons, λ, versus kinetic energy [126].
Data points are elements: the even distribution around the curve makes it univer-
sal.

Electrons emitted through secondary emission are accelerated towards the narrow
end where a separate anode collects the multiplied electrons. A schematic dia-
gram of an XPS experiment is shown in figure (3.9). In fixed analyser transmission
(FAT) mode, the voltages of the retarding lens create an electrostatic field that re-
tards electrons of a certain kinetic energy to the analyser pass energy, as well as
focusing the electrons on the analyser entrance slit. This mode is also known as
constant analyser energy (CAE) mode. The voltages are then varied so as to sam-
ple electrons of different kinetic energies. Samples studied with XPS are usually
solid because the experiment must take place under ultra high vacuum (UHV) in
order to prevent surface contamination over the timescale of the experiment.

The energy distribution curves recorded in XPS are spectral functions that are
affected by all the possible excitation processes in the sample. Typical XPS spectra
include a background that increases with binding energy, due to inelastic scatter-
ing of electrons within the sample. Only 63% of detected electrons escape from a
depth of up to one mean free path; other electrons will therefore undergo inelas-
tic scattering events (leading to a loss in kinetic energy, where one electron can
undergo multiple losses) before escaping the sample and being detected.

Photoemission peaks observed in an XPS spectrum for s-orbital (l = 0) electrons
are singlets, whereas p-orbital (l = 1) peaks are doublets. This is due to spin-orbit
splitting, in that there are two possible values for the total momentum quantum
number j = |l ± s|, where s = 1/2 is the electron spin (thus for p-orbitals j can be
1
2 or 3

2). The populations, and thus intensities, of each peak in a doublet is due to
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Figure 3.9: The X-ray photoelectron spectroscopy (XPS) experiment. In fixed anal-
yser transmission (FAT) mode, the voltages of the retarding lens create an elec-
trostatic field that retard electrons at a certain kinetic energy to the analyser pass
energy. The voltages in the hemispherical analyser are fixed so that only electrons
at the pass energy reach the electron counter, and a spectrum is obtained by scan-
ning the retard potential. Only electrons from atoms close to the surface of the
sample can reach the analyser due to the inelastic mean free path of electrons in a
solid (figure (3.8)). The sample is held under ultra high vacuum to prevent surface
contamination.

the degeneracy, (2j + 1), of each orbital. For p-orbitals this degeneracy is 2 and 4
for j = 1

2 and j = 3
2 respectively. This means 6 electrons occupy a p-orbital, and the

relative populations of the doublet peaks will be 2:4 or 1:2. Table (3.1) summarises
the electron populations and degeneracies of the s, p, d and f orbitals, and the
filling of electronic levels up to the 4f7/2 orbital is shown in table (3.2).

l Notation j = |l + s| (2j + 1) Electrons Doublet ratio
0 s 1/2 2 2 -
1 p 1/2 , 3/2 2 , 4 6 1:2
2 d 3/2 , 5/2 4 , 6 10 2:3
3 f 5/2 , 7/2 6 , 8 14 3:4

Table 3.1: Degeneracy and population of the s, p, d and f electronic orbitals, and
the ratio of the intensities of the doublet peaks observed in XPS.

The strength of the spin-orbit coupling will affect the energy spacing between
the doublet peaks, e.g. the energy difference between the 2p1/2 and 2p3/2 states.
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n l (n + l) s j = |l + s| Orbital X-ray notation
1 0 1 ±1/2

1/2 1s1/2 K
2 0 2 ±1/2

1/2 2s1/2 L1
2 1 3 −1/2

1/2 2p1/2 L2
2 1 3 +1/2

3/2 2p3/2 L3
3 0 3 ±1/2

1/2 3s1/2 M1
3 1 4 −1/2

1/2 3p1/2 M2
3 1 4 +1/2

3/2 3p3/2 M3
4 0 4 ±1/2

1/2 4s1/2 N1
3 2 5 −1/2

3/2 3d3/2 M4
3 2 5 +1/2

5/2 3d5/2 M5
4 1 5 −1/2

1/2 4p1/2 N2
4 1 5 +1/2

3/2 4p3/2 N3
5 0 5 ±1/2

1/2 5s1/2 O1
4 2 6 −1/2

3/2 4d3/2 N4
4 2 6 +1/2

5/2 4d5/2 N5
5 1 6 −1/2

1/2 5p1/2 O2
5 1 6 +1/2

3/2 5p3/2 O3
6 0 6 ±1/2

1/2 6s1/2 P1
4 3 7 −1/2

5/2 4f5/2 N6
4 3 7 +1/2

7/2 4f7/2 N7

Table 3.2: Electron configuration up to the 4f7/2 orbital. Energy levels are filled
with increasing energy described by the quantum numbers (n + l), where lower
values of n are filled first when two or more states have the same value for (n + l).
X-ray nomenclature is also included.

For a given value of (n + l) this separation increases with the atomic number of
the atom. For a given atom, the doublet separation increases with both n and l

[127].

The peaks observed in an XPS spectrum include photoelectron peaks from
atomic core levels and Auger emission. Whereas the kinetic energies of observed
photoemission peaks (of fixed binding energies) will change depending on the X-
ray photon energy according to eq. (3.33), Auger emission peaks occur at fixed
kinetic energies. This is because Auger emission occurs when a core level elec-
tron relaxes to a lower atomic state made available after a primary photoelectron
is emitted following X-ray photoexcitation. This excess energy is emitted either
as a photon (X-ray fluorescence), or is used in exciting another electron (Auger
emission). Auger emission for the case of a 1s electron (or K state in X-ray nota-
tion) ejected upon photoexcitation leads to an internal transition from the 2p to
the 1s state (the 2p state is labelled L2,3 in X-ray notation), thus ejecting another 2p
electron, is shown in figure (3.10). The Auger emission energy for this transition,
EKL2,3L2,3 is therefore approximately [127]:
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EKL2,3L2,3 = EK − EL2,3 − EL2,3 . (3.35)

This energy is clearly independent of the X-ray energy, or indeed the primary beam
composition (i.e. an electron or ion beam could create Auger emission in the same
way as an X-ray beam).

Figure 3.10: The Auger emission process for a KL2,3L2,3 Auger electron, adapted
from [127]. The relaxation of the atom after photoexcitation leads to the emission
of an Auger electron.

The intensity of a photoelectron peak in an XPS spectrum is given by [127]

I = JρσKλ, (3.36)

where J is the X-ray photon flux, ρ is the atomic concentration, σ is the cross section
for photoelectron production (a probability for the photoelectric effect to occur for
a particular orbital in a particular atom), K is an attenuation due to instrumental
factors, and λ is the attenuation length of electrons in the solid (analogous to the
mean free path length). Photoelectron peaks in an XPS spectrum can thus be used
to determine the atomic composition of a material being studied, in that the ratio
of XPS peak intensities for an element (adjusted by relevant cross sections etc.)
gives the percentage atomic composition. If NA is the amount of a particular atom
in a sample, the percentage amount of A can be calculated using

NA% =
IA/FA

Σ(I/F)
× 100% (3.37)

where F is the sensitivity factor for a particular electron orbital (a conglomeration
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of the factors in eq. (3.36)).

XPS can also probe the valence band of a material. This occurs at low binding
energies (typically 0-20 eV) and is due to electrons involved in bonding orbitals
rather than core levels at much higher binding energies [128]. Measuring the va-
lence band spectrum allows for the Fermi energy, EF, of a sample to be determined
from the low binding energy cut-off of a metal in electrical contact with the sam-
ple. Core levels appear in the XPS spectrum at binding energies greater than the
valence band. In the case of zinc, for example, the first core level seen at higher
binding energies than the valence band is the 3d state.

The photoelectron peak shapes are determined by a Lorentzian contribution,
caused by the limited natural lifetime of the core hole state, and a Gaussian broad-
ening contribution caused by the line shape of the X-ray beam exciting the sample
as well as electron scattering and detection in the analyser, i.e. by instrumental
factors [129]. The Lorentzian contribution L(E) is given by

L(E) =

{

1 +

[

E − E0

β

]2
}−1

(3.38)

and the Gaussian contribution G(E) is given by

G(E) = exp

{

− ln 2
[

E − E0

β

]2
}

, (3.39)

where both are characterized by the peak position E0 and the full-width at half-
maximum height (FWHM) of the peak, where β = 1

2 FWHM. The convolution
of these two contributions, the Voigt function, gives the best description of the
spectral peaks:

f (E) = h f (L∗G) = h
∫ +∞

−∞
L(E′)G(E − E′)dE′ , (3.40)

where h is the peak height, or maximum intensity. It is important to note that the
Voigt function contains independent full-width at half-maximum heights for the
Lorentzian and Gaussian contributions [129]. Calculating this convolution can be
computationally time consuming, and so two approximations to the Voigt function
are often used, whereby the spectral line function f (E) is determined by either a
product or a summation of the two contributions. The product approximation is
determined by
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f (E) =h

{

1 + MV

[

E − E0

β + α(E − E0)

]2
}−1

× exp

{

−(1 − MV) ln 2
[

E − E0

β + α(E − E0)

]2
}

,

(3.41)

and the sum approximation by

f (E) =hMV

{

1 +

[

E − E0

β + α(E − E0)

]2
}−1

+ h(1 − MV) exp

{

− ln 2
[

E − E0

β + α(E − E0)

]2
}

.

(3.42)

Here MV is the mixing ratio (1 for purely Lorentzian, 0 for purely Gaussian, typi-
cally set to 0.7, dependent on the ratio of natural to instrumental broadening), and
α is the asymmetry index. These approximations set the full-width half-maximums
to be equal for both contributions. Hesse et al. have shown that the sum approx-
imation is closer to the true Voigt function [129], and this is implemented in the
XPS analysis software CasaXPS (www.casaxps.com) in this work.

A good visual indication of the goodness of the peak fitting is given by plotting
the residual of the fit R(i):

R(i) =
S(i) − M(i)

√

M(i)
(3.43)

where S(i) is the fit and M(i) is the data.

3.2.2 Synchronization of the laser system to the SRS

The aim of the experiments at the SRS is to measure the change in the surface
photovoltage (SPV, eq. (2.91)), induced by laser photoexcitation (the pump), over
the time period of the synchrotron repetition rate (for the SRS, 320 ns). Therefore
the laser pulses must be synchronized to coincide at the sample at the same time
as the X-ray probe beam and at the same repetition rate. The pump-probe delay
time, τ, then needs to be controlled and varied to measure the change in the SPV
over time.

A Spectra-Physics ‘Lok-2-Clock’ electronics module for the Tsunami Ti:sapphire
oscillator allows the laser output to be synchronized to an external reference such
as a synchrotron light source, with time jitters reduced to 1 ps r.m.s. as monitored
by a fast photodiode, using a motorized mirror to correct coarse changes, as well
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as a mirror mounted to a piezoelectric motor for fine changes, in the repetition
rate. In the case of the SRS, the repetition rate is 3.123 MHz in which there are
160 RF buckets available to be filled with electrons, approximately 2 ns apart (at
499.68 MHz, which is the external reference used). Because this frequency is too
high for the Tsunami to operate (the tuning range of the Tsunami is approximately
80 to 83.3 MHz), some electronics is implemented to divide the external reference
to within this range. The Tsunami oscillator frequency was chosen so that the
operating frequency range would allow an integer division (by a pulse picker) to
give the synchrotron repetition rate.

The SRS has two modes of operation: single-bunch (SB) and multi-bunch (MB).
Whereas approximately 80% of the RF buckets are filled with electrons in MB, SB
has only one bunch every 320 ns.

Figure 3.11: A schematic diagram of the electronics used to divide the SRS refer-
ence frequency to one that can be used to synchronize the laser to it. The pulse
picker can then be used to ‘divide’ this frequency so that one pulse is generated
for each SRS pulse in single-bunch mode. The Direct Digital Synthesiser (DDS)
can introduce a time delay between laser probe and SRS pump pulses.

A frequency divider is used to divide the SRS reference by five, after which a
Direct Digital Synthesiser (DDS) is used to convert the signal to match 81.198 MHz
that the Tsunami oscillator is capable of generating (a separate frequency divider
of five is used because the DDS can only perform multiplications or divisions
by numbers which can be expressed as 2x). A DDS is used to implement com-
plex multiplication and divisions of RF signals, by storing points of a waveform
digitally before recalling them in order to generate a new waveform (after multi-
plications). A digital to analogue converter (DAC) is then used to create an output
voltage (the process is illustrated in figure 3.11). A pulse picker is then employed
so that one pulse in every twenty-six is used, meaning that one laser pulse will be
generated every 320 ns, synchronized to the SRS. The DDS then becomes a pow-
erful tool as the phase increment between the points it samples can be adjusted,
leading to a delay in the output laser pulse (a phase difference of 30◦ leads to a 1 ns
delay). This means that the delay time between the oscillator laser and synchrotron
pulses can be varied easily and accurately, thus laser-pump synchrotron-probe ex-
periments can be carried out. The use of the DDS is far superior than the use of
a mechanical delay stage: for a 320 ns time delay, a mechanical stage would need
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to be 96 m long. A mechanical delay stage would also be highly sensitive to laser
alignment errors as the time delay could not be accurately known unless the stage
was aligned so that the input and output beams were exactly parallel.

The laser system is now synchronized to the synchrotron, and the delay time
between the pump and probe is controlled by the direct digital synthesiser (DDS)
that introduces a phase shift into the laser output. This phase shift is analogous to
a traditional delay line as shown in figure (3.12).

Figure 3.12: A laser-pump synchrotron-probe experiment using an optical delay
line to introduce a pump-probe delay time. A Direct Digital Synthesiser can be
used to generate this time delay electronically rather than mechanically.

The first material studied in these experiments was a wafer of n-type Si (111),
the most common semiconductor used in traditional solar energy cells. The laser
pump beam at 800 nm (1.55 eV) excites valence band electrons across the band gap
(Eg = 1.12 eV in silicon [130]) and so the band bending at the surface interface
changes as described in section 2.4. This change in the amount of band bending
at the surface, the surface photovoltage change, is determined using XPS of the
Si 2p core level. XPS is an ideal method for studying the SPV as the analysed
photoelectrons come mainly from the surface atoms, where the band bending will
be experienced in the space charge layer, as shown in figure (3.13). The SPV change
is revealed as a shift in the kinetic energy of the photoemission spectrum.

For an n-type semiconductor the spectrum will shift to lower kinetic energies
(higher binding energy), and for a p-type semiconductor the spectrum will shift
to higher kinetic energies. The laser photoexcites electrons into the conduction
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Figure 3.13: Determination of the surface photovoltage using XPS. Here the semi-
conductor is n-type and so upon laser illumination to the photoemission spectrum
will shift to lower kinetic energies, as the surface band bending is reduced by
charge injection (see figure (2.14)).

band, which then separate across the space charge region, with electrons drifting
towards the bulk and the holes towards the surface in an n-type semiconductor
(and vice versa for a p-type semiconductor), which suppresses the band bending.
As the electrons recombine with holes radiatively, the amount of kinetic energy
shift observed decays.

3.2.3 Pump-probe experiments at SOLEIL

For these experiments, a portable 375 nm CUBE laser by Coherent was used at
the TEMPO beamline at the SOLEIL synchrotron radiation source [131]. A signal
generator with a variable period, T, was used to turn the laser on and off at each
half-period as shown in figure (3.14). This TTL output is used to trigger in-house
software that captures a narrow XPS energy range centred on a particular core
level of the sample under study. 20,000 XPS spectra are captured over the period
T, so for example, setting the TTL period to 1 ms will mean an XPS spectra is
captured every 50 ns, with the laser turning on and off every 0.5 ms. There are
very few counts recorded per capture, and so many accumulations of these XPS
spectra are recorded to achieve a good signal-to-noise ratio (typically requiring
of the order of 10,000 accumulations). The surface photovoltage effect (SPV) on a
particular core energy level can be measured with good temporal resolution, as the
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core level shifts in energy as the laser is turned on and decays back to its original
energy once the laser is turned off.

Figure 3.14: A signal generator creates a TTL signal to control the CW laser: 5 V
for on, 0 V for off. The period, T, is variable and typically set to 1 ms. The signal
generator is used to trigger the pump-probe software which captures 20,000 XPS
spectra over the period.

The technological advances required to be able to record a narrow XPS spec-
trum up to every 5 ns were first made at the ELETTRA synchrotron radiation
source at Trieste, Italy [132]. Instead of using a charge-coupled device (CCD) for
detection on the electron analyser, a two-dimensional array of microchannel plate
detectors (MCPs) is used, whereby electron multiplication occurs in an applied
electric field. A cross-delay anode detector is used to measure the electron signals:
spatial information is measured using a delay line where the time-delay signal is
converted to spatial information using a combination of constant fraction discrim-
inators (CFDs) and time-to-digital converters (TDCs) [133]. CFDs are used so that
the start and stop signals from the delay lines are unaffected by peak amplitude
variations. The TDCs allow XPS signals of the order of megacounts per second to
be acquired. Data acquisition and computer interfacing are automated by a field
programmable gate array (FPGA) which controls the pump-probe experiment us-
ing a trigger from the pump [132]. At TEMPO there is a 150 ns time resolution
limit due to the time difference in the signals from the delay line detector (the so-
called ‘transit time spread’ of electrons travelling through the analyser), and the
speed of the electronics.

XPS spectra were also recorded with much greater signal-to-noise ratios on a
variety of core energy levels when the laser was permanently off and permanently
on. Additionally, the power of the laser was controllable, and so it was possible to
study the SPV effect at a variety of different laser powers.
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3.3 Time-resolved THz spectrometer

This section details the table-top time-resolved THz spectrometer (TRTS) that has
been built in the Photon Science Institute, starting from a layout of the spectrome-
ter before explaining the non-linear optical phenomena utilized in the generation
and detection of the THz beam. The setup of ultraviolet/visible/near-infrared-
pump THz-probe experiments is then explained before detailing the various ex-
perimental challenges that have been overcome in fabricating the spectrometer.
The output of the Spitfire regenerative amplifier is used to generate and detect
THz pulses. The pump used in the experiments comes either from the TOPAS-C
optical parametric amplifier, or by frequency-doubling a portion of the 800 nm
amplifier output. Both of these setups are described.

The THz spectrometer was designed, built and commissioned by the author of
this work, in consultation with Dr. Darren Graham.

3.3.1 Schematic layout

The spectrometer has three main components: THz generation, THz detection,
and pump beam. One of the main logistical problems of the setup is the matching
of path lengths of both the generation and detection beam paths, and the pump
and probe (or generation) beam paths to the sample. Measuring the THz probe
beam alone essentially involves a pump-probe technique involving a delay line,
and is one of the reasons why THz spectroscopy is more challenging than other
more traditional techniques such as transient absorption (TA) spectroscopy, where
the probe beam is simply detected by a photodiode, photodiode array, or CCD
(charge-coupled device) camera.

Initial studies of quartz (§4.1.1), two solvents (§4.1.2) and GaAs (§4.1.3) were
carried out using the setup in figure (3.15). The output of the Spitfire regenerative
amplifier (1 W average power at a 1 kHz repetition rate, with a wavelength of 800
nm) is used for THz generation and detection, as well as for the photoexciting
pump beam. In this case, the path length of the pump and THz generation beams
from the first beamsplitter (BS1) to the sample is matched. The THz generation
and detection beams from the second beamsplitter (BS2) to the ZnTe detection
crystal is also matched. Delay line DL1 is used to scan the THz pulse, and delay
line DL2 is used to vary the pump-probe delay time τ. The pump beam is either
the 800 nm (1.55 eV) amplifier output, or a doubling crystal is inserted to generate
a 400 nm (3.10 eV) pump beam.

For studies on bulk InP (§4.2), a variable pump beam energy was required
as opposed to simply 800 and 400 nm in the previous setup. The output from
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Figure 3.15: Layout of the time-resolved THz spectrometer made of three sections:
THz generation, THz detection, and a pump beam. The large mirrors used to
reflect and focus the THz beam are gold parabolic mirrors. BBO: beta-barium-
borate crystal for frequency doubling of the pump beam. BGF: blue glass filter
to reject the 800 nm after frequency doubling; CH1 and CH2: optical choppers;
DL1 and DL2: optical delay lines; MDS: manual delay stage; ND: neutral density
filter; T: telescope; L: lens; BS1 and BS2: beam splitters; ZnTe: THz generation and
detection crystals; Si: high resistivity silicon filter; P: polarizer; ITO: indium-tin-
oxide coated glass; QWP: quarter wave-plate; PBS: polarizing beam splitter; A and
B: photodiodes; H: humidity monitor; S: sample.

the regenerative amplifier is then split on the main laser table to be used in an
optical parametric amplifier (OPA). This new setup is illustrated in figure (3.16).
This is additionally challenging because the path lengths of the pump and THz
probe now need to be matched to the point at which the beams are split on the
main laser table. The THz generation/ detection beam needs to be taken on an
additional delay to compensate for the complicated route the pump beam takes
through the OPA. The OPA gives a continuous range of pump wavelengths from
230 nm - 20 µm, of which 370 - 800 nm are used to study InP. The OPA setup also
includes the use of a diffuser: a fused-silica plate that has been polished with a
coarse abrasive. This creates a homogeneous beam free from any potential hot-
spots in the OPA output. The diffuser causes the beam to defocus rapidly, and so
lenses are used before and after it so as to collect and recollimate the beam. This
modified setup also uses a pellicle beam splitter to bring the pump beam collinear
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with the THz probe before the sample. A photograph of the THz experiment is
shown in figure (3.17).

Figure 3.16: Layout of the time-resolved THz spectrometer utilizing an OPA for the
pump beam. D: diffuser; PEL: pellicle beam-splitter; PM: gold parabolic mirrors.
The difference signal of the photodiodes is measured using the lock-in amplifier,
which is read by the PC which simultaneously controls the THz detection and
pump delay lines (DL1 and DL2).

Figure 3.17: Photograph of the time-resolved terahertz spectrometer.
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3.3.2 THz generation and detection

Broadband terahertz radiation can now be generated due to advances in ultrafast
laser technology. The output from the Spitfire regenerative amplifier gives 1 mJ at
a 1 kHz repetition rate, with a pulse duration of 100 fs, which means the wave-
length of the pulse is Gaussian, centred at 800 nm with a full width half maximum
(FWHM) of approximately 10 nm. This large spectral bandwidth, ∆ω, gives rise
to the generation of THz pulses when incident on a nonlinear ZnTe (110) crystal
[134].

The electric field of the laser pulse is given by

E = A cos ωt (3.44)

which adheres to the wave equation:

[

− ∂2

∂z2 +
1
c2

∂2

∂t2

]

E(z, t) = −µ0
∂2

∂t2 P(z, t) − µ0
∂

∂t
j(z, t), (3.45)

where P(z, t) is the polarization and j(z, t) the charge density. The large spectral
bandwidth of the pulses is best described as the interaction of two waves at fre-
quencies ω1 and ω2, with ∆ω = ω1 − ω2. The Pockels effect (Eq. (3.4)) leads the
polarization of the crystal to oscillate at THz frequencies [135]: the second order
polarization P(2)(t) is given by

P(2)(t) = χ(2)E1(t)E2(t)

= χ(2)A1A2 cos ω1t cos ω2t

=
1
2

χ(2)A1A2 [cos(ω1 − ω2)t + cos(ω1 + ω2)t]

= P
(2)
∆

+ P
(2)
Σ ,

(3.46)

where P
(2)
∆

is the difference term and P
(2)
Σ the sum term. The sum term corresponds

to sum frequency generation and hence frequency-doubling when ω1 = ω2. The
difference term corresponds to optical rectification: the change in the polariza-
tion leads to the emission of a THz field that can be derived by solving the wave
equation [136]:

ETHz(t) = − µ0

4π

S

z

(

∂P

∂t

)

, (3.47)

where S is the emitting area and z is the distance between the emitter and the
detector. Rotation of the 1 mm thick ZnTe generation crystal is required to obtain
the maximum THz field ETHz(t) [137]. This is achieved when the angle between
the polarization of the generation beam and the [001] plane of the crystal is 54.7◦
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[137, 138].
A 1 mm thick (100) silicon filter is used after the ZnTe generation crystal to

block any transmitted 800 nm radiation (shown as Si in the layout (figure (3.15))).
The wafer is synthesized using the float zone technique, with n-type phospho-
rus doping and a resistivity greater than 10,000 Ωcm. Unfortunately this filter of
course absorbs THz and some of the signal is lost, but it is a necessary evil because
this remnant generation beam could reach the sample, potentially photoexciting
it, or reach the detection crystal and photodiodes. Another filter is used after the
sample to block the pump beam for pump-probe experiments, where it will also
block any fluorescence from the sample.

The process of detecting THz radiation also utilizes the Pockels effect: as the
THz field is transmitted through a second nonlinear, 0.5 mm thick, ZnTe crystal it
becomes birefringent, and so its refractive index changes. A weak 800 nm detection
beam is sent colinearly through the crystal, and as the refractive index of the crystal
changes, the polarization of the detection beam changes. A quarter wave plate is
then used to convert the polarization from linear to circular (or rather, elliptical).
A polarizing beam splitter then separates the two components of the polarization,
and they are monitored by two photodiodes, as shown in figure (3.18). This process
is called electro-optic sampling, for the delay time between the THz beam and the
detection beam is changed by a delay line so that different parts of the THz pulse
are sampled depending on which part reaches the ZnTe crystal at the same time
as the detection beam [139, 140].

The efficiency of this electro-optic sampling is also affected by the angle be-
tween the polarization of the detection beam and the [001] axis of the crystal, and
varies depending on whether the polarization of the detection beam is parallel or
perpendicular to that of the THz beam [141].

The two photodiodes are balanced such that when there is no THz beam
present, the amounts of light reaching the two photodiodes are equal: this is
achieved by rotating the quarter-wave plate. When a THz beam is present the
refractive index of the ZnTe crystal is changed, changing the polarization of the
800 nm detection beam, and so there is a difference in the signals measured by the
two photodiodes.

The THz signal, or rather the changes in polarization, are detected using a
lock-in amplifier and a chopper. An optical chopper synchronized to the laser
system chops the generation beam (CH1 in figure (3.15)) so that a THz pulse is
only generated every other input pulse (i.e. the generation beam is chopped at 500
Hz because the repetition rate of the regenerative amplifier is 1 kHz).

If ∆I = I1 − I2 is the difference in signal intensity reaching the two photodiodes
and the intensity of the detection beam is Idet = I1 + I2, the measured signal can
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Figure 3.18: Electro-optic sampling technique, where no and ne are the ordinary
and extraordinary components of the ZnTe refractive index, λ/4 is a quarter wave
plate for conversion to circularly (elliptically) polarized light, PBS is a polarizing
beam splitter and BPDs are the pair of balanced photodiodes.

Figure 3.19: Screen shot of the THz automation software written in LabView.

be used to determine the THz field ETHz by:

∆I

Idet
=

ωn3ETHzr41L

c
, (3.48)
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Figure 3.20: Data acquisition in the THz spectrometer. Both the lock-in amplifier
and the optical chopper are synchronized to a subharmonic of the laser repetition
rate (1 kHz / n, i.e. 500 Hz, 333.3 Hz, 250 Hz for n = 2, 3, 4 etc.).

where the electro-optic coefficient r41 = 4.04 pm/V for ZnTe [142], the near-
infrared refractive index is n = 3.22 for ZnTe at 800 nm [143], L is the length
of the crystal (0.5 mm) and ω is the angular frequency of the detection beam.
The terahertz electric field is thus calculated from the voltage signal of the lock-in
amplifier:

ETHz = 2
∆V

Vmax

λ

2πn3r41L
=

∆V

Vmax
· 3.78 × 104 (V cm−1) (3.49)

where Vmax is the total voltage from each diode in the absence of a THz field such
that ∆V = 0. Typically peak electric fields in excess of 300 V cm−1 are measured.

The generation and detection of THz pulses using nonlinear optical crystals is
fast becoming the most popular way to generate THz due to the commercial avail-
ability of the electro-optic materials and the bandwidths achievable from them.
However, there are other ways to generate and detect THz radiation such as using
photoconductive antennas [20].

An electro-optically sampled THz pulse (obtained with no sample present) is
shown in figure (3.21). The inset of the figure shows a magnified section from
which it can be seen that the signal to noise ratio (S/N) is greater than 1000:1.
This is a single scan where eight accumulations were taken at each point. The
lock-in amplifier time constant (§3.3.3) is set at 300 ms.

The power spectrum of the pulse is obtained from the square of the amplitude
of the Fourier transform of the time-domain data (Eq. (2.101)) and is shown in
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Figure 3.21: A THz pulse scanned over 8 ps, with an inset illustrating the noise
level. The electric field was calculated using Eq. (3.48). The achieved signal to
noise ratio here is ≈ 1600:1.

figure (3.22). A bandwidth of 3 THz is achieved, where the bandwidth is limited
by the lack of phase matching of the frequency difference mixing in the ZnTe
crystal [144].
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Figure 3.22: The THz power spectrum corresponding to figure (3.21), with a band-
width of 3 THz. The dynamic range is over five decades.
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The time-domain data are padded with zeros before Fourier transforming in
order for the frequency spectrum to contain more points. The resolution of the
frequency spectrum is given by

∆ f =
1
N

1
dt

, (3.50)

where N is the number of data points (the Fourier transform will be most effective
when N = 2x) and dt is the time step [20]. Here the time step is 33.3 fs, and
the time-domain data contained 480 data points, giving a spectral resolution of
∆ f ≈ 62 GHz. In theory, should the entire range of the delay line be scanned (150
mm), the resolution can be improved to approximately 1 GHz.

It is important that the time step used in the time domain measurement is
sufficiently small that the cut-off frequency, fc, given by

fc =
1

2dt
, (3.51)

is greater than the bandwidth of the power spectrum, because if not the power
spectrum becomes aliased, i.e. it is ‘folded over’ at the cut-off frequency [145]. The
cut-off frequency in this case is ≈ 37 THz. The phase of the Fourier transform is
given by

φ(ω) = arg(E(ω)) = arctan
(ℜE(ω)

ℑE(ω)

)

, (3.52)

where ℜE(ω) and ℑE(ω) are the real and imaginary components of the frequency
spectrum. However, these ‘raw’ phase data only take values between ±π radians,
and so the phase must be unwrapped whereby 2π is added to each discontinuity.
A phase-unwrapping module is present in most mathematical software packages
such as MATLAB. The raw unwrapped phase data are shown in figure (3.23).

The balanced detection technique is used so that fluctuations in the laser flu-
ence (pulse to pulse fluctuations) will not perturb the measurements. However,
it is important to note that this will only hold true should the two photodiodes
be perfectly balanced. How well the photodiodes can be balanced will therefore
effect the noise level in the measurements. A polarizer is used to ‘clean up’ the po-
larization of the detection beam (which, again, can fluctuate) because this would
not be suppressed by the balanced detection. The spectrometer therefore incor-
porates many subtle techniques in an attempt to minimise the noise level in the
spectrometer.
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Figure 3.23: Raw (left) and unwrapped (right) phase data of the THz pulses.

3.3.3 Lock-in amplifier

A lock-in amplifier is used to detect the change in the difference of the signals from
the two photodiodes (A − B) occurring at the frequency of the chopper. The lock-
in uses a reference signal that is the same as that used for the choppers, namely a
subharmonic of the 1 kHz reference from the laser.

If a THz pulse is created every two, three or four laser pulses (for the subhar-
monics n = 2, 3, 4), a change in the photodiode difference signal will be measured
in the presence of a THz pulse. However, this change in the signal from the photo-
diodes may be very small compared to the actual photodiode signal, and as such
is very difficult to detect. Moreover, the change in the photodiode signal may be
equivalent or even smaller than the noise level of the photodiode signal, making
measurements impossible. However, a lock-in amplifier is a phase-sensitive detec-
tor, and given the same reference as the chopper, will only detect a signal occurring
at that reference frequency, with all other signals being rejected. The actual photo-
diode signal is removed, and only the change in the difference of the photodiode
signals (A − B) occurring at a subharmonic of the laser reference frequency will be
measured. The reference voltage sent to the lock-in amplifier does not have to be
sinusoidal, because the lock-in amplifier has a voltage-controlled oscillator (VCO)
which creates a sinusoidal voltage synchronized to the reference. The reference
input simply needs to be periodic and synchronous with the desired signal.

A simplified circuit diagram for a lock-in amplifier is given in figure (3.24).
The main components of the lock-in amplifier are [146]: (i) An AC amplifier which
gives a voltage gain Gac determined by the sensitivity settings of the lock-in, which
are user-specified; (ii) A voltage-controlled oscillator which is used to create a
sinusoidal voltage synchronized to an input reference in frequency and phase. This
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Figure 3.24: Circuit diagram of a lock-in amplifier, adapted from [146]. A voltage-
controlled oscillator (VCO) generates an oscillating voltage, VVCO, synchronized
to an external reference. The AC amplifier amplifies the input signal, Vin, with
variable filters specified by the user. This amplified signal, Vac, is then multiplied
with the reference voltage in the phase sensitive detector (PSD). The DC output of
this, VPSD, is then passed through a low-pass filter and a DC amplifier to give the
output measurement Vout.

VCO also contains a phase-shifting circuit that allows the user to shift its signal
phase from 0◦ to 360◦; (iii) A phase sensitive detector (PSD). This is a specialised
multiplier that creates the product V∗

1 V2 from inputs V1 and V2; (iv) A low-pass
filter with a user-controlled time constant that has up to two stages that can be
used; (v) A DC amplifier which is different to an AC filter in that it works at zero
frequency.

For an input voltage Vin:

Vin(t) = V0 sin(ω0t + θ) + Vn(t), (3.53)

where V0 is the amplitude of the signal which is to be measured, θ is the signal
phase and ω0 = 2πν0 where ν0 is the ordinary frequency of the signal, in this case
the frequency at which the chopper is set. However, the signal ‘sits’ on a much
larger signal, Vn such that V2

n ≫ V2
0 , that may as well be considered to be a large

background noise. If there were no large background noise, an oscilloscope or
simple AC voltmeter could be used to measure V0.
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The output voltage from a lock-in amplifier is [146, 147]:

Vout =
1
2

GacGdcV0E0 cos(θ − φ), (3.54)

where E0 and φ are the amplitude and phase of the VCO signal and Gac and Gdc

are gains applied by the AC and DC amplifiers.

Modern-day lock-in amplifiers are, of course, digital, and so the multiplication
and filtering stages are now performed by digital signal processing (DSP) chips,
although the principle is the same [148]. Input voltages are now first sent through
analog-to-digital converters. One particular advantage of digital lock-ins is the
ability to be able to autophase onto the signal, that is, for the general case of θ 6= φ,
the reference signal phase φ is adjusted so that θ = φ and the entire signal is in
phase and measured.

3.3.4 Water absorption

Frequency (THz) Intensity (log I) Frequency (THz) Intensity (log I)
0.557 -0.8145 2.196 -0.2034
0.752 -0.9942 2.222 -0.1960
1.097 -0.3182 2.264 -0.0563
1.113 -0.8352 2.344 -0.6247
1.163 -0.2790 2.366 -0.6328
1.207 -0.7824 2.391 -0.0565
1.229 -0.8504 2.463 -0.0712
1.411 -0.3734 2.631 -0.6111
1.602 -0.6907 2.640 +0.5355
1.661 -0.2731 2.664 -0.7818
1.670 +0.1020 2.686 -0.5744
1.795 -0.9527 2.774 +0.4693
1.797 -0.8294 2.880 -0.2760
1.868 -0.3299 2.884 -0.7358
1.919 -0.5736 2.885 -0.9564
2.040 -0.6608 2.969 -0.0257
2.074 -0.8295 2.970 +0.0265
2.164 -0.1046

Table 3.3: Water absorption lines in the THz spectral region up to 3 THz [149]. The
greater log I, the greater the absorption, with the largest absorption occurring at
2.640, 2.774 and 1.670 THz.

One very important experimental consideration in THz spectroscopy is that
THz radiation is heavily absorbed by water vapour at certain frequencies in the
THz spectrum, in particular, those corresponding to the rotational modes of water
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Figure 3.25: Characteristic absorptions in the infrared and terahertz regions, from
[150].

vapour [150, 151]. Figure (3.25) illustrates the characteristic absorptions in the
THz and infrared spectral regions. For this reason the spectrometer enclosure
must be purged with either dry air or nitrogen (in this case the former). The main
absorption lines of water are given in table (3.3) along with their intensity log I,
determined experimentally by NASA’s molecular spectroscopy division [149].

The effect that water absorption has on the THz spectrum is shown in figure
(3.26). Because experiments need to be conducted with the spectrometer enclosure
purged with dry air, all important optics are controlled remotely. Two sample
holders are mounted on a small delay stage so that a sample and its reference
can be measured without disturbing the purge. The quarter-wave plate in the
detection area (which needs to be rotated so as to achieve perfect balancing on the
photodiodes) is mounted on a mechanical rotation stage; the THz generation beam
and the pump beam can both be blocked with the use of mechanical shutters.

3.3.5 Etalon effect

Multiple reflections in the generation and detection ZnTe crystals (1.0 and 0.5 mm
thick respectively) are seen in the time-domain data, as shown in figure (3.27). The
thickness of the detection crystal leads to a reflection round-trip delay of 11.4 ps
(t = d/c), and the generation crystal produces a delay double this. Reflections
are also observed ‘before’ the main pulse due to reflections of the 800 nm THz
detection beam in the detection crystal. These reflections manifest as a modulating
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Figure 3.26: Power spectra with and without purging with dry air (humidity of 4%
and 40% respectively, as measured with a humidity probe placed close to the sam-
ple location). The main regions of absorption (arrows) correspond to the strongest
absorption lines (or group of lines) listed in table (3.3): 1.10, 1.41, 1.67, 1.87, 2.22
and 2.64 THz.

oscillation of approximately 65 GHz in the frequency domain, as shown in figure
(3.28).

These reflections will not undermine measurements, however, because they
can be cut off in the time domain (if, for example, the pulse is only recorded over
roughly 8 ps). Reflections that will interfere with measurements are often those
from the sample: for example, bulk semiconductor wafers are often less than 0.5
mm thick. Thin film samples, such as those epitaxially grown, are microns thick.
This means that weak reflections will occur at smaller time shifts that cannot be
easily identified in the time-domain data unlike the stronger reflections from the
generation and detection crystals. Recording the time-domain data over less than
8 ps will lead to loss of information about the sample, such as its absorption,
and a reduction in the spectral resolution [152]. Although these reflections are
not obvious in the time-domain data, nor in the Fourier power spectrum, they
often manifest when extracting the optical constants such as the absorption, when
the ratio of the power spectra is computed and small differences in the frequency
spectrum become important. These oscillations are accepted, and are often evident
in literature data [153].
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Figure 3.27: A wide scan over the THz pulse, where multiple reflections from the
generation and detection crystals are seen in the time domain. Here the THz beam
path is unpurged. Reflections are seen in the time domain at ±11.4 ps from the
detection crystal, and 22.8 ps from the generation crystal (where a second, weaker
reflection from the detection crystal also occurs).
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Figure 3.28: Multiple reflections in the time domain lead to a 65 GHz modulation
of the power spectrum. This is most clear over the range 0.5 - 1 THz.
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3.3.6 Pump-probe experiments

To understand the charge carrier dynamics in a semiconductor, THz radiation can
be used to probe the exciton population because intra-excitonic transitions occur
at THz frequencies (exciton binding energies are typically 1 - 100 meV, with 1 THz
being 4.1 meV) [154]. The THz signal is also sensitive to free carriers and low-
energy vibrational modes (phonons) [155]. The evolution of the system over time
can be investigated by varying the pump-probe delay time [156, 157, 158], and
the photoexcited optical constants, and thus the photoconductivity, can be studied
[159, 160, 161, 162].

In the pump-probe setup, the pump beam, instead of the THz generation beam,
is optically chopped (CH2 in figure (3.15)) so that a pump-induced change in the
THz signal is measured by the lock-in amplifier. Therefore the detection delay line
DL1 is kept fixed at some point on the THz pulse, and the pump delay time is
changed using the second delay line DL2. A transient is then recorded by varying
the pump-probe delay time. A THz difference scan, ∆ETHz, can also be recorded
by scanning the detection delay line while chopping the pump beam: in fact, it is
important to obtain this first, because only this scan can reveal the point on the
detection delay line that gives the largest pump-induced change (i.e. the largest
transient signal). For instance, a photoexcited sample may cause dispersion of the
THz pulses and so the largest pump-induced change in the THz signal may not
occur at the THz peak position when the sample is not photoexcited.

One important factor that must not be overlooked is the issue of beam sizes.
The entire THz probe beam must experience excitation in the sample, and so the
pump beam must be larger than the probe beam at the sample. Spot size is defined
as the point where the intensity of the Gaussian beam falls by a factor of 1/e. If
not, the spectrum will be skewed to higher frequencies as shown in figure (3.29)
from [161]. This is because the higher frequency components of the THz beam
occur at smaller radii than lower frequencies.

Initial studies were carried out on GaAs(100) (§4.1.3), where the pump beam
was brought to the sample at an angle using the setup shown in figure (3.15).
The pump beam was later generated using the OPA (the setup shown in figure
(3.16)), brought to the sample using a pellicle beam splitter to bring the pump
beam colinear with the terahertz probe beam. The main drawback of using such
a beam splitter is that pellicles have relatively low damage thresholds (typically
20 mW), and so less pump power can be used. In the first setup the pump beam
was measured to be approximately 4 mm in diameter with the THz probe beam
having a diameter of 2.5 mm. The use of a diffuser in the second setup leads to a
much larger beam size, typically 9 - 10 mm in diameter.
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3.3. Time-resolved THz spectrometer

Figure 3.29: Change in optical density spectra as a function of frequency for vary-
ing beam sizes, from [161]. The THz beam size here is 2.3 mm: the pump sizes are
6 mm (solid line), 1.7 mm (dashed line) and 1.1 mm (dot-dashed line).

3.3.7 Material parameter extraction

The first step in the analysis of the THz data is the extraction of the optical param-
eters of a sample, namely its complex refractive index, ñ(ω):

ñ(ω) = n(ω) + ik(ω), (2.102)

where n is the refractive index and k is the wave vector, related to the absorption
coefficient of the sample, α, by

k =
cα

2ω
, (2.105)

where c is the speed of light. The refractive index of a material gives rise to a time
delay of the THz pulses, whereas the wave vector gives rise to an attenuation of
the THz pulses.

Before analysis takes place using the time-domain signals, any offset of the
recorded pulses from zero (due to not-quite perfect balancing of the photodiodes)
is quantified and removed. Then a Gaussian window, centred on the peak of the
THz pulses, is applied so as to suppress the time-domain signal at the end of the
scan to zero. This is to remove any offset in the time-domain signal at the end of
the scan which might otherwise lead to an oscillation in the frequency domain.

For the case when the thickness of a sample, d, is known, the complex refractive
index of a sample can be computed using a fixed-point iteration method [163]. The
iterative process is guaranteed to converge within a few iterations, and as such the
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3.3. Time-resolved THz spectrometer

method is computationally fast and undemanding. The method involves iterating
the real and imaginary components of the complex refractive index separately at
each frequency, beginning with initial values. The transmission function of the
sample, T(ω), can be fitted in terms of the complex refractive index of the sample
from the Fresnel transmission coefficient:

T(ω) =
ES(ω)

E0(ω)
=

4ññ0

(ñ + ñ0)2 · exp
[

−i(ñ − ñ0)
ωd

c

]

· FP(ω), (3.55)

where ES(ω) is the Fourier-transformed time-domain THz signal through the sam-
ple, E0(ω) is the Fourier-transformed time-domain THz reference signal through
air, ñ is the frequency-dependent complex refractive index of the sample, ñ0 is the
frequency-dependent complex refractive index of air, and FP(ω) is a Fabry-Pérot
term. This term accounts for multiple reflections of the THz pulses at the sample
interfaces, which is here ignored because the time-domain data are truncated to
remove such reflections. Equation (3.55) can be simplified so as to separate ñ into
n and k, as well as using ñ0

∼= 1 for air:

ES(ω)

E0(ω)
=

4ñ

(ñ + 1)2 · exp
[

−i(n − 1)
ωd

c

]

· exp
[

−k
ωd

c

]

. (3.56)

Taking the argument of equation (3.56) allows for new values of n to be iterated:

arg
[

ES(ω)

E0(ω)

]

= arg
[

4ñ

(ñ + 1)2

]

− (n − 1)
ωd

c
, (3.57)

n = − c

ωd

{

arg
[

ES(ω)

E0(ω)

]

− arg
[

4ñ

(ñ + 1)2

]}

+ 1. (3.58)

Taking the logarithm of the absolute of equation (3.56) allows for new values of k

to be iterated:
ln
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c
, (3.59)

k = − c

ωd

{

ln
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∣
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}

. (3.60)

The initial values, ni and ki, to be used for the first iterations computed with equa-
tions (3.58) and (3.60), are derived from the case where the Fresnel transmission
coefficient is set to 1:

ni = − c

ωd
arg

[

ES(ω)

E0(ω)

]

+ 1,

ki = − c

ωd
ln

∣

∣

∣

∣

ES(ω)

E0(ω)

∣

∣

∣

∣

.
(3.61)
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More complex algorithms can be used for the case when the thickness of the sam-
ple is unknown [164].

108



Chapter 4

Time-resolved terahertz spectroscopy

of photovoltaic materials

4.1 Commissioning the spectrometer

The building and implementation of the time-resolved terahertz (THz) spectrom-
eter included many refinements, as did the process of data analysis. Absorption
measurements were carried out on two solvents, toluene and hexane, that are com-
monly used to suspend quantum dot samples, to obtain the refractive index and
absorption spectra for the solvents. These solvent samples were held in a 1 mm
path length quartz cuvette. Absorption measurements were taken to compare to
literature data for quartz [165], toluene [166] and hexane [167]. A time-resolved
study of GaAs was then carried out to compare to identical studies in the liter-
ature [168, 161]. This allowed the spectrometer to be benchmarked before novel
time-resolved studies on InP began.

4.1.1 Terahertz absorption of quartz

Toluene and hexane samples were held in a quartz cuvette with a path length
of 1 mm. Quartz was used because it has a much lower absorption coefficient
over terahertz frequencies than borosilicate glass (Schott BK7) commonly used in
optical experiments [165]. The outer length of the cuvette was 3.5 mm, meaning
the quartz cuvette walls are 1.25 mm thick (a total quartz sample thickness of 2.5
mm). Time-domain THz scans through air (the reference) and the empty quartz
cuvette are shown in figure (4.1). The time delay of the THz pulses through quartz
is due to the higher refractive index for quartz compared to air, and the decrease
in the THz signal is due to absorption by the quartz sample.

It is important to note that the experiment enclosure is purged of water vapour
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Figure 4.1: Time-domain THz data for an empty quartz cuvette compared to the
air reference.
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Figure 4.2: Power spectra of THz pulses through an empty quartz cuvette com-
pared to the air reference, showing that the absorption of the THz radiation by
quartz reduces the THz bandwidth.
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Figure 4.3: The refractive index of quartz over terahertz frequencies, calculated
using the experimental data shown in figure (4.1).
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Figure 4.4: Absorption coefficient of quartz over terahertz frequencies, calculated
using the experimental data shown in figure (4.1).
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in the air using an external dry air supply. A humidity probe was used to ensure
that the relative humidity in the experiment enclosure was never more than 5%;
the air in the laboratory is usually greater than 40% relative humidity.

The power spectral density over THz frequencies was calculated from the square
of the modulus of the Fourier-transformed time-domain electric field E(t):

PTHz = |F{E(t)}|2. (4.1)

The power spectra for the air reference and the empty quartz cuvette sample are
given in figure (4.2), showing a narrowing of the THz bandwidth due to absorption
by the quartz cuvette.

The refractive index and absorption coefficient of quartz over THz frequencies,
calculated from this experiment using the fixed-point iteration method (§3.3.7), are
given in figures (4.3) and (4.4) respectively.

The refractive index and absorption coefficient of quartz over terahertz fre-
quencies compare well with data in the literature. Naftaly and Miles show that
the refractive index of quartz at 2 THz is approximately 1.95, and the absorption
coefficient is 5 cm−1 at 2 THz [165]. This illustrates that the methodology used for
extraction of material parameters works well.

4.1.2 Terahertz absorption of toluene and hexane

Absorption measurements of toluene and hexane samples were carried out by
recording time-domain THz scans through the empty quartz cuvette (reference)
before repeating the measurements with solvent added to the cuvette. The re-
fractive index and absorption spectra were then derived through the fixed-point
iteration method described in §3.3.7. Figure (4.5) shows the time-domain terahertz
pulses recorded after passing through the empty cuvette reference, toluene and
hexane. The time-domain data show that there is a greater absorption of the THz
pulses in toluene than in hexane, as well as a greater time shift, illustrating that
the refractive index of toluene over THz frequencies is also larger.

The power spectra for toluene and hexane compared to the cuvette reference
are shown in figure (4.6) over a THz bandwidth of approximately 3 THz. Again,
less power is transmitted through toluene. The unwrapped phase of the Fourier
transform (explained in §3.3.2) is shown in figure (4.7). The larger increase in
the phase of the toluene data with frequency is because of the greater time shift
observed in the time-domain electric field shown in figure (4.5).

The refractive index and absorption spectra over terahertz frequencies, ob-
tained from the fixed-point iteration method, are shown in figures (4.8) and (4.9)
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Figure 4.5: Time-domain THz pulses for toluene and hexane compared to an
empty quartz cuvette reference. Clearly greater absorption occurs in toluene, as
well as a greater time shift, meaning the THz refractive index of toluene is greater
than that of hexane.
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Figure 4.6: Power spectra for toluene and hexane over a bandwidth of 3 THz,
showing greater absorption by toluene than by hexane.
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Figure 4.7: Unwrapped Fourier transform phase spectra for toluene and hex-
ane compared to the quartz cuvette reference. A greater increase in the Fourier-
transform phase for toluene is due to a greater time shift in the time-domain data,
corresponding to a higher refractive index.
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Figure 4.8: Refractive indices of toluene and hexane, showing little variation over
the terahertz bandwidth.
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Figure 4.9: Absorption spectra for toluene and hexane, showing higher absorption
by toluene than by hexane.

respectively. There is little change in the refractive indices of the two solvents over
the terahertz bandwidth, where the refractive index of toluene is approximately
1.51 and the refractive index of hexane is approximately 1.38. Toluene therefore
has a similar refractive index to benzene (n = 1.5) and hexane has a refractive in-
dex similar to water (n = 1.33) [83]. The refractive index of toluene over terahertz
frequencies agrees well to the value of 1.50 reported in the literature [166], as does
the value of 1.37 for hexane [167]. The absorption spectrum for toluene in figure
(4.9) also compares well to that reported in the literature, where an absorption
coefficient of approximately 5 cm−1 is measured at 2 THz [166]. The absorption
spectrum over terahertz frequencies for hexane is lacking in the literature.

The absorption spectra of the two solvents shows that toluene exhibits greater
absorption of terahertz radiation. Hexane is therefore a more suitable solvent to
be used for quantum dot samples to be studied by terahertz spectroscopy. Indeed,
terahertz studies of quantum dot samples usually employ hexane as the sample
solvent [24, 23, 25], although toluene has been used as well [26, 27]. It is impor-
tant that the THz absorption of these solvents is characterised, because measuring
a change in the THz waveform when quantum dots have been added is highly
challenging [169].
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4.1.3 Time-resolved terahertz spectroscopy of GaAs

To benchmark the laser-pump terahertz-probe setup and establish the pump-probe
technique, a GaAs(100) wafer was used due to the availability of literature data
[168, 161]. The sample was un-doped, semi-insulating (with high resistivity) and
0.35 mm thick. THz difference scans (∆ETHz, obtained by chopping the pump
beam and scanning the THz delay line) were obtained at different pump-probe
delay times so as to build-up a two-dimensional plot of pump-probe delay time,
τ, versus the time over the THz pulse, ∆t, as shown in figure (4.10).

As the pump and probe beam overlap in time, a smearing in the 2D ∆t / τ plot

Figure 4.10: A GaAs wafer is photoexcited with a 400 nm (3.10 eV) pump at a time
delay τ to the probe beam. The pump is optically chopped so that the change of
the THz signal is detected by the lock-in amplifier. The pump delay line is then
scanned at a certain point on the THz pulse, yielding a transient that decays over
time as pump-induced excitons recombine (top). A scan of the change in the THz
pulse, ∆ETHz, is taken by scanning the detection delay line at a fixed pump-probe
delay time (right). Taking these scans at various pump-probe delay times allows a
2-dimension plot of ∆t against τ to be constructed (left).
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Figure 4.11: 2D contour plot for GaAs photoexcited with 400 nm radiation (3.10
eV), from reference [161]. Here, t is equivalent to ∆t and t” to τ in figure (4.10).
The arrows show the points at which the pump and probe overlap.

Figure 4.12: 2D contour plot for GaAs photoexcited with 400 nm radiation (3.10
eV), plotted to closely match the aspect ratio of figure (4.11). The black line shows
the temporal smearing due to the overlap of pump and probe pulses. At τ = 1 ps,
only the ’tail’ of the THz waveform overlaps with the pump laser pulse.

is observed such that a complete ∆ETHz scan cannot be obtained until a pump-
probe delay time of τ ≈ 3 ps. This is because the pump and probe beams are not
completely overlapped until roughly 3 ps after they first intercept (i.e. at τ = 1 ps
only the ‘tail’ of the THz pulse overlaps with the pump laser pulse). This shows
strong agreement with what is seen by Beard et al.: the 2D plot from reference
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Figure 4.13: Rising edge of the change in the THz waveform for GaAs photoexcited
with 400 and 800 nm laser pulses. When photoexcited with 400 nm radiation, the
rising edge is delayed due to the intervalley scattering of electrons.

[161] is shown in figure (4.11) for comparison. The gradients of the smearing in
figures (4.10) and (4.11) are the same. To show this explicitly, the contour plot of
figure (4.10) was adjusted so as to match that of figure (4.11), and is illustrated in
figure (4.12).

The rising edge of the change in the THz waveform was measured using two
different photoexcitation wavelengths, 800 nm (1.55 eV) and 400 nm (3.1 eV), as
shown in figure (4.13). The band gap energy of GaAs is 1.43 eV and the band
structure is shown in figure (4.14) [170]. The rising edge of the change in the THz
waveform under photoexcitation with 400 nm is delayed because of intervalley
scattering [171]. At a higher photon energy the photoexcited electrons, injected at
the zone centre (Γ), scatter into neighbouring conduction band valleys (minima),
such as the L valley at ≈ 2 eV in figure (4.14), within 100 fs [171]. Electrons
then scatter back to the conduction band minimum at the band gap, although this
occurs over several picoseconds [171]: it is this electron population that contributes
to the conductivity of the material. The conductivity therefore increases to reach
a steady-high value until electron-hole recombination begins to reduce the carrier
density on a much longer timescale.

The THz is attenuated by electrons at the zone centre (Γ conduction band val-
ley) because these electrons contribute to the conductivity of the sample due to
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Figure 4.14: Band structure of GaAs, from [170].

having a much lower effective mass than electrons in the satellite L and X valleys.
The effective mass of electrons at Γ in GaAs is 0.067me compared to 0.56me and
0.85me for the L and X valleys respectively, i.e. an order of magnitude less [172].
The L and X valleys lie at 1.82 and 1.98 eV above the valence band maximum,
meaning both satellite valleys are accessed when GaAs is photoexcited with a 400
nm pump beam (3.10 eV). The relatively large effective mass of electrons in the L
and X valleys means that they have relatively low mobilities, which explains why
non-radiative decay by phonon emission to the zone centre takes several picosec-
onds. Once at the zone centre, electrons have higher mobilities and can therefore
contribute to the sample conductivity, hence absorbing the THz probe. A much
slower rising edge in the change of the THz pulses is therefore observed when
photoexciting with 400 nm because electrons are injected into the satellite valleys
(which does not happen with a 1.55 eV pump).

GaAs has a similar band structure to InP, which is the material of interest in
§4.2, and the effective masses of electrons in the Γ, L and X valleys, as well as the
band gaps of these valleys above the valence band maximum, are given in table
4.1. Electrons in the L and X valleys in InP also have much greater effective masses,
and so a similar effect is expected upon photoexcitation with energies greater than
2 eV.
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Material GaAs InP
Conduction band Eg (eV) m∗

e (me) Eg (eV) m∗
e (me)

Γ 1.43 0.067 1.34 0.08
L 1.82 0.560 2.01 0.47
X 1.98 0.850 2.38 0.88

Table 4.1: Effective electron masses for the Γ, L and X conduction band valleys,
as well as the energy gaps above the valence band maximum, in GaAs and InP,
from [172]. The larger effective masses of electrons in the L and X satellite valleys,
with relatively lower mobilities, means that scattering back to the Γ zone centre
typically takes several picoseconds. The relatively lower effective mass of electrons
at the zone centre means that it is these electrons that contribute to the sample
conductivity.

4.2 Time-resolved terahertz spectroscopy of InP

4.2.1 Motivation

Stubbs et al. have measured carrier multiplication in indium phosphide (InP) col-
loidal quantum dots using ultrafast transient absorption spectroscopy [18], a study
that involved the author. At photon energies greater than two times the band gap
energy, the quantum efficiency, η, increases beyond unity. For example, at 2.6 Eg,
the quantum efficiency was measured to be 1.18± 0.03 [18], because not each high-
energy photon creates an extra electron-hole pair. The threshold energy for carrier
multiplication, hνth, depends on the electron and hole effective masses, m∗

e and m∗
h,

of the material according to the energy partition model discussed in §2.6:

hνth =

(

2 +
m∗

e

m∗
h

)

Eg. (2.99)

Whereas the threshold energy for carrier multiplication in bulk semiconductors is
dictated by energy and momentum conservation such that hνth can be as much
as 4Eg, it is proposed that translational momentum conservation is relaxed in
nanoparticles due to quantum confinement [68]. For example, in the case of
m∗

h ≫ m∗
e , where the energy levels in the valence band will be much more closely

spaced than the energy levels in the conduction band, the carrier multiplication
energy will be lower than the case of m∗

h ≈ m∗
e [26].

The process of carrier multiplication in quantum dots is still debated. The
energy partition model of equation (2.99), however, does fit well with experimental
data. For example, lead materials such as PbS and PbSe have similar effective
masses, meaning that an energy threshold of hνth ≈ 3Eg is expected. Indeed, the
threshold energy for PbS has been measured to be approximately 3.2Eg [69] and
2.9Eg in PbSe [68]. For materials where m∗

h > m∗
e , a lower a threshold energy is
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observed: approximately 2.1Eg in InP [18] and 2.5Eg in CdSe [68].
A lower threshold energy is desired should such quantum dots be utilized in a

solar cell [15], especially because the band gap energy can be tuned to best overlap
the solar spectrum by simply adjusting the size of the quantum dots [71]. InP
is therefore a very interesting material: moreover, indium is a relatively benign
substance compared to other quantum dot systems containing lead, cadmium, or
arsenic, meaning it is also a commercially interesting material.

The fundamental physical processes involved in carrier multiplication are con-
troversial. Indeed, it is still uncertain as to whether carrier multiplication is en-
hanced in quantum dots due to quantum confinement. Pijpers et al. have used
time-resolved terahertz spectroscopy to measure the quantum efficiency of bulk
lead sulphide (PbS) and lead selenide (PbSe), and have found that the bulk quan-
tum efficiencies are in fact higher than those measured in PbS and PbSe quantum
dots [16] when plotted on an absolute energy scale. These results conflict with
the hypothesis that the quantum confinement of semiconductors leads to the en-
hancement of carrier multiplication due to the relaxation of the conservation of
translational momentum. However, plotting on a relative energy scale, hν/Eg , as
discussed in §2.6, shows that the quantum dots are more energy efficient that a
bulk material with the same band gap energy. However, fewer excitons may be
created in a quantum dot sample than in a bulk material at a particular photon
energy due to a difference in band gap energies of the quantum confined and bulk
materials [17].

The recent studies of carrier multiplication in bulk PbS and PbSe using time-
resolved terahertz spectroscopy show that accurate measurements of bulk quan-
tum efficiencies are necessary so as to understand the physical process involved
in carrier multiplication in analogous quantum dot systems [16]. The fact that InP
quantum dots have recently been shown to exhibit carrier multiplication, with one
of the lowest threshold energies measured [18], means that measurements of bulk
InP quantum efficiencies are urgently required for comparison, and this is the aim
of this study.

Time-resolved terahertz spectroscopy offers an ultrafast measurement of the in-
ternal quantum efficiency. This technique is superior to traditional measurements
involving the contact of electrodes, because in THz experiments the photoexcited
carriers are not required to travel large distances to the electrodes over which scat-
tering and recombination may occur.

Terahertz spectroscopy measures the photoexcited carrier density, obtained
from fitting the experimentally-measured complex photoconductivity with the
Drude model for a free electron-hole gas. In the case of InP, where the effec-
tive hole mass is approximately eight times the effective electron mass [18], the
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THz response is due primarily to photoexcited electrons. The Fourier-transformed
time-domain terahertz signal transmitted through the sample, ES(ω), as well as the
Fourier-transformed change in the terahertz signal upon photoexcitation, ∆E(ω),
is used to determine the complex photoconductivity σ̃(ω) as explained in §2.7:

σ̃(ω) = −2ǫ0cñ

δ

∆E(ω)

ES(ω)
. (2.111)

This calculation first requires the complex refractive index of the unphotoexcited
sample, ñ, which is determined from THz scans with and without the sample by
the method described in §3.3.7. These photoconductivity data are then fitted with
the Drude model:

σ̃(ω) =
ǫ0ω2

pτS

1 − iωτS
, (2.112)

where the free parameters available to fit are the plasma frequency, ωp, and the
scattering time τS. A lower limit for the scattering time is determined by the
electron mobility for a material, µe:

µe =
eτS

m∗
e

, (4.2)

where e is the fundamental charge of the electron and m∗
e is the electron effective

mass. The mobility for bulk InP with a similar doping level to the sample used
here is 2000 cm2V−1s−1 [173], which was also quoted by the wafer manufacturer,
giving a lower limit scattering time of approximately 90 fs, in that the scattering
time cannot be faster than that dictated by the electron mobility within a material.

The Drude model is fitted to the data using a simple minimum-least-squares
method with two variables. The plasma frequency is then used to obtain the
photoexcited electron density, Ne, according to eq. (2.114). The quantum efficiency,
η, is then obtained from the ratio of electron to photon densities:

η =
Ne

Nγ
, (2.115)

where the photon density is calculated using eq. (2.116), and the pump beam
radius is measured using the knife-edge method (§3.1.6). The only knowledge re-
quired of the sample is therefore the absorption coefficient, reflectivity and thick-
ness. For InP this information was obtained from [174]. The InP(100) wafer used
was Fe-doped and semi-insulating. Semi-insulating semiconductors with low den-
sities of free carriers and thus high resistivities allow for good transmission of THz
radiation which would otherwise be heavily attenuated in the presence of free car-
riers. The band gap energy of bulk InP is 1.34 eV [174, 175]. The wafer was bought
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from MTI Corporation, quoting a carrier concentration as low as 0.1 - 1.0 cm−3

and a resistivity of 107 - 108 Ωcm. The iron doping compensates for the n-type free
carrier density, caused by lattice impurities etc., due to a deep acceptor state that
is formed.

4.2.2 Photoconductivity spectra

The refractive index and absorption coefficient of InP over THz frequencies are
shown in figures (4.15) and (4.16), as calculated using the fixed-point iteration
method of material parameter extraction (§3.3.7). The refractive index compares
well with another terahertz study of InP using a different parameter extraction
method, where the refractive index was determined to be 3.50 at 1 THz [176],
compared to 3.41 measured here. This difference may be due to the doping of the
sample. The InP sample used here is Fe-doped, whereas the doping of the sample
studied by Dorney et. al [176] is not known. The infrared refractive index of InP is
3.12 at 2.39 µm [177].
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Figure 4.15: Refractive index of InP over terahertz frequencies extracted from the
THz time-domain spectroscopy experiment.

It should be noted that in analysis of terahertz spectroscopy the spectral de-
pendence of the refractive index of a sample is often neglected, and it is simply
determined from the time delay of the terahertz pulses, ∆t, observed:

∆t =
(n − nre f )d

c
, (4.3)

where nre f is the the refractive index of the reference (i.e. for air nre f = 1) and d is
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Figure 4.16: Absorption coefficient of InP over terahertz frequencies extracted from
the THz time-domain spectroscopy experiment.

the sample thickness. The spectral analysis here is therefore a refinement to this.

An example time-domain trace of a THz pulse through the InP sample, ES, and
the change in the THz pulse upon photoexcitation with an 800 nm pump beam,
∆E, are shown in figure (4.17), and the Fourier transforms of these time-domain
traces are shown in figure (4.18). The temporal shift of the time-domain trace of
∆E is due to a small change in the refractive index of the sample induced by the
charge carriers created by the absorption of the pump over the penetration depth.
It is these spectra that are used to calculate the complex photoconductivity of the
sample. For the 800 nm pump beam (in this case with an energy density of 7.6
nJ mm−2), the complex photoconductivity spectrum is shown in figure (4.19). The
photoconductivity data are fitted with the Drude model using a minimum least
squares method with two free parameters, the plasma frequency, ωp, and scatter-
ing time τS. Another example photoconductivity spectrum using a 450 nm pump
beam (with an energy density of 11.8 nJ mm−2) is shown in figure (4.20), where
a similar scattering time to that of the 800 nm case is obtained. Higher plasma
frequencies result from higher pump energy densities, as well as higher pump
photon energies due to the electron-hole plasma occupying a smaller portion of
the sample because of a higher absorption coefficient and hence smaller penetra-
tion depth. It should be noted that all scattering times obtained from the fitting
process are larger than the minimum value of 90 fs obtained from the mobility, but
very consistent with it (of the same order of magnitude).

A power dependence study was carried out using a 511 nm pump beam, with
energy densities ranging between 2.86 and 14.3 nJ mm−2. The photon density, Nγ,
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Figure 4.17: Time-domain trace of THz pulses through the InP sample, ES, and the
change in the THz pulses, ∆E, upon photoexcitation with an 800 nm pump beam
with an energy density of 7.6 nJ mm−2.
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Figure 4.18: Fourier transforms of the time-domain traces shown in figure (4.17)
to give the power spectrum of THz pulses through the InP sample, ES, and the
change in the power spectrum upon photoexcitation, ∆E, with a 7.6 nJ mm−2, 800
nm pump beam.
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Figure 4.19: Complex photoconductivity of InP upon photoexcitation with an 800
nm pump beam with an energy density of 7.6 nJ mm−2, obtained using the power
spectra shown in figure (4.18). The data are fitted with the Drude model using a
plasma frequency, ωp, of 76.1 THz and a scattering time, τS, of 129 fs.
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Figure 4.20: Complex photoconductivity of InP with a 450 nm pump beam (energy
density of 11.8 nJ mm−2). The data are fitted with the Drude model using a plasma
frequency, ωp, of 158.1 THz and a scattering time, τS, of 124 fs.
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Figure 4.21: Complex photoconductivity spectra of InP with a 511 nm pump beam
and two different energy densities, 2.86 and 14.3 nJ mm−2.
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Figure 4.22: Power dependence of the square of the plasma frequencies obtained
from the Drude model fitting of photoconductivity spectra for InP with a 511 nm
pump beam. The linear fit is ω2

p = 9 × 10−13Nγ, where ω2
p = 0 at Nγ = 0.
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is related to the square of the plasma frequency ωp according to:

ωP =

√

2Nee2

ǫ0m∗δ
, (2.114)

where the photoexcited electron density is proportional to the photon density
(Ne ∝ Nγ). The power dependence study was therefore carried out to ascertain
if this was the case for the plasma frequencies obtained by the Drude model fit-
ting. The complex photoconductivity spectra at the highest and lowest energy
densities are shown in figure (4.21), whilst a plot of the square of the plasma fre-
quencies obtained from fitting against photon densities is given in figure (4.22).
Indeed, the relationship is linear as expected and the intercept occurs at the origin
(no electron-hole plasma created at zero fluence). This also means that there are
no band filling effects occurring with increased fluence, for this would change the
effective electron mass and hence the plasma frequency [178].

The photoconductivity spectra were taken at a pump-probe delay time, τ, of
approximately 10 ps after photoexcitation. This was to ensure that the maximum
change in the THz pulses, ∆E, had been reached but also that no recombination
of charge carriers had occurred. Pump-probe delay scans for the case of a 511 nm
pump beam at energy densities of 2.9, 8.6 and 14.3 nJ mm−2 are shown in figure
(4.23). These pump scans illustrate that ∆E is proportional to fluence, and that 10
ps is an appropriate pump-probe delay time at which to measure the photocon-
ductivity.

It is important to measure the change in the terahertz waveform at least 10 ps
after photoexcitation because the intervalley scattering of electrons at high pump
photon energies means that the full change in the THz pulse, ∆ETHz, is not attained
for several picoseconds after photoexcitation [171]. This is revealed in the rising
edge of the pump scans, as shown in figure (4.24). In the same way as in GaAs,
at higher photon energies the rising edge of the change in the terahertz waveform
becomes delayed due to electrons scattering back to the band edge. The fact that
this effect occurs at similar photon energies in InP as GaAs is due to the two
materials having very similar band structures, with similar band gap energies of
1.34 and 1.43 eV respectively. The band structure of InP is shown in figure (4.25)
to compare with that of GaAs in figure (4.14). These similarities also lead to very
similar impact ionization coefficients in the two materials [179].

The photoconductivity spectra in figures (4.19), (4.20) and (4.21) show that the
Drude model does not fit the imaginary component of the complex photoconduc-
tivity as adequately as it does the real component. However, the aim of the fitting
is to obtain the plasma frequency, ωp, which is related to the photoexcited electron
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Figure 4.23: Pump scans showing the change in the THz pulse, ∆E, as a function
of pump-probe delay time τ, with photoexcitation by a 511 nm pump beam at
various energy densities. The photoconductivity spectra were all measured at a
pump-probe delay time of approximately τ = 10 ps.
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Figure 4.24: Pump scans showing the rising edge of the change in the THz pulse,
∆E, as a function of pump-probe delay time τ, with various pump wavelengths:
800 nm (1.55 eV), 690 nm (1.80 eV), 511 nm (2.42 eV), 450 nm (2.76 eV) and 415
nm (2.99 eV). At higher energies the rising edge is delayed due to charge carriers
scattering back to the band edge.
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4.2. Time-resolved terahertz spectroscopy of InP

Figure 4.25: Band structure of InP, illustrating electron-initiated impact ionization
in InP, from [180]. A high energy photon photoexcites an electron into the conduc-
tion band. Energy is then transferred to another valence band electron, promoting
it into the conduction band, leading to two photoexcited electrons at the band
edge.

density. This is sufficiently extracted from the real component fitting, and indeed
the Drude model is generally observed to fit poorly to the imaginary component
of the photoconductivity in the literature: an example is shown in figure (4.26)
taken from reference [16]. However, there is no discussion of this problem in the
literature. Terahertz photoconductivity spectra are also frequently displayed only
up to frequencies of 1 THz as shown in figure (4.26). Modifications to the Drude
model, such as the Drude-Smith model which is adjusted to account for electron
back-scattering [96], were tested and were found not to improve the fits.

It is important to note that InP can be used to generate THz radiation in the
same way ZnTe is used in the THz time-domain spectrometer [181, 182]. However,
the excitation densities used in this experiment were far below those required for
THz generation [181]. To confirm this, a check was performed where the THz
probe delay line was scanned with the pump beam photoexciting the InP sample
whilst the THz generation beam was blocked, in order to establish that no THz
radiation was being created. No change was observed, confirming that no THz
radiation was generated by the InP wafer during the experiment.
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4.2. Time-resolved terahertz spectroscopy of InP

Figure 4.26: Complex photoconductivity spectrum for bulk PbS taken from refer-
ence [16]. The imaginary component is not fitted as adequately as the real compo-
nent.

4.2.3 Efficiency of bulk InP

The optical parametric amplifier was used to provide a pump beam at various
wavelengths such that an energy range between 1 and 2.5 times the band gap
energy of InP could be investigated. This range was chosen so as to compare to
the hν/Eg energy range investigated for InP quantum dots [18]. The use of this
relative energy scale best demonstrates the energy efficiency of the material [17].

The efficiency of bulk InP calculated using eq. (2.115) is shown in figure (4.27).
Here, efficiency is defined as the ratio of the measured photoexcited carrier den-
sity to the input pump photon density at a pump-probe time delay of 10 ps. This
should not be confused with the internal quantum efficiency of the material, be-
cause the instantaneous change in the THz probe upon photoexcitation cannot
be measured due to the intervalley scattering of electrons to the zone centre (as
discussed in §4.1.3). The pump-probe delay time of 10 ps was chosen so that all
intervalley scattering effects would be finished, yet before any significant carrier
recombination had occurred.

The bulk measurements are compared to the quantum efficiency of InP quan-
tum dots from Stubbs et al. [18] and measurements from an InP photovoltaic
device [183]. The InP device included a 4 µm thick Zn-doped (1 × 1017 cm−3) ab-
sorber. Whereas the quantum dots show carrier multiplication above hν = 2.1Eg,
the bulk shows no carrier multiplication [184]. Moreover, the efficiency of the bulk
material decreases at energies higher than approximately 2Eg. This is, however,
in agreement with measurements on an InP photovoltaic device. These device
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measurements also agree with previous measurements on InP devices [185, 186].
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Figure 4.27: Efficiency, η, of bulk InP measured using time-resolved terahertz spec-
troscopy [184] (squares). The bulk measurements agree with measurements on an
InP photovoltaic cell, from Schimper et al. [183] (dashed line). The bulk mate-
rial shows no carrier multiplication in contrast to measurements on InP quantum
dots [18] (filled circles), where the quantum efficiency increases above hν = 2.1Eg,
illustrated by the solid line (a guide for the eye).

The THz quantum efficiency measurements are consistently slightly higher
than those from the device. This may be because device measurements use elec-
trodes in contact with the device, and so charge carriers travel large distances
to be detected, over which scattering and recombination can occur. This under-
estimation in the efficiency of a material as measured with electrodes was also
observed by Pijpers et al., where time-resolved THz measurements on bulk PbS
are compared to measurements of a PbS device [16]. The PbS device efficiency
measurements, from Smith and Dutton [187], were consistently lower than those
obtained from ultrafast THz spectroscopy.

The errors in the efficiency measurements are calculated according to:

(

ση

η

)2

=

(

σNe

Ne

)2

+

(

σNγ

Nγ

)2

, (4.4)

where the error in the electron density is determined by the error in the plasma
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Figure 4.28: Quantum efficiency of bulk PbS, as measured with terahertz spec-
troscopy (dots), compared to measurements from a PbS device, from [16].

frequency that is extracted by Drude model fitting:

(

σNe

Ne

)2

= 2
(

σωp

ωp

)2

, (4.5)

because Ne ∝ ω2
p. The error in the photon density is due to the error in the

power meter reading and in the measured radius of the pump beam (Nγ ∝ P and
Nγ ∝ 1/r2):

(

σNγ

Nγ

)2

=
(σP

P

)2
+ 2

(σr

r

)2
. (4.6)

The error in the extracted plasma frequency was 0.2 THz, the range over which
a small adjustment of the scattering frequency would allow for a similar least-
squares residual to be obtained. The error in the power meter reading was 20 µW
and the error in the radius measurement (using the knife-edge technique) was 0.2
mm. The largest contribution to the error is the error in the photon density such
that σNγ ≫ σNe , of which the error in the beam radius is the largest contributor.

The measurements on bulk InP do not illustrate carrier multiplication, with
a drop in efficiency occurring towards UV wavelengths [184]. This is in contrast
to similar measurements on bulk PbS, as shown in figure (4.28), where carrier
multiplication - an increase in quantum efficiency - is found to occur as the photon
energy is increased.

The observed drop in efficiency observed in GaAs and InP devices is due to
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surface recombination [188]. Surface recombination is the process whereby surface
states act as recombination centres for charge carriers. The effect of these surface
recombination centres is to dramatically reduce the minority carrier (for n-type
semiconductors, holes) lifetime τM [189]:

1
τM

=
1

τR
+

1
τD

+
1
τS

, (4.7)

where τR, τD and τS are the radiative, defect-state-initiated and surface-state-
initiated recombination lifetimes respectively. This leads to limited quantum ef-
ficiency of a material [189, 190]. Moreover, at higher energies, a greater absorption
coefficient means that photoexcited charge carriers are more concentrated at the
surface: the absorption region is the penetration depth, δ = 1/α, where approx-
imately 63% of photons are absorbed over δ, and 95% over 3δ. An increase in
the absorption coefficient is analogous to a decrease in the diffusion length of the
charge carriers, or the length over which a carrier can travel before recombination
occurs [191]. Therefore a drop in efficiency occurs at higher photon energies. The
role of surface recombination as the cause of a loss of quantum efficiency is widely
accepted, and the energy dependence of quantum efficiency observed in InP is
typical to solar cell devices [188].

The drop in efficiency with photon energy in bulk InP, as opposed to an increase
in efficiency in bulk PbS [16], may be due to the differences in the band structures
of the two materials. For example, a drop in quantum efficiency is also observed in
GaAs devices [192, 193], as shown in figure (4.29), with the efficiency decreasing
at ultraviolet energies greater than 2Eg. InP has a very similar band structure
to GaAs, whereas the band structure of PbS, as shown in figure (4.30), is quite
different [194]. For instance, the minimum band gap in PbS does not occur at
the zone centre (the Γ point). One other factor may be that surface recombination
effects are missing due to the sample being optically thin. The PbS sample studied
was an epitaxial layer with a thickness of 1 µm [16]. This is of the same order of
magnitude as the penetration depth for PbS at lower energies (δ = 1 µm at 1.24
eV [195]). However, d > δ will still hold true at higher photon energies. InP has a
penetration depth of δ = 0.3 µm at 1.55 eV [174], and the sample was 0.5 mm thick
meaning it was optically thick.
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Figure 4.29: Quantum efficiency of GaAs substrates with and without a Bragg
reflector, from [193].

Figure 4.30: Band structure of PbS, from [194].
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4.3 InP Quantum Dot measurements

Assessment of carrier multiplication in quantum dot samples is traditionally mea-
sured using transient absorption spectroscopy where a visible probe beam creates
interband transitions of the photoexcited electrons (for example, see studies on
PbSe[75], InP [18] and PbS [69]). The THz equivalent of these measurements can
complement these studies, and the frequency dependent conductivity can give un-
derstanding into the behaviour of charge carriers within the quantum dots, for
example, whether the photoconductivity is Drude-like or not [22].

Carrier multiplication in quantum dot samples is determined from the transient
change (measured by a pump scan) in the THz pulse (or other probe, such as a
white light continuum in transient absorption experiments), which is indicative
of the excitonic population in the sample. A biexciton is revealed as an ultrafast
(tens of picoseconds) component in this transient. Although this will be seen at
high fluence due to multi-photon absorption, carrier multiplication is judged to
be present when this fast transient still occurs in the regime of low fluence (i.e.

when one photon or less is absorbed per quantum dot). Thus photoexcitation with
a pump beam with energies above the carrier multiplication threshold with low
fluence will show a fast transient if carrier multiplication is present, and this fast
transient will not be present if the pump beam has an energy below the threshold.

Colloidal quantum dots (nanoparticles encased in ligands that prevent consol-
idation) are often dispersed in solution in toluene or hexane, or other solvents
including chloroform. Initial studies show that hexane is a more suitable solvent
for THz measurements due to a lower absorption coefficient than toluene (figure
(4.9)). Quartz is the most suitable material for the sample cuvette, with much
greater absorption occurring in glass materials.

The concentration of the solution is an important factor when carrying out
time-resolved laser-pump THz-probe experiments. It is important that all of the
pump energy is absorbed by the quantum dots upon photoexcitation so that the
greatest change in the THz waveform, ∆E, is achieved. The absorbance of InP
quantum dots in hexane (1 mm path length) was therefore measured as shown
in figure (4.31). The absorbance, or optical density, at a particular wavelength is
defined as:

A = log
(

I0

I

)

(2.108)

where I is the intensity of the probe transmitted through the sample and I0 is the
initial intensity. The absorbance at the pump wavelength of 400 nm (3.10 eV) was
2.1: Beard et al. state that in these type of THz experiments an absorbance of at
least 2 at the pump wavelength is desirable so as to measure a change in the THz
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Figure 4.31: Visible absorbance spectrum of 6 nm InP quantum dots suspended in
hexane. At 400 nm (3.10 eV) the sample has an absorbance of approximately 2.1.
The non-zero absorbance at lower energies is due to sample defects.
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Figure 4.32: Time-domain traces of THz pulses through 6 nm InP quantum dots
held in a solution of hexane in a 1 mm path length quartz cuvette.
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waveform [22]. The greatest possible concentration was achieved by allowing the
hexane solvent to evaporate over ≈ 48 hours, before redissolving the quantum dots
in a minimal amount of solvent (i.e. enough to fill the 1 mm path length cuvette,
approximately 0.4 ml). The absorbance spectrum in figure (4.31) is non-zero at
lower energies, suggesting that the quantum dots contain defects which create
states within the band gap giving rise to sub band gap absorption. However, the
clear absorbance feature of the 1s exciton state at ≈ 2.5 eV shows that the size
dispersion of the majority of the quantum dots is acceptable: a very large size
dispersion would lead to this state being unidentifiable. The fluence of the pump
beam is another issue to consider in the experiment, because greater changes will
be measured at greater fluences.

A time-domain trace through the quantum dot sample is compared to an air
reference signal in figure (4.32). Because an air reference was used, the absorption
spectrum of the quantum dot sample is calculated in the usual way, before the
absorption coefficients of the quartz cuvette (figure (4.4)) and hexane (figure (4.9))
are subtracted. The result is shown in figure (4.33). The absorption coefficient
is small and comparable to that of the hexane solvent (≈ 2 cm−1 at 2 THz) over
terahertz frequencies, due to a dramatically lower number of free carriers com-
pared to an undoped bulk sample. The absorption edge for the 1s exciton state at
≈ 2.5 eV means that the diameter of the quantum dots can be estimated to be 6
nm, by comparing to a literature study carried out on a variety of different sizes
of InP quantum dots [196]. The absorption coefficient increases with frequency
due to absorption by phonon modes as seen in the literature [105], although ab-
sorption spectra over terahertz frequencies are often omitted in literature studies
of quantum dots.

Upon photoexcitation of the quantum dot sample with a 400 nm pump beam, a
change in the terahertz waveform, ∆E, was not detected as shown in figure (4.34).
Moreover, 16 scans were recorded and averaged so as to enhance the signal-to-
noise ratio by a factor of 4. The ∆E scan was taken at a pump-probe delay time of
approximately 10 ps, determined previously using the bulk InP sample. Clearly
the change in the terahertz waveform is less than 1 in 1000.

The lack of a detected change in the terahertz waveform is not unexpected.
Dakovski measured a THz change of 1 in 5000 in a PbSe sample [24] and Hendry
et al. measured a THz change of 1 in 2000 in a CdSe sample [25, 23]. An InP
quantum dot sample has not been measured before, and it is difficult to predict
how large the signal will be. Moreover, the ligand and optical density of the
samples can affect the measurements [22]. Whereas Hendry et al. measured a
change of 1 in 2000 from colloidal CdSe quantum dots, a similar study of a CdSe
sample by Wang et al. showed a change in the THz waveform of 1 in 200, an order
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Figure 4.33: Absorption spectrum of 6 nm InP quantum dots over THz frequencies.
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Figure 4.34: The change in the THz waveform, ∆E (red line), upon photoexcitation
with a 400 nm pump with an energy density of 3.4 µJ cm−2. A change in the InP
quantum dot sample is not detected, as the ∆E scan appears as a flat noise line.
The noise of this line is approximately ±0.1/100, and so the change in the THz
waveform is less than 1 in 1000 compared to the THz waveform before excitation,
illustrated by the blue line.
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Figure 4.35: Carrier multiplication studied in InAs quantum dots with time-
resolved THz spectroscopy [26]. 800 and 400 nm radiation are below and above the
threshold for carrier multiplication. In the regime of low fluence, a fast biexciton
component to the ∆ETHz transient is observed when photoexcitation occurs with
400 nm radiation.

of magnitude greater [27]. Pijpers et al. have studied InAs quantum dots in toluene
with a change in the THz waveform of approximately 1 in 400 as shown in figure
(4.35) [26].

The lowest fluences used in these experiments in the literature are 30 µJ cm−2

[25] and 88 µJ cm−2 [26]. These fluences are an order of magnitude greater than
used here, where a fluence of 3.4 µJ cm−2 was measured at 400 nm. To achieve
a higher fluence, several major changes need to be made. Rather than use the
optical parametric amplifier to generate the pump beam, the pump beam could be
generated in a doubling crystal, as was used in the original terahertz setup (3.15).
However, at higher fluences the pellicle beam splitter cannot be used to bring
the pump beam to the sample colinear to the THz probe due to a low damage
threshold. Therefore in this setup the pump was brought to the sample at an angle
around the gold parabolic mirrors, and hence was not colinear with the probe. In a
new experimental arrangement, a hole could be drilled in the parabolic mirror that
focuses the THz beam to the sample. This would, however, make the experimental
set-up challenging to optimize because the alignment of the THz beam could not
then be checked using a reference laser beam (i.e. removing the ZnTe generation
crystal and following the 800 nm generation beam through the spectrometer).

Time-resolved THz measurements on quantum structures that are not quantum
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confined in all three dimensions, such as self-assembled quantum dots grown on
a substrate [169] or linked arrays of nanoparticles [80, 173], are more successful.
Indeed, there are many THz studies on nanowires in the literature, for example on
ZnO [97], GaAs [197] and Ge [198]. Therefore, an epilayer of the InP quantum dot
sample could be deposited on a substrate as an alternative study.

4.4 Conclusions

The time-resolved THz spectrometer has been commissioned and benchmarked.
Part of the commissioning process involved THz absorption measurements of two
solvents, hexane and toluene, commonly used as solvents for quantum dots. It
is found that toluene is a greater absorber of THz radiation, and so hexane is
the more suitable solvent. The THz refractive indices for toluene and hexane agree
well with literature data, as does the THz absorption spectrum of toluene, although
the THz absorption spectrum of hexane is absent in the literature. Indeed, some
terahertz measurements of colloidal quantum dot samples have used toluene as a
solvent [26, 27], which unnecessarily reduces the THz signal.

A laser-pump THz-probe experiment was then conducted on a 0.35 mm thick
GaAs(100) wafer to benchmark the pump-probe technique against an identical
study in the literature. Measuring the change in the THz waveform at various
pump-probe delay times allowed a two-dimensional plot of pump-probe delay
time versus the THz probe delay time to be plotted. An identical smearing of the
data was observed compared to the literature, which is caused by the overlap of
the pump and probe pulses over approximately 3 ps. Pump scans at two different
wavelengths, 800 nm and 400 nm, showed that the rising edge of the change in
the THz waveform was delayed at a higher pump energy. This delay is attributed
to the intervalley scattering of photoexcited conduction band electrons. This in-
tervalley scattering effect was also observed in a bulk InP wafer. For this reason,
measurements of the photoconductivity of semiconductors should be taken at a
pump-probe delay time of at least 10 ps, at which time all electrons will have
returned to the band edge.

A time-resolved study of bulk InP was carried out to measure the internal quan-
tum efficiency of the material across a range of pump photon energies [184]. This
was an important study because recently published transient absorption measure-
ments on InP quantum dots show carrier multiplication at photon energies greater
than twice the band gap energy [18]. An analogous study on bulk PbS showed that,
although carrier multiplication had been found to occur in PbS quantum dots, the
efficiency of the process was less than that of the bulk [16].
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Quantum efficiency measurements on bulk InP showed that no carrier multipli-
cation occurs, and that the efficiency actually decreases at higher photon energies
[184]. This is due to surface recombination effects that are enhanced at higher
photon energies due to the change in the absorption coefficient (and hence the
penetration depth of the radiation) of the sample. The unusual results previously
observed in PbS [16] may therefore be due to a very different band structure, or
it may be due to the fact that the sample was optically thin. It would certainly
be interesting to conduct a study of a bulk PbS sample that was optically thick
so that the sample thickness was much greater than the pump penetration depth
(d >> δ).

Absorption measurements over terahertz frequencies have been taken for InP
quantum dots suspended in hexane. A visible absorbance spectrum was first mea-
sured to estimate the diameter of the quantum dots to be approximately 6 nm,
and to ensure that the optical density of the sample was sufficient for pump-probe
experiments. The THz absorption was found to be small and of the same order
of magnitude as the hexane solvent. Increased absorption at higher THz frequen-
cies was attributed to absorption by phonon modes as suggested in the literature.
Time-resolved measurements of the quantum dots using a 400 nm pump beam
were unsuccessful: a change in the THz waveform was not detected, and so a
transient of this change (used to assess whether or not carrier multiplication is oc-
curring) could not be measured. However, these measurements have ascertained
that the change in the THz waveform was less than 1 in 1000. The experiment
was limited by the signal-to-noise ratio of the system as well as a limitation in the
pump fluence available. Rather than using an optical parametric amplifier to gen-
erate a pump beam, a doubling crystal could be used. However, this will require
several significant modifications of the system, including bringing the pump beam
to the sample colinear with the THz probe beam through a hole drilled in one of
the gold parabolic mirrors. This is clearly the next step that should be taken in the
development of the THz spectrometer.
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Chapter 5

Laser-pump synchrotron-probe

experiments of bulk and

nanoparticulate photovoltaic

materials.

5.1 Surface photovoltage in n-type Si(111)

The laser system was synchronized to the Synchrotron Radiation Source (SRS) at
Daresbury Laboratory, Cheshire, UK. An extreme ultraviolet (XUV) beam of en-
ergy hν = 140 eV was used to probe the Si 2p core level of the Si(111) (7×7) surface
using XPS. The surface photovoltage (SPV) was observed as a shift in kinetic en-
ergy of this core level with illumination from the laser operating at a wavelength
of 800 nm (1.55 eV, where the band gap of silicon is 1.12 eV) causing excitation of
valence band electrons into the conduction band.

The 0.5 mm thick silicon sample was n-phosphorous doped with a resistivity of
5 Ωcm corresponding to a doping level of approximately 1015 cm−3. The (7×7) sur-
face reconstruction of the silicon leads to partially-occupied surface states within
the band gap. This creates a depletion layer at the surface and the Fermi energy
is pinned by the surface states. The n-type bulk means that the conduction and
valence band edges bend at the surface. Upon photoexcitation, charge carriers are
injected into the depletion layer which causes a change in the band bending. Be-
cause XPS is a surface-sensitive technique, the change in the surface band bending,
the surface photovoltage, is measured using the Si 2p core level.

This section gives a brief description of the sample preparation, or cleaning,
performed under ultra-high vacuum (UHV), before explaining how the XPS spec-
tral peaks of the Si 2p core level have been fitted. The changes under laser illumi-
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5.1. Surface photovoltage in n-type Si(111)

nation are then extracted to measure the change in the surface photovoltage.

5.1.1 Surface preparation

The reconstructed Si(111) (7×7) surface is prepared under UHV by annealing: the
sample was repeatedly annealed by an electron beam so that the surface reached
approximately 800 ◦C for twenty minutes before ‘flashing’ briefly at 1000 ◦C. The
temperature of the sample was monitored using an optical pyrometer through a
glass window on the vacuum chamber. The silicon surface atoms reconstruct un-
der these temperatures into a more energetically stable configuration, the (7×7)
reconstruction. The atomic arrangement on the first few atomic layers is rela-
tively complicated involving several types of atomic position [199] as shown by
the dimer-adatom-stacking-fault model (DAS) [200] in figure (5.1).

Figure 5.1: The DAS model for the Si(111) (7×7) surface, from [200].

The surface was diagnosed as clean (uncontaminated) using low energy elec-
tron diffraction (LEED) and XPS (a lack of photoelectrons at binding energies as-
sociated with carbon). In LEED, a low energy electron beam incident on the sur-
face leads to the backscattering of diffracted electrons which are detected using
a fluorescent screen. The diffraction occurs because the de Broglie wavelength
of the electron (Eq. (2.45)) is similar to the interatomic separation of the sample.
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5.1. Surface photovoltage in n-type Si(111)

Only elastically scattered electrons are detected, as other low energy electrons are
removed by energy-filtering grids in front of the screen. A well-resolved LEED
pattern can only be achieved with a very well-ordered surface, and so if a well-
resolved LEED pattern is observed the surface is deemed to be clean and ordered.
The (7×7) structure was revealed in the LEED pattern shown in figure (5.2).

Figure 5.2: Photograph of the LEED pattern of Si(111) (7×7) after annealing. The
well-resolved pattern is a diagnostic that the sample is now clean and ordered.

5.1.2 Spectral analysis

The silicon 2p core level has been well-studied by XPS, and the fitting parameters
used by three different experimental groups are given in [201, 202, 203]; all three
were published in same volume of Physical Review B, and are reviewed in [204].
The fitting parameters used in this study were those of the Le Lay group [201]: the
fit is comprised of six doublets, one doublet assigned to bulk Si atoms, with the
others assigned to surface states which are detailed in table (5.1). These surface
states are well studied: their physical origins can be explained by the geometrical
structure of the Si(111) (7×7) surface described by the DAS model in figure (5.1).
The main surface state contributing to the energy spectrum is S3, due to the back
bonds between the adatoms and the underlying crystal shown in figure (5.1). Only
the physical origin of the S1 surface state is still debated: it is speculated that it
reflects a continuum of excitations due to the metallic nature of the surface [205],
or else a shake-up structure [201, 206].
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5.1. Surface photovoltage in n-type Si(111)

Surface state Shift from bulk (eV) Physical origin
S1 +0.90 excitation continuum
S2 +0.50 adatoms
S3 +0.24 back bonds
S4 -0.10 dimers
S5 -0.70 rest atoms

Table 5.1: Binding energy shifts from that of the bulk of five surface states of the
Si 2p core level, with their physical origins [201].
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Figure 5.3: Fitting of Si 2p core level before photoexcitation. Each energy state
is spin-orbit split by 0.605 eV, forming doublets, which, for p shells, have relative
intensities of 2:1 for the 2p3/2 and 2p1/2 states. The FWHM of the surface states
S1 to S5 are equal, and are greater than that of the bulk due to surface defects.
The black points are raw data, with the black line through them being the fit (total
of all the doublets). The magnified residual is shown above, indicating the fit is
satisfactory.

The fitting of the Si 2p energy spectrum of the sample is shown in figure (5.3),
where the sum approximation to the Voigt function was used for the Gaussian-
Lorentzian peaks (Eq.(3.42)) in CasaXPS (www.casaxps.com). The fit uses the five
surface state doublets described by Le Lay [201], and the fit residual illustrates
it is successful. The width of the surface peaks, the full width at half maximum
(FWHM), are fixed and are fitted to be broader than the bulk doublet. This is
due to surface defects, where small differences in the reconstructed surface cause
localized changes in the surface state energies within the area sampled by the XUV
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5.1. Surface photovoltage in n-type Si(111)

probe beam. Other constraints used in the fitting are the separation between the
doublet peaks, set at 0.605 eV between the Si 2p3/2 and 2p1/2 states [201], and the
relative intensities of the doublet peaks which is 2:1 for p orbitals.

Laser excitation with 1.55 eV photons at a fluence of 58 nJ cm−2 causes charge
carriers to be injected into the depletion layer at the surface as illustrated in figure
(5.4). Electrons in the conduction band then migrate into the bulk and holes in the
valence band migrate to the surface. This changes the electric field across the space
charge region and so the band bending is reduced. This causes a shift to higher
binding energies of core level electrons, and so the kinetic energy of photoelectrons
created in XPS decreases due to eq. (3.33), KE = hν − BE − W. The XPS spectra of
the Si 2p core level with and without photoexcitation are shown in figure (5.5). The
spectrum is also broadened. The peak fitting of the ‘laser on’ spectrum is shown
in figure (5.6).

Figure 5.4: Surface photovoltage in an n-type semiconductor studied with XPS.
Photoexcitation by a laser injects electron (e−) into the conduction band (CB). Elec-
trons then migrate into the bulk material due to the presence of the depletion layer,
and holes (h+) in the valence band (VB) migrate to the surface. This changes the
electric field within the space charge region which reduces the band bending at the
surface, illustrated by dashed lines. The binding energy (BE) of core electron en-
ergy levels thus increases, and so the kinetic energy (KE) of photoelectrons created
in XPS is reduced.

The spectral fitting of the photoexcited sample in figure (5.6) shows a much
larger contribution from the S4 dimer state compared to the unphotoexcited case.
In this fit the bulk peak broadens upon photoexcitation while the surface states do
not. It is difficult to propose a physical mechanism that would result in a change in
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Figure 5.5: The Si 2p spectrum is shifted to higher binding energies (lower kinetic
energies) upon laser excitation at a delay time of 4 ns between pump and probe.
The peaks also appear to have broadened, as seen by loss in resolution of the
doublet splitting in the ‘laser on’ signal.
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Figure 5.6: Fitting of the Si 2p core level 4 ns after photoexcitation. The bulk signal
has broadened (revealed in an increase in the FWHM) and the relative intensities
of the surface states has changed. The magnified residual shows that the fit is
satisfactory.
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5.1. Surface photovoltage in n-type Si(111)

the relative populations of surface states upon photoexcitation. Therefore, another
fit was applied to the ‘laser on’ energy spectra, whereby the heights (and thus the
percentage contributions) of the bulk and surface peaks were kept fixed at those
determined in the ‘laser off’ spectrum, to determine if the apparent broadening
could be explained purely by an increase in the spectral widths (FWHM). This fit
is given in figure (5.7). Here the goodness of fit appears to have suffered, although
not greatly. The broadening of the ‘laser on’ spectrum may be induced by the
pump beam because the beam profile is Gaussian, and so more carriers will be
generated at the centre of this beam where there is higher fluence. Therefore
the amount of SPV shift will vary across the pump beam, which had a spot size
(diameter) of 2 mm so that it was larger than the XUV probe beam, leading to the
broadening of the spectral lines. These changes in the FWHMs of the bulk and
surface states upon photoexcitation are given in table (5.2).

9898.59999.5100100.5101101.5102102.5
0

0.5

1

1.5

2

x 10
7

Binding energy (eV)

C
ou

nt
s

S
1

B

S
3

S
4

S
2

S
5

SiO
x

x 20000

Figure 5.7: Fitting of the Si 2p core level 4 ns after photoexcitation. In contrast to
figure (5.6), the % contribution of each bulk and surface state has been fixed to that
obtained from the corresponding ‘laser off’ spectrum.

State ‘Laser off’ FWHM (eV) ‘Laser on’ FWHM (eV)
Bulk 0.32 0.44

Surface 0.54 0.58

Table 5.2: FWHM of bulk and surface Si 2p states for the ‘laser off’ and ‘laser on’
spectra shown in figure (5.3) and (5.7).
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5.1. Surface photovoltage in n-type Si(111)

One difficulty with the spectral fits shown in figures (5.3) and (5.6) is the pres-
ence of a large ‘tail’ at higher binding energies. This is fitted by a very broad
(FWHM > 1 eV) doublet labelled SiOx, referring to silicon oxides, because the tail
appears to be similar to the oxide surface states that have been reported in the liter-
ature [207, 208, 209, 210, 211]. This suggests that the UHV surface preparation did
not completely remove all the surface oxide naturally present in an air-exposed Si
wafer. The large FWHM seems unphysical, and so this may suggest the presence
of other contaminants at the surface that were not removed by annealing, or it
may be linked to the excitation continuum proposed as the physical origin of the
S1 state.

5.1.3 Surface photovoltage analysis

The laser-induced surface photovoltage (SPV) is revealed as the change in the shift
of the energy spectrum at different time delays (Eq. (2.92)) and is shown in figure
(5.8). A laser-induced SPV of 95 meV is measured, and the decay of the laser-
induced SPV is measured across the 320 ns time window of the SRS (the repetition
rate of the SRS is single-bunch mode was 3.123 MHz) by varying the pump-probe
delay time.

The decay of the laser-induced SPV is modelled as a constant deceleration, in
that the change in the band bending at the surface reduces as soon as recombina-
tion starts to occur, as discussed in §2.4, [52]:

SPV(t) = −αkBT ln
[

exp
−∆V

αkBT
+

t

τ∞

]

(5.1)

where α is a material parameter, in this case 2 [55], ∆V is total change in the surface
photovoltage, here 95 meV, and τ∞ is the dark carrier lifetime.

The decay of the laser-induced SPV after excitation with the laser pump is
determined to have a lifetime, τ∞, of 0.41 µs, which differs from previous mea-
surements in the literature [58], where τ∞ is measured to be 14 µs from band-gap
luminescence experiments. The doping of the n-type Si wafer was in this case 1.1
x 1016 cm−3, roughly an order of magnitude greater than the sample used in this
study.

The 95 meV change in the SPV appears on top of a ‘background’ of approxi-
mately 345 meV. This is most likely due to accumulation of the SPV created with
subsequent laser pump pulses every 320 ns. The complete recovery of the band
bending to that of the unexcited case is therefore not achieved over 320 ns. How-
ever, the value for the change in the SPV of 95 meV leads to sensible conclusions
for the physics occurring at the silicon surface as detailed below.
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Figure 5.8: The change in the SPV, where the decay of the recovery of the band
bending after excitation is fitted with a lifetime, τ∞, of 0.4 µs, using a thermionic
emission model for the recombination of electrons and holes. The pump beam was
at an energy of 1.55 eV with a fluence of 58 nJ cm−2.

It has also been suggested that the photoemission measurement process may
influence the observed SPV decay, due to the changing surface potential affecting
the kinetic energy of the photoelectrons during flight [52]. However, this would
therefore effect any photoemission measurement.

The electronic structure of the Si(111) (7×7) surface is shown in figure (5.9).
The band gap energy of silicon, 1.12 eV, is such that the 800 nm pump beam (1.55
eV) can photoexcite electrons into the unoccupied U1 surface state [212], as well as
across the band gap. The decay time for electrons from the U1 state into the bulk
has been measured using two-photon photoemission spectroscopy (2PPE) to be
140 ps [212], much faster than the decay time measured here. The fluence used in
the 2PPE measurements was also orders of magnitude greater than used in these
studies (0.8 mJ cm−2 compared to 58 nJ cm−2 here). Thus the measurements here
are unlikely to be influenced by photoexcitation of electrons into the U1 state. The
laser beam can also photoexcite electrons from O2 to U1 and from O1 to U2, but
similarly fast decay times would again be expected. Thus the primary process
influencing the data is expected to be the recombination of carriers excited across
the band gap.

The position of the Fermi level relative to the conduction band is calculated
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Figure 5.9: Electronic structure at the silicon surface. The band gap energy Eg = 1.1
eV, is such that the 1.55 eV pump beam can photoexcite electrons into the unoccu-
pied U1 surface state [212]. U: unoccupied surface state; O: occupied surface state;
CB: conduction band; VB: valence band; SCR: space-charge region; Eg: band gap
energy; EF: Fermi energy.

using [213]:

EC − EF = kBT ln
(

NC

ND

)

(5.2)

where EC − EF is the energy gap between the conduction band minimum and the
Fermi level, NC is the effective density of states in the conduction band and ND is
the carrier concentration (or doping level). For n-type, phosphorous-doped silicon,
NC is 2.8 × 1019 cm−3 [213]. The carrier concentration, ND, can be obtained from
the resistivity of the sample: n-type silicon with a resistivity of 5 Ωcm corresponds
to a carrier concentration of 8.95 × 1014 cm−3 [214]. The result is EC − EF = 0.27
eV.

The equilibrium band bending is obtained from:

∆V

kBT
exp

(

∆V

kBT

)

=
nP

n0
exp

(

V0

kBT

)

(2.91)

where ∆V is the total SPV shift upon photoexcitation (95 meV), n0 is the carrier
concentration, nP is the photoexcited carrier concentration and V0 is the equilib-
rium band bending. nP is determined as being approximately 5 × 1013 cm−3,
given the laser fluence, energy and absorption coefficient (2000 cm−1 at 1.55 eV,
giving a penetration depth of 5 µm [213]). This gves the equilibrium band bend-
ing, V0 = 0.203 eV.
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5.2. PbS quantum dots attached to ZnO

There are partially occupied surface states at the Fermi level, with a second
unoccupied surface state 1.2 eV above the Fermi level, and there are two occupied
states 0.8 and 1.7 eV below the Fermi level [215, 216]. The calculated Fermi level
position and band bending, along with the unoccupied and occupied states at the
surface, are given in figure (5.9). The Fermi level therefore lies approximately
0.64 eV above the valence band maximum at the surface. This agrees well with
literature values for the pinning of the Fermi level at 0.63 - 0.65 eV above the
valence band maximum at the surface [217, 218].

5.2 PbS quantum dots attached to ZnO

To study charge carrier dynamics in quantum dots they can be chemically at-
tached to a substrate. A photon with energy hν less than the band gap energy of
the substrate but greater than the band gap energy of the quantum dots should
photoexcite an electron into the quantum dot conduction band without photoex-
citing the substrate. If the energy level line-up of the quantum dot is such that the
conduction band lies at energies within the conduction band of the substrate, this
electron will be injected into the substrate on fast timescales. This allows for charge
carriers to be captured before recombination occurs. This was recently shown with
PbS quantum dots attached to TiO2 by Sambur et al., with electron injection from
the quantum into the substrate occuring at approximately 50 fs, where the recom-
bination lifetime of carriers in the quantum dot was estimated to occur at a much
longer 50 ps [219]. Electron transfer across the interface of PbSe quantum dots
attached to a TiO2 substrate has also been measured to occur at approximately 50
fs [220]. Quantum dot-substrate systems can therefore form the basis of a solar
energy cell, where the band gap energy of the quantum dot can be adjusted so as
to absorb an optimum part of the solar spectrum.

PbS quantum dots attached to ZnO has a similar energy level line-up as the
PbS-TiO2 system in [219], as shown in figure (5.10). ZnO has a band gap energy
of 3.4 eV [221], similar to the 3.05 eV band gap energy in TiO2 [222]. Figure (5.10)
shows how photoexcitation of the quantum dot leads to the injection of electrons
into the conduction band of the ZnO. This substrate is n-type with a depletion
layer, and hence band bending, at the surface. Injection of carriers into the de-
pletion layer will lead to a change in the band bending, or surface photovoltage
(SPV), similar to that observed in bulk silicon in §5.1.3. Thus measuring the tran-
sient change in the SPV of the ZnO gives insight into the charge carrier dynamics
in the quantum dot-substrate system. Another reason for studying ZnO is that
n-type ZnO nanorods have been proposed as a candidate material for electron
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transportation in hybrid solar energy cells such as that shown in figure (2.19).

Figure 5.10: Energy level line-up of PbS quantum dots (QDs) on an n-type ZnO
substrate. Photoexcitation of electrons from the highest occupied molecular orbit
(HOMO) to the lowest unoccupied molecular orbit (LUMO) leads to the injection
of electrons into the ZnO conduction band. The ZnO substrate is n-type and so
this photoexcitation and subsequent injection of carriers into the depletion layer
will change the amount of band bending at the ZnO surface (dashed lines).

This section outlines the method of sample preparation (§5.2.1) before giving
XPS measurements of the PbS quantum dot-ZnO substrate sample (§5.2.2). An
ultraviolet laser (375 nm) was used to photoexcite a clean ZnO sample, where XPS
spectra of the Zn 3d core level was used to measure the laser-induced change in
the SPV. The PbS quantum dots were then chemically attached to the substrate,
and the laser-induced SPV was measured again as detailed in §5.2.3.

5.2.1 Sample preparation

The m-plane ZnO(101̄0) crystal was prepared under ultra-high vacuum (UHV) by
three repeated cycles of argon sputtering (Ar+ ions bombarding the sample sur-
face) and annealing (using an electron beam to heat the sample) [223]. A pyrometer
was used to measure the temperature of the sample, which reached approximately
800 ◦C during the anneal cycles, causing the sample to glow orange (shown in a
photograph in figure (5.11)). After the sputter/anneal cycles the sample was an-
nealed in oxygen because the argon sputtering can create excessive oxygen vacan-
cies at the surface [224]. The sample was then allowed to cool to room temperature
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in the presence of oxygen before a long, low-temperature anneal (400 ◦C) followed
by a short, high-temperature anneal (850 ◦C) to complete the reconstruction of the
(1×1) surface. Low-energy electron diffraction (LEED) was used to diagnose the
sample as clean, in that a sharp (1×1) LEED pattern of the surface was obtained
as shown in figure (5.12) [225].

Figure 5.11: Photograph of the annealing of ZnO under ultra-high vacuum using
e-beam heating. The anneal cycle heats the sample to 800 ◦C, causing it to glow
orange.

The ZnO(101̄0) surface is shown in figure (5.13). The surface is non-polar in that
the symmetry of the atomic bonding at the surface does not lead to any excess
electronegativity and thus there is no net dipole moment perpendicular to the
surface. ZnO has a Wurtzite structure where zinc atoms are tetrahedrally co-
ordinated with oxygen atoms [226, 227]. The zinc-oxygen dimer distance is 1.992
Å and the back bonding distance is 1.974 Å [227].

This cleaning treatment of ZnO is required so as to enhance the n-type con-
ductivity in the sample [224]: in particular, it has been found that plasma-induced
damage from high ion density argon discharges has the greatest impact on the
improvement of n-type ohmic contact resistivities in ZnO [228]. The n-type be-
haviour of ZnO is due to crystal defects [229]. Semiconductor defects include
vacancies (an atom missing from the lattice) and interstitials (an extra atom within
the lattice structure). Conductivity in ZnO is mainly attributed to oxygen vacan-
cies (V••

O , with double positive charge), and less so from zinc interstitials (Zn••
i ),

although there is a great deal of complexity in the defect chemistry of ZnO, and
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Figure 5.12: Photograph of the LEED pattern of the clean ZnO (1×1) surface.

Figure 5.13: The ZnO(101̄0) surface, from [226]. Darker circles represent Zn atoms
with the smaller, lighter circles representing oxygen atoms.

possible defects include interstitial oxygen, complexes of oxygen vacancy and in-
terstitial zinc, complexes of interstitial oxygen and zinc vacancies, and substitution
of oxygen at zinc locations [230, 231, 232]. Sputtering leads to further removal of
surface O2- ions, which results in electronic charge being donated to the surface: it
is this depletion layer that enhances the surface conductivity [229].

The method of preparation of the PbS quantum dots by colleagues in the chem-
istry department is detailed in [233]: the procedure involves a novel technique that
is environmentally friendly in that olive oil (oleic acid) is used as both solvent and
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capping agent. Initially, lead oxide and bistrimethylsilyl sulfide (TMS) are dis-
solved separately in olive oil. The TMS solution is then rapidly injected into the
lead oxide solution, causing the formation of PbS nanoparticles. The concentration
of the TMS solution and the growth time both affect the size of the nanoparticles
created. This gives a unique advantage to the use of quantum dots in that the
band gap, which varies with particle size as Eg ∝ 1/size2, is easily tuned. In
the application to photovoltaics, this means a quantum dot can be created so that
it can absorb the optimum part of the solar spectrum. The nanoparticles were
precipitated by adding anhydrous acetone before centrifuging the solution. The
product was then dissolved in dry toluene before being re-precipitated as before,
and finally the nanoparticulate sample was dissolved in chloroform (CHCl3).

Unfortunately the oleic acid capping agent, or ligand, that is attached to each
nanoparticle so that the nanoparticles do not conglomerate, is highly insulating
and was found to cause sample charging in XPS. This was rectified by exchanging
these ligands for the shorter 3-mercaptopropionic acid (3-MPA, HSCH2CH2COOH,
shown in figure(5.14)) which is commonly used as a capping agent in quantum dot
samples [234], and also contains a carboxylate group suitable for linking to oxide
surfaces. A recent study by Carlson et al. used this ligand to chemically link
CdSe quantum dots to a ZnO substrate in this way so as to allow photoinjection
of charge carriers created in the quantum dots into the substrate [235]. The thiol
group was used to link to the PbS quantum dot, while the carboxylate group binds
to the ZnO surface.

Figure 5.14: 3-mercaptopropionic acid (a), or 3-MPA (HSCH2CH2COOH). The
thiol group links to the PbS quantum dot and the carboxylate group binds to
the ZnO surface, where the H atoms are lost as shown in (b).
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5.2. PbS quantum dots attached to ZnO

Upon removal of the clean ZnO sample from the UHV chamber, the PbS quan-
tum dot solution was dropped onto the substrate. The chemical attachment of
the quantum dot sample to the ZnO crystal was achieved by simply allowing the
chloroform solvent to evaporate off the substrate, before rinsing the sample with
additional chloroform. Chloroform is a ideal solvent for this purpose because it
evaporates extremely quickly. This was performed over approximately 1.5 min-
utes before the PbS/ZnO sample was loaded back into the UHV sample transfer
system to prevent contamination.

These PbS quantum dots have been shown to exhibit carrier multiplication
by Hardman et al. [69] using the transient absorption experiment explained in
detail in [18], with results similar to previous studies on the same material [77,
76, 236]. The threshold for carrier multiplication was found to be 3.2 ± 0.1 × Eg.
This is consistent with the energy partition model of eq. (2.99) which predicts a
threshold of 3Eg when the electron and hole effective masses are similar as is the
case in PbS [237]. The diameters of the quantum dots have been determined to be
approximately 4.6 nm [69], with a size dispersion of ±0.3 nm, or 6.5% [233].

5.2.2 XPS measurements

The first aim of X-ray photoemission spectroscopy (XPS) measurements was to
ascertain whether or not the quantum dots had become attached to the ZnO sur-
face. The sulfur 2p and lead 4 f core level spectra are shown in figures (5.15) and
(5.16) respectively. The XPS data were fitted using CasaXPS (www.casaxps.com).
A Shirley background was subtracted from the spectra, and the FWHMs of the sul-
fur and lead states were determined to be 0.73 and 0.76 eV respectively. The spin
orbit splitting of the peaks are well-defined as being 1.2 eV for sulfur 2p [238], and
4.9 eV for lead 4 f [239], with the relative intensities of the doublets being 2:1 for
p states and 4:3 for f states. The peaks shapes used are sum Gaussian-Lorentzian
Voight approximations as described in §3.2.1.

The sampling depth of the XUV probe beam is defined as being 3λ, or three
times the inelastic mean free path length of electrons (eq. (3.34)), over which 95%
of electrons escaping the surface originate from. For measurements of the S 2p

and Pb 4f core levels, an XUV photon energy of hν = 230 eV was used giving
photoelectrons with kinetic energies ranging from 60 to 95 eV. These electrons
have inelastic mean free path lengths of approximately 0.5 nm (figure (3.8)), giving
a sampling depth of approximately 1.5 nm.

The components of the XPS spectra illustrate the presence of PbS as well as the
3-MPA ligand [69]. The Pb 4 f spectra also contains a singlet Zn 3s peak from the
ZnO substrate, suggesting that there is not a thick multilayer of quantum dots on
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Figure 5.15: Fitting of the sulfur 2p core level for PbS quantum dots chemically
attached to ZnO. The three species are sulfur found in PbS (S 2p 1, blue), neutral
sulfur (S 2p 2, green) and sulfur associated with the ligand (S 2p 3, purple). The
magnified residual is given above. An XUV photon energy of 230 eV was used,
with a 1.5 nm sampling depth.

the surface (where no zinc signals could be measured). The binding energies of the
components and their physical origins are given in table (5.3). The peak positions
correlate well with those given in the literature.

Oxidized species of lead and sulfur are noticeably absent from the XPS spectra.
Oxidized sulfur 2p states typically have binding energies between 168 and 170 eV,
for example lead sulfate (PbSO4) at 168.8 eV [244] and sulfur dioxide (SO2) at 168.3
eV [245]: there are no signals in this energy range in figure (5.15). This means that
the one-and-a-half minutes over which the PbS quantum dot sample was attached
to the ZnO substrate was sufficiently fast that no significant oxidization could
occur. In contrast, a large amount of oxidization has been observed in similar
samples that were exposed to air for longer periods (from hours to weeks), an
example of which is given in figure (5.17) which is taken from [69].

The coverage of PbS quantum dots across the ZnO surface was not uniform. By
changing the region of the sample illuminated by the XUV probe beam, different
proportions of the S 2p species are measured as shown in figure (5.18). Here, the S
2p 1 state corresponding to PbS is less than the S 2p 2 state of neutral sulfur, and the
proportion of the S 2p 3 state corresponding to the 3-MPA ligand is also greater
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Figure 5.16: Fitting of the lead 4 f core level for PbS quantum dots chemically
attached to ZnO. The two species are lead found in PbS (Pb 4f 1, blue) and lead at
the surface of the quantum dot linked to the ligand (Pb 4f 2, green). The Zn 3s core
level for ZnO is also present (purple), meaning the X-ray probe is also sampling
the substrate surface. The magnified residual is given above. An XUV photon
energy of 230 eV was used, with a 1.5 nm sampling depth.

Figure 5.17: Oxidized species of the S 2p core level have binding energies ranging
between 165 and 172 eV (labelled S3 and S4), from [69]. The PbS quantum dots
in this case were attached to an indium tin oxide (ITO) substrate and had a mean
diameter of 2.7 nm.

than the spectrum shown in figure (5.15). This suggests that in this area of the
sample there are less quantum dots although ligands are still present. Figure (5.18)
also contains three repeated XPS spectra, where each spectrum took approximately
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State Binding energy (±0.1 eV) Physical origin Reference
S 2p 1 160.9 PbS [239]
S 2p 2 161.7 S [239]
S 2p 3 163.5 ligand [240]

Pb 4 f 1 137.8 PbS [241]
Pb 4 f 2 138.5 ligand [242]
Zn 3s 139.2 ZnO [243]

Table 5.3: Binding energies for the states of lead, sulfur and zinc with their physical
origins. Neutral sulfur is observed although neutral lead is not. The Pb and S
spectra both include components associated with the 3-MPA ligand: the sulfur
present in the ligand itself [240], and lead at the quantum dot surface attached to
the ligand [242].

158 160 162 164 166 168 170
0

50

100

150

200

250

300

350

400

450

500

Binding energy (eV)

C
o

u
n

ts

 

 

t = 0
t = 5 min 
t = 10 min

S 2p 1

S 2p 2

S 2p 3

Figure 5.18: Degradation of the PbS quantum dot sample as illustrated by the
change in the S 2p core level over three sequential XPS scans with each scan taking
approximately 5 minutes. The change in the relative peak heights occurs as more
of the neutral S (S 2p 2) species is created. An XUV photon energy of 230 eV was
used, with a 1.5 nm sampling depth.

5 minutes. The proportions of the S 2p states changed over 10 minutes at which
point the spectra stabilised. A lower proportion of the ligand state occurs after
photodegradation leading to a higher proportion of the PbS state being present.
This photodegradation explains the presence of the neutral sulfur (S 2p 2) state.
However, the Pb 4 f spectrum did not change upon X-ray exposure as shown in
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Figure 5.19: Three sequential XPS spectra of the Pb 4 f core level, with each scan
taking approximately 5 minutes (measured at the same time as the spectra shown
in figure (5.18)). The Pb 4 f spectrum does not change upon exposure to the X-ray
beam meaning that the quantum dots are not degraded upon XUV illumination.
An XUV photon energy of 230 eV was used, with a 1.5 nm sampling depth.

figure (5.19), hence the absence of neutral lead species in the XPS spectra. This
suggests that the XUV beam may have only photodegraded the 3-MPA ligands.

Valence band scans of clean ZnO and of PbS quantum dots attached to ZnO
are shown in figure (5.20). The changes at the valence band edge (over ≈ 1− 3 eV)
are attributed to the quantum dots [69]. The valence band maximum corresponds
to the highest occupied molecular orbit (HOMO) of the quantum dot, at a lower
binding energy than the clean ZnO valence band maximum as is consistent with
the energy level line-up diagram in figure (5.10). Changes in the valence band
spectrum at binding energies over 4 - 8 eV are due to the 3-MPA ligands [233].
The Zn 3d core level is prevalent in both cases, although the signal is somewhat
diminished when the quantum dots are attached as expected. A weak peak at 18.7
± 0.1 eV is also present here, which is one of the Pb 5d doublet peaks. This binding
energy is in good agreement within error to that of the Pb 5d5/2 level measured
in PbS (18.52 eV, [246]). The doublet separation for the Pb 5d core level is 2.60 eV
[239].
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Figure 5.20: Normalized valence band scans for clean ZnO and PbS quantum
dots attached to ZnO. The Zn 3d core level is prevalent in both scans. A weak
signal corresponding to the Pb 5d core level doublet is present when the dots are
attached where the Pb 5d5/2 level is at a binding energy of 18.7 eV. The valence
band maximum occurs at lower binding energies when PbS quantum dots are
attached, due to the highest occupied molecular orbit (HOMO) of the quantum
dots. This is consistent with the energy level line-up shown in figure (5.10). An
XUV photon energy of 200 eV was used, with sampling depths of approximately
2.4 nm.

5.2.3 Surface photovoltage measurements

The Zn 3d core level was used to measure the surface photovoltage of clean and
quantum-dot-attached ZnO upon illumination with a pump laser. This is because
it gives a strong XPS signal and it is straightforward to fit. It has a spin-orbit
splitting of approximately 0.7 eV [247], and the relative intensities of the spin-orbit
split doublet is 3:2. The peak fitting is shown in figure (5.21). Before the time-
resolved measurements, the Zn 3d core level was measured with the pump laser
permanently off, permanently on, and then off again. This was to ensure that the
‘laser off’ scans occurred the same binding energies, meaning that no charging
effects were occurring. An example of this is shown in figure (5.22).

Surface photovoltage (SPV) measurements were first carried out on m-plane
ZnO at the Synchrotron Radiation Source (SRS) at Daresbury laboratory, as de-
scribed in §3.2.2. However, the 320 ns time window of the SRS in single bunch
mode was too short to see any change in the SPV after photoexcitation as illus-
trated in figure (5.23). These measurements made it clear that the photoexcited

163



5.2. PbS quantum dots attached to ZnO

7 8 9 10 11 12 13 14
0

100

200

300

400

500

600

Binding energy (eV)

C
o

u
n

ts

x 500

Figure 5.21: Fitting of the Zn 3d core level (laser off). The individual components
of the doublet are shown in blue. A magnified residual is given above. A photon
energy of 200 eV was used.
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Figure 5.22: The Zn 3d core level with and without laser illumination. Upon
photoexcitation with a 375 nm laser at a power of 10 mW, a shift in the core level of
approximately 115 meV is measured. The core level returns to its original position
when the laser is then turned off, meaning sample charging is not occurring. The
spectra are normalized to the X-ray beam current. A photon energy of 200 eV was
used.
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5.2. PbS quantum dots attached to ZnO

transients in ZnO are long-lived, and that SPV measurements therefore needed to
be carried out over much longer timescales. One other useful study carried out at
the SRS was a fluence dependency study, shown in figure (5.24). The dependency
of the SPV shift in the core energy levels on pump fluence, Φ, is described by [55]:

SPV(Φ) = αkBT ln [1 + γΦ] , (5.3)

where α and γ are material-dependent constants. Bröcker et. al state that α can
take realistic values between 0.5 and 2: for the data here it was fitted that α = 0.63
throughout. Equation (5.3) states that the relationship between the change in the
SPV on fluence is logarithmic: the inset of figure (5.24) shows that plotting the
change in SPV against ln Φ gives a linear correlation.
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Figure 5.23: SPV shift of the Zn 3d core level studied at the SRS. An SPV shift of
approximately 110 meV is measured with a laser fluence of 6 nJ cm−2, although no
noticeable change is measured over the timescale of the SRS single bunch mode.
The inset shows delay times from 0 to 100 ns. A pump beam energy of 3.44 eV
(360 nm) was used, with an XPS probe beam energy of 140 eV.

At the TEMPO beamline at the SOLEIL synchrotron, Paris, SPV measurements
were repeated on the same ZnO crystal using the same cleaning recipe. However,
the CW laser used here was controlled by a signal generator such that spectra of
the Zn 3d core level were recorded every 50 ns over a period of 1 ms (20,000 XPS
scans in total), with the laser being turned on at t = 0 s and turned off at t = 0.5
ms so as to measure the rise in the shift of the core level as well as its decay back to
the original position. The fact that the XPS spectra are captured so quickly means
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Figure 5.24: Power dependence of the surface photovoltage under photoexcitation
with 3.44 eV at a pump-probe delay time of 10 ns, fitted according to eq. (5.3) with
α = 0.63 and γ = 5.96 cm nJ−1. The inset shows the SPV shift plotted against ln Φ

where the fit becomes linear.

that the signal to noise ratio (S/N) suffers. To obtain an adequate S/N as many as
10,000 accumulations over the 1 ms time window are required.

The CW laser had a wavelength of 375 nm, or 3.30 eV. The intention was that
the laser light would selectively photoexcite the quantum dot (with a band gap
energy of 1.0 eV [69]) and not the ZnO substrate, because the band gap energy of
ZnO is 3.4 eV [221]. This is to photoexcite charge carriers in the quantum dot that
are then expected to be transported into the substrate on fast timescales as shown
in the energy level line-up diagram in figure (5.10), following recent studies of PbS
and PbSe quantum dots on TiO2 substrates [219, 220].

The transient SPV data was extracted by fitting each of the 20,000 individual Zn
3d spectra as shown in figure (5.25) and recording the fitted peak position at each
time delay. The signal to noise ratio was then improved by averaging the transient
SPV data down to 1000 data points (corresponding to a time step of 1 µs), giving a
S/N improvement of

√
20. The decay of the shift in the core level energy was then

modelled using a least-squares method according to [55]:

SPV(t) = −αkBT ln
[

1 − exp
−t

τ∞

(

1 − exp
−∆V

αkBT

)]

, (5.4)

where ∆V is the total SPV shift, τ∞ is the carrier lifetime and α is a material pa-
rameter, fitted to be 0.63 which was also obtained by fitting the power dependence
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data taken at the SRS with eq. (5.3) (figure (5.24)). It is important to note that this
model for the transient surface photovoltage differs from that used to model to
transient SPV in bulk silicon (eq. (5.1)). Eq. (5.1) is a simplification of eq. (5.4) for
the case where the total SPV shift is much greater than kBT = 25.85 meV at 300 K,
∆V ≫ kBT [248]. The total SPV shift in bulk silicon was 95 meV on a 345 meV SPV
background. The total SPV shift measured in bulk ZnO was ≈ 48 meV, and for
the case of PbS quantum dots attached to ZnO, ≈ 16 meV. A satisfactory fit was
obtained for the photoinduced SPV in Si using eq. (5.1), but it was found that this
approximated model did not give a satisfactory fit to the ZnO data: instead, the
general model of eq. (5.4) was found to fit the ZnO data well.
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Figure 5.25: A typical scan of the Zn 3d core level taken at SOLEIL with a sum
Gaussian-Lorentzian fit (the same as shown in figure (5.21)). This fitting is repeated
at each 50 ns time step.

A surface photovoltage shift of the Zn 3d core level was observed in the clean
ZnO sample as shown in figure (5.26). Although this was not anticipated because
the pump beam did not have sufficient energy for direct photoexcitation across the
band gap, the shift of the core level to higher binding energies is expected for an
n-type semiconductor with band bending at the surface, due to the presence of a
depletion layer. Photoexcitation leads to the injection of carriers into the depletion
layer, creating a change in electric field across the depletion layer that suppresses
the band bending as discussed in §2.4. The total SPV shift is 47.5 meV, and the
decay lifetime is determined to be 0.134 ms by fitting according to eq. (5.4). This
lifetime is surprisingly slow considering that electronic transfer may occur on fem-
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tosecond timescales [219, 220]. Clearly a different, much slower process is being
measured here. The data in figure (5.26) are repeated so as to illustrate the changes
that occur when the excitation laser is turned on and off in figure (5.27).
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Figure 5.26: The SPV shift of the Zn 3d core level under laser excitation for clean
ZnO. The laser is turned on a t = 0, creating a shift in the core level to higher
binding energies. The laser is turned off at t = 0.5 ms at which point the core level
decays back to its original position. The decay is fitted as a constant deceleration
according to eq. (5.4) with a carrier lifetime of 0.134 ms.

A power dependence study was carried out by varying the CW laser power
from 2 to 10 mW and recording XPS spectra with the laser constantly on, as shown
in figure (5.28). Between each ‘laser on’ scan two ‘laser off’ scans were recorded to
ensure that the core level had returned to the original binding energy. The laser-
induced shift observed for the case of maximum power (10 mW), which was used
in the time-resolved experiments, was approximately 100 meV. This is roughly
twice as much as was found in the time-resolved experiments. It may be that there
is a very long timescale process occurring that continues to increase the SPV shift
over several minutes.

Similarly slow photoconductive responses in ZnO are reported in the literature
[249, 250, 251, 252, 253]. In fact, the time constants reported are often much longer
than measured here, often as long as minutes or hours. The rising edge of the
SPV is also surprisingly slow compared to timescales expected for charge transfer,
although it is faster than the SPV decay. This is also consistent with results in the
literature. The rising edge of the SPV shown in figure (5.26) can be modelled by
the inverse of eq. (5.4). This fitting is shown in figure (5.29) with a time constant
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5.2. PbS quantum dots attached to ZnO

Figure 5.27: The SPV shift from figure (5.26) of the Zn 3d core level repeated to
show the laser on and off timing. Photoexcitation with the laser leads to a shift of
the core level to higher binding energies, which decays back to its original position
once the laser is turned off.

of 50 µs.

The SPV response is caused by chemisorption and photodesorption of oxy-
gen at the ZnO surface. This was first studied by Lagowski et al. in 1977 [254]
and has been explained in detail in other studies since [255, 249, 250, 252]. Oxy-
gen molecules chemisorb onto the ZnO surface primarily at oxygen vacancy sites
[223, 231]. The molecules then become negatively charged ions (O−

2 ) by captur-
ing free electrons from the n-type ZnO, creating a depletion region at the surface
that causes band bending. The amount of band bending is therefore affected by
the amount of n-type doping (i.e. the concentration of oxygen vacancies) and the
amount of occupancy at the vacancy sites [255]. This means that the experiments
are heavily dependent on the cleaning process of the ZnO crystal. The differences
between the timescales measured here and those measured in the literature are
therefore attributed to the amounts of oxygen vacancies in the samples. Indeed,
the cleaning process is such so as to enhance the photoconductivity of the sample
by creating oxygen vacancies, and significant band bending may result from even
a very narrow depletion layer. For example, Liu et al. have estimated that as much
as 1 eV of band bending may be created from a 10 nm wide depletion region with
a donor concentration of 1019 cm−3 [250].

When the laser is turned on, electron-hole pairs are created by the excitation
of electrons into the conduction band (hν → e− + h+). This is not obvious in this
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Figure 5.28: Power dependence of the SPV shift of the Zn 3d core level in clean
ZnO photoexcited with a CW laser at 375 nm. Powers of 2, 4, 6, 8 and 10 mW
were used, with the highest power giving a core level shift of approximately 100
meV. The inset shows the shift of the valence band edge at low binding energy.
The XUV photon energy was 200 eV.

case, however, because the laser photon energy (3.2 eV) is less than the ZnO band
gap energy (3.4 eV). This suggests that the pump beam photoexcites electrons into
surface states within the band gap, and that a second excitation is required to
promote electrons into the conduction band. This explains the slow rising edge
of the change in the SPV, compared to that measured at the SRS in figure (5.23).
At the SRS, a pump photon energy of 3.44 eV was used, which allowed for direct
photoexcitation across the band gap, and an instantaneous SPV was observed.

Upon photoexcitation, the holes discharge the oxygen ions causing desorption
[254]:

h+ + O−
2 → O2(g), (5.5)

where (g) denotes the gas phase. The n-type band bending at the ZnO surface
leads to the migration of electrons into the bulk: the photoconductivity is now
enhanced because the photoexcited conduction band electrons are separated from
the surface.

When the laser is turned off, non-radiative recombination of electrons and holes
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Figure 5.29: The rising edge of the SPV shift of the Zn 3d core level for clean ZnO,
modeled with a time constant of 50 µs.

∆V (meV) Rise τ∞ (µs) Decay τ∞ (µs)
Clean ZnO 47.5 50 134
PbS / ZnO 15.0 5 75

Table 5.4: Fitting parameters for the SPV due to laser excitation of the Zn 3d core
level for clean ZnO and PbS quantum dots attached to ZnO.

is limited by the absence of holes due to the oxygen desorption process. The band
bending is then restored via the oxygen chemisorption process involving carrier
capture across the depletion layer [254, 250, 252]. This cycle is illustrated in figure
(5.30).

The PbS quantum dots were now chemically attached to the ZnO surface and
the surface photovoltage of the Zn 3d core level was measured again. The amount
of the SPV shift decreased to 15 meV (approximately a third of the SPV in clean
ZnO, 47.5 meV), and the time constants associated with both the rise and decay of
the SPV decreased, i.e. the rise and decay of the SPV occurred more quickly. The
parameters are listed in table (5.4).

A comparison of the SPV data for clean ZnO and for PbS quantum dots at-
tached to ZnO is given in figure (5.31). The signal to noise ratio for the PbS/ZnO
data is worse because the magnitude of the SPV change is less than the clean case,
and fewer accumulations were taken due to time constraints. Whereas figure (5.31)
shows the averaged transient SPV data (where 20,000 data points across the 1 ms
time window were averaged to 1,000 data points), the unaveraged transient SPV
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Figure 5.30: The SPV effect in ZnO caused by chemisorption and photodesorption
of oxygen, adapted from [252]. Red filled circles denote electrons and unfilled
black circles denote holes. The oxygen-related surface states are denoted by solid
and dashed lines denoting filled and empty states respectively. The SPV decay is
caused by the chemisorption of oxygen. The total SPV measured is the difference
in the amount of band bending between the dark and photoexcited states.
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Figure 5.31: The SPV shift of the Zn 3d core level for clean ZnO compared to
PbS quantum dots attached to ZnO. The ZnO SPV shift is divided by three for
comparison.
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5.2. PbS quantum dots attached to ZnO

data set was used for the fitting of the SPV rise and decay. This was because the
change in the SPV occurs much more quickly than the clean case: the unaveraged
transient SPV data at 50 ns time steps was thus used for fitting instead of the av-
eraged transient data that has 1 µs time steps. The decay of the SPV is shown in
figure (5.32) and the rise in figure (5.33).

0.5 0.6 0.7 0.8 0.9 1

14.094

14.096

14.098

14.1

14.102

14.104

14.106

14.108

14.11

14.112

t (ms)

B
in

d
in

g
 e

n
e

rg
y
 (

e
V

)

τ∞ = 0.075 ms

Figure 5.32: The decay of the laser-induced SPV of the Zn 3d core level for PbS
quantum dots attached to ZnO, fitted with a decay constant of 75 µs.

The decrease in the total SPV change is attributed to a change in the ZnO
surface depletion layer (and hence band bending) due to electron transfer from the
PbS quantum dots as shown in figure (5.10). The attachment of PbS quantum dots
to the ZnO surface therefore provides a direct photoexcitation route into the ZnO
conduction band that was not present before. The presence of the quantum dots at
the ZnO surface will also affect the Fermi level pinning which affects the amount
of band bending in equilibrium.

It is intuitive that the rising edge of the change in the SPV upon photoexcitation
should also occur on faster timescales because the quantum dots allow the direct
injection of electrons into the ZnO conduction band. The rising edge therefore
becomes instantaneous. Although figure (5.33) shows a fitted rising edge time
constant of 5 µs, the signal to noise ratio is poor, and the rise may actually be
occurring even more quickly that the current fitting suggests. The time resolution
of the experiment was 150 ns due to the time difference in the signals from the
delay line detector and the speed of the electronics, and it appears that the data
are approaching this limit. Indeed, the timescale for electron transfer in analogous
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Figure 5.33: The rise of the laser-induced SPV of the Zn 3d core level for PbS
quantum dots attached to ZnO, fitted with a time constant of 5 µs, approaching
the time resolution of the experiment.

systems has been measured to be 50 fs [219, 220].

It is proposed that the attachment of the PbS quantum dots to the ZnO substrate
leads to extra surface states within the ZnO band gap that provide additional
routes for charge transfer in the oxygen chemisorption process. This explains the
faster decay of the laser-induced SPV, with a time constant of 75 µs, when the
quantum dots are attached. However, there is an absence of similar studies to this
in the literature and further studies are clearly required.

5.3 Conclusions

X-ray photoelectron spectroscopy (XPS) and surface photovoltage (SPV) measure-
ments have been carried out on silicon, zinc oxide and a sample of lead sulfide
quantum dots chemically attached to zinc oxide.

SPV experiments on the Si(111) (7×7) surface show a change in the band bend-
ing at the surface of 95 meV upon illumination with 1.55 eV photons. The equilib-
rium band bending is determined to be 203 meV given the carrier concentration
of the sample and the laser pump beam fluence, meaning that the Fermi level is
pinned at 0.64 eV above the valence band maximum, agreeing well with literature
measurements. The recombination process is proposed to be due to the recombi-
nation of photoexcited conduction band electrons with valence band holes across
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the depletion layer, although the timescale for this recombination, determined to
be ≈ 0.4 µs, does not agree well with literature estimations.

The experiments on Si took place at the Synchrotron Radiation Source at Dares-
bury Laboratory. The laser pump was synchronized to the synchrotron by a finite
division of the laser repetition rate (81.198 MHz) to the 3.123 MHz (320 ns) repeti-
tion rate of the synchrotron by pulse picking every 26th laser pulse. A ZnO(101̄0)
crystal was also measured using the same system, although no transient change in
the 110 meV SPV was observed over the SRS time window, meaning that changes
in the SPV were occuring on much longer timescales. This lead to experiments
at the SOLEIL synchrotron in Paris. Here, an external CW laser was controlled
by a signal generator, with XPS spectra being measured every 50 ns over a 1 ms
time window. The laser was turned on at the beginning of this time window and
turned off after 0.5 ms.

SPV measurements on clean ZnO at SOLEIL showed an SPV shift of 47.5 meV.
The timescale for the rising edge of the SPV change and the subsequent SPV decay
were found to be relatively long: 50 and 134 µs respectively. The laser photon
energy (3.3 eV) was insufficient to allow for direct photoexcitation of electrons into
the conduction band. Electrons are promoted to band gap surface states before
an additional absorption promotes them into the conduction band: hence a slow
rising edge in the SPV change is observed. At the SRS similar experiments were
carried out with a pump energy of 3.44 eV, i.e. greater than the band gap en-
ergy, which allowed direct photoexcitation across the ZnO band gap, and thus an
instantaneous rise was observed.

The slow SPV decay rate is proposed to be due to chemisorption of oxygen at
the surface once illumination ceases. The cleaning of ZnO, involving sputtering
with argon ions, is itself designed to create oxygen vacancies at the surface which
enhances the surface conductivity. There are many other defects within the ZnO
lattice, including zinc interstitials, and there is a complex array of surface states
at energies within the band gap. Because of this, ZnO is still under investigation
today.

PbS quantum dots, previously measured to have diameters of approximately
4.6 nm, were chemically attached to the ZnO using a specially chosen ligand so
that the energy level line-up would allow for direct injection of electrons from the
quantum dot LUMO into the ZnO conduction band. XPS measurements of lead
and sulfur core levels were carried out to ascertain that the quantum dots had
been successfully attached. A slight degradation was observed in the sulfur 2p

core level, although this ceased after approximately ten minutes, after which the
sample was stable under the X-ray beam.

The SPV of the same Zn 3d core level was measured after chemical attachment
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of the PbS quantum dots. The amount of the change in the SPV decreased by
approximately a third to 15 meV, and the timescales of the rise and decay of the
SPV decreased to 5 and 75 µs respectively. It is proposed that the PbS surface
states lead to a change in the band bending at the ZnO surface and a change
in the position of the Fermi level. This leads to a decreased amount of laser-
induced surface photovoltage. The quantum dots create a direct route for the
photoexcitation of electrons into the ZnO conduction band, and so the rising edge
of the SPV becomes instantaneous. The results are limited by an experimental time
resolution of 150 ns and a poor signal to noise ratio, and so a fitted time constant
of 5 µs may be an overestimation. Further experimentation is clearly required
because the effect of quantum dots attached to a substrate leading to changes in
the SPV of that substrate is lacking in the literature.
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Chapter 6

Conclusions and future work.

Laser-pump terahertz-probe and laser-pump synchrotron-probe experiments have
been implemented to investigate the charge carrier dynamics in bulk and nanopar-
ticulate photovoltaic materials.

A time-resolved THz spectrometer has been designed, built and commissioned.
THz absorption measurements of toluene and hexane are made, and it is found
that hexane is less absorbing over the THz frequency range of 0.1 - 2 THz, and is
thus a more suitable solvent for solutions of quantum dot samples to be studied
by THz spectroscopy. The THz refractive indices for toluene, hexane and quartz
extracted are in strong agreement to literature results [165, 166, 167], meaning the
fixed-point iteration method utilized in the extraction of the optical parameters is
effective. The laser-pump THz-probe experiment was benchmarked using a GaAs
wafer with good agreement to identical studies in the literature [161]. The inter-
valley scattering of photoexcited electrons in GaAs and InP at higher pump pho-
ton energies means that photoconductivity measurements in bulk semiconductors
should only be taken at a pump-probe delay times of τ > 10 ps, by which time all
photoexcited electrons have returned to the band edge [171].

THz photoconductivity measurements of bulk InP have yielded the wavelength-
dependent quantum efficiency of bulk InP to compare to a recent study of the
quantum efficiency of InP quantum dots. Carrier multiplication is observed in InP
quantum dots where quantum efficiencies exceeding unity are obtained at pump
photon energies greater than twice the band gap energy [18]. In contrast, in this
work, the quantum efficiency of bulk InP is found to decrease at higher photon en-
ergies [184]. Quantum efficiencies were plotted on a relative photon energy scale
with respect to the band gap energy, hν/Eg, so as to compare bulk and quantum
dot materials which have different band gap energies [17]. The efficiency decrease
in the bulk is due to surface recombination effects which are dominant at higher
photon energies due to a higher absorption coefficient and thus a decreased pene-
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tration depth [191, 188]. In contrast, the quantum confinement of InP leads to an
enhancement in quantum efficiency such that multiple electron-hole pairs can be
generated from one photon with energy hν ≥ 2Eg. A solar energy cell that utilizes
these quantum dots could therefore benefit from an increase in efficiency. More-
over, the band gap energy and thus absorption of quantum dots can be adjusted
so as to absorb the optimum amount of the solar spectrum, and the manufacture
cost of quantum dots is greatly reduced compared to bulk materials where high
purity is generally required [1].

The measurements of bulk InP follow a recent study of the quantum efficiency
of bulk PbS measured with time-resolved THz spectroscopy [16]. This study found
that the quantum efficiency of PbS quantum dots was not enhanced by quantum
confinement, although here the plotting of quantum efficiencies on an absolute
energy scale is misleading [17]. The fact that InP quantum dots have been shown
in this thesis to be more efficient than the bulk on a hν/Eg scale helps to resolve
this controversy. Nevertheless, more studies are clearly required of bulk quan-
tum efficiencies to compare to quantum dot measurements in order to understand
the physical processes occurring, and to ascertain the effects caused by quantum
confinement.

THz experiments of quantum dots can complement studies by other methods
such as transient absorption experiments in the literature [73, 74, 75, 76, 77, 78, 18],
because the frequency-dependent photoconductivity can give insight into the na-
ture of the charge carrier dynamics. THz absorption measurements of 6 nm InP
quantum dots suspended in hexane were performed, where the THz absorption
was found to be small and similar to that of hexane. Laser-pump THz-probe mea-
surements on InP quantum dots were unsuccessful because the change of the THz
waveform upon photoexcitation was less than 1 in 1000. The experiment is limited
by the signal-to-noise ratio of the experiment and the relatively low pump fluences
generated by the optical parametric amplifier. In order for greater pump fluences
to be used in photoexcitation, several upgrades to the THz spectrometer are re-
quired. The pump beam should be created using the output of the regenerative
amplifier and a doubling crystal (although this will only give two possible pump
wavelengths, 400 and 800 nm, with and without a doubling crystal), and the pump
beam in this case should be brought to the sample colinear with the THz probe
through a hole drilled in one of the parabolic mirrors, because the pellicle beam
splitter currently used for this purpose has a low damage threshold.

It may be possible to study arrays of semiconductor nanorods such as the ZnO
rods proposed for electron transportation in the hybrid solar cell design investi-
gated here, where the photoconducting response will be larger than in isolated
quantum dots held in solution. These would be good intermediate experiments
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that could be carried out with the time-resolved spectrometer which may not re-
quire the invasive upgrades required to study colloidal quantum dot samples.

Photoinduced changes in the surface photovoltage (SPV) of bulk Si were mea-
sured at the SRS, Daresbury, UK, by synchronising a fs laser pump signal to the
SRS, in the first such measurements of their kind in the UK. A total SPV change
of 95 meV was measured, although this change occurred on a background of more
than 300 meV. This is attributed to the fact that the change in the SPV did not
completely decay over the 320 ns time-window of the SRS in single-bunch mode,
and so an accumulation effect occurred. An SPV decay time constant of 0.4 µs was
observed, and the decay of the SPV was attributed to the recombination of charge
carriers across the depletion layer [52, 55, 248], rather than to effects of specific
surface states [57, 58]. The total laser-induced SPV allowed for the pinning of the
Fermi energy with respect to the valence band maximum at the surface to be de-
termined as 0.64 eV, which was in strong agreement with values reported in the
literature [217, 218].

Measurements of the SPV in bulk ZnO was also carried out at the SRS using
a pump photon energy of 3.44 eV, which was greater than the band gap energy
of ZnO (approximately 3.40 eV). An instantaneous change in the SPV of 110 meV
was observed, although no decay was observed over the 320 ns time-window,
meaning the charge carrier dynamics were occurring over much longer timescales.
Measurements were next carried out at the Synchrotron SOLEIL, Paris, France,
where time-resolved laser-pump synchrotron-probe experiments were carried out
on much longer millisecond timescales. However, here a pump photon energy of
3.30 eV was used, meaning that direct photoexcitation across the ZnO band gap
was not possible. As a result a slow onset of the photoinduced SPV was measured
with a time constant of 50 µs, which may be due to the fact that two sequential pho-
ton absorptions were required to inject electrons into the ZnO conduction band,
causing a delay in the onset of the photoinduced SPV. A longer time constant of
134 µs for the decay of the SPV change in bulk ZnO was measured when the laser
was switched off. Here the SPV decay is dependent on an oxygen chemisorption
process at the surface, and is consistent with that reported in the literature using
different experimental techniques [254, 250, 252].

PbS quantum dots suspended in chloroform were then chemically attached
to the ZnO surface using 3-MPA ligands [235]. This system is similar to that of
PbS quantum dots linked to a TiO2 substrate reported in the literature [219, 220],
such that the energy level line-up allows for the direct injection of photoexcited
electrons from the lowest unoccupied molecular orbit (LUMO) in the quantum dot
into the conduction band of the ZnO substrate. The change in the SPV in ZnO was
measured again, with faster decay (75 µs) and rising edge (5 µs) time constants
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being observed. The SPV data suffer from a poorer signal-to-noise ratio than the
clean ZnO results (approximately 3 times poorer), and, given this, it appears the
time resolution of the experiment (150 ns) is approached at the rising edge (as there
is significant error in fitting the onset of the data, and time-constants as short as
the experimental resolution could be consistent with the fit). Thus it appears that
the SPV change at the rising edge after linking PbS quantum dots to the surface
may occur on a timescale that is close to or faster than the time resolution of
the experiment. This suggests that the attachment of the quantum dots to the ZnO
surface creates a direct route for photoexcited electrons in the quantum dot LUMO
to be injected into the ZnO conduction band, as expected. The reduced decay time
constant (when the laser is switched off) may be attributed to additional surface
states within the ZnO band gap created by the PbS quantum dots that allow for
additional routes for charge transfer in the oxygen chemisorption process.

Further studies of PbS quantum dots attached to ZnO could involve the use
of a lower pump photon energy. The PbS quantum dots were reported to have
a band gap energy of 1.0 eV [69], and so an 800 nm (1.55 eV) pump beam, for
example, could be used to ensure photoexcitation of only the quantum dots and
not the bulk ZnO (with a band gap energy of 3.4 eV). No SPV change should
be observed in clean ZnO with this pump photon energy. The verification that
charge carriers are directly injected from the quantum dot LUMO into the ZnO
conduction band could therefore be achieved by observing an SPV change in the
ZnO under photoexcitation of the PbS/ZnO system with a laser wavelength of 800
nm.

Another refinement of these SPV measurements could involve the use of so-
called Type II quantum dots, where the quantum dot core and shell materials have
different band gap energies. Selective photoexcitation of the core may be used to
allow only one carrier (which may be either electrons or holes, depending on the
band offsets at the core-shell interface) to be transferred to the shell of the dot,
trapping the other. This could in principle lead to the selective injection of either
an electron or hole into the substrate. These measurements would give further
insight into the charge carriers dynamics occurring within quantum dots which is
required to fabricate a highly efficient solar cell.
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