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Abstract

This thesis examines four main subjects; consuneelerfited Internet Identity
Management (IdM), text analysis to detect groomimdnternet chat, a system for
using steganographed emoticons as ‘digital fingetgrin instant messaging and a
systems analysis of online child protection.

The Internet was never designed to support an itgeftamework. The current
username / password model does not scale well &hdcaw ever increasing number of
sites and services users are suffering from paskvatigue and using insecure
practises such as using the same password acrdsstege In addition users are
supplying personal information to vast number téssiand services with little, if any

control over how that information is used.

A new identity metasystem promises to bring fedatatentity, which has found
success in the enterprise to the consumer, pldbsgser in control and limiting the
disclosure of personal information. This thesisuasythough technical feasible no
business model exists to support consumer IdM arbdout a major change in
Internet culture such as a breakdown in trust aodirdy a new identity metasystem

will not be realised.

Is it possible to detect grooming or potential gnirog from a statistical examination
of Internet chat messages? Using techniques fraaksp verification can grooming
relationships be detected? Can this approach irepoov the leading text analysis
technique — Bayesian trigram analysis? Using a Ifeature extraction technique and
Gaussian Mixture Models (GMM) to detect potentiabbagming proved to be
unreliable. Even with the benefit of extensive hgnthe author doubts the technique
would match or improve upon Bayesian analysis. Atb80% of child grooming is
blatant with the groomer disguising neither thaje anor sexual intent. Experiments
conducted with Bayesian trigram analysis suggeist ¢buld be reliably detected,
detecting the subtle, devious remaining 20% is icemgably harder and reliable

detection is questionable especially in systemsiguseenagers (the most at risk

group).



Observations of the MSN Messenger service and pobtead the author to discover
a method by which to leave digitally verifiableel on the computer of anyone who
chats with a child by exploiting the custom ematicéeature. By employing
techniques from steganography these custom emstican be made to appear
innocuous. Finding and removing custom emoticors mn-trivial matter and they
cannot be easily spoofed. Identification is perfednby examining the emoticon (file)
hashes. If an emoticon is recovered e.g. in theseoaf an investigation it can be
hashed and the hashed compared against a datgbasgstered users and used to
support non-repudiation and confirm if an individbas indeed been chatting with a
child.

Online child protection has been described as ssicaystems problémit covers a
broad range of complex, and sometimes difficult research issues including
technology, sociology, psychology and law, and @affedirectly or indirectly the
majority of the UK population. Yet despite this theoblem and the challenges are
poorly understood, thanks in no small part to mawlkattitudes and alarmist media
coverage. Here the problem is examined holisticddlyw children use technology,
what the risks are, and how they can best be geatecbased not on idealism, but on
the known behaviours of children. The overall pcote message is often confused
and unrealistic, leaving parents and children iépared to protect themselves.
Technology does have a place in protecting childbem this is secondary to a strong
and understanding parent/child relationship andcatiion, both of the child and
parent.

1's. Brown (INCOSE President Elect), Personal conication, 21st April, 2009.



Acknowledgments

First and foremost | must mentidark Pawlewskimy industrial supervisor without
whose tireless patience, support, and encouragethentwould never have been

completed.

| also wish to thank my academic supervisBrof. David Parish for his

encouragement and guidance.

| should also mentioRoger Paynaevho served frequently as a sounding board.

Finally, I wish to thank my family for their beligind support.



Table of Contents

1. INEOAUCTION ..t e e e e e e e e e e e e e e 11
1.1 Identity ManagemeNnt .........coooiiiiiiiieeeeeee e 12
1.2 Online Child ProteCiON ........coooeiiii ettt e e e e e 13
1.3 TRESIS STUCIUIE ...ttt e e e e e e e s s nnne 15

P2 (o (=T o 1§ Y0\ = T F= Vo 1T 4 T oL SR 17
2.1 Circle of Trust and NOMENCIATUIE ... eeeeeeiieiiiiiiiiiiieee e 18
2.2 Features and Goals for a Successful Identittadfstem..........ccccceeeeeiiennnnnnn. 19
2.3 Internet REVOIULIONS ..ottt 20
2.4 NO BUSINESS MOGEN .....ovviiiiiiiiiiiiii e 21
2.5 The Identity Management J-CUIVE .........coooeiiiiiiiiiiiiiiiiaae e eeeeeeeieees 22
2.6 Moving Towards a New IdM SyStem ... 4.2
2.7 Technologies Of INtEIreSt...........uuuuimmmmmme e eeree e 25
2.8 CONCIUSION ...ttt e e e e e aeaeenees 26

2.8.1 FAcebook as an IdP ............coooi e 26
2.8.2 Government INterveNtiON ..........oouiiceemmmni e 28
2.9 BUSINESS IMPACT ....cuueiiiiiiiiee e e s e e e e e e e e e e eeeeeaaeenannn s e seennnneneeeeeas 28
P20 O I (o 1= 111 Y =T o1 USSR 30

3. TEXE ANAIYSIS ..t —————————————— 41
3.1 Text based Internet CONVErsations......cccccceeeeeeveiiiuiiiiiiieeee e e eeeeeeeieeeea 42
3.2 Automatic Grooming DeteCtioN..........coceccciiiiieeeeieeeeeeeee e 42
3.3 ClasSifICatiON TESIS ....cccciiiiiiiiiiiie it eeeeees s 43

3.3.1 SIMPIE THGIaM .oeeiiiiiiiiieee e 44

3.3.2 BAYEBSIAN ..ttt 44

3.3.3 Gaussian Mixture Model (GMM) ..........oceeemreieiiiiee e 46
B RESUITS ... 48
3.5 DUSCUSSION ..ttt ettt e e e ee e e e e e e e e e e e aeaaeas 48
1IN o [od (151 o o [T 49
3.7 BUSINESS IMPACT ....euueiiiiiiiiee e e s e e e e e e e e e e eeeeeaeaeeannn e e seeeenne e e e e e as 50
3.8 Text Analysis and Message ReVIEW PAPEer ..cccuuereeieeeeeeeeiieeeeeeivee e 51

4. Steganographed Custom EMOLICONS ... 60
v R = 7= Tt (o | (0 11 ] (o T 61



Y] ORISR 62
4.4 '‘Steganographing’ and Detecting Custom EmMOoOBCON.............ccceeiiiieeeeeeenn. 64
4.5 Method, Experimentation and CoNditioNS . ...cccc.evvvvieiiiiiiineeieeeeeeeeeeeeiiiiee 5.6
4.6 Justification and DiSCUSSION...........occoiiiiiiiiiiiiiiie e 68
.7 CONCIUSION ..ottt ettt e e e e e e e e e e 71
4.8 BUSINESS IMPACT .....uiiiiiieeiiiiiee et ettt s e e e e e e e e e e e aaeeaeeaaaeeeees 71
4.9 Steganographed Emoticon Report .........coooveeiiiiiiiiiiiiiiienieeeeeeeeeeeeeeeeiennn 3
. The Online Child Protection DOMAIN .......ccccceuuiiiiiiiiiiiiiiiiiiiieeee e 85
5.1 Systems Engineering thinking applied to thé[@m ..............ccccceevveeiieeeennnnn.. 86
5.2 What is paedophilia? ..........cooo oo 87
5.3 Risks to children online ..........oooiiicemmmmii e 90
IR 700 = 11 1Y/ o USRSt 91
5.3.2 Unwanted EXPOSUIE.........covvveiiiiiiiiiiiieee e e e e e e e eee e e e e e e e 92
G TG I ST ] [ [ox | ¢= 11 o] o NPT 94
5.4 TRIEAL VECIOIS. ... .ottt e e e e e e e e e e eeeeeeeeeneeeeeeennnes 95
5.5 SOCIal NEIWOIKING .vvvvveiriiiiiiie s s s emmme e eeeeeeiies s s e e e e e e e e e e eeeeeeeesseennneeennnes 97
5.6 Child POrnography .........oooeeiiiiiiiiieiie e e e e e e eee e 102
5.7 Current safety / prevention MEeSSAJE ........ceeeiieeereeeeeeeeeeeeeeeiiiriii e 106
5.8 Examination of current protection SOftWare. .ccc.......cccoevviieiiiiiiiiieiiiiiiiiinnne 710
5.8.1 Content FIlteriNg........uuuuueiiiiiii e e e e e e e 107
RS T2 |V (o 11 (o 1 o S 108
5.8.3 Moderation and Pre-moderation and Wall Gaglen.............ccccccooe... 109
5.8.4 Network Level Censorship - IWF and CleanFeed................oeceeeee. 110
5.8.5 Community Reporting and ‘Safety Mode’ — Lewgrirom YouTube....111
IS Y=ot U1 YA I == L1 = 112
5.10 REAIGNING FISK ...evvtiiiiiiiiiiie ettt e e e e e e e e eeaeeeaeas 114
5.11 Trade offs and Best use 0f RESOUICES e eoiiiiiiiii 116
5.12 Difficulties Posed to Researchers .....ccccccoooooiiiiiiiiiiiiiiiiiiieeeeceeeeee e 118
5.13 DiSCUSSION .....eiiiiiiiiiiitiitt ittt e e e e e e e e e e e e e e e e e s s s s s bbb ee e e e e eeeeeessannnnnes 120
5.14 Conclusions and recommendation .......ccccceeeeiiiiiiiiiiiiiiiiiii e 120
5.15 BUSINESS IMPACT ....uvutiiiiiiiee et e e e e e e e eeeeeeeeee s mnnnneeenees 122
5.16 Reflective COMMENTAIY .......cccovviiiiieeeeeee e eee e 123
5.17 Systems AnalysiS REPOI ........ccovviieeecei e eee e 125



6. Conclusions and FUMNEr WOTK ... e 141

6.1 Identity ManagemeNt .............uvuueuiimmmeiiiiiiis e e e e e e e e e e e e e e e e eeee e a——————— 141
6.2 TEXE ANAIYSIS ...ttt e e e e e e e e e e e e e e eees 143
6.3 Steganographed Custom EMOLICONS .......ouuummmmeereenniinneeeeeeeeneeeeeeeeeeennnnn 441
6.4 ONliNe Child Prot@CHION .........eeeiiiit ittt 147
A (=1 (=T ] (o= PP PSP PP PP PP 151
7.1 1dentity ManagemeNnt ..........oeeiiiuuiiieimeiiiiiier e e e e e e e e e ar e 151
7.2 TeXE ANAIYSIS ...ttt e e e e e e e e e e e e e eeeaaeeees 154
7.3 Steganographed Custom EMOLICONS ... oummmmmmeeeeennnsaeeeeeeeeeereereeeennnnnnnn.. D81
7.4 Child Prot@CHON .....coeeiieiieiiee ettt s st e e e e e e 157
8. Appendix A — TermMinNOIOY .....ccouueiiie et e 171
9. Appendix B — Risks and safety on the internet.............cccccoeeeeiiiiiiiiiiiiinnnne 173
10. AppendiX C — FIOWCNAIS ........ccooiiieeeeeeecce e 174
10.1 TEXt ANGIYSIS ... ceeeeeeieeeeeeeee e e e e e e e e e e e e e e e e e e e aaeeennn s e as 174

10.2 Steganographed Custom EMOLIONS ...... . eeeeeerernnnnniinnnneeeeeeeesseeeeen ddL
11. Appendix d - Custom Emoticon Change — Experimheq .............cccccceeeeeeennn. 179

Table of Figures

FIQUrE 1 - TRESIS SITUCTUIE........uvueeeet s sttt s 12
FIQUrE 2 - CirCle Of TIUST ....eveiiiiiieie e e e e e 18
FIQUre 3 - The 1AM J-CUIVE .......coeeeviiiiicmmmmm e e e e ee ettt s e e e e e e e e e aaaaaneaaaaaees 23
Figure 4 - Identity Theft Complaints (Source FTQ [S......ceiiiiiiiiieieiiiieeeeeeeiiiiiann s 4.2
FIQUIE 5 - THIQIaMIS .ottt s s e e e e e e e e e e e e e ee et et e e as 44
Figure 6 - Feature Vectors (Underscores reprefaliES) ......... e eeeeeeeeeeeeeeeeeeeeeeennnnnns 47
Figure 7 - Vectors representing frequency of o@nge.............cccccceeeeeeveeeeeeeennnn .4
Figure 8 - Default vs custom emoticon transfer............cccceveeiiiiiiiiee i 63
Figure 9 - Source and steganographed emoticonBasites...............ccooviiiiiiiiiiinnnns 65
Figure 10 - Emoticon manufacture and iSSUE —oooo..ooiiiiiiiiiiiiiiiiieee e 66
Figure 11 - EMOLICON rECOVEIY PrOCESS ....cceeeeeeeeeeeeeeeeeeeeeeeirninnnnanseaaeeeeaasannaaens 67
Figure 12 - Sex offender motivation continuum (LIBIGN..............ovvvrriiiiiineereeeeeennn. 89



Table of Tables

Table 1 - Classification reSultsS MatriX .....cccccceeeeeeeeeeeeeiriieeeee e 48
Table 2 - Minors solicited or harassed online & plast 12 months, (Source [41])...97
Table 3 - COPINE Scale (CS) and SAP = Sentencingsddy Panel (SAP) ......... 103

10



1. INTRODUCTION

This thesis represents the results of work perfdrohging a four year placement at
BT Research Labs. The work started with a broadestigation into Identity
Management (IdM) resulting in a published discusspgaper [9] examining the
obstacles to Identity Management becoming estaddish the Retail Sector, where
the end users are general members of the publie Main finding of this
investigation was that that the general publicluarikely to adopt IDM technologies
in the foreseeable future unless there is immedéatgible benefit and user friendly
implementation. After this investigation of theNDspace, the work moved toward
looking at the general problem of online child paiton. BTs initial requirement was
to look at technologies that purport to proteatdren from on line predators who
may attempt to befriend them in chat rooms or vi&8N\ with illegal underlying
intentions; otherwise known as Child Grooming. Thmtial work looked at
technologies for detecting the difference betweasn ¢that from a child and text chat
from an adult who is masquerading as a child. Theeeseveral issues around testing
such technologies in that appropriate test dataotseasily available. Nevertheless,
despite the problem with data availability, in arde get a sense of the possible
accuracy of such systems, an analysis of text fidferent authors was performed.
The aim here was to establish if an appropriateinéd classifier could distinguish
between the texts of various authors. The degredif6€ulty for this task was,
reasonably, assumed to be the same as that ofifydemptwritten text of adults
pretending to be children, compared to that of gemwchildren. Although initial
results looked promising, the research establighatlit is indeed very difficult to
spot subtle differences between author styles aeod this we can infer that the same
is true for separating chid text chat from pseudittddext chat. This research then led
on to two main strands of work, the first lookedravel methods for protecting
children on line, culminating in the developmentaofechnique for legally placing a
digital ‘fingerprint’ on the machine of a potentgloomer, thus proving that there has
been interaction between their machine and the maadf a child running the new
protection software. The second strand of work eatrated on looking at the larger
picture of online child protection and basicallynctuded that technology only plays a
very small role in child protection. It is much momportant to understand the

circumstances under which children come under traed the best ways to mitigate
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these threats. This last area of work is argudiidy most useful to BT in that
provides a deeper understanding of the problemwisicot immediate evident to

the uninformed.

The success of this work has led the author torhecm consultant for BT advising

Child Protection issues.

Figure 1 illustrates the structure of this thesid how it relates to the larger field

Internet security.

Figure 1 - Thesis Structure

1.1ldentity Managemen

Users are familiar with sites that require thensign up to websites in order to gi
access to services and buy products. The vast ilyapdrthese sites record tlusers’
personal details and issue them with a usernamepasslvord for use with that s
only, or perhaps other sites operated by the sagenization. Users are becom
overwhelmed with a plethora of online identitiesiethhas lead to password fatig-
usng the same username and password across muidentities an recording

passwords in plain text.

In addition to the problem of password fatigue ssare revealing a great deal

personal information when registering for serviees products. Thisnformation is

12



often unnecessary for the provision of services gnoducts and increases the
likelihood of such information falling into crimihdands and the user becoming a

victim of identity theft.

Identity management is common in the enterprisergvlventral policy can dictate
how and where identity is used, as well as beatimg associated costs. In the

unmanaged consumer domain the future for identdagagement is much less clear.

A feasibility study of consumer Internet identityanagement and federation revealed
that while no insurmountable technical challengasteuser interest, user experience
and business model are a significant barrier teva identity metasystem. In the short
to medium term there will be no significant chantgeshe consumer Internet identity
management space. Users will continue to reveaopet details when signing up to
a new product or service. Products and servicescaiitinue to identify users with
usernames and passwords. More security conscielattorms, typically those
providing financial services will increasingly usme time passwords and other
hardware tokens. Without a severe breakdown inretdrust and security, this status
guo is set to remain. The author has presentedhferemce and journal paper [9]

detailing this study.

1.2 Online Child Protection

The major theme of the author’s research was owliild protection - this began as a
project to see if child groomers can be identifiledm the contents of online
messages. During this work the author reviewedlitkeature in order to gain a
broader understanding of the problem, this leadrteexpansion of the work into a
systems driven meta-analysis of the problem sgageng the ongoing meta-analysis
a side project was completed that allowed ‘digftaberprints’ to be left on the
computer of individuals who chats with a child be MSN .NET Messenger Service

Is it possible to detect when a child may be chgtto a groomer based on the content
of the conversation? No longer can parents seethdio children are chatting with,
this makes keeping them safe increasingly oner@ddren often conduct online
friendships in chat rooms, by instant message, learal social networks. These

conversations can be in real time or time lapsedeBrch has evaluated the feasibility

13



of detecting potential grooming by conducting statal analysis on the features of
text based conversations. A novel technique olufea¢xtraction and classification -
building ‘sliding windows’ of character strings a@hussian Mixture Model (GMM)
is described and tested against the leading tassitler — Bayesian trigram analysis.

Experiments revealed that obviously differing tekdr example sexual explicit
conversation as might be found in grooming couldddably detected. More subtle,
long term grooming is much harder to detect andréhebility of classifiers drops
accordingly. Ultimately the novel feature extrantiand GMM classifier proved

unsuccessful and was inferior to the current legtichnique.

With ever more children enjoying online friendshthe possibility of being groomed
also increases. A method has been devised to ceedthgital fingerprint’ by

manufacturing a uniqgue emoticon using steganogcaminciples. This digital

fingerprint can be left on the computer of anyort®whats with a child by exploiting
properties of theMSN .NET Messenger Servicéhis works as a transparent
background function and involves no hackindt some later time the
emoticon/fingerprint can be recovered, for examplaing a law enforcement
investigation and used to prove the recipient eadatpe child in conversation. A
function of the chat clients changes the file cotgef the emoticon is reused by the

recipient eliminating false positives.

The meta-analysis examined the online child praiectiomain from a systems
perspective. This indicated that perception of ifselies and parental fear is largely
disproportionate to reality, driven to a signifitastegree by media and political
interest. The analysis revealed that the dangaisgachildren are essentially the

same they have always faced; only the delivery tagjea Internet, has changed.

Solicitation, bullying and exposure to unwanted emniat are the main risks facing
children. Solicitation is rare and children handlevell, similarly the majority of
children were unfazed when exposed to unwanted rrakateBullying is not

uncommon and may be a source of long term emotaistikss.
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Technology does have a part to play in protectimigden, especially younger naive
children; it is much less important where older,adhestrong, technologically
competent teenagers are concerned. Social measagheding education and family
relationships are more powerful tools for protegtider children.

A significant factor retarding progress in the digk a lack of agreed definitions,
standards and metrics which prevents any sidedws/@mparison of data and means
scientifically rigorous work on a subject can proeduwvidely differing results.

1.3 Thesis Structure

Chapter 2 examines the existing situation, theirements of a new system and high
level perspective of how such a system would whreliscusses two possible futures
for consumer identity management and the conditiessh would require and the

barriers to a new system.

Chapter 3 describes the text analysis work; it stigates the various approaches to
feature extraction, entropy handling and classfiperformance and suitability to
task. It also describes the novel feature extracamd GMM classifier and the

experiments against the current techniques.

Chapter 4 details the steganographed emoticon gitadli fingerprint’ project; it
discusses the birth of the emoticon, how the emntis manufactured, the operation
of .NET Messenger Servicaghe use of hashes to identify the emoticon and the

experimental work.

Chapter 5 describes the Internet child safety raatdysis; it uses the systems
approach to examine the problem space from a lofigrspective. It examines the
complexity inherent in a social problem of this esiat looks at stakeholders,
technologies, human factors and behaviours, meudlapalitical involvement, the

risks facing children and how these can best beesddd.

Chapter 6 recaps the key points from each chaptérdiscusses the conclusions

drawn from the findings.

15
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2. IDENTITY MANAGEMENT

The explosion of online applications, services agbsites has lead to an equally
large plethora of credentials — usernames, passwammd one time password (OTP)
key fobs and card readers. With few exceptions easbsite, service or application
requires separate registration, username and pessiMois multiplicity of accounts
has led to ‘password fatigue’ - insecure pract®esh as writing down passwords in
clear text and using the same username and pasdwonshultiple accounts. In
addition users are supplying personal informationntmerous organisations (the
website and service operators), often with littleowledge of how secure, or
trustworthy these organisations are.

In the real world identity documents often assedc#ic claims about the user, for
example being over 18, or possessing a drivinghtiee The traditional username /
password approach of Internet security lacks tmetfanality necessary for users to

prove such assertions.

There has been much hype and evangelising in tigginlg community [1] [2] about
the coming identity revolution. Often this refecsa federated identity metasystem
where users possess a portable (use anywherejtydemt able to assert specific
claims and control the disclosure of personal miation. At present there has been

only limited realisation of this.

At the root of the Identity ManagemérftdM) challenge lays the design and structure
of the Internet. It was not designed to supporitaligdentities; the current approach
of username / password has evolved organically twez to meet the needs of a
single provider (website or service) but is inaddquto meet the needs of the modern
Internet. Attempts have been made to address theslglems — most notably
Microsoft Passpoft- but, for a variety of reasons, they have mehétilure — the

lack of provider and consumer buy-in, a closed petgry approach, inadequate user

2 An interoperable architecture based upon muliipleerlying technologies and providers.

% Defined as an individual’s ability to manage thieientity as they join, leave and interact with an
organisation.

* https://accountservices.passport.net/ppnetworlkhsn?vv=800&mkt=EN-GB&Ic=2057 (accessed
on 23 June 2010).
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controls [3], lack of privacy [17], datioss (expose) andlack of security of the da

silo [18] andthe lack of a decentralised architecture |

A new breed of IdM systems promises to meet thel:i@é the modern Internby
providing the existing functionality of loggi-in but alsobeing able to verify
individual claims about the individual (age for exaleland be portable acros

domains (different websites and serviandplace the user in control of disclosu

2.1 Circle of Trust and nomenclature

Although the languagémplementatioranddesign goals of the various systems di
they all employ the notion of a Circle of Tr (see figure 2)In identity parlance th
Identity Provider (IdP) is the repository for useformation and personal details.
Reliant Party (RP) is any platm, service, website or application that a user @
currently be required to login to. Rather than eRéhbeing an isolated silo of us
information, the identification process (of consurte RP) is mediated by an Ic—
the IdP testifying tahe user’sdentity and providing any credentials the RP rezp

|dP

[User { RP

SN

Figure 2 - Circle of Trust

The need for a new identity system is not in dohbt,users are not ready to embr
it [4]. At present only a handful of IdPs exist the Irternet and they provide ve
limited functionality. There are no signs now, orthe short term future, that an |
will emerge to offer norrivial functionality, such as online retail or am banking tc

consumers.

18



This chapter of the thesis will examine what isassary for a workable identity
metasystem to emerge, what the common goals arevagdthis will not happen
without a culture change among users in the Intecoenmunity. IdM has made
successful inroads in the enterprise with prodficim the likes ofMicrosoff and
Oraclé® offering identity management within and between aoigations. The
enterprise controls and administers the identititsoemployees (within the scope of
their employment); it also controls the RPs, thaous systems employees need to
access. It does not need user buy-in or suppom fRi’s. Unlike the democratic
nature of the Internet, the enterprise is able &maate IdM with carte blanche, this
accounts for the success of enterprise IdM. In tapter the focus will be on
consumer IdM, that is, the management of indivisuaentity as they use the

Internet.

2.2 Features and Goals for a Successful Identity Metastem
To avoid the failings oPassporta successful identity metasystem will have to fwllo

common goals and features.

* Federation — Users need one identity (or a limitedhber) and use this to
provide their identity anywhere with Single Sign (B850) capability, much
as an individual can use a credit card anywhererélwill likely need to be an

existing relationship between the IdPs and RPs.

* Login Security — Passwords are often a weak linkakvpasswords are at risk
of cracking, complex passwords are often writtewmy users. Multi-factor
authentication, in the form of hardware based omileophone OTP are

suitable for this purpose.

* Information Security — Identity theft has been be tise in recent years [5],
for an IdP to gain traction users must be confidbair IdP can protect their

personal information.

® http://download.microsoft.com/download/3/a/f/3ad83-4ef4-42bb-aaa3-95e06721b062/ADFS.doc
(accessed 09 June 2010).
® http://www.oracle.com/technology/products/id_mgnttex.html (access 09 June 2010).
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» User Centricity — Consensus suggests that userstovdoe in control of how
and when their identity is used [6] and should bk @o withdraw from a
transaction if an RP requests excessive informati¢gsers must be able to
control how information is released in order to miain privacy, for example
when using adult services, online gaming or singagarating their work and

private lives [7] [8].

» Standards — To ensure interoperability between ldiR$ RPs a common
standard or suite of standards is necessary, Withduch the system is

unlikely to be adopted by users.

2.3Internet Revolutions

Martin, Durbin, Pawlewski and Parish [9] argue tltil will not see a sudden surge
in user uptake typically seen in ‘Internet revatas’ such as email, social networks
and VolP. Each of these ‘Internet revolutions’ eywdifferent to what came before,
but has aeal world counterpart (mail, offline social networks andetg¢iones) but
the Internet introduced a key selling pdintadded functionality, speed, convenience,
accessibility or price. The technology itself ismiecessarily revolutionary, the
emphasis is on user experience and how it charmgedature of user interaction.

Real world revolutions are driven by grass rootsvilduals, rapidly gain support and
usurp the previous administration. Similarly ‘Intet revolutions’ quickly gain in
popularity among users and replace (or complimehgt came before.

Increased or improved security adds no ‘useabldufe that users can enjoy — it does
not effect the user experience, it hardens (thargggthat already exists. Individuals
are frequently concerned with security only ondesi$ failed, this can be observed in
the mindset ‘it does the job’, indeed users may bwtaware of, or understand the
issues and risks surrounding security [15] [16]isThas inhibited a grass roots
interest among consumers which seems unlikely &mg@é without a cultural shift in

attitudes.

"*Selling’ in terms of selling an idea or concegatther than a transaction for goods or services.
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2.4 No Business Model

The long term success for any organisation is d#g@non its business model,
essentially how it generates funding. Numerous Mass models exist including

selling products or services, advertising, exteragénue e.g. charitable donations or
subsidy. Unsustainable business models were reigprfer the failure of many

organisations in the Internet ‘dot-com bubble’ [LO2

There are no IdPs that support financial transastemd none operate with financial
institutions (banks, credit card companies). Atspre IdPs only support simple, non-
financial applications such as blogging. The gdneudlic is resistant to paying for
services on the Internet (particularly those theyently receive for free) and there is
no incentive for RPs (retailers, service provideesjks, etc) to fund IdPs.

Customer records and transaction histories arehasource of marketing information
providing retailers and service providers oppotigsifor upselling and cross-selling.
Some organisations even sell customer records aating lists to marketing
organisations. Surrendering this information toddfeducing to a minimum amount
the customer data they held, would curtail a padéntlucrative revenue stream for
RPs.

When a fraudulent transaction takes place the tteanlid company or bank, in the
absence of negligence (on the part of the consuralesprbs the loss as an operating
cost and refunds the consumer. If a financial \eas incurred as a result of failings at
an IdP, the IdP would likely be liable. If a fratels managed to comprise an
individual’'s account they could conceivably haveess to all the user's financial
details (current account, savings, mortgage, shares credit cards). If a fraudster
successful executes a series of attacks or wordasa attack- the liability exposure
could run into millions of pounds. In 2007 retaginmbrella grouplJX (owners of ,
among otherd’J Maxy agreed to pay banks $40.9M after up to 100 nnillioedit

numbers were sniffed (intercepted) from insecutevorks [10].

8 An attack against a class of products or serviees,a vulnerability in Windows XP.
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With neither customers nor RPs willing to providiegrevenue stream and the

potential of enormous liability exposure, the bessimodel appears unsustainable.

2.5The Identity Management J-Curve

Given the status quo, the appearance of a nomitridentity metasystem seems
improbable. Could a catastrophic breakdown in tamst security on the Internet (with
associated financial losses) force the issue tofthe and provide the required

impetus?

Consumers are resistant to paying for IdPs aswieolalready exists and levels of
identity theft are low. Millions of people in theKUhave seen their personal
information exposed, either through identity theftdata mismanagement [11], but
the consequences have been few. As a percentdlge tuftal number of records lost,
the number of individuals suffering financial losis credit rating difficulties is low.

Without this financial penalty much apathy surromgddM will likely remain.

The J-Curve is used in economics, political stghilimedicine and elsewhere.
Bremmer [12] uses the J-Curve to plot the relatigmbetween political stability and
government openness — when moving from a closedetsee state, to an accountable
democracy, national stability suffers. Maréhal [9] use the J-Curve (see figure 3) to
illustrate how a breakdown in Internet trust andusiy would lead to an open

federated identity ecosystem i.e. things will havget worse before they get better.

Moving to the left of the J-Curve would improve mdigy security and stability
through the hardening of information silos and psses (proprietary protocols,
complex passwords, OTP devices). This would doingtlo address the underlying
issues of IdM and security improvements might praemporary until Internet

criminals discovered and exploited new vulnerabsit
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Figure 3 - The IdM J-Curve

A move to the right would see the rise of and RPs operating in a federa
infrastructure based on open standards. Initigiily would see a reduction in secul
as the ecosystem suffered ‘teething problems’ (@salt of improper configuration
user confusion etc). Over time the ecosysteould ‘settle down’ and security wou
improve —the more consumerldPs andRPs adopting the federated IdM appre,
the more security and stability would improve. Idd@ion to improvements i
security and stability the federated IdM approaduld alsc address the underlyir

failings in the current siloed approa

The current state of the IdM ecosystem is to tiftediethe trough, for an immedia
improvement in security it would be necessary tovento the left. Indeed this
happening in the onlen banking world- the launch of ‘Chip and PIN’ in the U
(though not an online proces:s an example of a hardening procedure. Some
banks have issued OTPs to customers, these arigipgpgecurity improvements b
at the expensef convenience and aress none of the larger 1dM issues. This is
an ideal state of affairanore desirable would be a move to the right, wigen
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protocols, federated infrastructure and user agtytrieaturing minimal disclosure

and a consistent user experience.

2.6 Moving Towards a New IdM System

The current state of IdM is not sustainable. Sauestimate that 25% of UK adults

have had their identity stolen or know someone wihs [13]. These figures are

increasing year-on-year — see figure 4. If thesel$eand the losses associated with
them become endemic this could provide the impe&cgssary to see a modern IdM
metasystem take hold. As more and more individoalginue to incur losses, there

maybe a sea change which finds the public willmgay for IdPs. Comparisons can
be drawn with the uptake of anti-virus, anti-malejaanti-spam and other Internet
protection software that was driven not by poptyaar novel features, but by the

necessity of protecting users and computers ofnteenet. These Internet protection

products are only popular because of the ubiquitinernet threats, a considerable
rise in identity theft and in particular personaihcurred financial losses would be

necessary to realise this affect to the IdM ecesyst

FTC Identity Theft Complaints
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Figure 4 - Identity Theft Complaints (Source FTC [5])

In the absence of consumer driven change in th&itgeecosystem, the government
could mandate the use of Internet IdPs. This mighfeasible within the UK banking
sector, but would likely meet limited success itaiteand service provision. Any
government mandated requirements would only bereadble in the country of

origin and would doubtfully see the universal ugtalecessary to reform IdM.
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Lack of user education, user understanding (ofldhger problem) and user concern
are retarding a federated IdM metasystem. Userg'tassvare that an alternate
approach exists, nor of the advantages it offengs might provide an opportunity for
government intervention, in the form of educatiord aawareness. In the UK the
government participates in a joint venture cal@et Safe Onlirkto provide free

advice on Internet safety. If suitable IdM infrastiure did exist, the government

could use this platform, or one like it, to assistiser education and promaotion.

2.7 Technologies of Interest
Among the new crop of IdM technologies two are ipatarly worthy of mention -
Microsoft CardSpac8 andOpenIDH.

CardSpacg14] from Microsoftis a cryptographically secure product based on the
InfoCard standard, developed around the ‘Identity L¥ivsf project champion Kim
Cameron. The project is open, extensible and eagesr third party contribution.
This approach overcomes the failingsRassport but still has the penetration and
market share o¥licrosoft WindowsCardSpaces a standard feature of tMista and
Windows 7 operating systems and an option féfindows XP. Despite this a

CardSpacenfrastructure has yet to emerge.

OpeniDis a lightweight browser-driven (requires no addial software) SSO tool,
based on standard web protoc@genlIDis significant because litasbeen subject to
grass roots driven success — it's popular in tbgdihg community where visitors can
comment on blogs without registering, by loggingnith their OpenlD.OpenlIDis a
decentralised protocol that requires no existingatianship between IdPs and
(OpenlID enabled) RPs. An inherently insecure proto©genID is susceptible to
‘phishing’ attacks and unsuitable for financialnsactionsOpenlD now has support
for CardSpacénhardening it against this type of attack.

® http://www.getsafeonline.org/ (accessed on 17 2@i®).

1% http://www. microsoft.com/windows/products/winfagifitardspace/default.mspx (accessed on 18
June 2010).

M http://openid.net/ (accessed on 18 June 2010).

12 http://www.identityblog.com/stories/2004/12/09es.html (accessed on 18 June 2010).
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2.8 Conclusion

The need for a modern federated IdM metasystere# and though common in the
enterprise, it has not found success in the consunagket. There is no business
model to support the operation of an IdP, userstsesoffering nothing exciting and
will not pay and there may be extensive liabilitiesolved. Businesses will be
unwilling to pay and not keen to surrender custoohrils that offer a wealth of

marketing opportunities.

The Identity J-Curve illustrates the current stateonsumer Internet IdM, as present
society is some way left of the trough and movimgHer left. This move to the left is
being driven by the rise in fraud and identity th&fhas led to a hardening of identity
silos, enforcing of complex passwords and propriyetper application OTP devices.

The IdPs that do exist only offer access to lowgapplications such as blogging.

The challenges are well understood, the techndagiel protocols necessary to build
a functioning identity metasystem exist today. 8sd as customers are unwilling to
pay, businesses remain resistant to loss of coatrdlno other business model arises
the short-to-mid-term outlook for IdM will be a domuation of the status quo. This
will be a continuation of more username / passwordmplex passwords, OTPs and
hardware devices. Should there be a breakdowrt@nnet trust and security, this may
provide the impetus necessary to seed a modernmatedeldM metasystem. If a
significant percentage of online transactions a@udulent and consumers are
financially exposed to losses and the inconvenieassociated with identity theft,
they may be willing to pay for an IdP. This migitd support from banks and credit
card providers if losses become endemic (inde@dntial institutions would make
ideal IdPs). In the event of a serious decline mternet trust and security a
government sponsored push perhaps from the US omighit also provide the
traction required to launch a successful identigtanystem.

2.8.1Facebook as an IdP
Facebool® is a hugely popular social networking site witheps00 million active

profiles [20], it stores a considerable amount efspnal data about users (name,

address, email address, instant messaging 1D, phaméer, and photographs), it also

13 https://www.facebook.com/ (accessed 15 May 2011).
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maps relationships with friends, and events the hae been invited to. Much of the

personal data an IdP would require is already bgldacebook

The Facebookplatform is a set of Application Programming Ifidéees (APIs) that
allows third party developers to integrate iR@acebookand access its core features.
The platform components of particular interestddl lare
* The Graph API — provides access to the ‘sociallgrapbjects (users, photos,
events, pages, etc) and the connections between (fieendships, shared
interests (‘Likes’) shared content, photo tags).
* Authentication — Single-Sign On (SSO) across welopita and desktop
applications.
* FacebookConnect — enablesacebook members tologin to third party
applications using thekFacebookdentity.

These components align closely with some of théufea necessary for an identity
metasystem; the Graph API holds the information alidws legitimate relying
parties access to it. The authentication mechanisrogided a SSO in a unified

customer experience, ardcebookConnect allow the identity to be federated.

When a user installs an application into their feothe application lists the
permissions (the access to other data) it reqainedsthe user is able to withdraw from
the transaction at any stage. SSO is naturallygiaty identity management system,
but FacebookConnect enables users to authenticate to thirdepdrelying parties)
without a separate registration process. The logdentials remain insidéacebook,
the third party in merely assured the user has laeequately verified b¥acbook,

this approach helps increase security and privacthe user.

Facebooks in reality lacking some key IdP qualities, naynscurity and privacy. It
has leaked data through misconfigured systems [244, allowed developers easy
access to unnecessary personal information [22]pdas host to SPAM and other

social engineering attacks [23].
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At the moment and, in the author’s opinion in thers to mid-termFacebookis not
suitable as an IdP for financial transactions and idifficult to imagine a bank
entering into a partnership with them. Howevessilikely to see increased use as a
low value identity broker. IFacebooktightens or adapts it security model (perhaps
firewalling off certain details) this could seebiecome an IdFFacebookwould have
difficulty adapting its business model to increpsgacy (indeed its business model is
uncertain anyway [24] [25]), so if it were to beaian IdP it might not be a ‘model’
example as envisaged and described.

2.8.2Government Intervention
The late-2000s saw a series of banking crisis tfitout the world, with banks being

propped up by governments using a range of economei@sures. A similar crisis

(probably with a large Internet dimension e.g. ask of confidence in banks as a
result of massive Internet fraud) could see govems stepping in again but

requiring the banks to support an identity metaswsfperhaps by becoming IdPs as
part of the bail out).

2.9 Business Impact
Federate identity management has made signifiaaoiads in the enterprise and

academic environments; here the organisation pesvidnd controls the user’s
identity and typically serves as the IdP. The oiggtion funds these services as they
provide superior security and efficiency. The ofgation also controls the
infrastructure where the identity is used or hastramtual agreements with partners
when the identity is used beyond its immediate r@dntThis differs from the
consumer model; consumers are unwilling to payafdechnology they perceive as
currently being free, and relying parties are uhmglto surrender their identity silos
which are a rich source of sales and marketingrim&ion. While the technology
exists and is suitably mature, without the emergesfca sustainable business model

the status quo will continue.

This work provided BT with a clear understanding hafw the consumer market
differs from that of the enterprise and academia how without a catastrophic
breakdown in Internet trust and security this madesnot be readily capitalised. BT
should remain current with the technology and cuito observe developments
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(technical, legal and social), but not launch angydpcts or services until a viable

revenue stream emerges.
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2.10Identity Paper

The following paper, in addition to being reportedhin BT was presented dthe
Fourth International Conference on Legal, Secuatyd Privacy Issues in IT Law
(LSPI) and published in thaternational Journal of Liability and Scientificniguiry.

It expands on some of the ideas presented in liaigter.

Future Vision of ldentity

T. Martin, C. Durbin, M. Pawlewski, and D. Parish
T. Martin, C. Durbin, M. Pawlewski
BT, e-mail: {thomas.2.martin, chris.durbin, mark.pemski}@bt.com
D. Parish
Loughborough University, e-mail: d.j.parish@Ibomuk

Abstract This paper presents two possible visions of tharéjtone where the
status quo of consumer Identity Management reniamgely unaffected by the emerging
technologies, the other where these new techndoggén popularity and wide-spread
acceptance. More importantly, we give arguments shi@port both futures occurring.
The object of this exercise is to try to enumethtese obstacles that lie in wait for the
mainstream acceptance of any significantly new ag@gh to Identity Management,
before we can determine how they are overcome.

1. Introduction

There is a commonly held belief that the manageméuwligital identity online will be ‘the next big
thing’. There is no shortage of literature on thjsct, nor supporters for the catfsdt is generally
agreed that a new approach to Identity Managenteht) (in the digital world would be beneficial (in
this paper, we refer to IdM as the management difidual’s identity as they join, leave and intdrac
with different organisations). The enterprise sphas many Single Sign-On (SSO) federation tools
such as PingFederate

and Active Directory Federation ServitgsShibboletfi’ has made inroads in academia; consumer IdM
services include CardSpateOpenID®, Sxippef’, and Higgin&. Despite the availability of these
technologies to assist in implementing new IdM teg@s, there is no clear evidence that these
approaches to IdM would be adopted on a wide dmdes in the foreseeable future (Bennett, R. 2009).

There is overwhelming evidence that current IdMaiting us. Many internet websites now require
some form of registration of user credentials amdividual users are now faced with the task of
remembering a number of usernames and passworigsmiltiplicity of user accounts has exploded to
an extent where user frustration known as ‘passviatigue’ frequently leads to insecure practices
such as employing the same username and passwass aoultiple sites i.e. different websites and
services. At the root of the problem is the fundatakflaw that the internet was not designed, but
evolved without a uniform system of digital ideptin place. There have been numerous attempts to
solve this problem, such as Microsoft Passport,rbahy of these have failed leaving a scattering of
inconsistent, ad hoc, partial solutions (Berto¥tj,Serack, G., & Baker, C. 2008).

However, the promise of the new crop of Identityfdgement systems extends beyond managing the
glut of usernames and passwords. One of the widallemges is to provide users with immediate

1 See http://identityblog.com (accessed 07-06-08)pr//confusedofcalcutta.com (accessed 09-07-08).

15 http:/ivww. pingidentity.com/products/sitemindencfaccessed 12-07-08) .

18 http://www.microsoft.com/windowsserver2003/r2/itlign management/adfswhitepaper.mspx
(accessed 14-07-08).

7 http://shibboleth.internet2.edu/ (accessed 158)8-0

28 http://www. microsoft.com/net/windowscardspace. agmeessed 11-08-08).

29 http://openid.net (accessed 19-06-08).

2 hitp://www.sxip.com/sxipper (accessed 23-08-08).

2 hitp://www.eclipse.org/higgins/ (accessed 12-05-08
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access to websites sites where they have not gleradlled but do meet the requirements for access,
e.g. being over 18 years of age and possessintidacvadit card. In this type of scenario a useutigo
need to be enrolled with an Identity Provider (ldifjo performs the task of mediating between the
user and

the web site (Relying Party (RP)). Although theseclearly a need for new Identity Management
systems that meet the challenges of the modermétteit is evident that users are not ready to use
such systems (Harrington, E. 2004). There are otiyrenly a handful of IdPs available on the inttrn
and these provide very limited functionality. Thé&ao sign, now, nor on the horizon, that an I1dP w
emerge and provide genuinely useful functionalitychs as access to e-commerce sites (e.g.
amazon.com), or online banking.

There are many reasons why the small IdPs thatxtid @e currently confined to activities such as
blogging communities and social networking site® #plore both, these reasons, and also the forces
pushing for advances in IdM.

The aim of this paper is to explain why early ajsmat IdM have failed to find grassroots accepanc
why the current status quo of separate informatitws is unsustainable and what road blocks etasts
a successful Internet-wide 1dM landscape.

1.1. Document Structure

Section 2 gives an overview of the state of theraitlentity Management. Section 3 splits into two
parallel threads. The two threads represent twarasting possibilities for IdM. Section 4 then
provides guidance on how progress can be maded lmas¢he arguments and possible consequences
from Section 3.

2. ldentity Management Overview

In this paper, we look at a number of different rgghes to the management of identities and the
developing trends they are taking. This coversciiplete life-cycle of digital identities, as welé
related issues of federation, privacy and standaidsle we discuss different technologies, we are
largely concerned with higher level issues. Themtdifferences we wish to explore are between
current, well established methods, and newer expeatial approaches that are being put forward.
Current methods largely use username/password ratighton tied to an email address, coupled with
detailed personal information on the user, andiotstl to a single domain (siloed). The new Idgntit
Management approach/technology/framework will lsedssed in Section 2.1, but broadly attempts to
give more control to the user and enable bettepewdion between organisations. The IdP manages
the identity for the user and can attest their fitherio the RP. The RP is spared the trouble of use
administration, and the user’s convenience can @ivetter customer experience.

From the technology perspective, interactions cawibwed as being enterprise or consumer. In this
context, enterprise interactions refer to thoseratibe general pubic is not involved. As such, ¢hes
interactions would be between companies, goverrsnentbetween companies and governments.
Consumer interactions, on the other hand, refénteractions where at least one of the partieqis a
individual from general public. The distinction tvelen consumer and enterprise is made here because
it has a bearing on the type of technology that lsardeployed. Enterprise Identity Management is
beyond the scope of this paper.

2.1. Consumer Identity Management

The situation for consumer applications (consursadefined above) is much more complicated in that
the scope of the problem is less well defined;rattons are more complex and the end user, iee. th
general public, has got to ‘buy in’ to the propiosit As such there are very few advanced Identity
Management systems currently available, and thlentdogy is still in its infancy. There are many
different approaches to this problem, but the cosge favours the user-centric model (Cameron, K.
2005). User-centric Identity Management is baseaursd the premise that identity is personal
information and should be under the control of idhentity subject. With the current model, Identity
information is scattered across a wide number géwisations with the user having little control ove
how this information is used.
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2.1.1. Technologies of Note

Two technologies feature heavily in this paper -cidsoft CardSpace (Chappell, D. 2007) and
OpenlID. CardSpace is a cryptographically hardempgdoach based on extensible open standards, with
support for third party IdPs and user generateflismlied cards. OpenID is a lightweight, browser
driven, SSO tool based on existing web protocalsetently insecure (‘phish-able’), it has nonethgle
found favour in the blogosphere. OpenID now featardSpace support - maintaining the ease of use
whilst being hardening against att&c{Eox, K. 2007) (Jones, M. 2008) (Recordon, D. 3007

Higgins® is an open source project from the Eclipse Fouadathich presents an umbrella approach -
a flexible data model, portable across platforms]usive of multiple technologies and protocols.
Higgins aims to unite various approaches and deéinddentity meta-system.

2.1.2. Main features for successful IdM

Federation — A user should be able to enrol wigravider and use their identity anywhere, much as
they would with a credit card. A credit card is yaided by a financial institution but can be used
anywhere.

Login Security — Passwords can be a weak link enltgin process, multi-factor authentication is a
good method for mitigating this weakness. Hardvebreices such as One Time Password (OTP) ‘key
fobs’, or transmitting an OTP to a mobile phonesaften used for this.

Information Security — Loss of customer recorddlie@ to identity theft is a source of concern to
consumers. They must have confidence in their geayithis confidence stems from good business
practises backed up with secure technology.

User Centricity — Users want to be in control oéithinformation, they should be aware of what
information RPs are requesting, and should be @mbtancel a transaction if they feel the RP is @pein
too invasive.

2.2. Common Goals

Looking at current IdM solutions, it is clear thiaére are a number of common goals. First is sanrte s
of Federated InfrastructureMembers of the public access numerous domains ataily basis.
Federation at the least ensures a consistent experiand can provide Single Sign-On (SSO). Users
enter their authentication credential’s once, tim gacess to a range of sites.

Most solutions are also promoting tiger-centric modelThis puts the user at the centre and in control
of all transactions that involve any aspect of theéntity. All transactions from the IdP to a Re a
approved by the user before being passed ontoPhami the reverse is also true. There may also be
trust relationship between the IdP and the RP thostis only essential for transactions where tife R
requests specific information that

requires some form of underwritten guarantee.

Interoperability between technologies is an essential ingredienth®mwidespread take-up of IdM. If
IdM is to become pervasive it is likely to stemrfralisparate technologies being able to interactia
common infrastructure, and able to cope with défertechnologies and users having multiple
identities. Within a consumer context users may twansupport a range of identities, for instance
purchasing of adult content, online gaming, etcyrha transacted under a different alias to your
employment identity for instance. As individualsndoct more business and leisure online the ability
to separate these personae and maintain privadybadlome increasing important (Fish, G. 2009)
(Bennett, R. 2009). Work in this area includes W&and Liberty Alliance.

3. The Prospects for Identity Management

2 http://www.identityblog.com/?p=668 (accessed 1008)-and http:/Avww.identityblog.com/?p=659 (acess$0-10-
08).

3 http:/iwiki.eclipse.org/Higgins (accessed 25-09-08

% hitp://www.w3.0rg/2002/ws/ (accessed 30-09-08).
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This section primarily concentrates on Consumer ,lddich has yet to realise its potential. The
sections present two possible directions for CorsudiM.

Figures from the United States Federal Trade Cosianis(FTC) show cases of reported identity theft
increased from 31,140 case per year in 2000, tg9823n 2008, see Figure 1. Although there is much
variation in the figures during that period the @letrend shows identity theft increasing. Thelrea
number is likely to be considerably greater, ttgufes only represent cases reported to the FTC -
people may simply report suspected cases of IDt ted fraud to their bank and credit referencing
agency. The FTC data (Finklea, K. 2009) supportamument that the current approach to IdM is
failing, and will continue to see identity frauccieasing until it plateaus out and remains at al lthat
fails to provide the critical mass necessary tovadrihe adoption of a new identity meta-system.
Alternatively identity fraud may become so endertfiat the public will embrace a more radical
approach, even if this leads to even more frautiershort-to-medium term as the system is rolled ou
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Figure 1 — FTC Identity Theft Complaints

3.1. Bleak Future

The future predicted in this section is one whér¢ha new technologies being introduced in Idgntit
Management fail to take off. The existing siloegh@a@ach of single domain identities remains in place
The main argument given for this is user acceptaifbe approach taken here is to try to learn from
past experiences about what has been done to chemsgebehaviour and to apply this to Identity
Management.

3.1.1. Internet Revolutions

In its short history, the Internet has gone throogny changes. Some of these changes have been slow
and gradual, but most have been new technolograss@s of existing technologies) that have become
extremely popular, very rapidly. To capture theelatype, we define the word “revolution” to mean
any technology that:

» Changed how people used the internet
* Was very different from what came before
» Became very popular, very quickly

The emphasis is on user experience. The techniegjf need not be revolutionary, nor is it limitexd
looking at commercially motivated/driven revoluttonNevertheless, technological advances are
typically components of these revolutions and nesiriess models quickly spring up around them.

3.1.2. Properties of a successful Revolution
The following are a list of technologies that qfyalis revolutionary, (as defined above) - www, @ima
search engines, VolP, social networks and MMOsidiriVorlds.
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The choice of these seven technologies as revohnyos, we hope, uncontroversial. Each has changed
the way people use the internet (although strisggaking, the web and e-mail did not change how
people used the internet so much as cause peopsetit). Each is significantly new in terms of hibw

is used (real-world parallels will be discusseedptalthough some may be arguable (e.g. VoIP has
similar predecessors in Instant Messaging, IRC,, diat the speed, convenience and usability
differentiates it). The time it took each of thésehnologies to become popular has certainly varied
But each of them has enjoyed a period of rapid grdw the point of receiving media attention. Rathe
than failing to live up to the hype, each has curgd to grow in popularity. There are several
characteristics that are clearly common acrosthedle revolutions:

Each of the technologies listed haseayuivalent real-world activityE-mail equates to mail, VoIP to
telephone, search engines to directory enquir@saknetworks on-line are just another type ofi@oc
network. These parallels with the real world magrémse take-up by making it easier to understand.
This does not contradict the requirement that @acblution be very different to what came before.

Naturally, these technologies are not identicathteir real-world counterparts. It is not enoughttha
each differs, but in order to become popular théyad toprovide advantages over their real world
parallel. The main improvement is speed (consider the raiffee in time it takes to deliver email
versus regular mail), but there can also be inecta®nvenience (search engine) and reduced cost
(VoIP). The technology must also provide a functiobenefit and not be a technological fad.
Immediate acceptance is not necessary but peoplédshe able to envisage themselves using it.

Each of the technologies listed servedesaired purposewhich could be considered a consequence of
the parallel in the real world. It must be someghihat people want and will use, not just technglog
for the sake of technology.

3.1.3. Why IdM will not be revolutionary

Most of the criteria for the definition of an ‘Imteet Revolution’ can only be judged in hindsighth&
applied to IdM, how much it will change how peopige the internet will need to be seen, and how
quickly it grows in popularity is what we are trgino determine. The third criterion, that it must b
very different to what has gone before, is opedebate. The solutions being proposed in the fiéld o
Identity Management are all trying to replace thgisttng widespread use of individual
username/password. No matter how different the umsav experience will be, at heart they will sti#l b
“logging in” to a service. This already suggestt ilM will not be revolutionary, at least as fara@ur
definition goes. The broader significance of tkishat there is an existing solution that for &liflaws
“does the job”. Replacing this solution will reqaiichanging the habits of those who are of the neinds
“if it's not broken, don't fix it". Having descrilzkin the previous section those properties thatee
as common to all Internet Revolutions, the follogviiscussion justifies how they largely do not gppl
to 1dM.

The problems the new identity frameworks are adiings (weak authentication, proliferation of
personal data, masquerading and misdirection afagkist in some form in the real world, but are
nowhere near as serious or as widespread. Nore gfrbposed solutions can be said to have true real
world counterparts. One may argue that CardSpaib, it8 credit card like interface for the card
selector, is an embodiment of a wallet. Autheniicatn CardSpace is not based on a physical object
that can be used

anywhere, and it is strongly tied to the host corapuJsing your CardSpace ‘wallet’ on any computer
(as you would use your actual wallet in any stisdjeing researched, but it has not been at the afor
the original design (Bertocci, V., Serack, G., &kBg C. (2008). The addition of portability will
certainly introduce problems in usability and/ociedty.

One approach to identity management that would neakeyone’s life easier is universal SSO from a
single provider. All users would enjoy a consisterperience, would only need to authenticate once,
and could be protected from attackers by a trusteitly. This is the Microsoft Passport approach. Al
subsequent proposals have pointed to its failudevaarked on how to avoid repeating it. There wél b

a plurality of Providers, and a plurality of teclogies that interoperate. Each of the proposecdenyst
would no doubt curtail the password fatigue peowe experience, but forcing users to learn and use
many new technologies in parallel will undo thisnbfit. The CardSpace interface, for example, is
visually very different from a website usernameasgword. Even OpenlID, based entirely on web
protocols refers the users back to the OpenlD geaviThis maybe daunting and confusing to the nave
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user. There is also an inherent problem with corityleThe definition of user-centric places the use
in control. On the one hand, this can increase riggcyprovide privacy, anonymity, control of
acceptable use/transfer of personal information.tl@nother hand, being placed in control, the user
now had to make decisions on these subjects. Thisal does have benefits, but convenience is not
one of them.

The sales pitch for any of the new identity frameikgois a hard one. One selling point is securityt, b
that has always struggled to get the populatidarge excited. Convenience is arguable, depending o
how many solutions gain acceptance. The questiohoi do you convince the man-in-the-street to
adopt any of these new technologies? They serugpogpe, but because it is a purpose that is already
being served (admittedly in a less than satisfgctoanner) there is a momentum that needs to be
fought.

3.1.4. What this means for I[dM?

We have described many properties of several iataavolutions and given justifications of how thes
have contributed to their success. We have archadhiese same properties are not shared by the new
Identity Management approaches. While not beindicsemt to claim that these approaches are
doomed to failure, we believe we can state thag thil not enjoy anything like the rapid growth in
popularity of other technologies. These are vewl tardles to gaining widespread acceptance and
either they must be mitigated, or a more aggressptoyment must be used.

3.1.5. Business Model

There are no IdPs available for sites where firg@rtcansactions take place and there are certamly
IdPs for internet banking applications. It is abamntly clear that the public would not pay for af®Id
service and RPs such as retailers or banks areualdely to pay to provide such a service for thei
customers. Customer records provide a rich soufamasketing information, organisations will be
reluctant to surrender control of this to an ®IRside from the fact that no financial mechanism t
support the growth of an IdP has been found sotli@re is also the issue of liability if the IdPtala
becomes compromised. An IdP would have to undeswttie risk and potentially have to pay
significant compensation to users if things go vg.om a nutshell the case for becoming an IdP is to
provide an IdP service that no one is currenthfingl to pay for and underwrite the risk if things g
wrong. The current situation with banks and creditd companies is that many of them absorb the
losses for their customers who are the victimsafking and credit card fraud. From the customer’s
point of view this arrangement works very wellatf individual is subjected to fraud, then at mbstyt

will suffer the inconvenience of re-establishingithbank or credit cards, but are unlikely to suffe
financially. There is therefore very little incergifor a banking customer to use an IdP (if onstex),
unless it was free and also offered at least theentilevel of protection that financial instituti® offer.
This lack of business model is the crux of the ppoband is arguably the main reason that there is
currently no serious internet 1dPs.

3.1.6. Bleak future summary

If IdM had many properties in common with the pos revolutions we discussed, then its success
would seem likely. The fact that it does not is proof that it will fail. But it does raise a valid
guestion: “How can we convince the population agdato adopt a significantly new technology
requiring a similar level of effort as they haveebeasked before, but without as clear a benefit?”

3.2. Promising Future

In this section, we describe how we see a new ityefnamework being established. We will not be
trying to directly counter the arguments of theviomas section, but rather assume a watered-down
version of their conclusions. The new identity feamork will not arrive quickly on a wave of popular
support, but there are forces pushing us in thisction. We will describe these forces and show how
they will eventually reach the common goals idésdifin Section 2.2.

We start this section with some very high leveluangnts, describing various trends that support our
case. We also delve into specific areas that argingous towards new approaches in ldentity

= Google checkout (http://checkout.google.com acck€601-09), allows customers to buy products fr@tailers.
This is more of a payment service than an IdP tnduiccess is tied to both the Google brand anthteamtives Google
provide for participating sellers.
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Management. Finally, we look at the success of @peand how it already provides many of the
desired features of the new identity framework.

3.2.1. The Identity Management J-Curve

Section 3.1 described many hurdles to the sucdeadfption of an identity framework. We will
describe how a major catalyst that could causefgignt change in Identity Management, namely in
the form of some catastrophic breakdown in securityhe Internet. Although millions of people have
had their personal information exposed either lepiiy theft or poor information management (Oates,
J. 2007) and security practises the authors deaoasidered this a catastrophic breakdown. Very few
people (as a percentage of the number of lost dedrave incurred any financial loses or suffeneg a
detriment to their credit history. Certainly notsafficiently high numbers to overcome the inedaral
apathy currently surrounding IdM

In order to understand the conditions that neeekist for widespread take up of new IdM technology,
it is important to understand the J-Curve phenomeiitiis basically predicts that things have to get
worse before they get better and can be appliedviide range of areas such as economics, medicine
and political stability. In his book “The J CurveA-New Way to Understand Why Nations Rise and
Fall” (Bremmer, |. 2006), lan Bremmer explains thatntries follow a J-Curve when moving from a
state of isolation to a state of openness. Simgildhe J-Curve can be proposed as a way of modellin
the potential changes in Identity Management.

A J-Curve for Identity Management is shown in Fey@: In this context, the Openness axis refers to
the degree of openness of the technology (standardsoprietary) as well as of the approach (dse o
Federation, transparency, etc). Moving to the rigling this axis implies fewer standalone siloed
approaches to identity and moves towards federgipdoaches. The Stability axis refers to the degree
of security of the user experience, as well adtirability of the parties involved. Movement up the
axis implies increased identity security and desedavolatility.

Increased Stability as
IdM is fully adopted

Decreased Stability (Identity 2.0)

as IdM is adopted

=2
= A
©
w
Current Position:
Siloed Approach
(Passwords, PINs)
A
T >
Openness
Increased stability as Hybrid of IdM and
more conventional siloed approaches
approaches are

applied
Figure 2: J-Curve representing IdM adoption
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The current position of IdM is somewhere to thd kHf the lowest point on the curve. This is an
interesting position to be at, because it can lem ¢$kat immediate increased stability would only be
obtained by moving to the left. This implies thepbgation of additional siloed security measures.
Interestingly, this is precisely what is happenimigh current banking security. The introduction of
chip and PIN is an example of this, and more rdgeint the UK, the introduction of EMV (Europay,
Visa, MasterCard) card readers and one-time passtakens for secure banking internet access.
Nevertheless, with the introduction of increasddesi security measures comes an increased “user
fatigue”, this time not by the need to rememberutitnde of passwords, but by the need to remember
to carry a variety of hardware paraphernalia tdifate secure internet access.

In the long term, it would be more desirable to méw the right. An open platform can give a simpler
user experience, provide transparency and mininsdlasure (reducing the problems of identity
abuse), and place the user in control. But openjmghe technology will, in the short term, cause
problems experienced by any new technology. Ineidudy change-over period, users will inevitably
make mistakes and become confused with the newnddmdly. At this stage the technology is
relatively immature and will certainly contain vehabilities. This can be seen in the OpenlID stahdar
which is well known to be susceptible to phishitigjieks. This is the dip in the J-curve, and thesoea
why the long right side of the dip is a longer €ojt is more difficult to take this path, but otately
more rewarding.

3.2.2. Gradual Move Towards New IdM Technologies

It is estimated that a quarter of UK adults havd tieeir identity stolen or know someone who has
fallen victim to ID fraud®. With these figures increasing yearly it is engingossible that Internet users
will, perhaps reluctantly, start to use new IdMteyss in order to protect their electronic intere$tss
take up would be more analogous to the take upntfvarus software or anti-spam systems, being
necessity rather than popularity driven. No oneganfor sure what level Internet fraud would have
reach before widespread adoption, but it would sdehcurrent levels are insufficient.

The entrenched usage of username/password is simyplgcalable, and not sufficiently secure. But
once users start to “vote with their wallets” aghipassword fatigue and identity theft, there mayb
impetus to change. This pushback by the usersibg labout positive change, as we describe in the
next section.

3.2.3. User Education

A definite barrier to the take up of new IdM tecloges is the level of awareness of the publicsTigi
such a problem that there are now government bacaatgpaigns designed to raise awareness of the
general problem of internet fraud and identity th&et Safe Online is one such campaign that
provides straightforward advice for the generalljpdbh The level of this advice is extremely basic,
advising people not to publish their identity infation (name, phone, number, home address) on
public web pages or social networks such as Fadebidee fact that it seems necessary to advise the
public on some very fundamental steps to protegit identity perhaps highlights the scale of thekta
On one hand there are the IdM experts talking atfmimerits of IdPs, SSO, OpenID and CardSpace
technologies and on the other is the general plgdicing their personal information on websites for
the world to see. There is a chasm between thegtaops and this clearly needs to be bridged before
the general public will accept and use new IdM tethgies.

3.2.4. Compliance with Legislation

With internet-based identity fraud growing rapidiyjs feasible that the Government could mandate
compulsory IdM technologies for online financia@nsactions. The exact makeup of these technologies
is open to debate, but this is already happeningnt@xtent with the introduction of the APACS
(Associates for Payment Clearing Services) spetifia for two-factor online authentication standard
which stipulates that banks should use two faaithentication for banking transactions.

% http://news.bbc.co.uk/1/hilbusiness/4311693.stndssed 24-03-09).
27 hitp://www.getsafeonline.org (accessed 02-08-08).
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3.2.5. Learning from OpenlID

OpenlD is by far the most popular IdM system al@édaon the Internet. The most important positive
aspect of OpenlID is the fact that it is not a cdisted identity service, users can choose whichthefy

are happy to entrust with their identity informatiorhis decentralised nature means that the whole
system does not fall apart if one IdP goes outusdiress. Users can even set themselves up as their
own IdP. The main aspect of OpenlID that attracesuss in its ease of use, with only one user name
and password to remember.

There are also positive benefits to the websiteaipes in that they can simplify user registratian,
well known obstacle for signing up new users. Oiggtions are protected in that they no longer need
to store personal identity information which poteltly could be lost or stolen from their server
(causing both financial and reputation damage).

OpenID has a strong following and a very supportieenmunity. While it is generally agreed that
OpenlID does not address the real problems in ligeMi@nagement it is still relatively young and ther
is time for the OpenID technology to evolve intaradible IdM technology, and for others to learn
from its success.

3.2.6. Promising future summary

There is no doubt that the battle for the genecakptance of new IdM technologies is only just
beginning. The evolution of these is potentiallyingpto stem from the current trivial uses such as
OpenlD in social networking and in blogging appiicas. Popularity of the technologies in these
communities could fuel a demand for widespreadaiseore advanced, secure systems. The fact that
OpenlD is notoriously insecure is somewhat irrefeyaeople are using it. The desire for ease of use
and convenience will

fuel demand for new IdM technologies. Systems base®penID and Microsoft CardSpace will no
doubt emerge as the front runners and with this, tdthnology will evolve to meet the stringent
security requirements required for commercial/ficiahtransactions.

4. Conclusion
We have discussed two potential, contrasting, &stdor the management of identity in the electronic
world, and have given rational arguments to supipott views.

The Bleak Future predicts that very little will cigge in the foreseeable future and asks the question
“How can we convince the population at large to@da significantly new technology requiring a
similar level of effort as they have been askedisefbut without a clear benefit?” The Bleak Future
although perfectly feasible and valid as a potémtiscome, is not very interesting from the reskarc
perspective. If it is believed that this outcoméksly, then it would seem that the best coursadaiion
would be to resist wholesale overhauls of ideritifyastructures, and make minor, iterative chartges
existing systems.

The Promising Future predicts that new identity aggment techniques will slowly start to grab a
foothold and will gain widespread acceptance thnowg the digital world. If this direction does peov
to be the correct one, then this raises a numbart@festing questions both with regard to techgplo
and to the emerging attitudes towards digital itgnThe predominant players (Card Space, Liberty
Alliance and OpenID), may find opportunity to combitheir technologies into an all encompassing
meta-system. Any security shortcomings in thesdesys could be shored up with the relevant
technologies, i.e. biometrics, hardware tokens, etc

Despite the pessimistic outlook of Section 3.1réhie no denying that there is a need for a chamge
the way we manage our personal identities on-Byebeing wary of the pitfalls and possible road-
blocks, a safer and more prosperous future canauke meal.

In the short term the identity ecosystem will felithe path of the bleak future, seeing a proliferat

of username/password, OTP and other proprietapgdibpproaches, pitting service providers against
thieves and fraudsters in a game of cat-and-molisservice providers can keep fraud to an
‘acceptable’ level the status quo may remain ic@ldf identity fraud increases to levels that agrbe
tolerated it is likely that a new identity metagym as described in the promising future will eneerg
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3. TEXT ANALYSIS
More and more children are using the Internet fmthbeducation and leisure. Many

children converse with friends in chat rooms, bgtémt Messaging (IM) and via
social networks. This may entail the continuatiérreal world’ friendships online or

meeting contacts and forming relationships in alyulnternet setting.

In the real world it is relatively easy for parerts meet and keep track of their
children’s friends. On the Internet this is mordficilt. People can easily conceal
their true identity and adopt a completely diffdr@ersona. Groomers and abusers
who wish to harm children are known to communicaith them via text based
mediums. It is important to ensure children aregquied from the dangers that such

individuals pose.

The following chapter investigates the feasibilifydeveloping algorithms that can
differentiate between children chatting to theingi@e friends and the same children
chatting to adults attempting to groom them. Theidaremise here is that the style
of text chat between genuine friends is likely @ different to that of text chat
between a child and a groomer. The extent of tifiesrdnce will certainly vary from
case to case. At one extreme the groomer can heblatant and direct using a
language style that can reasonably easily be @eteta simple word/phrase spotting
techniques. Statistics from [1] suggest that 80%robmers fall into this category. At
the other extreme the child groomer can be mucheraabtle in their approach, it is
this type of grooming that is of interest herecémsidering subtle child grooming, the
main questions are 1) to what extent can subtliel gnooming be detected using an

automatic system? and 2) can existing techniqués peved?

The general problem of detecting grooming actiuitytext chat is similar to that of
detecting spam email. In both cases (spam deteetimhgrooming detection) the
challenge is to detect text that doesn't fit thedeloof a bona fide email, for the case
of spam, or bona fide text chat for the case dfiid groomer. Arguably, the degree
of difficulty of detecting spam is similar to thatt detecting a reasonably blatant child
groomer, but as the grooming style becomes mortesuhe difficulty of detection

increases. Spam detection is also easier in tmarghty for a spam email the majority
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of its content will indicate that it is spam, bar fgrooming text chat, only a small

fraction is likely to be blatant sexual grooming.

3.1 Text based Internet conversations

Message boards, news groups, email, IM, chat raomdssocial networks allow users
to participate in conversations on the Internet.eseh conversations can be
synchronous, where the text chat is a two-way tiea¢ exchange, or they can be
asynchronous where the chat is over a message Wwham several hours (or longer)

may elapse between entries.

Instant Messaging, a synchronous chat tool, hasreqred an explosive growth in
recent years. In February 2006, 82 million Euroge@®% of the population) used
IM [2]. In Canada 56% of children use IM, 27% useuery day [3]. 58% of children

aged 12-17 have a social networking profile [1].

Modern media rich Internet applications are bligrihe traditional lines between IM,
chat rooms and social networking sites. The keueiss that all use text based
communications. Statistics [1] indicate that 77%6% of online solicitations occur

over chat or IM sessions.

3.2 Automatic Grooming Detection

The following section describes a set of experiméhat were designed and run in
order to establish the feasibility of detecting@rong through text based channels.
The immediate difficulty in designing such testghat there is not a sufficient text
corpus available to evaluate a) build models toasgnt grooming style text chat and

b) testing the robustness of these models.

There is one well known test corpus, the Perveitesddice (PJ) corpus that is publicly
available but the text in this corpus falls inte ttategory of being highly blatant text
chat exchanges which would be easy to detect witple word spotting techniques.

In order to create a test which is more realigtantthe PJ corpus, a number of texts

from different authors were chosen. The task wagsiablish if it is possible to
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differentiate between the writing styles of diffieteauthors. The rationale being that
this task would be the same level of difficulty that of differentiating between the

writing style of a child and that of a groomer masiading as a child.

Four source texts were selectedOn the Origin of Species - Charles Darwin,
Fahrenheit451 — Ray Bradbury, Nineteen Eighty-Fo@eorge Orwelland The War
of the Worlds — HG WellS hree of these textsahrenheit 451, Nineteen Eighty-Four
and The War of the Worldare broadly similar works of science-fictio@n the
Origin of Speciess substantially different — it is a piece of sciBa literature that

introduced the concept of biological evolution.

This makeup was chosen to determine if the algostivould detect that one text was
substantially different from the others. The asstiomphere is that harmful chat
would be substantially different to children’s eyaay chit-chatlt is of course not

ethical to expose children to harmful material nder to test classifier performance

The texts are of various lengths but were normédlisehe length of the shortest work
(Fahrenheit 451).

Each book was divided into multiple 500 word testssand a single (per book) 5,000
word training set. Each boakas divided in eighty-tw& sequential 500 word test sets
and one 5,000 word training set. In all books tianing set began at word 15,000.

No test sets where subsets of the trainingtestge [Itraining ].

3.3 Classification Tests

Three categories of test were performed. These:were
* Simple trigram
* Bayesian

* Gaussian Mixture Models (GMM) using a novel featexéaction technique

Each is explained below.

% As a sanity check each training set was alsodesgain itself.
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3.3.1Simple trigram
As a baseline, a simple trigr?® counter was tested. This examines each of th

trigrams in a 500 word test set and counts how niengs each trigram appears
each reference training set of 5000 words. Thufoifexample, the first trigram

most popular in the work‘On the Origin of Species €harles Darwin” then this
authorgets a vote. This is performed for all trigrams @hel author with the mo
votes is deemed to be the author of the unknovat) (text. Trigrams are used beca
they have been shown to be optimal in text classifon [4] Figure 5 illustrates a

exanple of trigram harvestin

The cat sat,on the mat

The cat sat on,the mat
The cat,sat on the, mat

Figure 5 - Trigrams

3.3.2Bayesian
Bayesian classification is considered by many tthiedeading method for use in te

classification (particularly in spam detection) [6] [7] [8].

Bayesian analysiallows probabilities to be revised in the lightnaw evidenct

“Bayes' theorem, in the context of spam, says Heafptobability that an email |
spam, given that it has certain words in it, is @&qgto the probability of finding thos
certain words inspam email, times the probability that any emagpam, divided b

the probability of finding those words in any en” [9]

g = p(words| span) p(sparm)

spam| word
p(spam| o(words)

2 A trigram is a ‘token’ of three wor.
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Bayes’ equation allows conditional probabilities be calculated. Typically a
classifier will measure the probability of a seqeeerof words being spam when
matched against a spam model.

For the purposes of differentiation between authBayes' equation is applied as

follows:

There are four models1 to m4 corresponding to the four authors and there are a

number of test tokens (trigrams),

Each test token is compared against each of thenfmdels. This gives fou?(o|m)
valuesP(o|m1), P(ojm2), P(o|m3), P(o|m4)

Strictly speaking?(m|o) is required, but in reality the actual valueR{im|o)is not
required It is only necessary to know which of the fouP(nl|o), P(m2|o),
P(m3|o), P(m4|q9] is the highestThis then corresponds to which of the models, m1,

m2, m3, m4 is the most likely.
The relative ranking oP(m|o) can be inferred from the relative ranking of four
P(o|m)values P(o|m1), P(ojm2), P(o|m3), P(ojm4]. From Bayes’ equatioR(m|o)

can be calculated frof(o|m)

P m)P(m)
P(0)

P(m|o) =

P(0)is the probability of an observatianirrespective of which author it comes from.

P(0) is not known. However, in this case it is constantl in general it would be

reasonable to assume that it is always constastiaonrging very slowly.

Similarly, for this tesP(my) = P(mp) = P(mg) = P(my),

and
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P(my)/ P(0) = P(my)/ P(0) = P(my)/ P(0) = P(m)/ P(0) =K

Thus, in general P(m|o)= P(o|m).K

This means that the highd3to|m)will correspond to the higheB{m|o).

Each training and test set is divided into tokerisree word trigrams. The probability
of each unique token appearing in the textR@|m)is calculated as the number of
times the token appeared divided by the total nundfetokens in the (training)
dataset.

NumberOfTinesTokenAgpears

P(o|lm) =
©fm) TotalNumbeOfTokens

The probabilities foP(o|m)are very small and therefore Log probabilitiessed in

order to maintain precision.

3.3.3Gaussian Mixture Model (GMM)
This approach to classification is based on GMMmegues which are widely used in

many areas of pattern recognition and notably eesp technology [10] [11].

The author developed a novel feature techniqueaeixtto generate vectors for
GMMs. The technique produces a sequence of veaard) vector having a number
of coefficients. The following example illustratéee feature extraction technique. In

this example four coefficients are used per vector.

Consider a sentence extract suchTdse’cat sat on the mataken from a large body
of text. In vector form this can be represented as:
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Th he e

The he e c
The_ | he_ c |e_ca
The c )\ he ca)\e_cat

Figure 6 - Feature Vectors (Underscores represenpaces)

The first coefficient refers to letter pairs (tokelengths of 2 letters), the second

coefficient refers to letter triples (token lengtifs3 letters)and so on.

These vectors (figure 6) are further processed mtmormalised frequency of

occurrence.

Suppose the lettef3h” occur 100 times in the body of the text, tfhi&@” in figure 6
is replaced by 100. Similarly other letter sequerae replaced by their frequency of
occurrence. If‘he” occurs 75 times thethe” is replaced by 75. Figure 7 shows

numerical coefficients.

100\ 75) 94
80 |68 79
69 | 62| 67
54 |\ 58)\ 41

Figure 7 - Vectors representing frequency of occuance

Clearly“The” will occur less thatTh”.

The final stage of the feature technique is to radise the coefficients. Each
coefficient is divided by the total number of ecalent size tokens in the texts i.e. the
first coefficient would be divided by the total nbar of letter pairs in the text sample.

Similarly the second coefficient would be dividegthe total number of letter triples.

In general, if there arBl characters in the text sample, then the numbéokens is

given by

M=N-L+1
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WhereM is the number of tokens ahds the number of letters in a token.

The algorithm is case sensitive and includes paticto to maximise entropy.

3.4 Results
During development and in initial testing the GMMetinod appeared to function well
and results were promising. With a larger, statadly significant data the method

proved unreliable.

Table 1 lists the results by classification techeigand author (book). The
unreliability of the GMM method is clear. It is ther apparent that the Bayesian

method offers superior classification to simplgriim matching.

Bayesian Simple

Bradbury

Darwin

Orwell
Wells

Average

Table 1 - Classification results matrix

As Darwin is substantially different from the otheworks it is expected a good
classifier would detect this.

3.5 Discussion
Despite successful application in other patternciiag fields and the initially

promising results the GMM method can be considartalure based on these results.
The method should perhaps not be completely digeduistatistical researchers may
find that changing the token structure to wordtgralg the token length, or varying

the number of coefficients may improve the quatityclassifier. Word stemming and

48



stop word removal may also improve accuracy. Thesilier may prove beneficial in
other areas of text analysis such as text miniragyig in the attributes in the GMM

(number of modes) may also improve classification.

Although the headline figure for the simple techugigs similar to the Bayesian score

the classifier was significantly poorer at deteg@radbury.

The initial assumption that detecting grooming imilar to detecting spam is
supported by these findings — Bayesian classiboatippears the best technique at
present. This assumes that grooming chat (like Darwin in #eriments) is
significantly different from regular chat. Evenfdientiation of the similar texts was

encouraging.

3.6 Conclusion

Chatting online is a popular activity among childend parents are rightly concerned
about their children’s safety and whom they miglet ¢hatting. Monitoring and
reviewing a child’s online conversation can be onerespecially if the child spends

long periods online or uses lingo and slang withictwhhe parent is unfamiliar.

In an effort to improve the safety of children papating in text based conversations
on the Internet a novel feature extraction methad developed and combined with a
GMM classifier. The hope was this approach wouldvpr superior to existing
classifiers, more accurately determining whethehiédd was chatting to a groomer.
The approach was based on techniques commonly insedice biometrics and

speech processing.
Bayesian classifiers are popular for ‘undisciplinegkt (informal text, as used in
‘everyday’ conversation that may feature poor spgllgrammar and syntax) and

have proved very successful in spam detection.

The novel/GMM method performed proved to be a wildinreliable classifier,
significantly worse than the current leading apploa Bayesian classification.
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Statistical researchers may find interest in th@ragch and might be able to
significantly improve the classifier, but the authielieves that Bayesian represents

the best choice in this environment.

The value of automated protection methods wherakéactors are considered is

critiqued in chapter 5.

3.7 Business Impact
This work has demonstrated that the Novel/GMM apphato text analysis though an

interesting research exercise is ineffective arehewith the benefit of further work is

unlikely to improve on the current leading methBdyesian trigram analysis.

The systems analysis of the problem space (ch&p)teuestions the ‘real world’

performance of technologies attempting to detecbigning and sexual predation.
Blatant grooming can certainly be detected butsihiatler form (where the groomer
shows attention, interest and affection in thegtim) are identical in nature to teen
dating. While the providers of anti-grooming tecluyy keep experimental

methodologies, training data and test data set¢r@t results should be treated
sceptically. This work has shown BT that such tebtbgy is of questionable value

and should not be pursued further at this stage.
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3.8 Text Analysis and Message Review Paper

The following paper, in addition to being reportedhin BT was presented dthe
Fourth International Conference on Legal, Secuatyd Privacy Issues in IT Law
(LSPIl) and published in thelournal of International Commercial Law and
Technologylt describes a method for grooming detection usintpmated analysis
including the techniques discussed in this chapueilag messages of concern for
anonymous human review.

A Pseudonymous Peer-2-Peer Review System for

Child Protection On-line

T. Martin, C. Durbin, M. Pawlewski, and D. Parish
T. Martin, C. Durbin, M. Pawlewski
BT, e-mail: {thomas.2.martin, chris.durbin, mark.pewski}@bt.com
D. Parish
Loughborough University, e-mail: d.j.parish@Ibomuk

Abstract Children are using the internet more and more,feord a younger age.
This is despite the commonly known dangers of pedaThere is no policing of the
internet, nor would it be possible to instigaterdpés are in the difficult position of
trying to monitor and control their children’s inbet usage, when more often than not
the children know the technology better than theyThis can lead to either ineffective
measures, or measures that the children will deltbé/ circumvent for their own
privacy. There are also technical issues that arefdfom trivial. The problem of
distinguishing the dialogue of a child from a predapretending to be a child is
extremely difficult. This paper presents a solutwmich can accurately identify threats,
while satisfying the apparently conflicting needs tafety of, and privacy for, the
children.

1. Introduction

This paper looks at the problem of protecting aleitdfrom on-line stalkers/predators. A recent syrve
of 1,500 children (aged 10-17) in the United Stdtasd that approximately 1 in 7 (13%) received
unwanted sexual solicitations, and 34% communicateithe with people they did not know in person
(Wolak, Mitchell & Finkelhor, 2006). This often thdhe form of crude or vulgar comments in chat
rooms - the victims were not bothered and handted situation well. However some victims felt
traumatised and some are targets of aggressiveeosiilicitations (Mitchell, K., Finkelhor & Wolak.
2007). There is also a growing gap between whadirem do online, and what their parents think they
are doing (Lemish, 2008). With the increased immuee of the internet in all of our lives, there is
more and more pressure on children to be activdinen-and from a younger age. The dangers
permeate almost the entire internet, and changellyaps the technology evolves. Parents are ill-
equipped to protect their children through no fafltheir own, but (partly) because while they did
grow up in a society where these threats existeey tdid not exist in this new form. Today’s
reductions in barriers to communication have mdue groblem of protecting children much more
complex. Children are often taught not to talk tGsgers but with the variety of social interaction
available today, teaching a child to block all commications from unknown parties would be
challenging to even the most technically mindedeparThis is probably undesirable too (Wolak,
Finkelhor, Mitchell, & Ybarra. 2008)

This area has understandably received a lot ohtadte There is a wide variety of content-control
software available to prevent children from acagssilicit material. This mainly works by blocking
known URLSs, but also by dynamically analysing tbatent. While by no means trivial, this problem is
limited in that it is only the content being semtte child that needs analysis. These approachestd
apply to two way interactions. Firstly, blockingtiea sites/protocols is not necessarily desiralde a
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some safe use may be allowed (or else the childdMo& motivated to try work around the blocks).
Secondly, the danger a predator poses is not mdighyaying unwanted material to the child, but in
arranging a meeting outside the parents’ contrbis Tan (and may) be done without mentioning
anything overtly sexual. Predators are a dangeausscthey can effectively mimic normal child-to-
child conversations. If nothing else, one half dodwle simply copied and pasted from other
conversations between actual children. The onfgdifice may be in attempting to meet in person.

This paper discusses the existing approaches toeotthild protection and the conflicting requirertgen
of the parent and the child in a moderated apprdacbhat. It presents an idea for a system of
anonymous review with various options for addedcfiomality, along with a justification of the
system. The penultimate section expands on the keyo technical components — pseudonymous
messaging and intelligent text analysis.

2. Previous Work

Existing approaches to online child protection ¢gtly fall into the following broad categories Blgc
Review, Filter and Moderate. To enable the readebdtter understand the problem domain these
approaches and the weaknesses associated withateeamamined.

Blocking restricts access to protocols and appticatdeemed “unsuitable”, for example peer-to-peer
(P2P) networks or Instant Messaging (IM). Operatinga simple deny/permit fashion can make
blocking something of a blunt and unwieldy toolidfack of flexibility restricts its usefulness grtb
situations where something must be prohibited.

Reviewing technologies vary in type and applicatiom the core ethos is to allow the parent to noonit
the child’s activity. Website histories, messaglags, emails, even full replay of video conference
sessions maybe recorded. This may be impractiddleifchild is an avid internet user or in families
with multiple children. Reviewing also suffers fromproblems of privacy (older children are
particularly sensitive about their privacy and mag tempted to circumvent the system) and the
generation gap - parents may not be able to peastoath lingo and slang.

Filtering may be considered a subset of blockingyally applied to restrict access to websites
considered unwholesome in content. Filters generahsist of blacklisted (or whitelisted) URLS, or
dynamic blocking of websites based on content ically examining sites for a list of proscribed
keywords and phrases. Each of these methods sulifawgbacks - blacklisting often involves content
labelling, sites labelled as containing certainteahare blocked. Labelling is performed by the siteb
operator (who may not be aware of the labellingesoh or may neglect to use it). Some providers of
filtering software manually review sites but this an unscalable approach and the quality of this
filtering has been brought into question as hasutgective nature (National Research Council. 2002

Many internet forums use moderation to enforces;udglit posts, and ban disruptive users, trolls and
spammers. Some child oriented forums, includings¢hof the BBE’, operate a process of pre-
moderation each message is examined before it is postedeMtats are trained to screen messages
for signs of bullying, harassment, or anything thaty result in a child being in exposed to harm.
Moderation suffers two key drawbacks - scalabiliyd the human bias (subjectivity).

The system proposed here addresses the issuegghigtilabove without sacrificing safety. The child
can feel their privacy is being maintained, altHougessages of concern are being reviewed, the
contents of the message will not seen be theimpaighus shielding them from any embarrassment).
In this regard the system may be considered siniilafashion to traditional moderation - their
messages may be reviewed but not by their pardntsable to overcome its limitations.

3. Conflicting requirements

On-line child protection cannot be solved with teclogy alone. This paper therefore proposes a
system that uses a combination of automation amdahujudgement to recognise threats. There are
many potential pitfalls in trying to solve this jpplem. One solution might be to give parents
comprehensive logs of their child’s internet usaggs would be giving them too much information to
manage effectively, and would be a tempting tafgetidentity theft. If the parent has the power to

% http://www.bbc.co.uk/chatguide/glossary/moderasbiml.
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control exactly what their child does on-line,stpossible they can better protect them, but térais
may be overwhelming. Also, children do not wanhtwe their privacy violated, and will circumvent
the system one way or another if it is too invasbreen if they do not have the level of skill nesay
to circumvent the system, they could always spé&ednajority of their internet time away from the
home (at school, library, friends, etc). So somell®f privacy for the child is needed. Similarbl)
access that can be given and kept “safe” needs t@ilwed. It would also be naive to expect chidre
to suddenly migrate onto a new “safe” social nekwdi network, etc. Any solution must cater for
what they already use.

4. Description

The proposed system uses existing technology a®-filiering stage to create a prioritised list of
‘suspect’ chat conversations. This is subsequemthalysed using human judgement via a
pseudonymous volunteer who sees an appropriatelyissal version of the data which does not
divulge the identity of the child, thus protectitingir privacy.

The system works as a software client that candventbaded and run on any PC. The primary user
(presumably a parent of at least one child), ifstahd sets up the client. There are two stagéiseto
setup. First, the parent must record any sengiérepnal data unique to themselves and their child.
This could include names, addresses, email/comtéat credit card number, phone numbers, etc.
These will be used to determine when the child tmaygiving inappropriate information to a stranger,
but also when they are inadvertently identifyingrtiselves. The data can be stored as hashed values,
or at least encrypted. The second part of the sistygerformed in conjunction with the child. The
parent reviews or “vets” all contacts the child Kiasall applications/platforms/networks). The pare
determines which contacts can be considered “safkis should only include contacts the parent
has/can meet in person, or know through some ttustganisation/third-party. At the very least,
contacts who neither the child nor the parent has should be considered unsafe. All contacts are

labelled either “safe”, “uncertain” or “blocked”.

Once setup, the client runs in the background wienchild logs onto the computer. The client
intercepts all text-based communication protoceffete they are presented to the user (the idexxis t
based, but see Section 4.8 for voice/video extahsidll communications between the child and
contacts that have been explicitly labelled safghgy parent continue unimpeded and un-monitored.
Any communications to/and from a contact that heenblabelled uncertain, or from a new contact get
processed. The processing works as follows:

1. Allreceived text from the contact and keystrokasf the child are stored.

2. The text is checked against a list of known problgards/phrases (“sex”, “drugs”, “would
you like to meet”, etc.)

3. Other probabilistic analysis is performed (Bayesmmtwork analysis, Gaussian modelling,
etc.) looking for indicators of unwanted behaviour.

4. The text is searched for any of the sensitive/peaisdata entered by the adult. If any is found
it is removed and noted.

5. The results from all these tests are combinedsingle weighted score.

6. The identifier for the contact (email addreSkypename, etc.) is stored as a keyed hash using
the child’s password (could be their login password

The processing is done on a section of text ofitdd size (a page), and only on communications
between the child and one contact. The client stthre processed logs in a list prioritised by #mults

of the analysis in the above list (top of the Wigll be the highest match with expected patterraof
predator). As noted in the fourth step, all sewsifiersonal data will be removed from the log (ban
replaced with a generic placeholder). Rather theh jising the data the parent entered in the linitia
setup, a dictionary of names/local places could bk used to sanitise the logs. Periodically tientl
will send the logs at the top of the list to anotbiéent. Even with the sanitisation of personatadand
replacing contact details with hashed values, depto protect the privacy of the child, the logH e
sent over a pseudonymous network (Kinateder, T&dothermel, 2005). This allows messages to be
passed from client to client, without either beatge to discover who the other party is. This works
through repeated layers of encryption and routimgugh various different nodes on the network. The
idea is to create a community of effort where pereme reviewing each others children’s logs, hut i
an anonymous manner. The technology used in anamyemmmunications is described in Section 6.
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The receiving client (of the logs) will be admimisgd by another parent. They will be presented with
the sanitised logs and asked “Is this somethingotirent should be concerned with?” The reply can
either be a yes/no button, or a scale e.g. from 10t The second parent can also highlight thedéxt
the logs that is objectionable and a specific reaeay. “contact trying to meet child”, “inapprogte
sexual content of messages”, “child is revealingspeal information/identifying him/herself or home
location”. The results are returned to the firstgpd, again through the pseudonymous network. The
first parent will be presented with only those I¢gsll sanitised) where the reviewer thought theees

a problem. The particular application and time/d=te be made known to the parent, but the identity
of the other contact is still protected by the @ilpassword. The parent can then decide whethestto
the contact as “blocked” preventing any further ommication, discuss the matter with their child to
determine if the contact can be added to the sstiedr leave the contact “unknown” and continue
monitoring.

Figure 1 shows a typical example. In the exampilere is a central server called tlatch Makerthat
maintains a list of pseudonymous clients that ardiree. An adult can request the details of one or
more clients from thélatch Maker An alternative method that distributes this imfation throughout
the network is also possible, and discussed ini@e6t The numbered steps in Figure 1 are explained
below:

Adultl downloads software client.

Adultl installs client and configures settings (rets sensitive data).

Adultl and Child1 agree all safe contacts.

Child1 interacts with contacts. Communication wihfe contacts continues as normal.
Communication with uncertain contacts monitored.

Monitoring consists of analysis as described irviongs list.

Suspect logs are stored in priority list basedesults of analysis.

Clientl queriedatch Makerserver over pseudonymous network for list of anlitients.
Clientl selects from list and sends sanitised fogseview.

Adult2 checks sanitised logs for undesirable comination.

10 Logs returned to Client1 with rating results.

11. Adultl takes any necessary action based on feedback

pwnNPE

©Co~NoO,

The most important part of the system is step Qrtier to encourage good behaviour in the clients,
each adult will only receive results from the psmudnous network about their children when they
have finished a certain amount of reviews for otfients. This promotes good behaviour. This can be
taken a step further by enabling a reputation sysié theMatch Makerserver. This would record
feedback from adults who found the results thegirex helpful. The reputation would be tied to the
pseudonym and the person behind it would remaimewk, but they could be rewarded by being
given a higher priority when requesting (clients) feeviews of their own logs, both in terms of spee
and the quality of the rated reviewer.

The following section presents several variatiomat tmay improve the overall system, but which

should be considered optional as they may have sioes, depending on the implementation details
and user requirements.
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Match Maker Software/Distributer

Contact 1

Contact 2

@
(3) Home PC2

Adult 1 Child 1 Adult2 / \ / \ Child2

Fig. 1 Communication flow for Pseudonymous Peer Review

4.1. Monitoring all communications

The client could be configured to monitor all commmations, including those between the child and
safe contacts, but with a higher threshold needetbfjs to be stored and sent for review. This tega
more of the privacy the child has, but is stillreaf deal better than traditional monitoring: toatact

can still be protected with the child’s passwondd @nly logs that have been considered problematic
get passed on to the parent. It may be approgaatmunger children.

4.2. Multiple reviewers

The client can send the logs to several other titar review. This will likely reduce the timetiakes

for a response, and the redundancy will give thremqtamore confidence in the results. The downsde i
the increased burden on reviewers. But given thetet may only be a few logs sent, and they can
probably be reviewed very quickly, it is likely aad balance can be achieved. For example, thet clien
sends all of the top 3 logs to 3 different clief#snding out 9 in total), but can only review résoince
they have reviewed 9 other logs. This approachttmadenefit of normalising the reviewing process —
the effect of a wildly liberal or conservative resge would be brought closer to the prevailingetati
attitude.

4.3. Instant reaction

Because of the human component of the review psptiesre will be a delay in the response time. One
option that could be considered is that if a gilam has a particularly high score, then the cliean
immediately block communication with that contaadanotify the adult, bypassing the anonymous
reviewer process. Careful configuration would bedweal to avoid too many false alarms. Likewise, the
sanitisation could be applied as a filter to all gaing communications, not just the stored logs.

This may not be necessary — research indicatessfW&alWolak. 2005) that where a victim and sex

offender met, the online relationship typically feed over a month or more, from multiple
conversations. These would likely have alreadydpéagged, reviewed and reported to a parent.

4.4. Learning behaviour
If the feedback from the reviewers is sufficierdistailed (selection of problem
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words/phrases, reasons for choice), then it wouwdd plssible for the clients to improve their
scoring/prioritisation algorithms. This could eithee done locally, or centrally at tihdatch Maker
server. Learning at the central server could be \afficient, but would introduce problems with
keeping submissions anonymous and being able # swbmissions. Learning locally at the client
would not have any privacy problems, but would havauch smaller selection of results to draw from
and hence a slower rate of learning.

4.5. Use of dictionary

The client could use a dictionary of common naneesanitise the child’s logs. Certain patterns could
be identified, such as phone numbers, credit cardbers, postcodes, etc. When the adult enters the
home address, a central service might be able doig® a list of all nearby street names, local
monuments, and locations that could be used bychile to give directions. This could also be
incorporated into the scoring mechanism as wethasanitisation.

4.6. Re-vetting

A good precaution would be for the adult to periadly re-vet the child’s safe contacts. Strangees a
not the only sources of potential threats to yocimi¢dren, and asking the child about their reladiuips
with their peers could bring to light early warnisigns.

4.7. Impersonation prevention

The times and duration the child has been on-larele safely stored without fear of privacy invasio
When the adult logs in, a simple calendar with ¢héd’s usage can be graphically presented. This
prevents the most obvious circumvention methodthéfre are no usage hours recorded for large
amounts of time the parent knows the child wasqufire computer, then the parent knows the child
has circumvented the system (most likely by usiigarent’s or another un-monitored account).

4.8. Voice/Video chats

As previously described the system is text-basdus Tan be extended to voicelvideo, such as
commonly found in IM products such 8&ype/MSNetc. This requires the use of Speech Recognition
Techniques. This technology is currently of limitedhturity, but could potentially be employed for
keyword spotting. This will slot easily into thegmosed system converting the video/audio stream int
a text document. This also adds further proteatioprivacy than would be had by direct monitorirfg o
the video/audio.

4.9 Age of Children

The definition of “a child” covers a large rangeagfes and maturities. Ultimately the decision toval

a child to use the internet for chat resides withparent, however a total prohibition would likéad

to using the technology anyway and without pareot&lrsight. The best result is achieved when child
and parent have a strong relationship and agreehanis, and what is not permitted. Internet inéd
grooming of pre-pubescent children is extremelg rdWolak, et al. 2008) (Lanning, K. 2001), partly
because they are more closely supervised and asaube it is difficult to engage them in
sexual/romantic conversation because of their imntst

This system is best suited to children approachingerty, they can be informed that (like adult€yth
are being rewarded with privacy in return for abgliby the rules. As they enter puberty, become
sexually aware, and start to desire privacy thely alieady be familiar with the system. The child
would continue to use the system until they reachsditable level of maturity so that it was noden
needed or they reached adulthood.

Conversations of concern that are sent for moderatiould include an indication of the child’'s age.
This would have a bearing on what would be deerppdogriate.

5. Justification

In order for this system to work, active participat of all parties is required. The system has
deliberately been designed to encourage good balraviihe child is motivated to convince the parent
that his/her contacts are trustworthy in order &weh confidential communications. The parent is
encouraged to provide meaningful reviews, in orleget a better reputation, which will result in
speedier replies. The process of reviewing can aksoof direct benefit to the reviewing adults
themselves. It is educational, in that they are eredare of the kind of dangers that exist on-liné a
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what their child may be exposed to. This bettecggathem to discuss the problems with their child a
agree what is safe/acceptable internet usage.

The shortcomings of existing approaches to thidblera have been highlighted, and the approach
described here overcomes these issues. Conversatamails and message board postings will be
monitored by the emerging generation of intelligéext analysis tools to spot conversations of
concern. Only these conversations will be submitfed manual/human review. This process
overcomes the scalability issues associated wattiittonal moderation, vastly reducing the reviewer’
workload. The community nature of the approach aklsgates the cost associated with the traditional
moderation model.

Any single moderator reviewing a conversation oficarn will be subject to the human condition -

bringing their own bias and prejudice into the esviprocess. Using multiple moderators for each
conversation of concern will reduce the impact oy @ne error in judgement. For example say a
conversation of concern is reviewed by a consamaindividual and someone of a more liberal

mindset, an average of their result/feedback it towards the centre ground. Here “centre ground”
is meant as the general view of society at large.

The moderator will be faced with the hurdle of glamployed by children and may need assistance
interpreting the contents of some messages (ccemi@ms of concern). It is hoped that such
information will be sought from the moderator’s oamildren. The benefits of this will be twofold;eth
parent will gain a better understanding of trerddwmllenges and experiences of young people in the
modern world helping them to better understand thhn children. From reviewing the contents of the
messages (conversations of concern) both parenddirator) and child can learn first hand of the
dangers that exist. This will be informative foe tbarent and can serve as a warning for the child.

6. Components

This section gives a very brief description of htlve technical aspects of the system might be
implemented. This system relies heavily on the afggseudonymous communications, along with the
dependent technology of Distributed Hash Tablese Tinst subsection describes the work by
Kinateder, et al (2005), the second deals with wwek of Stoica, Morris, Karger, Kaashoek &
Balakrishnan, (2006) and the third describes hotvdkassifications are best applied to this system.

6.1. Pseudonymous Communications
In order to protect the anonymity of the child, fherent and the reviewer, a communication system
with the following properties is required:

» the sender has some ephemeral/indirect knowledtieeotceiver, but not their actual address
» the receiver cannot know the address of the sender

» the receiver can reply to the sender

* no observation of the network gives any informatdnsout who is communicating with whom

These are all achieved with the use of public kegrgption and intermediaries. It is assumed thateth

is a network of nodes, callechixes capable of processing messages (encryption/d@zmypand
passing them on. These nodes are not trusted, hitel they can disrupt the communications by not
participating as expected, it is imperative thaythearn nothing by analysing messages as they pass
through. It is also assumed that public keys forpalties can be readily obtained (as well as the
addresses of the mixes).

However they are stored, the public keys are useensure that only the recipient can decrypt the
message, but does not help in anonymously deligegtia message. Along with the public key, one or
more pseudonymis stored. These are created by those who want etteive anonymous
communications (the recipient) and will be used &ysender. The pseudonym is a sequence of
addresses of mixes, but nested in layers of erorypitat ensure that only the next mix can dectlypt
current layer and they only get the address ofhthe mix. The further layers of encryption meart tha
mix cannot know any further destinations than tegtmix, and they do not know any of the previous
mixes in the chain since these addresses have dtepped off. Since knowledge of the path of the
route is effectively split amongst all these indegient entities, it would be impossible to deterntimee
ultimate sender and receiver for a given messati®ut compromising the majority of the network.
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There are other ways to increase anonymity, senuliegsages in batches to confound traffic analysis,
sender adding more mixes to the sequence to pragadbst dishonest recipients, etc. For more detail
see (Kinateder, et al. 2005). It is also preferablstore the public keys/pseudonyms in a Distadut
Hash Table, rather than a single server. Thisssrilged in (Stoica, et al. 2006).

6.2. Text Classification

Traditional keyword and regular expression filtare inadequate for analysing IM and chat forum
conversations. The new generation of text miningl daxt analysis tools offer far superior
classification abilities. Word frequency, word diste, word pairs (bi-grams), Latent Semantic
Analysis, term strength, term frequency-inverseudeent frequency (tf-idf), and term by document
matrices have all proven successful at extracteaguires from textual sources. These features are
subsequently applied to statistical modelling téghes including Bayesian analysis, k-Nearest
Neighbour and Support Vector Machines (Tretyako®04) (Conrad & Hunter, 1994). These
techniques have proven results in spam detectimeyrdent categorisation, authorship attribution and
information mining (Aas & Eikvil, 1999).

Classification techniques such as these typicaiymare new information against known values and
categorise it accordingly. For example, a new emdilbe analysed and the result compared against
the result for known spam and ham (legitimate €maihis process poses a problem in the child
protection domain.

In order to classify conversations as safe or uagerthey need to be compared against known
paedophile, and normal chat models. Constructimgnabchat models is a trivial task, constructing
paedophile (chat) models is not. To construct acurmte model access to paedophile chat logs is
required. Law enforcement does not typically sttare information freely. Honey trap organisations
such as Perverted Jusfitg@ublish chat logs from sting operations (againstdoghiles) on their
website. Research (Wolak, J., Finkelhor, D., Mitghi€., & Ybarra, M. 2008) indicates the in the
majority of online sexual predation the offendeiclly reveals his true age and intentions — thiget
with the chat logs of Perverted Justice. Pend@097) work shows that Bayesian trigram analysis is
effective at detecting grooming (based on Pervedigstice chat logs). The operating practices of
Perverted Justice have been called in to questidnatlegations of entrapment and poor evidentiary
quality have been made (Stokley, 2008) (Salkin,620@8s a consequence of this, the reliability of
these chat logs to represent “real world” logs nmhestconsidered uncertain. The following proposes
another method that may also be suitable - a sysfeéhmesholding.

Rather than classifying based on the results ofsages matching against two categories/models
(normal chat and suspicious), a match against glesimodel with a threshold value could be used
instead. Conversations would be compared agaiesintiimal chat model; those matching closely
(with a probability above a certain threshold) wbude considered normal and not be affected.
Conversations poorly matching the model (belowttireshold) would be marked as “uncertain” and
passed on to the system for evaluation by a moatertt addition, those conversations falling well
below the threshold might be marked for prioritydacation/inspection.

In order for the process to work a normal chat rhedrild first need to be trained. The child’s omelin
chat activities over a given time would be usedr&in the initial model. This model will serve as
baseline of normal behaviour. Once the trainingcess is complete, online conversations are
compared against the model. During the initialniireg of the model it will not be able to flag
problems. As the text classification is just onese¥eral tools used to identify potentially suspisi
behaviour, other mechanisms are still availabley Krd matches with known general problem
phrases and scrubbing of specific personal dewisdill performed. And to further protect the chil
(and ensure a “clean” model) the parent can reqiia¢ no communication with new contacts is
allowed for the period of the training. After thrtial training period there are likely to be a rfagn of
false positive, especially if the training periadhrief. If, for example, the child only converseith
their peer group during the training of the modetonversation with a parent or grandparent woeld b
flagged as anomalous. This should be consideredriadpof normalisation. As the review process
records the conversation as a false positive,dkiedf the conversation can be used to tune thialini
model.

3 http://perverted-justice.com.
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7. Conclusions

This paper presents a concept whereby parents aeme ftonversations of concern” reviewed
anonymously by other parents in return for theimoactions as a reviewer. The limits of existing
technical measures to protect children have beghliphted and it is proposed that the system
described here could help bridge the gap througdnamunity approach.

The merits of this idea do not come solely from téehnology, but rather from several deliberate
reward mechanisms for the users. Children are eaged to play-by-the-rules and are rewarded with
privacy. Parents who are conscientious reviewellgyet a better view of the dangers their childeza
exposed to. The technology provides the means liat would be sensitive information to be shared in
a safe way. Great lengths have been made to angitiing that could be considered censoring by the
end-users. All of this is combined to strike thestbbalance between the child's safety and their
freedom on-line.

References
1. Aas, K., & Eikvil, L. (1999). Text categorisatioA survey. Norwegian Computing Center, Oslo,
Norway, http://citeseer.ist.psu.edu/aas99text.html

2. Conrad, J. G., & Hunter, M. U. (1994). A system discovering relationship by feature extraction
from text databases. Annual ACM Conference on Rebeand Development in Information
Retrieval, 1994

3. Kinateder, M., Terdic, R., & Rothermel, K. (2005trong Pseudonymous Communication for
Peer-to-Peer Reputation Systems. ACM Symposium oppliédd Computing, 2005.
http://portal.acm.org/citation.cfm?id=1067033

4. Lanning, K. (2001)Child molesters: A behavioral analydi4o. Fourth Edition)National Centre
for Missing & Exploited Children.

5. Lemish, D. (2008). Generation Gap? 'Online Gap’ ®¥is Divide Between Parents and Children.
Science Daily. http://www.sciencedaily.com/rele#2@88/02/080204143203.htm

6. Salkin, A. (2008). As perverted-justice.com battle=h pedophiles, some raise concerns over its
tactics. International Herald Tribune.
http://www.iht.com/articles/2006/12/13/news/justjmigp?page=1

7. Stoica, I., Morris, R., Karger, D., Kaashoek, M.&.Balakrishnan, H. (2001). Chord: A Scalable
Peer-to-peer Lookup Service for Internet ApplicatioProceedings of the 2001 ACM SIGCOMM
Conference. http://pdos.csail.mit.edu/papers/clsggdommO01/chord sigcomm.pdf

8. Stokley, S. (2008). 'To catch a predator’ sex singet mixed results. The Press Enterprise.
http://www.pe.com/localnews/inland/stories/PE Néwsal R dateline28.6b3814.html

9. Tretyakov, K. (2004) Machine Learning TechniquesSpam Filtering. Institute of Computer
Science, University of Tartu.

10. Walsh, W., & Wolak, J. (2005). Nonforcible interiretated sex crimes with adolescent victims:
Prosecution issues and outcontekild Maltreatment, 1(B), 260-271.

11. Wolak, J., Finkelhor, D., Mitchell, K., & Ybarra, M2008). Online "predators" and their victims
myth, realities and implications for prevention aneatmentAmerican Psychologist, 63), 111-
128.

12. Wolak, J., Mitchell, K., & Finkelhor, D. (2006). @ne Victimization of Youth: Five Years Later.
http://www.missingkids.com/en US/publications/NC &

59



4. STEGANOGRAPHED CUSTOM EMOTICONS
Digital Forensics is a branch of forensic scierta tleals with investigations based

on evidence stored on digital media, for examplovering deleted files that are
indicative that a computer was used in a crimes Thiapter describes how a unique
image can be used as a ‘digital fingerprint’, ftthe computers of individuals a user

has been chatting with.

Instant Messaging (IM) is a form of computer megliatommunication, typically text
based, though many IM platforms include the optifom audio and video.
Traditionally bound to the computer, these platfergne now commonly available on
phones and portable devices.

In 2004 IM was the fourth most common activity amamildren on the Internet [1],
in 2008 it was the second most popular act¥ifg], 61% of children regularly use
IM [9].

A common feature of text based communication isaim®ticon (or smiley). These
allow the user to increase the information contg8jt of the conversation by
introducing body language, in the form of a crud@eidl expression. Most IM
applications, some chat rooms and message boandsiéna set of default emoticons
covering the basic emotions (happy, sad, angry,aerassed, etc).Windows Live
Messenger also calledMSN Messengefsometimes abbreviated to simpgWSN

allows users to create their own custom emoticons.

Using steganography techniques to create pseudpHeinimages and taking
advantage of the design properties of the undeglpnmotocol it is possible to leave a
‘digital fingerprint’ (a Steganographed Custom Emmat (SCE)) on a receiver’s

computer without their knowledge and without empigyany ‘hacking’ techniques.

This emoticon can later be recovered and used mrepudiation, for example a
groomer denies conversing with a child, if an S€HEound on his computer this can
be used as circumstantial evidence in the casastghie groomer.

%2 The age range of 2004 is 10-17, for 2008 the résm@6-15.
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This chapter shall examine the background of erapn$icthe popularity and risks of
IM and how Internet criminals are apprehended.illt tven describe the process of

designing an SCE, the method of operation andtdigagion of the concept.

4.1 Background

Face-to-face communication typically consists askgm words, the tone of delivery
and non-verbal communication (body language). Teged communication loses a
significant portion of the information content asisted with face-to-face
communication [3].Scott Fahlmanis credited for suggesting :-) [colon, hyphen,
bracket] to express a joke or happy emotion @aenegie Mellonbulletin board in
1982 [4], the idea was not new - alphanumeric coatimns were commonly used to

express emoticons.

The increase in online text based communications A8CII art (creating an image
from the 95 printable ASCIl characters) find maieam acceptance. Many
applications now intercept the character string$ @giaplay an image. The increase in
computing power, Internet access speeds and ricliameas led to graphical

emoticons in many applications.

4.2 Catching Internet Criminals

Internet criminals, including child molesters aggitally caught by one of three
methods — through the identification of their IPdesbs [16] [14], disclosure of
information that identifies them in the real woflt2] [13], or they come to the
attention of law enforcement for other reasonsthed Internet crimes are uncovered
[15].

All Internet traffic has a source and destinatiotetnet Protocol (IP) address. The
Internet Assign Numbers Authofity(IANA) oversees global IP address allocation.
IANA provides blocks of IP addresses to Regional leteRegistries Réseaux IP
Européens Network Coordination Cen{RIPE NCC, RIPEY in the case of the UK.
RIPE assigns IP address blocks to local Internet negsstor Internet Service
Providers (ISPs).

33 http://www.iana.org/ (accessed 1 July 2010).
3 http://www.ripe.net/ (accessed 1 July 2010).
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IP addresses are frequently recorded in servdictiafys and can be captured from
live traffic with protocol analysers (packet snifg Internet criminals are traced
through their IP address via their ISP’s subscrda¢abase.

Section 11 of the Anti-terrorism, Crime and SeguAtt 2001 [5] defines a code of
conduct for ISPs to retain subscriber details fbnibnths.

Avoiding detection by IP address is a trivial affai using a public terminal (café,
library, ‘wardriving’), or hiding their IP addres®ehind a proxy or other

‘anonymising’ (privacy) service.

Criminals may divulge personally identifying infoation, this could be revealed to
their victim or another individual (and later redalyto law enforcement), or they may

disclose it to law enforcement in a sting operation

In the course of an investigation law enforcemerdynuncover details of an

individual’'s involvement in an otherwise unknowrtdmet crime.

4.3MSN
MSN is often used as a vague term to describe @auof applications and services.

Here the term is used to describe the system dwbew

The .NET Messenger Serviggormerly MSN Messenger Service (MSNM$) an
instant messaging and presence system, powerechéowlicrosoft Notification
Protocol (MSNP). Microsofteleased the protocol to theternet Engineering Task

Force (IETF)in 1999 and allows third party clients to use teevige [6] [7].
Windows Live Messengdformerly MSN Messenggris a client application from
Microsoft that uses theNET Messenger Servidte communicate. Numerous third

party clients exist that port access across opgyatystems and hardware platforms.

In 2006 Europe had 82 million IM users, 60% of whitse MSN [8].
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MSN supports a standard set of k-in emoticons. When sending these def
emoticons the application transmits only the characsequence (strin
corresponding to the emoticon. The character seguisnreferenced to an emotic
Both the transmitting and receiving client show thewn copy of the emoticon (tt
emoticon image bundled with the applicatiorFor exampleuser Aenters :) [color
bracket], the transmitting client (application) @goises the string asn emoticon
‘reference’ and displays the emoticonuser A,typically a smiley fact The client
will also send the string tuser B.The receiving clientyser B)will recognise the
string reference and also display an emoticohen standard emoticons are L only
the reference character sequence is sent, not the @naitinage itself. If differer
clients are used the users may be shown differeages (though these will depict
same emotion and may look very simil Figure 8 illustrates the difference betwe

default and custom transfi

&
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Figure 8 - Default vs custom emoticon transfe

The process for custom emoticons is different. Wererating a custom emoticon t
user loads an image into the application and assiga charactesequence (this
cannot be a sequence assigned to a standard emotibhen the user enters t
(custom emoticon) character sequence, both thectearsequence and the emoti
image are sent to the receiver (the receiver caon&tup an image it doewot have).

Both users see the same imi
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The receiving client assigns the image a randoemdine and stores it deep in the file

system.

The receiver can save the SCE from inside the egdpmin or may find it (applications
exist to recover emoticons). If the receiver ttieshe copy the emoticon, the image
file contents change (not visually) as a side ¢ftédhe application compressing the

image to use as an emoticon. This allows the sy&tdm used in non-repudiation.

When sending a file or image (as a file), the ti@nbas to be accepted by the user.
Emoticons and user icons are transmitted autonfigticathe background without

user interaction (drive-by download).

4.4'Steganographing’ and Detecting Custom Emoticons

Any unique or pseudo-unique image could be usebarsystem. Using an innocuous
image will increase the efficacy of the system,nmf arousing the interest of the
recipient, a minor alteration to a default or pl@moticon would attract the least

interest.

For the system to operate each enrolled user ej@runique emoticon. This is
achieved using techniques from steganography sdiemce of hiding information is
plain sight, so that only an informed individuahodetect the message. This process

alters the emoticon in a way that makes it unigjbet detectable and verifiable.

The emoticon is ‘steganographed’, made unique bariay the 24 bit value of a
single pixel in the image. The colour of each pisetietermined by the value of the
three colour channels - RGB (red, green, blue)hEda@annel has 256 shades (0-255),
the product of the channels (256*256*256) providles possibly of 16.7 million
colours. This can be extended using the alphah@)reel; this determines the opacity
of the pixel and extends the entropy to 32 bitsmikor change in any of these

channels is undetectable to the human eye.

% There are hundreds of possible emoticons (see//hitpv.sherv.net/Free-MSN-Emoticons.html
(accessed 02 Sept 2010) for some examples). Eaoticem can by 50x50 = 2500 pixels, any of the
pixels can be doctored in one of more channelst byaat +/-5. Though not mathematically unique the
number of possible source emoticons, number ofipiger emoticon and colour range of pixels mean
the chance of two individuals independently craatihe same image is improbable enough to be
reasonably termed unique.
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The emoticon is identified by hashing. A hash isna-way mathematical functio
that generates a fixed length integer irrespeatifvéle size. The nature of haslg
means that a minor change in the data results dmamatic change in the ha:
Therefore a minor change to the colour and/or apatiannels of a pixel, though r
discernable by eye is readily revealed by has Figure 9 illustrates theource

emoticon and a steganophed derivative and the differences in the ha

. Emoti Details X
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W e
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Figure 9 - Source and steganographed emoticons and has

4.5 Method, Experimentation and Conditions

A demonstrator was created as a proof of conceptcise. An application wa
written to amend the aRGB channels of a pixel. 3tverce emoticon image (a .P!
file) was chosen from the default set of emotictmas ships with the open sour
messenger clier@MSN®. The application makes a change ¢-1 (in tre range up to
+5 if the original value is-127 or up to5 if the original value is 12-255) to one of
the aRGB channels and saves the new image. It thakes a change in tl

subsequent channel and saves the new imag®’.

Altering each channel + to a limit of +/5 gives a total of 625 different imag
(5*5*5*5 = 625), per pixel changed. Emoticons canup to 50x50 pixel

% http://www.amsnproject.nef (accessed on 5 July 2010).
37 Full source code can be found in the appendix Ifsage Fiddler.
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Each time the image is added to the application @amded into an emoticon,
compression changes the file structure (and the)h&s order to determine the hash
of the received emoticon it (the SCE) needs torbhasmitted to and hashed at a
control receiver. This process is shown in figuf In a real world production
context, the SCE would be shipped to the usercmstéom MSN client downloaded by
a user (parent) when enrolling in the system. Té$ex’s registration details would be
stored in a managed service (database) along metS€CE hash.

During experiments the MD5 hash was used, in a ymt@h environment the

cryptographically harder SHA-2 would probably beresuitable.

Choose innocuous
image or emoticon

v

Affect minor edit to
single pixel (make
image unique)

v

Load image into
client (create
custom emoticon)

4

Send emoticon to
‘control’ host

4

Recover received Record hash
emoticon and for future non
generate hash repudiation

v

Issue image for
use to user for use
as emoticon

Figure 10 - Emoticon manufacture and issue

If a computer is seized and examined in the coof$aw enforcement investigations,
custom emoticons found on the suspect’s computeibeachecked against a registry
of SCE, i.e. those issued to users. If a matcbusd in the database i.e. the emoticon
has been issued to a child, this is circumstaetiedence that the suspect has been

communicating with the user. If the suspect desigsh communication has taken
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place the uniqueness of the emoticon (the hashyegardiate this claim. The system
has been described in terms of groomers and chijldret could function in any

setting where communication via MSN has taken pkoee this communication is

been repudiated.

Figure 11 describes the process surrounding tlteveeg of the emaoticon.

Computer is examined
for (received) custom
emoticons (may include
forensic recovery of
deleted files)

No
Are custom
emoticons
recovered?

A

Proceed with
existing evidence /
investigation

Yes

4 No

Do any emoticon
hashes match?

Yes

Use to support
non repudiation

Figure 11 - Emoticon recovery process

Numerous third party clients are available, notadlthese implement the complete
feature set, including custom emoticons. In expents both Windows Live

Messengéef andaMSNhave been observed to receive and store custonicemst

The penultimate stage of phase one (emoticon metuéand issue — see figure 10)
is to recover the emoticon hash (from a ‘contrast) and record it for future use. A
second complimentary applicatiSrwas written to support the concept demonstrator.
When the emoticon is received (at the control hdkf operating system creates a

38 http://explore.live.com/windows-live-messengerzutker (accessed on 06 July 2010).
39 Full source code can be found in the appendix isesh Checker).
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file. The application monitors the directory whehe emoticon is created. The file
creation triggers the application to hash the eroati(file) and enters the hash into a
database form. Additional fields exist for userailst This process can also be
performed manually from a GUI. A hash (from a remr@d SCE) can be entered into
a database form to verify if it has been issuedataser, as in figure 11. Data
verification and error checking is performed athestage to ensure an emoticon is not

issued to multiple users.

Experiments were conducted across two laptops,daesegynated as belonging to a
child (the user / sender of the emoticon) — Laptdpg other as belonging to an
unknown recipient — Laptop2. A sample of emoticarese hashed and their aRGB
values recorded — this step is unnecessary angarésrmed for completeness. The
emoticons were loaded into the application on Lpptand used in conversation (sent
to) Laptop2. The emoticons were copied from Lapiap@ir hashes and aRGB values
recorded. The emoticons were then deleted fromdmptTo simulate the recipient

reusing an emoticon, the emoticons (received ontdp®) were loaded into the

application on Laptop2. These were sent to Laptaptpvered and the hashes
checked to ensure they had changed, as would kessey in a non repudiation

system. A table of the results can be foundppendix D Hashes and channel values
where examined with the applications describeda dateams and packets were

examined usingVireShark.

4.6 Justification and Discussion

Outside of the lab in a production environment, élaghor envisages this would be
provided as a subscription service. A user, typical parent, would register and
download a custom application for the MSN servildee SCE would be embedded in
the custom front end. The SCE would be sent each & conversation was started
with a new user, prefixed to the opening chat. Tsild overcome the need for the

child to manually send the emaoticon.

As discussed in chapter 2 (IdM), the Internet wast designed to support identity
claims, neither does it have a mechanism for npodition. Digital signatures, part
of the Public Key Infrastructure (PKI), are usediromto verify the authenticity and

source of information and in non-repudiatiéiles and messages are digitally signed
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with a private key (only available to the sourcejdaverified with a public key

(available to everyone).

Steganography is the science of hiding informatmomplain sight. In this system, a
minor change in the aRGB channels of a pixel isdusecreate a unique custom

emoticon.

A function of the.NET Messenger Servide the drive-by download of custom
emoticons to recipients’ computers, this placegarnsemoticons on the receiver’s
computer without user action. Using steganograpdgbniques the custom emoticon
is altered to make it uniquely identifiable. Thiows it to serve as a ‘digital

fingerprint’ that provides circumstantial evidertbat a conversation took place.

There is scope to argue the SCE could be plantetibédately copied from the
receiving computer to another), so cannot conctugiroven guilt. This is true, like
deoxyribonucleic acid (DNA) and other types of &avidence, the SCE could be
planted. Discovery of the SCE, like the discovefytrace evidence does not prove
anything — it is circumstantial evidencejdtstrongly indicative that communication
has taken placaBut this does not mean the conversation was untbvfaa forensic
examination fails to recover an SCE, this is natopthat the communication diabt
take place — the recipient may have used a diffex@mputer, or a client that doesn’t

support custom emoticons.

It can be argued that recipients could défetl custom emoticons from their
computer, even using software conforming to DOD®22-M* to securely purge

the emoticons. Criminals are frequently caught fiforgerprint evidence, despite the
knowledge that gloves would prevent this. Whilsttomm emoticons can be removed,
a significant number of individuals will be unawaoé their existence, lack the
technical proficiency to remove them, or do notidad they will be caught. The

threats from viruses and malware on the Internetvall known, yet inadequately

patched and protected computers continue to be @mged in large numbers [15]

0 Providing the disk space has not been over writtieteted data can be recovered using carving
tools.
“L http://www.dtic. mil/whs/directives/corres/html/5@22m.htm.
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[16], due in part because of the same reasons (tdcknowledge, inadequate

technical proficiency, belief they will not be afted).

Parents could ban their children from using instam@ssaging or monitor their
children’s communicatior{existing online child protection methods are mduly
discussed in later chaptersyhis may be effective with younger children bildes
head strong teens will find alternate communicatotiannels or access points if
communications are prohibited. Research [9] sugg#dsat parents are unable to

decipher youth Internet lingo, rendering monitorantargely ineffective activity.

This approach has limitations and requires cer@nditions to exist; custom
emoticons are not supported by @lents, and emoticons can be disabled (by default
they are enabledheyond this a user could be on a public terminaliljgary or
Internet cafe) or using a live Linux distributidBeyond this IM maybe in decline due
to the rise of Facebook messagiAgsystem could be designed to enforce real world
identity registration, log all conversations to exv@r and have all communications
digitally signed. Such a system would be an expensind invasive product that
offers the user no additional functionality and lsasious privacy implications. The
system described here has been developed aroundxiating system and its

limitations.

Despite these limitations the author feels the fisnef such a system make it a
worthwhile endeavour. With the existing infrastuuret in place development costs
would be minimal. With no tracking or remote retaé capabilities the SCE is no
threat to privacy. The benefit of this system ise#fold, first is the ability to provide
law enforcement additional evidence to support £amgainst groomers and child
molesters. Second, it may also provide a detegiament, dissuading groomers from
contacting children to begin with. Third and molestaact is parental reassurance.
Furedi [9] argues that fuelled by media scare sfpiparents have become excessively
fearful for their children’s safety and have dey&ld an overbearing approach that is
retarding child development. Knowing a system saslthis exists and may have a
deterring effect on abusers, could reassure parbntgying their perception of risk
more in line with actual risk and providing peacenoind. The concept of risk

perception verses actual risk is explored in latkapters.
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4.7 Conclusion
Instant Messaging is a popular Internet commurocattool; it allows one-to-one and
group conversations to occur where a relationshigady exists. Initially text only,

IM has become a rich media experience with sugportoice and video.

IM is popular among children and teenagers, wherofise a lingo impenetrable to
their parents [10]. More grooming and Internetiatéd sex crimes begin on IM that

on other technologies [11].

MSNis a popular messaging platform with tens of il of users in Europe alone.
Although Microsoft controls the authentication process and setup anttat traffic,
the protocol is in the hands of the IETF and thgedity clients are able to access the

system.

This chapter has described a method for placingiguely identifiable emoticon on
the computer of anyone who chats with a user ofsyfstem. The latter recovery of
this emoticon can be used to reasonably conclueledtipient of the emoticon has

been in communication with a specific user.

The system is not a model solution it has beenldped around the limitations of
existing technology. However the author feels tistesn is worthwhile, it can help
law enforcement in their pursuit against groomérsjay act as a deterrent against

grooming and it could help with parents’ peace afdn

4.8 Business Impact
This work demonstrated the feasibility of explagtinhe behaviour of theNET

Messenger Servid® leave a ‘digital fingerprint’ in the form of ‘anique’ emoticon
on the receiving computer. The method use stegphgrdechniques to avoid the

arousal of interest or suspicion.

The approach was warmly received but is a high tisklevelop into a managed

service for consumers — it would require consideratarketing and PR involvement,
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does not ‘fit' well with BT's core business intetesand would be difficult to

monetise.

BT showed considerable interest in patenting tlea,idbut it was felt that publishing
the information and allowing third parties to dengethe concept would provide value
to the BT brand and reputation by showing that Bas\wactive in the problem space

and eager to share its findings in the public domai
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4.9 Steganographed Emoticon Report
The following report, has been circulated within.Bffexpands on ideas presented in
the chapter.

Steganographed Custom
Emoticons — ‘Digital’
Fingerprints in MSN
Messenger

Abstract

Instant Messaging (IM) is a form of computer meeliatommunication in which (usually)
two or more individuals converse in a text baseunéi via the Internet. Modern IM is a
media rich environment with support for graphiasdia and video content. Emoticons, also
called smilies are commonly used in IM and a lichiget is often supplied as standard with
applications. IM applications may permit users teate their own emoticons (custom
emoticons) and send these to other users duringecsation. This paper proposes a way to
discretely leave a 'digital fingerprint' in the rfiorof a steganographed image onto a host
computer during an IM chat session. This image loarrecovered later and used in non-
repudiation to support law enforcement cases aghitesnet child groomers. The approaches
and methodology discussed in this paper are basedd theMicrosoft MSNprotocol.
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INTRODUCTION

Instant Messaging began as a method to engaggtibased 'conversations' over a network -
User Awould type a message that would appear on thersofeégser B, Bcould reply and so
on.

IM is a popular communication media with childreand research indicates children are more
likely to be groomed using IM than social networkiplatforms such alySpace(Wolak et

al. 2008). Various independent software vendors haa@stthat claim to make IM
environments safer for children — these are diszlkster. None of these tools leave evidence
on offenders’ computers that can be used lateuppart legal action. This paper describes a
technique whereby forensic evidence is left oncttraputer of anyone chatting with a child.

Much information is lost in text based communicatimot least is the loss of emotion
portrayed in the face (Hancoek al. 2007). Many users use emoticons to help reprakeint
emotional state and add to the informational cdnténthe conversation. Although using
alphanumeric combinations to represent words ortiem® was not newScott Fahlmans
credited with first suggesting the use of :-) [egldwyphen, closed bracket] to represent a
happy emotion or joke on a Carnegie Mellon bulléiard in 1982 (Kharif. 2001). This has
since been extended in many ways.

As IM gained popularity ASCII art received broadins@ream acceptance. Many applications
now intercept the character strings and represkeset as images. As IM became a
mainstream communications channel especially onrteenet, developers added rich media
tools to IM applications including support for icricons expressing emotions for example
smiley facesare de facto referred to as 'emoticons' (this papsumes the use of this term).
As Web 2.0 swept the Internet, developers incluthedability for users to create their own
custom emoticons.

The method described herein takes advantage oN&EE Messenger Servig@rmerly MSN
Messenger ServidSNMS), often referred to simply as MSN) and Mierosoft

Notification Protocol(MSNP) with regard to the way in which it handéesl transmits

custom emoticons. The technique allows an MSN uséhjs case a child, to place a unique,
identifiable, custom emoticon on the machine ofrgyerson that they are interacting with
via MSN text chat. This is effectively their ‘digltfingerprint’, and can later, if necessary, be
recovered and used in non-repudiation in suppdawfenforcement activities. The important
point about this fingerprint is that it occurs asistended function of how the MSN protocol
operates rather than a security exploit or vulniétab

EXISTING CHILD PROTECTION METHODS

There are numerous technical measures for progechitdren on the Internet, these include
products byNet Nann§?, CyberPatrof®>, CyberSentinéf and others. These typically take the
form of filters, blocks, logging and monitoring.

Crisp Thinking® has developed a tool described asAati-Grooming Engine (AGEyhich
builds a behavioural profile of the child's chaty®sian inference (Crisp Thinking. 2008) is
used to evaluate the conversation for sexual conpenctuation, levels of aggression, typing
speed, sentence length and vocabulary, and compasewith known profiles for real-life
groomers and childrenCrisp Thinkingclaim 98.4% accuracy in independent tests (M2

“2 http://www.netnanny.com/ (accessédSeptember 2008).

“3 http://www.cyberpatrol.com (accesseti September 2008).

* http://www.cybersentinel.co.uk (access&tSeptember 2008).
“5 http://www.crispthinking.com (accessell September 2008).
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Presswire. 2008), but beyond these headline figeselts, test data and methodology are not
in the public domaifS.

Some child protection software filters IM commuriioa in much the same way as websites
are filtered. Children are prevented from revealpgrsonal information (address, phone
number etc). A list of proscribed terms common exuml conversation and harassment are
blocked, and lists can often be enhanced or extehdsed on the level of protection desired.
Filtering is not an ideal solution; many sexualnsralso have legitimate non-sexual
application. Sexual innuendo and slang terms fretiyievade filters. Many terms commonly
have different meanings depending on the contewhiich they are delivered.

Many Internet security suites log all IM activitjieontacts and conversations to be reviewed
parents. For parents with multiple children or whahildren are avid IM users this may
quickly become an unsustainable activity.

Blocking of IM, either preventing the applicatioxeguting or accessing the network is
another less flexible option. This approach mawyperopriate with very young children, but
as many messaging applications have web interthteis easily bypassed.

The Internet Watch Foundatidh (IWF) maintains a list of child abuse websites tist is
updated twice daily and contains 800 — 1,200 litess About 50 URLs are added daily
(Ozimek. 2008).

BT CleanFeeds an ISP level filter used by major IS®3eanFeeff is a two stage filtering
process — if a request is made for information duwsit ‘suspect’ IP address it is routed to a
HTTP proxy. If the information is not hosted at asgect IP address it is sent to the
destination IP address as normal. Suspect trafiexamined in detail at the proxy and
compared to the IWF blacklist (Clayton). Requestschild abuse content are blocked, other
requests are permitte@leanFeedonly processes UK traffic and can be circumvenisidg
international proxies. Nevertheless, it does preadlevel of protection to the general user
who is not trying to intentionally bypass it. Itsal removes the ‘accidental access’ defence
from people found to have accessed child pornograph

Protecting children on the Internet is not simplynatter of software and technology, or
unilateral action. Parents must adopt a holistigre@ach and work to educate their children
about potential threats and risky behaviours.

Older children and teenagers value their privaay alnject to having their communications
blocked or monitored. They may also have sufficieahnical proficiency to bypass these
measures. While younger children may more readdgept this, they require closer
supervision as they are more naive. Mitcleelal (2007) contend that parents should engage
with children, establish rules and help them urtdes the dangers, but that banning Internet
chat is probably ineffective with teenagers (Mittle¢al. 2001).

CATCHING INTERNET CHILD SEX OFFENDERS

Currently there exists two distinct methods for lanforcement agencies to trace sex
offenders on the Internet. These are via the ifieation of an IP address or through the

revelation of personal information (either in airigt operation’ or passed by a victim/on

behalf of a victim). This personal information mighe gleaned across a variety of sources
where the offender has used the same user nanmeadlrazidress.

“° The authors have asked to see information.
7 http://www.iwf.org.uk/ (accessed2September 2010).
8 The exact design of CleanFeed is not in the puldimain.
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All Internet traffic requires a source and destoratlP addressThe Internet Assigned
Numbers Authority(IANA)*°, manages the global IP address space. IANA workth w
Regional Internet RegistriesRéseaux IP Européens Network Coordination Ce(fREPE
NCC)” in the case of the UK — to assigned IP addresskblto local Internet registries or
Internet Service Providers (ISPs). ISPs assign d&resses to individual consumers and
organisations.

IP addresses may be recorded in traffic logs otuca@ by protocol analysers often called
‘packet sniffers’. Many Internet criminals are tedcvia their IP address, as ISPs can map the
address to subscriber information records. Althoagiminals can be identified via their IP
address, the technique is unreliable as suspegtsusea public terminal (library, Internet
café, ‘Wi-Fi hotspot’), conceal their address behenproxy or make use of a range of privacy
techniques that are readily available.

Suspects may also be traced from personal infoomaliey disclose either in conversation or
information disclosed in their profile such as nateéephone number or address. Once a ‘real
life’ suspect has been located, law enforcement lmegin examining their computer for
evidence of grooming (and other criminal activitlt).is this stage where the (recovered)
custom emoticon becomes relevant.

MSN

The .NET Messenger Serviaslloquially referred to as MSN is a messaging presence
service that was released to theernet Engineering Task Forq¢eETF) in 1999 (Microsoft.
1999, Mowva & Lai. 1999]. The service can by acedssisingMicrosoft's own client
Windows Live Messengéformerly MSN Messenggror by third party application. As of
2006 Europe had 82 million IM users, 60% of whora MiSSN (comScore. 2006).

MSN supports a standard set of emoticons. Thesdamdled by passing the appropriate
character sequence between clients. The characjeesce is referenced (by the application)
to an emoticon and each client will show its ‘owopy of the emoticon. For exampleer A
enters :) [colon bracket], the client recognises #tring as a emoticon ‘reference’ and
displays the emoticon taser A typically a smiley faceThe client will also send the string to
user B.The remote clientuser B)will recognise the string reference and also dis@a
emoticon. When standard emoticons are used, oelydference character sequence is sent
not the actual emoticon.

For custom emoticons the situation is slightly efifnt. If a user types the character sequence
representing their unique custom emoticon, thaantl(application) will transmit the key
sequence and the emoticon - the receiving compwilemot have a copy of that unique
emoticon. The custom emoticon is then embeddeti®neceiver’'s machine and behaves like
other standard emoticons for subsequent interactibthe custom emoticon is unique to the
sender this provides strong evidence that thereawasteraction between the two parties.

An obvious potential flaw in this system is thaé tfeceiver of the custom emoticon could
potentially re-send the emoticon onto a third pavhich would erroneously imply that the
child had also been interacting with this thirdtparHowever, this is actually not an issue
because of a side effect of compression which atiie hash of the (resent) emoticon even
though it may look the same.

“9 http:// www.iana.org/ (accessed™2ugust 2010).
%0 http://www.ripe.net/ (accessed"2Bugust 2010).
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CUSTOM EMOTICON MANUFACTURE AND DETECTION

From the technical standpoint the system will fiorctwith any emoticon, nevertheless it is
preferable to use an innocuous image in order ¢éidaattracting attention and to minimise the
chances of the recipient attempting to identify detete it from their machine.

The aim of generating the custom emaoticon is toamakinique to the user, yet relatively
innocuous in its appearance. The approach borregvglea from steganography - the science
of hiding information in plain sight. An unsuspéegjirecipient may examine the emoticon
and be presented with seemingly normal image. Aorimed user will however be able to
extract additional 'secret' hidden information #&hehtify the emoticon as being unique to the
sender.

This differs from cryptography in that cryptographill be apparent to any user — the user
may not be able to decipher the encrypted messadgg those possessing a key are able to
access the information), steganographed informasiavailable for all to see but one must
know where to look. As a real world example, crgpémphy may be compared to a safe —
everyone can see the safe but only those with a d&eycombination have access.
Steganography is comparable to a hidden compartmefdlse wall — unless one knows
where to look, one will find nothing.

The unique custom emoticecreated by altering the colour value of a simgpe| in a 24bit
image. This subtle change is enough to make itueiget without changing its overall
appearance. Pixels have three colour channels gredn and blue) each with 256 different
shades, these combine (256*256*256), to provid@r6epossible colours for each piXel
Therefore a minor change in any channel will chatigepixel (and thus the image) by an
amount that can be detected by a computer butiediuman eye. The product of this change
is a uniqu& image.

When an emoticon becomes embedded on a recipemtiputer, it is not a straightforward

task to find it. It is buried deep in the file syt and does not have a readily identifiable
filename. If a situation arises where the presaridae emoticon on a recipient’s machine is
required for evidence, then it is of course neagsisabe able to easily identify the emoticon
file.

In order to facilitate identification, the systerangrates a hash of the emoticon file prior to
sending it. This hash can then be used to unigdeltify the emoticon. A hash is a one-way
mathematical formula used to generate a uniquelfieegth integer value regardless of the
size of the source file or message. A minor chaogefile or message will completely alter
the hash value. The hash value is therefore unfquehat particular emoticon and the
emoticon can be identified by generating hashesafbemoticon files on the recipient’s
computer and finding the file that yields the expedcash valué

There is an additional complication in generating hash value in that the client application
(Windows Live Messengecompresses the image used when creating thencietamticon,

thereby changing the hash value from that of thgir@l image. It is therefore important to
generate the hash from the file that the recipigifit receive rather than the hash of the
original emoticon image. In practice the best waydo this is to send the emoticon to a
‘control’ machine and then generate the hash offilbereceived on that machine. If the

*1 In tests the authors used images with opacity suppcreasing the entropy to 32 bits.

2 The number of possible source emoticons, numbpixefs per emoticon and colour range of pixel
means the chance of two individuals independemtgted the same image is improbable enough to be
termed unique.

%3 Popular hash functions include MD5 and the Nati@eurity Agency (NSA) developed SHA-1.
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receiving user attempts to recreate and resenentiodicon, as noted above, the image will be
recompressed and the hash will change.

The process for generating the unique custom eortggiven in Figure 1.

Choose innocuous
image or emoticon

v

Affect minor edit to
single pixel (make
image unique)

!

Load image into
client (create
custom emoticon)

Send emoticon to
‘control’ host

Recover received Record hash
emoticon and for future non
generate hash repudiation

v

Issue image for
use to user for use
as emoticon

Figure 1 — Emoticon manufacture and issue
In the event a suspect's computer is seized anchiexa, and any emoticons are recovered

these can be hashed and the hashes checked abeinsgistry of stored emoticons. If a
match is found this can be used in support of aggllaction, see figure 2.
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Computer is examined
for (received) custom
emoticons (may include
forensic recovery of
deleted files)

No
Are custom
emoticons
recovered?

A

Proceed with
existing evidence /
investigation

Yes

4 No

Do any emoticon
hashes match?

Yes

Use to support
non repudiation

Figure 2 — Emoticon recovery

JUSTIFICATION

The process described here is part non-repudigiem steganography and part illusion. Non-
repudiation is the act of ensuring one party carsiepute a contract, in this instance
participating in an IM conversation. In the onlim®rld this is typically performed using
digital signatures — each party signs the messathetheir private key, this can be verified
(by other users) with their public key. This forpert of the Public Key Infrastructure (PKI).
Digital signatures are viable only where both garinitially agree and sign with their private
key. It is reasonable to assume groomers (andsttier criminal disposition) would be eager
to disguise their identity from the start. This mgany form of non-repudiation (in this case
transmission of the emoticon) must be done in a thay does not require the cooperation of
the receiver and does not attract their attenfldns is sometimes referred to as a ‘drive-by
download'.

Stenganography, as discussed, hides informatipiain sight. The minor change (pixel edit)
performed to the emoticon changes the original wag not readily detectable by the human
eye but obvious when hashes are taken. Steganaggapitthe image is essential — it must be
changed in order to be unique and the change neukidaen to avoid attracting attention.
Electronic image steganography typically hides rimfation using the least significant bits
(LSB) of the pixel. In the system described here ¢bntent of the hidden information is not
important, it serves as a marker which can (ldierysed to identify the emoticon.

The process relies on the illusion that nothingciedeor unusual has occurred, the recipient
has received a plain, unremarkable emoticon — dontethat will neither attract attention nor
warrant further investigation. To be successful ¢neoticon will be received, ignored and
remain ‘unmolested’ within the computer file stuuret.
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If the emoticon were unusual the recipient mighdhwtio investigate or re-used the emoticon.
If it were suspicious the recipient might delet? it

The illusion is aided by the design characteristifsthe protocol - unlike file transfer,
emoticons and display pictures are handled autoaibtj they are sent transparently to the
recipient (the recipient does not need to accegnjh Further, with thélicrosoft client the
received emoticon is stored using a non-obviousnéime buried deep within the file
structure. Finding the file is a non trivial task.

The major governing factor is the existing techggloThe technology was not designed to
incorporate a non-repudiation function. This systbas been conceived around these
limitations.

A valid argument can be made that those that wadimarm children will merely purge their
systems of the custom emoticon using a secureedgtetedure such as those that conform to
the Department of Defense DOD 5220.22-M startiafs counter to this criminals know
they can be traced by their finger prints — yet ynenimes are still solved in this manner.

An argument can also be made that the custom ewmmotian be faked or planted and as such
fail to conclusively prove guilt. Finding the custeemoticon on a computer does not prove
guilt or otherwise, it is circumstantial evidenbattlaw enforcement organisations may use to
build a case against a suspect. By itself it ischmive of nothing, however since law
enforcement would already have access to a suspasmtputer in order to have found the
custom emoticon it would serve to support theirpsriens and corroborate their case.
Comparisons can be drawn to the use of deoxyribdeituacid (DNA), found at crime scene
it does not prove a suspect is guilty of a crimeibdoes provide circumstantial evidence.

The custom emoticon may not be present on a suspechputer, there are numerous reason
why this may be so — the suspect may have usetferetit computer, found and securely
deleted the emoticon, used a variant (third pachgt client that does not support custom
emoticons, etc. As discussed previously the custoraticon itself is conclusive of nothing,
neither is its absence. It would support a legébadut would not be the sum of evidence.

The authors, while acknowledging these limitatiorieel that any support to child
protection/law enforcement activities is beneficéd is any deterrent effect the approach may
have on groomers.

CONCLUSION

This paper has looked at instant messaging angbjtslarity among children and youth. It
has discussed technical measures used to protédtechon the Internet and augmenting
these with proper oversight and rules, and a g@oernp child relationship.

This paper has described the MSN Messenger SeRracol and a method of leaving a
‘digital fingerprint’ on a recipient’s computer dog conversations. This method takes
advantage of the (intended) operating charactesistf the protocol and does not involving
‘hacking’ or vulnerability exploitation.

The ‘digital fingerprint’ takes the form of a unigusteganographed emoticon. It is made
unique by making a minor change to the red, greemlee (and opacity, if supported)

** Deleted files can easily be retrieved using datavery tools provided the data has not been
overwritten.
% http://www.dtic.mil/whs/directives/corres/html/5@22m.htm (accessed 12 September 2008).

82



channel. The change is undetectable to the humarbelyis easily distinguished and thus
identified by taking a hash of the result.

If a suspect’'s computer is found to contain cussehiemoticons these can be hashed and
checked against a registry. If matches exist thay lme used as circumstantial evidence in
support of legal actions.

A unique steganographed emoticon could be included new third party MSN client,
providing a simple, automated, ‘turn-key’ solutimn the end user.
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5. THE ONLINE CHILD PROTECTION DOMAIN

In August 2002, two ten year old girls were murdene Soham, Cambridgeshire
(UK). Subsequent media coverage and governmentirgglthave elevated the
subject of child protection to prominence in théblpu arena. New rules for those
interacting with children could see 1-in-4 aduleing vetted [103] as part of their

work or social life.

During the same period worries about child safetytiee Internet have risen. This is
driven in part by alarmist television shows suctifasCatch a Predatdf but also by
education and awareness campaigns pushed out leyngoent and industry. This is

often bundled with advice regarding Internet sdgwand identity theft.

In today’'s society few crimes provoke more emotiand outrage than those
committed against minors. Sexually based crimednaganinors are considered
particularly heinous; this is evident in both thedia commentary and public reaction
[1]. This public mood is undoubtedly shaped, in sgart, by the public’s perception
of child sex offenders. The generally accepted adepi of these individuals is

malevolent stalkers who prey on innocent childlarking in the shadows patiently

waiting.

Internet penetration in the UK is currently (Sepbem 2009) running at 76%
providing a new medium to those who prey on minblexe too the public perception
is of child molesters lurking in chat rooms andiabretworking forums popular with
children to identify potential targets. Using infotion gleaned to manufacture online
personae to mask their age and sexual intentiams;iregy unknowing victims to

offline meetings [2].

This has lead to much fear, uncertainty and doalihe part of parents and guardians
which may lead to the development of an overbeagpaugnting style which itself is

having a negative effect on child development aaesal practices [3].

%% http://www.itv.com/News/tonight/episodes/Tocatctegtator/default. html &
http://www.msnbc.msn.com/id/10912603 (accessed di5@D).
> http://internetworldstats.com/europa.htm (accedsedan 10).
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This chapter adopts a systems approach to undénstathe online child protection
ecosystem. It starts by defining what constitutpa@dophile and paedophilic actions
and how this differs from those who have sexuargdts in adolescences. The risks
to children on the Internet from bullying, soligitam and unwanted exposure are
enumerated. The Internet technologies and appicatihat are popular with children
(chat rooms, gaming, social networks) are descrdoedi ranked in terms of the risk
they pose. Existing technical measures (contetetr$il network level censorship) are
described, where and when they are best used amdithitations are discussed.

5.1 Systems Engineering thinking applied to the problem

Systems Engineering is a branch of engineeringghatides the theory and tools to
manage the complexity inherent in modern enginggrnoegrammes, bridging the gap
between the various technical specialties whilstntaming oversight to eliminate

programme drift and ensure customer requiremeptsat.

Systems Engineering encompasses technology, pescassi management activities
to define systems, capture and refine programmeinagents, verify and validate
design concepts, manage tradeoffs and configuratimvelop architectures and
integrate with existing technology and systemduiaog human systems (people).

The overarching goal is to deliver a high qualiiylly functional product to the
customer with minimal resources, waste and disoapirhile satisfying cost and time
requirements. The complexity of modern engineeprajects is beyond the skills and
abilities of any individual or discipline. Systergagineering seeks to understand and
manage this complexity, bringing together integtafgFoduct teams from across

engineering disciplines to approach the problenh wiholistic view.

While the traditional tools, models and metrics $stems Engineering are not
appropriate to the problem of online child protextithe ethos of systems thinking

has been applied to the problem space in ordenderstand factors including

* The motivation and requirement of stakeholdersdgrers, children, parents,

service providers, law enforcement, society, etc)
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» The tradeoffs and conflicts between these requingsne

* The threats children face on the Internet

 Threat vectors and technologies (chat rooms, ihstaassaging, email,
webcams, social networking)

* The existing technological measures available toteot children and the
limitations of these measures

* Procedural/Social techniques and behaviours thatbea applied to protect
children (parental rules, education)

* Online behaviour and other factors that increasmitigate the risk children
are exposed to

* The legacy system (the Internet)and how any saluthist take into account

it's design and limitation

Throughout this chapter the problem domain willdoasidered in a holistic manner
that aims to derive the best use of resourcesctdetzhild Internet safety, essentially

providing the customer the best solution and bakte/for money.

5.2What is paedophilia?
There is no standard agreed definition of paed@phihe World Health Organisation
(WHO) [4] defines paedophilia assexual preference for children, boys or girls or

both, usually of prepubertal or early pubertal age

The American Psychiatric Association in The Diadgmoand Statistical Manual of
Mental Disorders (DSMY, specify the following diagnostic criteria for mhphilia

[5]

A. “Over a period of at least 6 months, recurrent,einse sexually arousing
fantasies, sexual urges, or behaviors involving uakxactivity with a
prepubescent child or children (generally age 18rgeor younger);

B. The person has acted on these sexual urges, asethigal urges or fantasies
cause marked distress or interpersonal difficulty;

% Commentators have questioned the listing of paeitiapand other paraphilia (psychosexual
disorders) in the DSM, suggesting they been ligtglout any scientific or rational basis [6].
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C. The person is at least age 16 years and at legsiabs older than the child or

children in Criterion A.”

The generally acceptable definition of paedophgimong experts is a sexual
deviation among adults for prepubescent childrdrere the adult is at least five years
older than the minor. This is to exclude so callrRdmeo and Juliet romances’ —
relationships between similarly aged peers wheeeindividual is under the age of

consent. This definition is used in this thesis.

The terms hebephilia and ehebephilia describe sduith a sexual interest in
pubescent and post-pubescent minors. Though oftegali and perhaps socially
unacceptable, these are not typically considerediadly deviant as minors are

sexually mature at these stages.

Kenneth Lanning [14], a veteran of the FBI BehawablScience Unit describes a
difference between paedophiles and child molestpegdophiles have a sexual
interest in children but may not act on these urgeshild molester engages in sexual

activity with a child.

Lanning states that child molesters cannot be eddfined as being in one or more
discreet categories, instead they fall along aicootn — see figure 12. At one end of
the continuum are situational offenders, they diohawe a preference for children and
are more likely to be aroused by adult pornograginequently they will molest
children they have access to (their own, childrénfreends, children in the
neighbourhood) and are opportunistic. Often wit leelf-esteem and poor coping
skills, they may molest under stress. Morally iodiminate, they use and abuse all
around — family, friends, co-workers, simply be@ubkey can. With feelings of
inadequacy they see children as non-threateningas@bjects. They are likely to be

less intelligent and of lower socioeconomic status.

At the other end of the continuum are prefereraiénders - they prefer children.
They molest children not out of insecurity but aws# desire for children. They have
a need for repeated sex with children and will hage and gender preferences.

Introverted offenders often molest young childrerstbangers. Some may be sadistic
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and need to inflict pain and humiliation. Diverdéenders will experiment with mar
paraphilid®. Preferential offenders are likely to be mintelligent and of a highe

socioeconomic status.

Situational Offender Preferential Offender

Biological/Physiological Sexual Needs Psychosexual/Deviant

Power/Anger Nonsexual Needs Sexual Needs
T EEE T
Impulsive Compulsive
Lower Socioeconomic Status Higher Socioeconomic Status
Less Intelligent More Intelligent
MO (does what works) Ritualistic
Opportunistic Desire

Figure 12 -Sex offender motivation continuum (Lanning

In the past the Internet offender was more lik@lybe of higher intelligence ar

status, but this continuesdissipate as Internet access becomes ever moreitolis

When discussing technical measures this thesis theeterm groomers to descri
those using the Internet to contact minors for aéxameans who may or may r
continue to molest childreThe auhor feels the term predator too emotive a terrr
scientific discourse.When discussing sociologically and non technicahsuees, o
where it is necessary to distinguish, protectiorasnees will be defined in terms
pre- or post pubescent childre The term child or minor is used to describe
individual under the age of legal consent in the {6). Some of the resear
referenced in this thesis has been conducted isdjations outside the UK (primaril
the United States) where the age of cnt differs. Where possible this is noted :

accounted for in the analys

% paraphilia are psychosexual disorders including filotilimited to) voyeurism (watching othersve
sex), urophilia (involving urine, colloquially ‘gdén showers’), scatolgia (obscene talk). Conser
adult activities including role play and superficiaexual fetishism (e.g. use of sex toys) does
necessarily constitute paraphi
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5.3 Risks to children online

Although empirical data exists on solicitation, liginig and exposure to inappropriate
content it is difficult to define metrics for howaimful this may be. Research
indicates that a minority of youth [43] [71] areodbled by online solicitation or

inappropriate content, most simply ignore it andsider it ‘the price of doing

business on the Internet'.

Side-by-side comparisons of surveys and otheralitiee is extremely difficult, there
is no agreed definition of solicitation or bullyinggain theCrimes Against Children
Research Centdin the YISS surveys [72] [73]) have a concise mi@bns and these
are clearly described in their papers. This lackagfeed definition and standards
means researchers can have wildly differing findimg the same area, with same

papers seeming to contradict others, for example

* Research suggests that around half [66] are nbiebed by pornography and
25% (of children unintentionally exposed to porraghry) are extremely
distressed and 20% are mildly distressed [@4jere is no indication as to

what form the pornography takes (topless soft-cBRSM® hardcore).

* Exposure to pornography leads to deviant sexuatipes and behaviour [74],
or pornographic exposure leads to no increase artthps even a decrease in
sex crimes [32]and little scientific evidence abdl risk to children [64]
[66].

The difficulties involved in researching this ar@a further explored in subsequent

sections.

Vulnerable children — those with a history of ab(sieysical, psychological, sexual),
children who have a poor relationship with theirguds, those who are isolated from
their peer group, lacking in self confidence, witlv self-esteem or who are bullied
are at greater risk of all types of Internet vigsation [19] [42] [66] [71].

0 Bondage, Discipline, Sadism and Masochism (BDS#Morm of sexual role play and expression
based are power and pain.

90



5.3.1Bullying

Grooming, sexual solicitation and inappropriateteahreceive most attention when
online child protection is discussed. Bullying haweis more than twice as common
as solicitation [41]. Figures also show childrenowdre victims of bullying are more
likely to report being distressed or frightened%@342] than those who are targets of
online solicitation (25%) [43] [44].

Willard [45] enumerates the various forms of bullyias flaming (online fighting),
harassment (insulting messages), denigration (rosnaod gossip), impersonation,
outing (revealing secrets), trickery, exclusiond ayberstalking (intense and repeated

harassment and denigration).

Ybarra and Mitchell [42] estimate 30% of youth @amgolved in bullying as either
victim, bully, or both. They also found that bloegisoftware and household rules on
Internet use had no significant effect on bullyiMpssages about Internet behaviour
or reducing time spent online were insufficient tackling the problem. They
recommend promoting positive parenting and youtolvement in anti-bullying

initiatives.

The definition of school bullying typically requse criteria
» Aggressive acts, verbal included with intent tonmar
* Repetition

* Imbalance of power.

Because of the widely varying characteristics dberybullying, Wolaket al [56],
encourage use of the term online harassment instdeir research suggests 9% of
children are harassed online, 55% of these haragsmere from people the victim
had not met in real life. Whether these harasserg wnown in real life but adopted
pseudonyms (sometimes called sock puppets) is moihk Also interesting among
their findings was the difference between harassrfrem known real world peers
and online only contacts. Further they found thalf K49%) of targets terminated
their bullying by blocking or ignoring the harasser
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Patchin and Hinduja [69] champion the term cybdyingy and equate it more to

violence than harassment - it can lead to violeimgery and even death for both bully
and victim and is commonly a driver for aggressidapression and abuse. They
describe how the psychological abuse of cyberlndlynay be worse then physical
abuse — 31.9% of victims reported being affectesichbol, 26.5% affected at home,
20.4% affected with friends. These effects, ocagrduring such formative periods of

a child’s life may have consequences stretchind wil adulthood.

Campbell [75] too feels that cyberbullying may berer severe than face-to-face
bullying. She cautions against simply punishinglibs] as this is of questionable
efficacy in the offline world and would be impodsitio apply against anonymous
cyberbullies. She encourages peer group involvemenbystander intervention, this
may be effective in public forums such as soci&hvoek profiles and chat rooms, but

would not be applicable in private environmentshsas email or text message.

In order for there to be a proper understandinghef problem and meaningful

comparison of literature, researchers need to dpvalcommon language of agreed
terms and definitions. In addition there needsdabalitative research conducted to
distinguish relatively minor incidents from serioegents and in the harm done by
bullying. Continuing research is also required talerstand the long term effects of

online bullying.

5.3.2Unwanted Exposure

In the UK there are numerous laws that restricessdo offline media content. The
Obscene Publications Act 195futlaws materials (texts, images, audio and video)
that “tend to deprave and corrupt” [60]. TBeitish Board of Film Classification
(BBFC) is an NGO (funded by the film industry) to classiideo$'and some
computer games (those with violence, sexual conmencouragement of illegal
activities e.g.Grand Theft Auth under theVideo Recordings Act 1984 / 20]&1].
Sections 63-66 of theCriminal Justice and Immigration Act 200Brohibits

®1 Local authorities have the power to define thewinstances under which films are shown in
cinemas, but they rarely deviate from BBFC advice.
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pornography that realistically depicts threats t@easons life, serious injury to

breasts, the anus or genitals, sex with a corpsowith animals [63].

The UK has not seen a successful prosecution uhdébscene Publication Adh
over 30 years, indeed a trial collapsed againsKacWil servant in 2009 when the
prosecution offered no evidence [62]. Selling ardew without BBFC certificate (or

exemption) on the packaging is an offence.

These acts ensure physical media available in #hedhere to certain standards and
to prevent minors acquiring age restricted medtee Tnternet allows individuals to
distribute content without the costs associatedth itysical distribution and without
age verification checks. The structure of the imeallows individuals to legitimately

post/host content that would be illegal under UK.la

Responsible adult industry websites have warnimgtheir landing pages and content
labelling indicating they are for adults only [7@isreputable Internet distributors
attempt to maximise pornographic exposure to dtiefoin conjunction with other

illegal activities e.g. SPAM, malware, viruses).

In addition to pornography, parents may be keeprttect children from hate sites,
bigotry, violence and sites promoting or glamogsitiicit activities such as drug

taking.

The generally accepted position is that exposur@amography is distressing to
children and may shape their long term sexual dgveént. While some may find it
distressing or embarrassing, there is no signifieadence of long term harm [64]
[65]. Younger children lack the maturity to undarsd pornography; they are usually
annoyed or disinterested by it. Older children temfind unsolicited pornography an
irritant like spam. Some minors may be distressedxtreme pornography — explicit

scenes of bondage where pain and physical traveniaalved.

The limitations of this evidence should be notethe effects of pornography on
minors cannot easily be researched because ofakikgues, the body of work is

small and no consensus exists (indeed some findirggsontradictory) [66].
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Exposure to hate content can be a problem as ehildften lack the critical skills
necessary to evaluate source material. There scientific consensus on the effects

of exposure to violent content [66].

5.3.3Solicitation

‘Stranger danger’, ‘Online groomer’, ‘Internet patdr’ — these terms are frequently
bandied about, particularly by the more shrill @harmist elements of the media [2]
[14].

Undoubtedly molestation is a horrific crime andagnt’'s nightmare, but how does
‘real world’ solicitation compare with anecdotesrfr the media? Online groomers
are typically described as combing the Internekilog for children, befriending them
with fake personae, tricking them into performingime sex acts and arranging real
life meetings [67]. While there are undoubtedlyiudlals who operate in this way,
their behaviour is atypical and they representrg genall minority of groomers. The
true picture of solicitation and grooming is somgwamoved from this depiction.

Research shows the typical groomer does not comigalage or intents, groomers
may shave a few years off their true age but bylarge they are honest about their
age and bring their sexual desires into the coavers early on [2]. The
overwhelming majority of Internet initiated sex enaters (with minors) involve
post-pubescent minors. Typically such individuaks physically mature and sexually
aware, they are willing, in some cases enthusigstrticipants in their own abuse.
Cases involving prepubescent minors are virtuatligaard of and it may be the case
that the child has already been sexualised — grdamebused within the friends and
family circle. Internet initiated grooming of prepubescent childie so rare because
of the difficulty engaging them sexually (somethbmgyond their maturity and
understanding) and because they are more clos@grsised online.

Society refuses to accept the image of minors igeaagents; happy to meet older
men for sex, yet these headstrong adolescentsatiypidescribe a strong romantic
link or report being in love. If/when these relatships are uncovered nearly half of

victims refuse to cooperate with law enforcemergtiag} their abuser [14]. Society’s

%2 The overwhelming majority though not all Intersek crimes are committed by men.
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refusal to accept the evidence, instead fallingkkmac an artificial reality - helped by
egregious media accounts and in some case offjaidance and literature, could be
increasing the risk to children. If children andgrds are misinformed of the risks,
how can they adequately protect themselves andc¢hibdren?

As with elsewhere in the child protection ecosystearms — in this case solicitation -
are frequently bandied around without explanatiorcantext. The literature often
reports 1-in-7 youths are solicited by online pteds citing research from the
University of New Hampshire. The research authamscerned about the misuse of
this statistic put out a release explaining it [68]he solicitations did not necessarily
come from predators — many came from the youth&r geoup, often solicitations
were limited to vulgar comments like, “What’s yolra size?”. Two thirds of the
victims were untroubled by the solicitations anth@sét all handled the situation easily

and effectively.

While still a source of concern, online solicitatis not as pervasive and filled with

dishonest predatory men as many have been leditvde

5.4 Threat vectors
To ensure the reader is fully informed this sectalhbriefly look at the technologies
the Internet provides children and the risks thesep

Chat rooms are primarily a web based platform winaeriduals can chat in a public
environment or select users (from those logged théosite) and engage in private
communication. It is analogous to a party, conweyea can be public or ‘taken
quietly’ to the periphery (private one to one). Wnecently chat rooms posed the
greatest risk of solicitation to minors [43], IMw@oses the greatest risk (see table
1). Chat rooms involved in Internet initiated seknes are typically keyed towards
teens, geographical locations, dating and romandeira some potentially worrying

cases, sexual encounters between adults and chjrg

Instant Messaging (IM) provides a private mediumusers to chat one-to-one, or in
groups. IM requires users to have an existing icelahip. IM has support for
presence (reveals whether the user is logged amay & busy, etc) and many IM
platforms also support audio and video communiaati@ullies and solicitors may be
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finding children’s IM detailed from sources such ll®gs or social networking
profiles. IM clients typically allow users to bloackiwelcome contacts, indeed this is

what the majority of children do [68].

Online gaming provides a multiplayer element todittanal computer games.
Massive Multi Player Online Games (MMPOG) furthettemd the concept with
hundreds, even thousands players involved in theega

Internet Relay Chat (IRC) is similar conceptuallyahat rooms — themed ‘rooms’
called channels, support group discussion and @oed communication via private

message.

Weblogs (blogs) are a form of online public diany,addition people may leave
comments. There is concern that personal informatiotten in a blog could be used
to build a profile of the child which could be ustdharass or solicit, however this
does not appear to be happening [2] [41].

Short Message Service (SMS) text messages — wtiate strictly an Internet
application it is included here for completenesesbhges up to 160 characters in
length are sent between mobile telephones or tiéérneen the Internet and a mobile
phone. Mobile phones are a source of concern becalisheir pervasiveness, as
communications become more unified and ‘smart psongh more features become

the norm, traditional Internet threats will connto migrate to this platform.

Social Networking has become such a major compaufethie Internet in recent years

it is covered in more detail in the subsequenticect

Many of these technologies are converging, for g{anthe social networking
platform Facebookincludes a chat client, essentially IM functiotathat can be used
independently of the main site. Many individualscalise their SNS to blog, though to
a lesser extent than those who maintain a full.blog

The rapid evolution of the Internet and speed witiich services take hold or fall

from public favour means usage and risk profilas gqaickly become outdated.
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Table 1 shows a breakdown of solicitation and Ham&mnt by platform/application,

based on responses from (a statistically signifisample of) 10- to 15-year-olds.

Solicitatiorf*, %  Harassment/Cyberbully , %

IM

Chat rooms
SNS

Email

Games

Blogging

Table 2 - Minors solicited or harassed online in th@ast 12 months, (Source [41]).

One activity known to increase the risk to childisrdiscussing sex on the Internet
with strangers [77]. However Subrahmanyamal [78] found that teens’ primary
source of sexual information is their peer groutil€lis known of the substance or
quality of this information). Adolescents discugx sas way of understanding and
controlling their emotions. Maintaining open comnuations can serve as a coping
mechanism for sexual expression, particularly wpeviding an anonymous forum
for discussing embarrassing issues. They suggestight be preferable to have
children engage in online relationships and cybéfsas this entails less risky
behaviour, particularly unprotected sex. Cybersak @nline relationships may allow
girls (the greater risk group) to exercise moretiras they are recognised to possess

superior communication skills.

5.5 Social Networking

Social Networking has seen a meteoric rise in regears, in January 2009 the two
top Social Networking Sites (SNSFacebookandMySpacerecorded over 2 billion
visits [15]. The format of SNS differs between gdwers but typically a user would

post information about themselves, photos and liok&iends’ profiles. Some SNS

®3 Defined as all unwanted online requests to yoattalk about sex, answer personal questions about
sex or do something sexual. Most were limited ieflwnline comments or questions in chatrooms or
instant messages. Many were simply rude, vulgameents like, “What’s your bra size?”

% Cybersex is a form of computer mediated commuiticavhere users send each other sexual

explicit messages — it may include fantasy, rogyipigand real life masturbation.
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profiles have privacy controls limiting the amouwrftinformation that can be seen by

strangers, others show everything.

Does having a SNS profile increase the risk to msiramline? Smith at Pew Internet
[16] found that 49% of teens use social networkmédke new friends and 32% were
contacted by a strand@r 7% of teens felt scared or uncomfortable as altres

contact with a stranger, this was far more liketgoag girls. No association was
found between the type of information (name, adgremail, school, etc) posted and
the prevalence of stranger contact, but those vdsb photos online or had profiles

were more likely to be contacted by a stranger.

Most sources [18] contend that exposing persorfakirmation on the Internet is a
risky behaviour. Whilst possibly counterintuitivegsearch indicates [2] [41] that
posting personal information on a SNS or blog doesincrease the likelihood of
harassment or sexual victimisatioklowever limiting the amount of personal
information openly available on the Internet can waluable in keeping such
information private from college admissions tutarsl future employerd7]. It may

also be valuable to minimise such disclosures dsfance against identity theft.

Despite the ‘apparent’ increase in risk that accamgs SNS use — exposure of
personal information, posting photographs and #srd to meet new people, social
networking does not increase the risk to minors].[18 fact youths report
considerably less instances of both sexual sdicitaand harassment in social
networking, than in other Internet activities. Ansey of 1,588 10-15 year olds
revealed 15% reported an unwanted sexual solmitain the internet in the previous
12 months; only 4% reported a solicitation on a Sd&cifically. 43% reported being
the target of harassment on the Internet; only @@onted harassment on a SNS.
Among victims more solicitation and harassment tptdce on IM (43% and 55%

respectively) than social networking (27% and 2$44)].

Social Networking has been a hot topic for leg@ist In summer 2006 the US
Congress held four hearings on social networkimgulting in calls for greater

% Defined as someone with no connection to you gradryour friends
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regulation and oversight of these sites with suelints as “[social networking is a]

virtual hunting ground for predators” [41].

In the period 2007-2008 the SNM/Spaceemoved the account of 90,000 registered
sex offenders [20]. Roy Cooper, the North Carolixttorney Gener&f (AG) said
"Predators are going to trawl in these areas wtieg know children are going to be.
That's why these social networking sites have #spansibility to make their sites
safe for children." boyd [sic] [21] accuses thesB Af political grandstanding and
fear mongering, pointing out that many offencesl(iding public urination [22]) can
lead to sex offender registration, none of whickolae children. Nor is it illegal for
sex offenders to have social network profiles (sslihis is a condition of their licence
(probation)).

The Internet Safety Technical Task FO((&ETTF) [19] was created in 2008 by tU&
Attorneys General Multi-State Working Group on 8b&letworkingto assess the
risks to children posed by such technologies.

Pennsylvania AG Cooper uses tgSpacdigure to attack the findings of the ISTTF
as being “outdated and inadequate”. Willard [23]Jalgsed the work of the
PennsylvaniaChild Predator Unit’ arrest data, based on press releases from the AG.
She found 143 articles containing the word ‘predadwer a four year period. Her
finding revealed
* 8 incidents where the Internet was used to formréiationship (4 were
reported by parents or teens, 4 were discoverenh ffites after sting
operations), 5 of these led to sexual encounters.
* 166 arrests are reported as the result of stingatpas (144 were in chat
rooms, 11 IM, 9 unspecified).
* Only 12 predators lied about their age.
* No arrest took place as a result of SNS commuioicati
* In one instance involving a teen victim communigas took place on

MySpace, this was a re-arrest.

% The position of a state Attorney General is pciiti the majority of Attorneys General are elected
included all mentioned here.
" Formed by AG Cooper in 2005 using specially trdingents and prosecutors [70]
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« One was a police officer who sexually abused didsmet in the line of
duty. He had @aMySpaceaccount linked to a teen girl — there is no agsert
that this led to sex.

* In one sting the predator offeredFacebooklink.

* The sting profiles set up by the Child PredatortWd not useMySpace
protective features.

« There appears to have beenMygSpacestings in the past two years despite

honey trap profiles

AG Corbett stated the Internet is the primary mdangredators contacting victims.
In the past 4 years the Child Predator Unit (1@)steave discovered 8 incidents of
sexual abuse involving actual teens where the riatewas used to form a
relationship. During a single ye&ennsylvania Coalition Against R&Peecorded
9,934 child victims of sexual abuse.

The Pennsylvania Coalition Against Rapeported seeing increased use of digital
media to manufacture child porn by family and fdspnot SNS based offences [23].
The author suspects the ubiquity of digital mediaeeially digital cameras (devoid of
need of third party processing) would see an inseem all photography of an illicit

nature (e.g. images of drug taking/street fighting)

In one press release the sting took place in aartiet romance chat room’ [23Jhis
suggests that while the victim may have been dggdlaihey would probably not have

been misled (at least about the ‘predator’s’ intenj.

These results are inline with the findings of tB&TF (and others — see table 1), chat
rooms and IM pose a far greater risk to childreantlSNS and the overwhelming
majority of child abuse is at the hands of familignds and individuals known to the

family, not Internet strangers [14] [19].

Willard is also scathing of age verification forcassing SNS and other services [24]

she argues that any non-industry wide system wiailléis users would go elsewhere,

% Founded in 1975, it operates a network of rapgiscdentres and engages in advocacy work
http://www.pcar.org/about-pcar (accessed 01 Jui@R0
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whilst wide scale systems would invite [civil littexs] protests and evasion
technologies. Evasion technologies likely meansirtelogies similar to Internet
‘anonymisers’ [sic] and Digital Right ManagementRM) strippers used to remove
copyright protection from digital media.

The Child Exploitation and Online Protectio(CEOP Centre has been demanding
sites display its ‘Panic Button’ (a large graphiicking to theCEOP website) on user
profiles. TheCEOP button is displayed on thBebd® SNS and théwindow Live
Messenge(MSN chat client [57]. Despite the relative safety of §KCEOP CEO
Jim Gamble, with the support of UK Home SecretalgnAlohnson, has been publicly
attackingFacebook’ for refusing to publish his organisation’s butt{#8]. Facebook
has dedicated safety teams providing 24 hour suppofO languages [57]. Forum
commentators have also noted tRatebookis an international site adEOPis a
UK organisation. BBC online forums [59], generatlynsidered to be a barometer of
public opinion in the UK, show little support (1086 posting as of April 2010 — six
months after the article) f&@EOPs position.

This paints some politicians as either woefullyinfermed or exploiting a public fear

for political reasons. Regardless of the motivatilbis has a number of undesirable
consequences. It leads parents and the publicl$se f@onclusions, leaving them
poorly informed about the risks, this in turn ledatiem to make poor decisions
regarding children in their care. Further, it magult in unnecessary and largely
ineffective legislation that does little to protedtildren on the Internet. This in turn
may have the knock-on effect of giving parents atietrs a false sense of security.

Dangers to children do exist on the Internet, lmgiad networking is not the greatest
threat. Though probably not a good idea, postingg®l information on the Internet
on blogs and SNS pages does not increase theoridkltdren.

% http://www.bebo.com (accessed 6 April 2010)
0 http://www.facebook.com (accessed 6 April 2010)

101



5.6 Child Pornography

The COmbating Paedophile Information Networks inrdpe (COPINE) scale
provides a typology of Internet child pornograpinyages (also called child abuse
images). In the UK th&entencing Advisory Pari&l(2002), advising on cases (in
England and Wales) involving child pornography addghe scale — dropping levels
1-3 on the grounds that nakedness is not indicativedecency and combined levels
4-6 [51]. The COPINE Scale is increasingly beingduas measure of the seriousness

of an offence and even how dangerous an offendgintrbe. See table 2 for details.

CS SAP Description

1 N/A | Indicative: Non-erotic and non-sexualisedtypies showing children in
their underwear, swimming costumes etc. from eitoenmercial

sources or family albums. Pictures of children pigyn normal setting
in which the context or organisation of picturestig collector indicate

inappropriateness.

2 N/A | Nudist: Pictures of naked or semi-naked aleitdin appropriate nudist

settings and from legitimate sources.

3 N/A | Erotica: Surreptitiously taken photographshbildren in play areas or

—

other safe environments showing either underwesgaing degrees ¢

nakedness.

4 1 Posing: Deliberately posed pictures of childtdly clothed, partially
clothed or naked (where the amount, context androsgtion suggests

sexual interest).

5 1 Erotic Posing: Deliberately posed picturesutli/f partially clothed or
naked children in sexualised or provocative poses.

6 1 Explicit Erotic Posing: Pictures emphasisingitgg areas, where the
child is either naked, partially clothed or fulllpthed.

7 2 Explicit Sexual Activity: Pictures that depiouching, mutual and self;
masturbation, oral sex and intercourse by a chiddjnvolving an adult|

8 3 Assault: Pictures of children being subjec &exual assault, involving

digital touching, involving an adult.

" http://www.sentencingcouncil.org.uk/ (accessed@9 2010)
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9 4 Gross Assault: Grossly obscene pictures ofaeaasault, involving

penetrative sex, masturbation or oral sex, invghan adult.

10 |5 Sadistic/Bestiality: a) Pictures showing dctbeing tied, bound,
beaten, whipped or otherwise subject to somethiagiimplies pain. b)
Pictures where an animal is involved in some fofreexual behaviour

with a child.
Table 3 - COPINE Scale (CS) and SAP = Sentencing Adary Panel (SAP)

Those who have been subjects in child abuse imageguently report feelings of
guilt, depression, aggression and difficulty coricaing [14] [51]. These feelings

may be enforced by knowledge that such imageryimoes to exist.

It is difficult to imagine a reasonable person whaould condone child pornography
(when considering the suffering of its subjecte®)wbver Computer Generated Images
(CGI), sometimes referred to as ‘Photoshopping’ ceeate photo realistic images
where no child is ever harmed. CGI and other aréifimages can show children in a
sexualised fashion without any victim. For examfdécon and shotacon -sub
categories of manga and anime (Japanese comidsydeasexualised imagery of

prepubescent girls and boys.

The remainder of this section, when referring talcclabuse imagery and child
pornography shall mean material that has been @@athere no child was harmed,

unless explicitly stated otherwise.

With no victim, where no child is harmed, the ondfional argument against child
pornography is that it leads to a normalisatiomappropriate feelings, which in turn
leads to an increased risk of (real life) child sdauThis is the generally accepted view
[46] [48] [79].

Research indicates that the spread of wholesomk pdwnography (featuring no
children) and easy access to it, especially vidrternet has led to a reduction (or at
least no increase) in rape, sexual assault andabedwse [31] [32]. Pornography
allows the user to satisfy their fantasies and ipies/a cathartic release; this can be as
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part of a multi-person sexual relationship or indi)ally in masturbation. If
pornography leads to a reduction in the rate oerapd sexual assault, why does
exposure to child pornography lead to an increastheé rate of child abuse? Are
seemingly identical activities (viewing pornographieading to diametrically

opposing outcomes?

The fear that artificial child pornography (realildhpornography was already
prohibited under thérotection of Children Aé&f) triggers an inevitable spiral into
child abuse has led (in the UK) to section 49 &f @oroners and Justice Bifl —
‘Possession of prohibited images of childrefhis outlaws child abuse images that
do not contain real children (computer generateageny, cartoons, drawings).
During the consultation period the Home Office and thadeoéxpressed disgust at
some cartoons and manga, but no evidence was finatdsuch images could fuel

abuse by reinforcing potential abusers’ inapprdpriaelings towards children [46].

The consultation document cites a single case irhwpolice raided an individual

and found them in possession of only cartoon imagesy had no choice but to hand
the material back and allow its owner to walk fréeis possible that this exemplifies
that category mentioned by Lord Hunt in summingoagextreme porn: people whom
the police would like to "do something about", o haven't actually broken any
laws” [46].

A well known Internet image series showing memiaéithe Simpsongartoon family
in lewd poses would fit into this category [47],deed Australia has seen two
convictions (2008 & 2010) for possession of thistemial [52][53]. Technically the
Olympics 2012 logo also falls foul of this legistat (some reporting it resembles
cartoon character Lisa Simpson performing fellafif)], however its establishment
backing makes any investigation unlikely

Liberal Democrat MP Jenny Willott is among thoseowduestion the veracity of

claims regarding the viewing of child abuse imagkgding to real world abuse.

2 http://www. statutelaw.gov.uk/content.aspx?paretit&d extDocld=1502057&Active TextDocld=15
02059 (accessed on 01 June 2010)

"3 http://www.publications.parliament.uk/pa/cm200808bills/072/09072.25-31.html#j3_100a
(accessed on 01 June 2010)
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Raising the issue in a parliamentary cross-partyroidtee hearing of th€oroners

and Justice Bil[48], she later elaborated

"This is the case with the sections on possesdid@@adoon images... We are being
asked to choose between two conflicting world viewshe one hand there is a belief
in the 'slippery slope’, that looking at images itadtes individuals to the actions
involved and can increase the risk to children;tbe other it is argued that these
images act as a release and actually reduce theidénce of harm.

"It is worrying that we appear to be legislating tns subject without hard evidence
either way — especially when getting it wrong cobéte such serious implications
for children. We have passed laws against possgsantecent images of children,
because such images are evidence of harm comntitigtds clearly not the case with
CGI imagery and before we criminalise it, we sholbddprepared to come up with

evidence of harm caused by the impact of seeirigrtiamge.” [49]

There is no consensus about the potentially ‘engbtjualities of child pornography,
some experts argue it is a stepping stone to gdl@@$eothers contending that it helps

prevent child abuse [80]. There is no significantdence of a causative link [2].

If child pornography, where no real child is harmedes increase the risk of real
world child abuse, then Section 49 of tl®roners and Justice Bills sound
legislation. However if the bill was crafted, basadt on evidence, but good
intentions, subjective morality, or a desire togapse decency’ it maybe unnecessary
or even increasing the risk to children. Rathentheing a driver for child abuse such
images might serve as substitute for it. It isralag to consider that laws designed to

protect children may in fact be endangering them.

Whether such images increase or decrease the lokiskato children is beyond the
scope of this thesis, it is certainly an interegtamd valuable area for psychological
research. What is of concern is that without ceeadence, good intentions and knee-
jerk responses might be worsening the situatiore dlithor calls for more research
and evidence based legislati@onducting research on the matter would probably be
illegal in the UK.
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5.7 Current safety / prevention message

At a ‘grass roots’ level UK government agenCfOP has an excellent website
promoting Internet safety aimed at childr&inkuknoW” [sic] is divided into three
age categories (5-7, 8-10and 11-16) with adviceveeit to the target age group. It
introduces children to the idea that things mayb®ts they appear, that individuals
may be deceptive and concepts such as limitingatheunt of personal information
disclosure. It is not without short comings; inext®on on IM it says Be careful not
to share too much information with other peoplelat rooms. You don’t know who
could be listening in or what they might do withttimformation” [81]. This is (in the
author’s opinion) probably good advice, but it isolwn that youth perceive this as
unrealistic and will tend to ignore it [43]. In action on social networking it sayBé
careful who you agree to accept into your forummivate chat area$. [82] yet

adolescents often use the Internet to make newdsi§¢l6] [83].

The ‘ClickCEOP’ button is a graphic linking to tkEOP website where individuals
can report abuse or seek advice [85]. In the mE&@P have described the button as
analogous to a burglar alarm that shows (usersidreni are in a ‘protected’
environment [59]CEOPhave even linked the death of Ashleigh Hall (theyédr old
who met her killer orFacebook®, which does not have the button), to the absehce o
the button [84]. Home Secretary Alan Johnson argedal Democrat MP Chris
Huhne joined the debate attackirgceboolfor not featuring the button [86].

Though not perfectThinkuknowoffers useful, practical advice and age relevant
guidance to children (also parents and teachers)thA same timeCEOP are
‘muddying the waters’ in the media — tlick CEOP buttonmay act as a deterrent
but it provides no protection, it doesn’t monitoctiaties, profile behaviour or
respond to events. Ashleigh Hall also ud¢8N to communicate with her killer —
MSN does feature th€lick CEOP button (she did not useEOP resources but she

would probably have been aware of them). This medrmpaign and the supporting

™ http://www.thinkuknow.co.uk/ (accessed on 29 R0y0)
> Facebookhave since reached an agreement ®BHOPwhereby users can opt to have the
ClickCEOPbutton on their profile €EOPwanted it to appear on every profile.
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comments from government ministers and parliamemtarserves to confuse parents,

children and the public with spurious and unneagsséormation.

5.8 Examination of current protection software
This section will examine some of the existing t@chl measures available to protect

children on the Internet discussing both theirrgjths and limitations.

5.8.1Content Filtering

Software installed on the home computer can reésticess to certain websites, for
example those with pornographic or violent contéiypical users can block content
based on categories such as sex, criminal skillggsdetc. Entire applications and
protocols may also be blocked but this is typicggrmit/deny rather than content

filtering.

Content on the Internet can be identified througled ways, the owner can mark the
content, a reviewer can categorise it or automatedesses can categorise it. All
three methods involve some measure of subjectfthiy automated process has to be
programmed/developed by a person). Unlike resptagibrnographic webmasters,
Internet criminals often host malware under thesegsi of pornography, such
individuals are unlikely to employ content markitechniques, as their goal is to
maximise infection. Manual review of sites is udable given the enormous amount
of content on the internet — the claims of contditéring providers have been
challenged before the US Congress [25]. Automatedent review analyses content
on the fly, traditionally this has been performeithvkeyword spotting, this approach
has a very high failure rate [25] [19] [64].

There is evidence that the US conservative Chnistght is influencing the quality of
content filtering software, introducing a bias aghinon-traditional religions (new

age spirituality) and sites providing sexual heaifbrmation to homosexuals [87].

Content filtering is beneficial for preventing agental exposure to unwelcome
material and is suitable for protecting youngervaathildren. Against head strong
teenagers, especially technically competent indiaisl seeking such content, filters

offer minimal value.
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5.8.2Monitoring

It is possible for parents to monitor and reviewitlthildren’s’ Internet activities, this
might include examining website histories, readngpils, IM logs, system logs, even
installing key loggers. Monitoring can be performedomatically and holistically or
manually on a per event/application basis. It cancbnducted covertly or with the

child’s knowledge.

If a child uses the Internet frequently or for exted periods, or in houses with more
than one child using the Internet, monitoring qlyckecomes unscaleable. Older
children and teens may object on grounds of tmdtpivacy. Research indicates that
parents struggle to decipher youth lingo on therhmdt [25] which limits the efficacy
of monitoring and as with filtering, technically ropetent youths will be able to
circumvent this or use an Internet connection ehsre (school, library, Internet

café).

Monitoring may encourage good behaviour on the payouths who know they are
being monitored and may be useful to monitor ckildduring periods of concern, e.g.

a parent worried their child is taking drugs orahaed with the ‘wrong crowd’.

Monitoring does not correlate to reduced risk dktnet victimisation [17], but is

indicative of lower likelihood of stranger contqt6].

Martin, Durbin, Pawlewski and Parish [9Qpresent a novel approach for
monitoring/review in Internet ‘chat’ environmentatelligent text analysis is used to
identify potential ‘conversations of concern’; thesonversations would then be
anonymously reviewed by other parents in a commjueitort. Parents would, if

necessary, receive feedback alerting them that dld was engaged in potentially
unsafe behaviour, but not the original ‘messageoofern’. In this approach children
would be allowed privacy (from their parents) buwduld be monitored by technology
and community members. In return for this servicarepts would have to

anonymously evaluate ‘conversations of concermhfagher children.
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Crisp Thinking® has developed a tool described asAati-Grooming Engine (AGE)
which builds a behavioural profile of the child’eat using Bayesian inference [91].
Crisp Thinkingclaim 98.4% accuracy in independent tests [92] leyond this
headline figure, results, test data and methodotgynot in the public domdih
While the range of products offered 6yisp Thinkingare probably useful for helping
to protect younger children, their value in protegtteenagers who are discussing sex
within their peer group are more questionable. ¥Whihe algorithms and test
methodology remain secret, the efficacy must batéae with scepticismCrisp
Thinking has applications that can be applied in the nétvarISP or site level,

thereby preventing local bypass measures.

5.8.3Moderation and Pre-moderation and Wall Gardens

Many message boards, forums and sites that allosv generated content and
feedback moderate content. This typically takesftlme of site administrators and
moderators who review and remove content that t@okite rules e.g. obscene
content, spam, trolling (deliberately inflammatooften off topic content, designed to
offend).

Moderation naturally has a time delay (until thed®a@tor review the content), is
subjective (based on the moderators bias) andearlgl not scalable. Moderation is

useful for enforcing good behaviour and etiquette.

Pre-moderation sees all user generated contenteaddack screened by moderators
before it is publicly viewable. This process is disa forums targeted at young
children; the BBC® employs trained individuals to screen messagessifgms of

bullying, harassment and other inappropriate cdntere-moderation is extremely

resource intensive and only suitable in very lighitd'cumstances.

Walled Gardens are environments where only ‘wihstetl’ content is permitted — all

content is banned until it is has been evaluatetagprovedKidZui”® is an example

78 http://www.crispthinking.com (accessed 10 Nov 2009

"The authors have asked to see information

"8 http://www.bbc.co.uk/chatguide/glossary/moderasbtml (accessed 03 August 2009)
9 http://www.kidzui.com/about_us (access 03 Augst®
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of this technology but it is extremely limiting what in can offer and is only suitable

for very young children using the Internet with imial parental oversight.

5.8.4Network Level Censorship - IWF and CleanFeed
In 1996 driven by public concern about paedoplibatent on the Internet the ISP
association (ISPA) created the Internet Watch Fatiod (IWF)° 8.

The IWF maintains a list of child abuse websites; theifistipdated twice daily and
contains 800 — 1,200 live sites. About 50 URLsaatéed daily [8].

CleanFeedis an ISP level filter used by major ISR3leanFeeff is a two stage
filtering process — if a request is made for infation hosted at a ‘suspect IP address’
(an IP known to host child abuse images) it iseduio a HTTP proxy. Otherwise
traffic is sent to destination unmolested. Suspextfic is examined in detail at the
proxy and compared to th®VF blacklist [9], requests for child abuse content is
‘blackholed’, requests for legitimate content aisgect IP addresses’ are permitted.

CleanFeedtan be bypassed using international proxies.

In 2009 thelWF received 38,173 reports, it took action again8448,pages across
1,316 sitesIWF notes that despite rapid expansion of the Inteametcent years, the
volume of commercial child pornography has remaistatic [93]. There is no

breakdown of these figures into genuine vs compgeeerated imagery; this might
include computer generated images on servers itJBevhich enjoy first amendment

protection.

ISP Zen (and others) have declined to implementtv& blacklist recommended for
blocking child sex abuse images [7]. Zen cited tjorable efficacy of the system.
The Children’s Charities’ Coalition on Internet Saf8ty(CHIS) has demanded

government action saying self regulation has failed

80 http://www.iwf.org.uk/ (accessed on 02 March 2009)

8 The IWF remit also covers obscene content andirhaired

8 The exact design of CleanFeed is not in the puldimain

8 An advocacy and lobbying organisation http://wwhiscorg.uk/ (accessed on 01 June 2010)
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Zoe Hilton [L0]NSPCCpolicy adviser claims usinGleanFeedor similar measures)
is important, despite their limitations, to prevewtidental exposure to child abuse
and paedophilia sites. A common argument giveruppsrt ofCleanFeedand other
censorship is to prevent accidental exposure talquelic material, as this can
trigger a descent into child abuse [12]. This pdias been raised and challenged in
parliamentary discussions [13] and has even besputhd by seasoned industry
experts [14]. Richard Clayton [11] disputes theelilkood of accidental exposure to
such material, claiming that most of material isp@id-for sites or privately held in
closed networks. Publicising or indexing child abugebsites would be necessary for
any realisti€* accidental exposure and would quickly lead to eontake downs and

arrests for content hosts and providers.

Although CleanFeedis probably the best known, other technologiesnfrother

companies) exists to implement thgF blacklist.

Australian Government plans for a similar netwakdl censorship programme have
met with opposition from academia, civil libertiegganisations and children’s
charities [89]. Opposition to the blacklist is basm the following:

» Efficacy of the filter — Simple to bypass, only eos http traffic

» Civil liberties — Lack of transparency is open buse and mistakes

« Funding® — Money would be better spent if diverted to chfbtection

authorities, prevention and education programmes.

Around half of the Australian blacklfSthas nothing to do with child abuse imagery
[88].

5.8.5Community Reporting and ‘Safety Mode’ — LearnirapfrYouTube
YouTub&' is a video sharing website created in 2005 whibwa users to upload
video — these videos are (automatically) encodealRtast® format for streaming to

a web browser. Every minute, approximately 10 hoofrsvideo is uploaded to

8 Discounting randomly typing URLS or IP addresses a browser.

8 The Australian blacklist is to be tax payer fund&tlF is a charity.

8 Unlike the IWF, the Australian blacklist has béeaked into the public domain by wikileaks.
87 http://www.youtube.com/ (accessed 11 Feb 2010).

8 http://www.adobe.com/products/flashplayer/ (acedskl Feb 2010).
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YouTubg38], moderating this much content is un-scalaWleuTuberelies on users
to flag inappropriate material. Flagged videos eeeiewed and removed if they
violate YouTube’'sTerms of Use’ — flagged videos are not automalyceémoved
[39].

To augment this proceséouTubelaunched “Safety Mode” to shield children and
other vulnerable individuals from inappropriate @t that does not violate its terms
e.g. graphic war coverage. Additionally it collapghides) comments by default and

censors profane words with asterisks [39].

This pragmatic approach allows inappropriate contenbdoflagged and removed
without the resource overhead typically associatgti moderation; it also allows

censorship for children without impacting the emttommunity.

5.9 Security Theatre
Security theatre is a term coined by Bruce Schrieidescribe security measures that
superficially appear to improve security but inltggorovide little or no improvement

in security or reduction in risk.

In his blog [24] Schneier describes the use of &&dequency Identification (RFID)
tags at hospital maternity wards. The infant akidactate is tiny, an order of
magnitude below infant mortality yet infants areuipged with RFID anklets that
trigger an alarm if they pass through scannershenmaternity ward doors. If an

infant is removed from the ward an alarm goes off.

The risk of infant abduction is very small and therease in security from RFID
tagging of infants is also very small. Schneieresathat RFID technology provides
little real security but praises the approach fovvmling parents with a sense of

reassurance and peace-of-mind.

Many online child protection measures are queshlanm their efficacy [7] [9] [25]
and might be classified as security theatre. Howewean they be considered
worthwhile if they reassure and bring the pareisis perception in line with genuine

levels of risk children face on the Internet. Furg) has suggested that paranoid
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parenting and a culture of fear are retarding c#gelopment and stifling society.
One of the benefits of security theatre in this dommay be to reduce these fears in

parents.

Beginning in April 2009 paedophiles and other s#gralers on probation in the West
and East Midlands National Offender Management iSerfNOMS) area will face
mandatory polygrapfi$ During this three year trial period 600-1000 affers will
face regular examination. Those refusing to pauditg will have their licence revoked
and be returned to prison. It is expected thatessfal trials will see polygraph tests
extended to other regions and other crimes [26§. galygraphs an effective tool for
monitoring sex offenders? Within the scientific coomity polygraphs are regarded
with scepticism — there is no common baseline fegtion (lying) and the results
prove to be highly variable (unreliable), averagogy slightly better than chance
[27] [28].

This suggests subjecting offenders to polygraptotsan efficient use of resources in
the child protection ecosystem. Looking beyondehmpirical data, what other effects
does the polygraph have? The perceived accurat¢lyeopolygraph may encourage
voluntary disclosures on the part of the test suilfjine sex offender), that may have
gone otherwise undetected in the examination. Thmviedge that the subject will

undergo a polygraph where any violation (recidiyismould be detected may act as a
deterrent (against offending). Here perceptioreféfficacy of the polygraph maybe
also important. These points too are open to questPolygraph use by US

intelligence agencies (which is common), showswidesnce of stemming disclosures

of classified information (leaks) [29].

It is reasonable to assume sex offenders are sutggoolygraphs to monitor and
defend against recidivism. How prevalent is redghiv among sex offenders?
According to the US Department of Justice, BureduJostice Statistics, the
recidivisnt® rate for sex offenders in general is 5.3% withiyezirs and 3.3% for

child molesters [30]. It also found 40% of the géd sex crimes occurred within 12

89 Sometimes referred to colloquially as ‘lie detesto
% Defined as rearrest, reconviction and reimprisamrdering the 3 year follow up period.
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months of offender releasenofficial figureS* suggest the recidivism rate may be up

to 4 times higher, higher still if behaviours am@ught crimes are includd@4].

Given the low rate of recidivism and questionabfécacy of polygraphing, is
polygraphing sex offenders on licence a cost affectneasure? There is however
another facet to the question, if parents and gpeielarge believe polygraphing sex
offenders makes children safer, provides them pedamind and helps bring the
overall perception of risk into line with actuakki should this be included in the
argument in favour of polygraphs? As with RFID tagsmaternity wards, the
gualitative feelings of peace of mind and re-aligmtof risk are difficult to quantify

— how can a monetary value be applied to them?

It is beyond the scope of this thesis, but the @utbielieves a cost / benefit analysis of
polygraphing sex offenders, compared with otheerder management processes
should be explored. Forensic psychological intevgieto determine whether an
offender should be released on licence, closec@dlprobation service monitoring on

release and other treatments could all be explored.

5.10Realigning risk

Parents are perhaps most fearful of their childreimg duped into meeting someone
they ‘know’ from the Internet and being forcibly hasted. As has already been
discussed this is highly unlikely, the majorityrafnors who do meet adults and have
sex, know they are meeting an older man for thegaes of having sex. This fear has
left parents with a disproportionate perceptiomisk; this perception has likely been
fed by egregious media reporting and anecdotal umtso When examined

guantitatively how does the risk from grooming camgoto other risks to children?

 The British Crime surve¥ records 314 incidences of grooming in 2008.
« The Department for Transpoitreports 2087 killed or seriously injured
children on UK roads (124 died) in 2008.

1 Some of the data sources are of low quality -Pibléce lost track of 19% of offenders.

92 http://uk.sitestat.com/homeoffice/rds/s?rds.hoSi8thap2newxls&ns_type=clickout&ns_url=[http:/
/www.homeoffice.gov.uk/rds/pdfs09/hosb1109chap2rksiv(accessed 03 Dec 09).

% http://www.dft.gov.uk/pgr/statistics/datatablesfications/accidents/casualtiesmr/rcgbmainresults20
08 (accessed 04 Dec 09).
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« Cancer Research UKk states there are around 1,500 new cases of cbiidho

cancer diagnosed each year in the UK.

From these figures it can be deduced that childrermore than six times more likely
to be killed or seriously injured on the road arnhy five times more likely to be
diagnosed with cancer. According to the Office adtiNnal Statistics there are

approximately 12.3 million children, this gives amqualified risk of around 5

reported incidents of grooming per 200,000 children

Note on the above statisticAs has already been discussed, teenagers arecit mu
greater risk than younger children and girls argratter risk than boys. Of the 314
reported incidences of grooming there is no breakdoof this figure into
online/offline. Also it should be noted that these the possibility of grooming
incidences going undetected/unreported, wherdasuitlikely that a seriously injured

child or child diagnosed with cancer would go reedr

Would parents be more relaxed, (have greater peticand) if their perception of
risk’® more accurately resembled actual risk? How caanpsrperception of risk be

realigned to more closely resemble actual risk?

The media needs to maximise ratings (for profitghiland often does this through
sensational and alarmist reporting, opportunistaditipians and special interest
advocacy groups. Excessive parental fear or righally stems from these reports
[109] [110]. This excessive fear is at best unhdlpihd probably counterproductive
[3]. In a free society, barring exceptional circtiamees, freedom of press however
unhelpful cannot be curtailed. However, the govesntrand official sources (such as
CEOP) should attempt to advance a responsible magenda to help parents

understand the real risk and rebalance their fears.

% http://info.cancerresearchuk.org/cancerstats/bbitdicancer/incidence/index.htm (accessed 10 Dec
09).

% http://www.statistics.gov.uk/cci/nugget.asp?ID=6.

% Assumes parental risk perception has been distorte
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5.11Trade offs and Best use of Resources

No system can ever be completely safe or secutmahunature means there will
always be crime and there will always be dangechildren. It may seem unpleasant
to some, but society must accept that some childvéinbe solicited, molested,

bullied, exposed to unwanted content and comenm.ha

Security is a process of compromises [33]; it mgypbssible to improve Internet
child safety by universal monitoring of Internetnoections by ISPs or some other
official authority. Ignoring the technical feasibji society would probably oppose
this on civil liberties grounds. Parents could fdribheir children from using the
Internet, even assuming their children obey, thisil be cutting them off from an
enormous educational and social resource, likelyngaa negative impact on child

development [3].

With finite resources researchers must evaluate ledf@ctive child protection
measures are. This is a relatively simple task wdetermining the efficacy of
technical measures such as content filters; a daawe metric can describe the
performance of such measures. This only descrilbes gerformance of the
technology, nothing about the benefit to the chidw damaging would the exposure
have been? Is failing to block a site about drug wsrse than failing to block a

pornographic websiteSocial strategies such as education are hardaaioate.

Psychology researchers need to define qualitatiegics to describe the benefits of
social engagement strategies such as educatiotmaaniehg. Until such metrics exist a
cost-benefit analysis cannot be performed and apaoson between strategies and
technologies is not possible. Such work will undedby be subject to a certain
amount of bias and require a degree of expert $uemo, but would probably be of
value to decision makers and budget holders.

From 2009 the Independent Safeguard AuthdfrifilSA) was established to register
and vet individuals working with vulnerable grougdis could see 1-in-4 adults

° The ISA decides whether or not an individual igdiwork with vulnerable groups, a CRB check
discloses offences. A CRB check is part of the \®&ing process, but can be performed
independently for other reasons.
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being vetted [103] as part of their work or soditd. In 2008/2009 2,551 disputes
were upheld against the Criminal Records Bute4GRB) [95], it does not seem
unreasonable that more false negatives would likglyunnoticed (people would
investigate and dispute false positives but nsefalegatives). Enhanced CRB checks
include soft intelligence (accusations, suspiciomgestigations that did not result in
conviction) as well as criminal convictions. EnheattdCRB checks are required for
jobs where people have regular access to childféms is likely to exclude a
significant number of people based on false pasitiand is obviously open to
malicious abuse [96]. Seven UK organisations greng head teachers have
described the process as "disproportionate to {BK]. Sir Roger Singleton, chair of
the ISA has warned against over reliance on thabdse [98] "Frankly all registration
means is that a) you've paid the fee and b) tleen® iknown reason why you should

be on one of the barred lists."

Overlooking these shortcomings and limitations We¢ting process is designed to
improve child safety, even if it is draconian anspdoportionate. It is not possible to
conduct a controlled study to see if children améeisand the low rate of crimes
against children would likely mean any reductiorsweeall, perhaps even statistically
insignificant. Loss of potential employment and guiital scandal suffered by those
subject to failed vetting due to false positiveag the only negative side effect of the
vetting process. Some children’s authors have egftig be vetted and thus refused to
appear in schools [99]. The voluntary sector isfesify as people are put off

volunteering by the process of vetting or the aurahild protection climate [100].

Assuming the vetting process does indeed makerehildafer, does the additional
safety make up for the loss of volunteer run progres? Such programmes may
involve sports, citizenship (e.g. scouts), or gehgouth clubs. The loss of these
programmesmay have unwanted side effects, including potentiaihcreased

delinquency, anti social behaviour and substancseab/Nhich is of greater benefit to
society, (potentially) improved safety or volunte@ganisations and youth groups?
Furedi and Bristow [100] are in no doubt that tharent process and ‘social

atmosphere’ that has been created is to the detriaiesociety as a whole.

% A CRB check is part of the ISA vetting process.
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This is only one example of the trade offs that trlus made, parents must also
consider the benefit of stranger contact (rewardelgtionship) versus the risk of
harm. As described, high risk activities such as &t with strangers has benefits
that must be considered. Even the act of usingréiltmonitoring and rules need to be
contrasted with the requirement to expose youtha toertain amount of risk in

accordance with individual development.

5.12Difficulties Posed to Researchers

The evaluation of technical protection measures islatively straight forward task
that can be performed using standard scientifichoos. These measures cannot be
tested in isolation. From a systems perspectiveplpeare the most significant
component in this problem domain, it is essentiaéxamine the human factors and

stakeholders.

Stakeholder analysis is the backbone of requiresneapture and understanding the
culture surrounding a system. A typical stakeholdsralysis would include
interviews, questionnaires and observations. Thetnpoominent stakeholders in
online child protection are children, parents, ssn\providers, law enforcement and
child abusers. Stakeholder analysis of two of tlggseps’ children and child abusers
is fraught with difficulty.

The nature of the subject would necessitate questiovolving violence, sex and
personal history. Among post pubescent minors, elvémeir parents are happy for
them to engage in the process, a small but sigmficoumber are likely to be
dishonest [104]. Questioning prepubescent childsensuch subjects is, at best,
unethical and possibly illegal as it risks exposihgm to information beyond their

understanding and maturity level.

Child abusers and paedophiles not already in timir@al justice system are unlikely
to participate — it would likely entail the admissiof illegal activities or, at least
‘socially unacceptable’ behaviours and urges. Youregnducted forensic
psychological interviews on 22 sex offenders [108hile her findings are not in

dispute, the sample size is small and no questppsar to have been asked about the
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motivations of participants. Those in the crimijdtice system may lie during the
interview process, perhaps being in denial, attergpio minimise or mitigate their
guilt, or attempting to blame-shift [14]. They magven have been feigning
cooperation in an attempt to curry favour with prisauthorities. Such issues must be

considered when weighing the value of the results.

The tabloid press has no interest in rational depHD9] surrounding child abusers
and paedophiles; it regards them as monsters élqaire punishment [2]. A systems
approach requires an unbiased consideration ofelstédters and their actions -
emotive knee-jerk rhetoric and ‘comfortable’ stéypes ignore that children are
often active participants in their own abuse, itlseciety does not want to believe
such actions are true [14]. Researchers who quettis ingrained mindset risk being
labelled unethical or ‘playing into the hands ofildhabusers’. Researchers have
reported organisations unwilling to cooperate witeam because of the potential for
negative PR and reduced funding — one universftysesl to publish a PhD thesis on
these grounds. Much of this reticence is beliewestém from a fear of the treatment

individuals and organisations will receive in thblbid press [106].

Despite this climate some organisations and indafsl are conducting probing
research including th€rimes Against Children Research Ceftand danah boy°
[sic]. However even this work (through the ISTTRH)[#as drawn public criticism
from the Attorneys General of Pennsylvania and IN&arolina [5] as discussed
earlier. The AG have been thoroughly rebuked bydewacs [20] [21] for political
grandstanding and fear mongering.

Such is the breadth and sensitivity of the sulgenteta-analysis has been necessary
to gain an holistic perspective of the problem spgmarticularly with the fear of
negative PR. Government and law enforcement statigéometimes at odds with
their public message), journal articles on adolescevelopment, psychology and
medicine, parliamentary questions, testimony andueres, expert opinion and
observation, even social commentary all provideiaille source information when

collating a systems view. Researchers should etmlakh sources with a critical

% http://www.unh.edu/ccrc/index.html (accessed ot January 2010).
190 hitp://www.danah.org/ (accessed on 27th Januat@R0
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demeanour, particularly with government or othetepbally biased sources which
might be (perhaps for political reasons) impropedported, analysed or subject to
withheld methodologies [107] [108].

5.13Discussion

Recent years have seen a wholesale change irdattitaward online child protection,
as discussed earlier, possession of well knownrrlateamages depicting members of
the Simpson®* cartoon family in lewd poses saw two separate aiiovis in
Australia. One in 2008 for ‘possessing child pomapdy’, the other in 2010 for
‘possessing child exploitation material’ [52] [53Rossession of these images would
also be a criminal offence in the UK (under s48hefCoroners and Justice BjI[47].

In 2000 staff atRoyal Sun Alliancewere disciplined (10 were dismissed) for
distributing the obsceng8impsongartoon by email. Commentators at the time called
for restraint and common serf$@rn, especially child porn, is one matter, butigty
cartoons? Come on.[54] and“Are they really that offensive? Not really..[55].
Had the emails been sent today, the perpetratotddwikely have attracted fines,
prison sentences and been made to sign the sexdeffe register. Would this have
made children any safer? Do laws such as this mepebild safety? The author feels
not, ignoring the absence of a proven causatike §nch material could be evaluated
(and legal proceeding pursued) under the ObscericRiions Act against the

‘tendency to deprave and corrupt’ test of obsceGidy.

Politicians and public officials have a duty towsethe public, using child protection
as a platform for political gain is unhelpful [2ZH4]1] [84] [86], it serves to confuse the

public and distract from valuable work being undken in the problem space.

5.14Conclusions and recommendation

The 2002 Soham murders pushed child safety frodteamtre in the public mind. As
Internet access has surged towards ubiquity itn¢imee and now on personal devices,
parents have become understandably concerned amewt risks. There are
undoubtedly individuals who abuse children andthselnternet to help facilitate this

1911t is not known if the lewdimpsongartoons were an identical set, it thought thesy @art of the
same superset.
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abuse; such individuals represent a small minarftghild abusers. Those who do
meet and have sex with minors are rarely decedfuforceful; their victims are

typically physically mature, sexually receptive nagers. They groom their victims
with attention and affection, behaviour which, dtror the age of consent, would be
considered dating. Victims frequently refuse tophalthorities prosecute offenders,
citing feelings of love and affection. Parents arelerstandably worried when the
media focuses on the most alarming cases andkafg verwhelmed by the array of
safety advice and products and services to prathitiren. Their concerns and
confusion are not helped when some official adwsc&nown to be unrealistic and

products that are designed around technical ainwégthe way children behave.

While one-in-seven children are solicited thisa$ the same as grooming, it is often a
single off hand comment in a chat room. The majasftchildren deftly handle such
encounters and report no negative side effectsef®@yltlying and harassment is more
than twice as common as solicitation and more oémdeport distress resulting from
bullying than solicitation. Cyberbullying may evehave greater long term

ramifications than real world bullying.

Most people are keen to prevent children’s expodorenappropriate content,
particularly pornography because of its perceivedntiul effects. Withholding
pornography from children is not an unreasonableainmosition, but evidence does
not support claims of harmful effects. Computeregated and other artificial child
pornography has been outlawed in the UK withoutlence that it causes harm; it
may in fact be increasing the risk to children.

Technology has a part to play in keeping childraie ®n the Internet but it is a minor
role and parents should not be reliant on it. iigst effective at protecting younger
children from accidental exposure to inapproprizdatent. At least some teenagers
are actively seeking such content and may be ableircumvent technological

measures or simply use a public terminal or frismmmputer. Ignoring teenagers as
stakeholders, failing to address their culture vaitiystems mindset, will continue to
see products and services at best under performatandrse do more harm than good

[101] and risks a false sense of security.
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Social measures, education and close well formkadioaships between parents and
children and oversight are major factors in keemhidren safe. Education applies to
children, parents and others with an interest ifdckafety. Children should receive
age appropriate information about risks and howrtiect themselved hinkuknowis

a very good source but needs to be supplementsdhiools with information that
reflects how children behave and should include ptaying what to do when faced
with solicitation, bullying and online exposure.r@ats and others involved in child
welfare need to be aware of the various technatogeethey can communicate and
relate to children. This needn’t be complex; knayvthat IM is a chat environment
and what a social network profile is and how imanttthese things are to children are
invaluable in understanding a child’s world. Thiederstanding and an accurate
perception of the risks rather than fear stokednr®dia scare stories help build a
strong relationship. Testing boundaries and engagin at least some forbidden
behaviour is to be expected with teenagers. A gtmaationship will mean those
teenagers will turn to parents, teachers or sowiekers if they become involved in a

serious situation or are unable to cope.

Without universally recognised definitions and nwostrside-by-side analysis of
research is difficult and the quality of resultsegtionable. Until such standards are
agreed, the literature and the broader understgrafithe problem will vary widely.

Without this, the requirements for programmes, pobsl and services risk being
inaccurate and incomplete. Without adequate reou@rgs capture, definition and

validation any solution to a complex problem w# left wanting.

5.15Business Impact
The systems analysis caused the author and mamasepoken with to challenge

their preconceptions about the online child pratecproblem space and how best to
address its challenges. BT currently provides Gesath an ISP level content blocking
system, however the ‘real world’ systems value loé {WF blacklist has been
guestioned - the chance of accidentally finding uga® child pornography is
incredible low (there are between 500-1200 web gdbat are not indexed among
over 200 million websites [112] and in excess o€ a@rllion indexed pages [113]).
However such security theatre can be meritedpfavides reassurance to the public

at large. BT also provides its customers with cohtdtering software from McAfee
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free of charge, the author believes this too bali@action if for no other reason than

it keeps BT broadband package competitive in theketplace.

This work largely indicates that BT should not eggacther technical methods to
protect children on the internet e.g. network legehtent analysis or predator
detection. Though it should of course maintain seaech and analysis interest in

technical protection methods.

The best way to protect children online is throwgtucation of both parents and
children. BT has the skills, experience resouraes tausted brand to engage with
parents, children, teachers and other stakeholdersutreach and education
programmes. Such engagements could form a part 186 Eorporate Social

Responsible (CSR) agenda. The value of such progemmcannot be readily
discerned from a balance sheet but would almosaiogr have a positive impact on
BT’'s brand and reputation, generating goodwill wettisting customers and perhaps

winning new business.

5.16 Reflective Commentary
The Online Child Protection work evolved from wottl establish whether is it

possible to detect sexual predation based on tesddchat. As a side issue the author
begin to examine the wider issues of the probleatsn order to satisfy the systems
requirements of the doctorate. The author wasaitytof the opinion that many of the
challenges could be addressed with technology, systems approach lead to a

complete reversal of this opinion

An analysis of the stakeholders, the interfacesuaderstanding of dynamics of
abusive relationships, and human factors in pdaradevelopmental normal teenage
behaviours, lead to the realisation that technoiegnly a bit player in the protection
of children. It is important, but the return of @stment is inferior to proper education,

training, strong relationships and good suppoticstires.

Content filters and some other products designeprdtect children are valuable in
shielding younger children from some of the potdhti harmful recesses of the

Internet. However such measures can be readilyrovented even without any
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technical skill e.g. using a public terminal orefid’s computer. Teenagers are
headstrong individuals beginning to assert theenidy and seeking privacy - some
boundary testing and defiance is to be expectededlistic expectations and
draconian rules are unlikely to be followed, rutesed to be based on consent and

understand (‘user buy-in’).

In addition to the author’s own perceptions thejectbof child protection is emotive
and highly political. Many of the approaches toladhprotection amount to security
theatre that do not perform as intended ‘outside I#’, some politicians and the
media are using the subject publicity and not teaade the cause, all of which have
lead to a distortion of the problem space. Theesystthinking approach dramatically
changed the author’s perception of the problemhendonsiders it should be essential

practice to anyone working in the field.
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5.17 Systems Analysis Report
The following report, has been circulated within.Bilis an abridged version of the
research and findings from this chapter.

A Systems View of Online
Child Protection

Abstract

Online Child Protection is never far from the puabtionscience in the UK as parents and
society at large seek to keep children from harmtlom Internet. There is much fear,
uncertainty and doubt as parents are exposed tkistaanecdotes in the media, and receive
erroneous advice from industry and official sourCess paper takes a systems view of the
problem space - it examines the size and natutfgegbroblem, what measures exist to protect
children, whether or not they are effective, anainactors affect the risk to children online.
It finds the traditional protection message and i@vis based on unsubstantiated
assumptions, is widely ignored, and may actually umdelpful. It also describes the
challenges to researchers, and discusses how géwsat/child relationships, and education
both within the home and school environment aretreffective ways to protect children
online.
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INTRODUCTION

In August 2002 two, ten year old girls were murdene Soham, Cambridgeshire (UK).
Subsequent media coverage and government enquanes dlevated the subject of child
protection to prominence in the public arena. Neles for those interacting with children
could see 1-in-4 adults being vetted [Ozimek, 008 14 July] as part of their work or social
life.

During the same period worries about child safetyh® Internet have risen. This is driven in
part by alarmist television shows suchTas Catch a Predatdf” but also by education and
awareness campaigns pushed out by government daogtiy. This is often bundled with
advice regarding Internet security and identityftthe

Internet usage in the UK is currently (May 2009ming at 76%° (of the population), this
presents a new and relatively safe channel for eabusvishing to approach children.
Furthermore, the explosion of Social NetworkingeSi(SNS) and blogs provides a potential
source for ‘child-mining’” — with children having lgaded photographs and personal
information. Here the public perception is of chitlesters using information gleaned from
such sources to manufacture online personae to niesk age and sexual intentions,
grooming naive young victims and enticing them fitine meetings [Wolak, J., Finkelhor,
D., Mitchell, K., & Ybarra, M., 2008].

The reality of sexual predation on the Internesesnewhat removed from this perception.
Children who meet Internet groomers are overwhaigiphysically mature teenagers, who
know they are meeting older men and intend to ls@xewith them. Many do so more than
once [Mitchell, K., Finkelhor, D., & Wolak, J., 200 [Smith, A., 2007]. However, Internet
initiated grooming of sexually immature, prepubesgcehildren is almost non-existent
[Internet Safety Technical Taskforce, 2008], [Wolak, Finkelhor, D., Mitchell, K., &
Ybarra, M., 2008].

Looking beyond what shrill elements of the media amdustry are telling the public, this
paper examines the problem space from a systerapgmive. Describing the application of
systems thinking — stakeholder analysis, threatovecrisk factors, behaviours, and existing
protection techniques. It describes the difficsltresearchers face in such a sensitive arena,
and discusses what the authors’ believe to be that affective way to protect children, and
highlights areas where additional work is needed.

SYSTEMS THINKING

Systems Engineering seeks to manage the compteiitleerent in modern engineering
projects. It encompasses processes, technologynandgement activities to define systems,
capture and verify requirements, validate desigmsnage conflicts and trade-offs, develop
architectures and co-ordinate disparate speciatisiuct teams. Its mission is to deliver a
capability that satisfies the customer requiremargig the least resources, at the best cost.

The traditional techniques, methods, models andicsatf systems engineering may not, at-
a-glance seem applicable to the online child ptmececosystem. However there is much
value in the systems ideology of ‘stepping-backd @aaking a holistic view of the problem
space to understand factors such as:

e Stakeholder requirements and motivation (abusefsildren, parents, law
enforcement, prisons and reform services , sepriogiders, society at large)

192 hitp://www.itv.com/News/tonight/episodes/Tocatctegator/default.html &
http://www.msnbc.msn.com/id/10912603 (accessed di5@D).
193 http:/finternetworldstats.com/europa.htm (accededan 10).
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« Conflicting requirements and trade-offs (privacysesety)

e Threats facing children on the Internet (groomimglying etc)

» Factors and behaviours that increase risk

» Perceived risk vs actual risk

e Existing protection measures (efficacy and limias)

« Legacy requirements (limitations of the Internei] axisting services)

This list is only a limited sample of the many cdesations, and is presented to give the
reader a brief idea of how systems thinking caagygied.

PAEDOPHILES, CHILD MOLESTERS AND ONLINE GROOMING

The term ‘paedophile’ is emotive and divisive. dtdften bandied around in the media as a
catch-all for anyone with a sexual interest in méndt is an ambiguously defined and poorly
understood label. Th&merican Psychiatric Association The Diagnostic and Statistical
Manual of Mental Disorders(DSM)"* specify the following diagnostic criteria for
paedophilia [American Psychiatric Association, 2003

D. Over a period of at least 6 months, recurrent,nggesexually arousing fantasies,
sexual urges, or behaviors involving sexual agtiviith a prepubescent child or
children (generally age 13 years or younger);

E. The person has acted on these sexual urges, aetual urges or fantasies cause
marked distress or interpersonal difficulty;

F. The person is at least age 16 years and at lggsirS older than the child or children
in Criterion A.

The general consensus is that paedophilia descrilolests with a sexual interest in
prepubescent children, and where the adult is et Ive years older than the child. This
excludes so calleBRomeo and Julistomances between peers where one individual isrunde
the age of consent. In the UK tBexual Offences Act 2063 sexual acts between minors are
outlawed but government advice to Police and thew@r Prosecution Service is not to
actively pursue these cases [BBC, 2004]. The tdmeisephilia and ehebephilia describe
adults with a sexual interest in pubescent andpalséscent minors.

Lanning [Lanning, K., 2001] discourages the usthefterm ‘paedophile’, cautioning that it is
a (psychiatric) diagnostic term that describesrdesand interests not intentions or actions.
The term ‘child molester’ more accurately descrithessexual abuse of children.

Lanning argues child molesters can not be easilgeal in discreet categories, instead falling
along a continuum, from situation sex offender t@f@rential sex offender. Briefly,
situational sex offenders are likely to be lessliiggent, opportunistic, impulsive, and follow
modus operandi (MO) behavioural patterns. Prefexesex offenders (at the opposite end of
the continuum) typically exhibit more intelligenccused criminality, compulsion, and
ritualised patterns of behaviour.

Groomers are individuals who befriend childrenhvtlte intention of gradually engineering
the ‘friendship’ towards a sexual relationship. sTtiould begin with fairly benign behaviour
such as playing with the child or buying them am ézeam. Gradually the groomer would
introduce the child to sex, typically with exposuoepornography and child pornography to
normalise the subject within the child’s mind. Sitaneously the groomer would ingratiate

194 Commentators have questioned the listing of pakitia@nd other paraphilia (psychosexual
disorders) in the DSM, suggesting they been ligtgdout any scientific or rational basis (TromovWitc
P., 2009).

195 hitp://www.opsi.gov.uk/Acts/acts2003/ukpga_2003D0h_1 (accessed on 15 December 2009).
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themselves with the child, showering them withratita, buying them gifts, telling them they
were special. Sexual activity may begin with kigsand touching. The child will be told this
is normal behaviour and maybe exposed to otheegdy) groomed children. The child may
be told to keep the activities a “special secretta@erced into silence through threats, or told
the groomer would get into trouble if people found.

Online groomers are often described as using gin@tdics but hiding behind a fake persona
— typical that of someone in the child’s peer groefpen slightly older and more ‘worldly’.
By the time they meet the child, the relationshiphvthe child will be strong enough to
withstand any sense of shock or deception the ébdls. The reality of online grooming does
not reflect this perception.

Evidence indicates that far from concealing theantities and intentions groomers are open
and candid, revealing both their ages and sextetdsts in minors during Internet encounters
[Wolak, J., Finkelhor, D., Mitchell, K., & YbarraM., 2008]. In the majority of these
encounters the victims were active, even enthusigstticipants in their abuse. They may
even have initiated it. Society struggles to unt@ed that these victims are post pubescent
adolescents - physically mature and sexually cgridurefuses to accept they are anything
but innocent participants forced against their Wiinning, K., 2001]. This misconception is
reinforced in the media and sometimes official infation. This may be hindering public
advice and leaving parents ill informed and poedyipped to protect their children. In fact
online solicitation of pre-pubescent minors is emtely rare [Internet Safety Technical
Taskforce, 2008]. Younger children are more closelynitored by parents, less available
online than teenagers, and on the whole not irtenteés sex and romance. This makes them a
much smaller target [Wolak, J., Finkelhor, D., Migd, K., & Ybarra, M., 2008].

WHERE ARE THE DANGERS? WHAT ARE THE RISK FACTORS?

What are the real dangers facing children on thermet? Do certain activities, applications,
and platforms pose a greater threat to children gthers? What behaviours on the part of the
children increase the risk they face? What othetiofa are involved?

A common activity of children on the Internet isstiuse of chat rooms [Ybarra, M., &
Mitchell, K., 2004], this is also the most comma@i6%o) venue for first encounters of Internet
initiated sex crimes [Mitchell, K., Finkelhor, &, Wolak, J., 2001]. Typically the chat rooms
were keyed towards teens, geographic locationgglaind romance, and worryingly, in a
few cases, sexual encounters between adults armranidf the victims of Internet initiated
sex crimes, 75% were aged 13-15, 1% were agedoh2, was under 12. 75% of victims were
female, 96% of offenders were male. While it isacléhat discussing sex and relationship in
chat rooms, particularly with strangers’ carrieskrabove that of normal Internet use, it also
has developmental benefits that may not be immelgliapparent.

Subrahmanyam et al [Subrahmanyam, K., Greenfieltd).P& Tynes, B., 2004] on sexuality
and identity in teen chat rooms found that peemugroommunication is the number one
source of sexual information for adolescents (tholittje is known of what they are telling
one another). Adolescents talk about sex onlin@ agy to understand and control their
feelings, maintaining open communications can sewea coping mechanism for sexual
expression, particularly when providing an anonyséorum for discussing embarrassing
issues. It maybe preferable to have children engageline relationships and cybers®as
this entails less risky behaviour, particularly rtotpcted sex. Cybersex and online
relationships may allow girls (the greater risk ugp to exercise more control as they are
recognised to possess greater communication skills.

198 Cybersex is a form of computer mediated commuigicavhere users send each other sexual
explicit messages — it may include fantasy, rosyiplg, and real life masturbation.
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Social networking has seen a meteoric rise in tepears, in January 2009 the two top Social
Networking Sites (SNS) FacebookandMySpacerecorded over 2 billion visits [McCarthy,
C., 2009]. While the format, layout and target dgraphic of the various SNS platforms
differ, a user typically posts information and pigbf themselves and links their profile to
friends. Some SNS profiles take advantage of pyiveantrols to limit the exposure of
information to the larger Internet, others do not.

Does the use of SNS and having a profile increfaseisk to minors online? Research at Pew
Internet [Smith, A., 2007] found that 49% of teem@yuse social networks to make new
friends and 32% were contacted by a strafiger% have been left scared or upset at one
time, by contact with a stranger, this was far mdeely among girls (possibly because of
egregious media information). No evidence was fothrat linked the posting of personal
information (real name, address, email, schoo$ttanger contact. This repudiates the notion
of groomers harvesting information to spot victififiose who posted photos online were
more likely to be contacted by a stranger. It stideg clear that stranger contact is a not
necessarily negative, mostly it will be positive air the least benign [Livingstone, S., &
Helsper, E., 2007] — the majority of strangers (@dand minors) have no ill intentions.
Further, it is important to realise youths widegnore warnings not to communicate with
strangers, seeing the advice as unrealistic [Mitcke Finkelhor, D., & Wolak, J., 2001].

The majority of child abuse takes place within fduily or by individuals well known to the
family (friends, neighbours, teachers etc). Offlatruse, along with neglect and disadvantage
increases the risk or likelihood of the victim betng involved in Internet initiated abuse.
All types of real world abuse (physical, psychotadj sexual), poor parenting, lack of
supervision, alcohol and substance abuse, podiomdaips between parent and child, mental
health problems, bullying and peer-group isolatoe all factors that increase a child’s risk
online [Internet Safety Technical Taskforce, 20@&jing female, frequenting chat rooms and
discussing sex online especially with strangersaése associated with increased risk [Wolak,
J., Finkelhor, D., Mitchell, K., & Ybarra, M., 2008

This paper deals mostly with the risk to childreoni grooming, largely because this is the
greatest fear of parents, however it is not thg tmeat children face on the Internet. The two
other main concerns are exposure to unwanted rabgerd bullying.

Although parents may wish to shield their childfeom violence, hatred, drugs etc the main
concern is pornography. There is little evidencesuwggest children suffer any harm from
exposure to pornography and virtually no researcthe matter [74]. Although a minority of
children were upset by unwanted exposure to poapiyr most considered it an irritant, like
spam and felt in it was the ‘price of doing busges the Internet’. It is not known how
‘upset’ this minority were from their exposure. Ymer children often lack the maturity to
understand pornography and are simply annoyed kbyanted exposure, they may however
be distressed by extreme pornography — expliciheseof bondage and sadomasochism
where pain and physical trauma are involved.

Online bullying has no consistent definition andexs an array of behaviours including
impersonation, outing (revealing secrets), denignaexclusion, and harassment. Online
bullying shares many attributes with real worldifialy but includes the possibility of the
bully being anonymous. It is estimated that aro80% of children are involved in online
bullying either as an aggressor, a victim, or buatith 19% regularly involved in some form
of bullying [Wolak, J., Mitchell, K., & Finkelhor)., 2003]. It was found that the use of
Internet rules, and blocking software had no sigaift effect on bullying. 30% of victims felt
upset, 24% were afraid, and of those that werd@eupset nor afraid 34% still experienced

197 Defined as someone with no connection to you gradryour friends.
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some effects such as aversion to the Internetnfepimpy or irritability [Internet Safety
Technical Taskforce, 2008].

CURRENT PROTECTION METHODS
What methods exist to provide a measure of pratedor children on the Internet? To enable
the reader to better understand the issues, sothe &ty methods are discussed here.

Numerous software packages offer tools for parentsstall on their home computers. These
typically allow parents to block certain applicaisp filter websites and review online
activities. Blocking is often unwieldy as some tagate use is often permitted. The filtering
of websites consists of a list of blacklisted (dnitelisted) URLs or dynamic analysis of
content. With the continuously evolving nature lo¢ tinternet and its massive size, manual
evaluation of sites is un-scalable. Filtering ofy dgpe is subjective — at some stage an
individual, committee or other authorising bodylvwave defined what is acceptable, what is
not, and create categories (adult content, violenat groups, etc). The subjective nature of
filters, their general efficacy, and the claimspodviders have all been brought into question
[National Research Council, 2002].

Reviewing technologies vary between applications,bay include website histories, email
and IM logs, keyloggers (recording every keystro&ayl even replay of video calls. In a
family with more than one child or where a chileesgds more than brief periods online, this
is prohibitive in terms of the parents’ time. Oladildren may decry these as being excessive
and an invasion of privacy.

In 1996 thelnternet Service Provider AssociatiofiSPA) created thdnternet Watch
Foundation (IWF)'®® to catalogue child abue websites, this is compiled into a blacklist
which is provided to ISPs to block access. BT Ckemd™® is a popular ISP level filter -
traffic destined for a suspicious IP address igded to HTTP proxy where the destination is
compared to the IWF blacklist [Clayton, 2005]. Taeson d'étre behind the IWF is to prevent
accidental exposure to child abuse (the viewingvbfch would motivate real life abuse),
however this has been disputed [Cellan-Jones, ®9]2on the basis that most child abuse
websites are pay sites or privately held and imexhis information would lead to exposure
and arrest. Also questioned is the commonly toutetion that exposure to such images
triggers abuse [Lanning, K., 2001]. The IWF blasklis updated twice daily and usually
contains 800-1200 live sites with 50 URLs addedyd&@zimek, J., 2008, 9 October], as of
September 2009 the blacklist contains around 50QdJ@ near all time low) [Ozimek, J.,
2009]. Around 95% of UK ISPs employ CleanFeed ainailar product to implement the
blacklist, these products can be easily circumwbieusing international proxies.

Many images on the Internet are altered (sometimefesred to as ‘Photoshopped’), indeed
photo realistic images can be computer generatdwuti the need for a human subject. With
no victim, where no child is harmed, the only raibargument against computer generated
child pornography is that it leads to a normalmatdf inappropriate feelings, which in turn
leads to an increased risk of (real life) child sdauThis is the generally accepted view
[Ozimek, J., 2009, 17 March] [TheyWorkForYou.conQ02] [Carr, J. 2003]. Though it
enjoys first amendment protection in the US, diffiaial child pornography is prohibited in
the UK under section 49 of th@oroners and Justice Bilf — ‘Possession of prohibited

198 hitp://www.iwf.org.uk/ (21 Oct 2009).

19 The IWF remit also covers obscene content andlrheired.

10 The exact design of CleanFeed is not in the putdinain.

11 hitp://www.publications. parliament.uk/pa/cm200808bills/072/09072.25-31.html#j3_100a
(accessed on 01 June 2010).
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images of children{real child pornography is prohibited under tmtection of Children
ActD).

Research indicates that the spread of conventiporography (featuring no children) and
easy access to it, especially via the Internetléh$o a reduction (or at least no increase) in
rape, sexual assault and sexual abuse [Kenda&Qd7] [Diamond, M. 2009] as it allows the
user to satisfy their fantasies and provides aactithrelease.

During the consultation period of ti@&roners and Justice Bithe Home Office and Police
expressed disgust at some manga (Japanese comitjfed only a single case in which
police raided an individual and found them in pesgm of only cartoon images [Ozimek, J.,
2009, 17 March]. There is no consensus regardireg ‘@mabling’ properties of child
pornography, some experts follow the generally piszk view [Carr, J. 2003], other argue
that it is analogous to conventional pornograpiyg, as such computer generated images may
even help prevent child abuse [Lazarov4, D. 2010 ].

Crisp Thinking™ has developed a tool described asAati-Grooming Enginé AGE) which
builds a behavioural profile of a child’s chat upsBayesian inference [Crisp Thinking, 2008].
Crisp Thinkingclaim 98.4% accuracy in independent tests [M2 Rviees2008], but beyond
this headline figure, results, test data and metlogy are not in the public domatf While
the range of products offered Byisp Thinkingare probably useful for helping to protecting
younger children and blatant grooming attemptsir tvedue in protecting teenagers who are
discussing sex within their peer group are morestjoieable. While the algorithms and test
methodology remain secret, the efficacy must batedkwith scepticism.

Perverted-Justice® is a US based organisation that exposes thoseattbmpt to groom
children in Internet chat rooms. They have a pdol@unteers who setup ‘honey pot’
profiles in chat rooms and wait to be approachdw drganisation is mired in controversy -
California Judge, Dallas Holmes described Beeverted-Justicevitness “odd”, “weird” and
“repulsive” [Stokley, S., 2007], following the caftse of a trial. FormebDateline NBC
(Dateline worked with Perverted-Justicdo create the US TV showo Catch a Predatdr
producer Marsha Bartel allegdderverted-Justicebegged individuals to come to sting
locations [Franklin, K., 2007]. The activities Bérverted-Justicare of such concern to some
that they have led to the formation®brrupted-JusticE® an organisation that researches and
exposes the tactics Berverted-Justicand works with attorneys and law enforcement.

Mitchell et al [Mitchell, K., Wolak, J., & Finkellrp D., 2005] found that police stings (rather
than vigilante/media operations) generally matcheduine ‘real life’ grooming and result in
high conviction rates. They feel these proactiveestigations are beneficial and encourage
policy makers to support them. dana boyd [sic] tjoes the value of these activities, noting
that if you seek solicitation you will find it - rsbteens ignored any solicitation and were not
bothered, considering it a ‘spam like’ annoyancerflan, T., Finkelhor, D., Ybarra, M.,
Lenhart, A., boyd, D., 2007]. Those children whe groomed are mostly sexual mature
teenagers and willing (if misguided) participamtgheir grooming.

DIFFICULTIES POSED TO RESEARCHERS
The more mundane areas of online child protectiah ss the effectiveness of filtering can
be tested using standard laboratory methods. Pduplever, are the most significant

12 hitp://www.statutelaw.gov.uk/content.aspx?paretit&d extDocld=1502057&Active TextDocld=1
502059 (accessed on 01 June 2010).

113 hitp://www.crispthinking.com (10 Nov 2009).

14 The authors have asked to see information.

15 hitp://www.perverted-justice.com/ (10 Nov 2009).

18 http://corrupted-justice.com/about.html (11 N&®).0

133



component of this system and the most unreliabbepoment of any system. To this extent an
examination of the human factors and stakeholden$ primary importance.

In order to gain a proper understanding of the lerokit is essential to engage in stakeholder
analysis, the most visible stakeholders in onlihddcprotection being the children, their
parents, child abusers and service providers. [8aitccess to two of these groups — children
and child abusers — poses a challenge.

Typically stakeholder analysis might include intews, questionnaires and observing the
stakeholders. The very nature of the subject mmisome of these questions would be of a
sexual and personal nature. For prepubescent ehilithis is unethically and possibly illegal
as it risks exposing them to sexual informationdmel/their understanding. It is likely post
pubescent children will be sexual aware and betfermed, however their parents may still
object to them taking part.

Child abusers and paedophiles are not going tdcpgmate unless they are already in the
criminal justice system — as, to participate wdikely involve admission of illegal activities.
Young [Young, K., 2005] engaged 22 child sex offersdin forensic interviews. While her
findings are not in dispute, the sample size isllsrmaad questions must be asked about the
motivations of those who took part. Those in thenoral justice system may lie during
guestioning, possibly being in denial, attempt tmimise or mitigate their guilt, or blame-
shift [Lanning, K., 2001]. Further, they may feictoperation in order to curry favour with
prison authorities. Consequently this reduces thie@evof any information obtained from
them.

The tabloid press reports paedophiles and childexsuwith loathing and disgust [Moore, J.,
2008], and is only interested in regarding thermassters that require punishment. A proper
systems evaluation demands stepping back from jarkerhetoric and ‘comfortable’
stereotypes to consider what factors maybe beenéling child abusers. Could the behaviour,
albeit misguided, of children be a contributorytéa® Experts [Lanning, K., 2001] have noted
that society does not want to believe such thimgspmssible. Whether tabloids drive or
reflect public opinion - child abusers are a desgpigroup. Some controversial subjects such
as recreational drug use may find advocates amoogtal commentators, academics, or
even a subset of society at large. Child abusetgaadophiles have no public advocaty

Researchers who engage in any questioning of téfisssquo risk being labelled as unethical
and playing into the hands of paedophiles. They finay colleges and organisations are
unwilling to work with them for fear of reduced filing. One university even refused to
publish a doctoral thesis. Much of this is belietedstem to fear of how an individual or
organisation will be treated by the tabloid prédewman, M., 2009].

With academics and organisations working in feathef tabloids, negative PR and public
reaction, how can these difficult and sensitivgectis be properly examined?

There are some researchers conducting seriousrecbsi@athe problem space including the
Crimes Against Children Research Cehifland danah boyd [sic]. Indeed their work on the
Internet Safety Technical Taskfor@d&TTF) [Internet Safety Technical Taskforce, 2DB8&8s

17 Groups such as North American Man/Boy Love Asgamia(NAMBLA) and individuals such as
Tom O’Carroll are advocates for child sexual liliena, but these are marginal and ostracised, with
little or no public platform in the mainstream medi

18 htp://www.unh.edu/ccrc/index.html (accessed 11 R@09).

19 hitp://www.danah.org/ (accessed 11 Nov 2009).
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drawn much public criticism from the Attorneys Get&° (AG) of North Carolina and
Pennsylvania [Jones, S., 2009]. The AG have in hauh their argument analysed and been
thoroughly rebuked for political grandstanding grachdering to public fears [boyd, d., 2009],
[Willard, N., 2009].

A system oriented meta-analysis is necessary to gafull picture where the threat of
negative PR hangs over researches. Governmentamnériforcement statistics, adolescent
development, medical and psychological journaldjgraentary questions and testimony, and
social commentary and opinion all provide sourted tan be valuable. Researchers should
always approach information with a critical eye,t lihis is especially important with
government data, which maybe (possibly for polittemsons) improperly reported, analysed
or subject to withheld methodologies [Oates, J092@2 Sept], [Oates, J., 2009. 30 Sept].

DISCUSSION

It is the opinion of the authors that online chabtection is a poorly understood problem
space. Industry is offering products, services aadce to protect children, these offer some
degree of protection for prepubescent children wbed shielding from accidental exposure
and there own naivety. Older children who are atyivseeking contact with strangers (in
social networks and chat rooms) and discussingaeexrelationships are entirely misjudged
either through misunderstand or a wilful disregafrtheir behaviour in the ‘real world'.

In order to deliver real improvements to child $and not security theatre the industry must
first understand the problem space. This undersignidegins with the child. Th€rimes
Against Children Research Centeonducted the Youth Internet Safety Survey (YISS-1)
[Crimes Against Children Research Cen&909] in 2000 and repeated it in 2005 (YISS-2).
This was a nationally (US) representative sampldeaifaviour and victimisation of 10-17
year olds on the Internet. With the rapidly chaggirature of the Internet these surveys are
becoming datedHacebookwas launched in 2004). Although the Internet gdadoal medium,

do culture differences affect the risk i.e. wout@ results of the UK survey match those of
the US? The UK Council for Child Internet SafetykK@©CIS)*** a cross sector organisation
investigating child safety online are investigatmgurvey of this type.

The tired mantras about stranger danger and natgiing personal details are unrealistic and
widely ignored. With this in mind what recommendas can be made to children? Wolak et
al [Wolak, J., Finkelhor, D., & Mitchell, K., 2004¢commend a programme of education and
awareness e.g. making children aware that those sgk& sexual relationships with them
probably do not have their best interests at h#tamiust be recognised that adolescents will
break some rules, they must be engaged with, dodmed of the risks and dangers, they
must also feel they can turn to parents (teachmisother responsible adults) if they do find
themselves embroiled in solicitation, bullying dher harmful activity. Parents etcetera, must
accept boundary testing and rule breaking are npand that their children will be involved
in things they disapprove of. They must also urtdedsthat if the child is too scared to come
forward under such circumstances things will likgét worse.

Parents should continue to be vigilant for risktdes such as abuse, isolation, bullying,
substance abuse, and self esteem issues etc,kanmhtrvening action if necessary. It must
also be recognised that some parents are neglageimeffective. Safe Internet behaviour
should be included in the education curriculum Hoted to the child’'s age and sexual
maturity. In the UK teachers are already trainedgot potentially troubling behaviours and
have procedures in place to intervene where negesHais training should be standardised
and extended to include an understanding of Inteteghnologies and how these threats

120 The position of a state Attorney General is peaiti the majority of Attorneys General are elected
included all mention here.
121 hitp://www.dcsf.gov.uk/ukccis/index.cfm (accesd@dNov 2009).
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(which are essentially the same as those childrea bffline) manifest themselves. Internet
threats do not present the same immediate threidwoas in the real world (a child is not at
risk of physical harm unless they go and meet soahgband the child should be encouraged
to log off and inform an adult if they feel threa¢el. Today’s children are more ‘connected’
than ever before and this trend shows no sign afiredy as such adults should not dismiss a
child’s complaint of online harassment with advadeng the lines of “well turn the computer
off and do something else”. This maybe adequategh& short term while issues are
investigated, but in the mid- to longer term mayeha detrimental effect on the child’'s
development and peer relationships. Communicatiitg strangers should be treated with
caution but not proscribed. Parents and childresulshwork together to devise rules on
Internet communication. A strong parent-child rielaship, where children understand the
risks and are comfortable discussing them with qiarenot authoritarian rules or technology
will provide the greatest protection to children.

The goal of the media is to maximise viewers/listefreaders, a good way of doing this is
sensational, mawkish, scare stories. Although tighly implausible the media should be
discouraged from reporting child protection in tfashion.

Laws need to be in place to protect children baséhlaws must be based on evidence not
subjective morality or a desire to appease, eslheegiaen there exists the very real risk such
law might actually be harmful.

CONCLUSION

This paper has explored online child protectiomfra systems perspective, describing how it
became such a prominent subject and how its satisgipose challenges to research. Using
systems thinking it has shown that conventionateis is misinformed about the dangers —
sharing personal information on the Internet doets im itself increase risk, and that some
known risky activities such as discussing sex imtctooms, have potentially unseen,
beneficial side effects. Children, especially adoénts, the key stakeholder in the system, are
poorly understood, advice given to them is outdatedealistic and likely to be ignored.
Technology has a role to play particularly protegtyounger children against accidental
exposure to unwholesome content. Filters can bémdess to undesirable material but the
guality and reliability of filtering technology igmited. Here more aggressive blocking, with
a higher false positive rate (over blocking) maymeeptable, but the best protection for
younger children is close supervision.

The role of technology in protecting technologiaal fait, head strong teenagers is smaller.
Even those without the technical proficiency taemvent protection measures are still able
to use a friend’s computer or public Internet terahi Continuing to ignore the behaviour of
teenagers and develop products, services and advatesence of what is known about them
will see under performing solutions and ill inforthesers — given either a false sense of
security or inaccurate understanding of the resMsti Parents are probably most fearful of
younger children being tricked into meeting, andnttforcibly molested by paedophiles.
Research indicates this scenario is extremely fdigtims are overwhelmingly sexually
mature teenagers who are seduced by attentionféedi@n, and are aware their seducer is
an older man. Adolescents and parents alike neebet@ducated and informed of real
dangers, not mawkish, scare-mongering anecdotastfire media and other sources.

Real life abuse, bullying, peer group isolatiorpstance and alcohol abuse, self esteem and
confidence problems all increase the risk of beiimgimised on Internet. It is the authors’
belief that the foundation of child safety on théetnet is different for prepubescent and post
pubescent children; prepubescent children are pexected with close supervision and
oversight. The best way parents can protect pdstgment adolescents is by forming a close
relationship with them, working with them to defimeles, rather than dictating to them.
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Parents should expect their child to, at least siocally be ‘up to no good’, but with a strong
trusting relationship in place the child will tuta the parent whenever they are upset or in
trouble.
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6. CONCLUSIONS AND FURTHER WORK

This section will examine what has been learnethfeach of the pieces of work
discussed in the main body, the author's contrdvutio the body of knowledge,

publications and reports and suggestions for furtgehe state of the art.

6.1 Identity Management

More and more people are using the Internet forenamd more services. Typically
these services require a user to register and tbguaser with login credentials — a
username and password. This has two side effethe -users are saddled with a
plethora of usernames and passwords and are riggulisclosing personal
information to service providers. Faced with evarenlogin credentials users often
succumb to password fatigue, employing insecurectipes such as reusing
credentials across multiple websites and serviodsvaiting down login credentials
in clear text. Disclosing personal details to smynproviders’ leaves users open to
the nuisance of direct marketing campaigns and spamvell as the risk of identity
theft.

These problems stem from the underlying naturehef Internet — it was never
designed to support an identity system. Additiasytems have been developed to
support elements of identity, Public Key Infrastuure (PKI) for example is used for
email encryption and SSL, usernames, passwordssametimes hardware devices
are used to authenticate usdvBcrosoft Passporta single sign-on web commerce
service, was the most notable attempt to addresprtbblem but failed for reasons of

privacy, trust and consumer buy-in.

Federated identity management seeks to addresbytiiaving the user register with
an identity provider. The identity provider wouldenh attest the user’s identity to
relying parties — websites and other service prrgidvho would previously have
required the user to register. This paradigm alssgs the user in control of their
personal information; the user decides how muclsqreal information the identity
provider may reveal to the relying party. If thdyneg party demands too much

personal information the user has the option taeband withdraw from the process.
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In order to be successful a new identity metasysteeds to provide federation, login

security, information security, user centricity atdndardisation.

Technically none of these elements are insurmolstaindeed standards and
protocols exist to build a federated identity istracture. This has led to the adoption
of identity management within the enterprise (usanmtricity being delegated to the

organisation).

The author has shown that whilst there exists npmmachnical obstacles, without a
breakdown in Internet trust and security, the sssa# a consumer federated identity
metasystem is unlikely. The enterprise is happpéyp for identity management — it
simplifies user management and the enterpriseeady liable for its data. The cost is
offset by administrate savings. No business modedts in the consumer space.
Consumers like functionality but are less intergste security and are unwilling to
pay for services given a choice. Service providetying parties) will be resistant to
losing the valuable marketing opportunities prodida personal details and sales
tracking. ldentity providers will face liabilities the event of data loss and fraud but
have no revenue stream. This will prevent an idemiovider moving beyond the

low value applications such as blogging that areetuly supported.

If the Internet were to see a breakdown of trusd aecurity with a substantial
percentage of transactions being fraudulent ardirigato identity theft this could be
the driver required to see a federated identityasysttem, perhaps being championed
by the government or financial sector. Until suichet the status quo will persist with
a hardening of existing methods e.g. more compéssword rules and increased use
of OTPs. The author has published these findingtherfuture of identity and the J-

curve.

While there is undoubted progress to be made iplgiyimg the process of federation
and forming dynamic trusts, the big challenges @rercoming user apathy and
developing a sustainable business model. The adtlets this is dependent on the
collapse of Internet trust and security, or a majdustry and government push.
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6.2 Text Analysis

Education and recreation are seeing more childpgmding increasing amounts of
time online. This frequently involves interactiontlwindividuals neither they, nor

their parents have met in the ‘real world’. Theaiz® of this real world interaction
makes it much more difficult to determine the idied of those individuals with

whom children come in contact. The Internet offargreat deal of anonymity

between users.

The vast majority of people on the Internet, ased life, present no harm to children;
their contact will be beneficial or at least benigh small minority of people do
however pose a threat to children and the anonyaifitiie Internet reduces their risk

of detection.

The author has investigated the feasibility of ditg child grooming based on the
content of Internet chat — interactions in emdilatcrooms, IM, social networks and
message boards. While semantics can be effectivbeiranalysis of language, its
efficacy is greatly reduced when language doesadbere to normal definitions i.e.
where spelling, grammar and syntax do not follolgsulnformal lingo, slang and the
deliberate use of misspelling and poor grammar &wones called ‘text speak’ and/or
‘leet speak’) are a common feature of youth corateza. A statistical method can
overcome the limits of the linguistic method, itshao ‘understanding’ of language,

instead it analyses patterns.

Statistical models need numerical data; this isegsed by feature extraction -
assigning numerical values to language charadteyistrigram analysis for example

is based on the frequency of trigram occurrence.

Bayesian trigram analysis has been shown to bentist accurate classifier given the
linguistic nature of online chat among childreneTduthor attempted to establish if
this method could be improved upon using a noveltui® extraction method

consisting of token vectors made multiple coeffitge(multiple character strings) and

Gaussian Mixture Models.
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Around 80% of grooming is obvious with groomersngehonest about their age and
sexual intention. To test the classifier the autbelected four textBlineteen Eighty-
Four, The War of the Worlds, Fahrenheit 4&idOn the Origin of SpecieJhe first
three books are broadly similar works of fictiometlatter a scholarly work of
biology. In experiment©n the Origin of Speciewas used to represent the blatant
grooming, the assumption being this blatant grogmimould be substantially
different from regular chat &n the Origin of Specidas substantially different from
the other works.

Assuming parents and children could easily spotbiagant grooming attempts, the
real challenge is differentiating subtle groomingni normal chat. This challenge is
essentially the same as successfully classifyiadttree fictional works.

Experimental results showed the novel feature etittadGMM method proved very

unreliable and substantially inferior to Bayesiagram analysis.

The novel feature extraction/GMM process was comadputally expensive and
unreliable, with statistical expertise the processld be improved but the author
doubts it would become the leading classifier afisciplined Internet conversations.
80% of grooming is blatant; the other subtler grogms known to involve building a
relationship by showing interest and affection. Bimg interest and affection —
dating, is normal teenage behaviour. Differentrai® very difficult if not impossible
because the conversation content is essentiallgahes. Further work in this area is
possible but the author feels it would not représka best use of resources in the

child protection ecosystem.

6.3 Steganographed Custom Emoticons
Instant messaging is one of the most popular ordictevities among children. The
.NET Messenger Serviadten simplyMSNis a popular IM platform with over 80

million users in Europe.

Emoticons are key sequences, images and animatianare used to add information
content to text by expressing emotions that woull gresent in non-verbal

communication if the conversation were taking pldaee-to-face. Simple ASCII
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emoticons began to take-off in the early 1980s wiith suggestion of using :) to

express a joke or being happy. With the rise di needia these have become small
images and even animations. Many applications naercept the keystrokes and

display rich media emoticons. As well as havingeéadIt set of emoticons th&lET

Messenger Serviadso supports the use of user generated custoncemst

Steganography is the art of hiding information iaip sight, for example hidden
writing with invisible ink. It is possible to stegagraph digital images in a number of

ways e.g. using the least significant bits of espdile.

Using steganography techniques it is possible tkenzan ordinary image unique by
changing the aRGB (alpha, red, green, blue) charofed pixel. This subtle change is

imperceptible to the human eye but readily detewatighl hashing functions.

The author developed software to modify the aRGRies of a single pixel of a
common emoticon to generate 625 emoticons thataapgedentical to the human
eye but were in fact unique. These emoticons cdodmed into anyNET Messenger

Serviceclient (the service is run on open protocols) wdports custom emoticons.

Clients on the.NET Messenger Servicdo not transmit the emoticon images
associated with default emoticons, only the keyuseqe is sent. Both the
transmitting and receiving client show their locapy of the emoticon. Custom
emoticons do not already exist at the receiver smdhust be included with the key
sequence. Custom emoticons are buried deep witl@nréceiver’s file system —
retrieving them is a non-trivial exercise. The eigmt transfer is handled as a drive-
by download, i.e. it is automated background afstivequiring no action on the part

of the receiver.

A ‘steganographed’ custom emoticon can be usedigseaof ‘digital fingerprint’ left
on the computer of anyone who chats with a childisTcan later be used by
authorities as evidence that communications hakentgplace perhaps in a case of
suspected child grooming. If the user saves anges-the custom emoticon, the act
of loading it in the application changes the hasbaning any attempt to imitate the

original child (user) or spoof the emoticon is Badetected.
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Internet criminals are detected using one of thmesthods, identification via IP
address, disclosure of personal information thatideto real world identification, or
they come to the attention of law enforcement Hyeptmethods. The hierarchical
governed nature of public IP addresses (necessaryinternet use) means an
individual can be easily traced to an ISP. UK ISiRs required to retain subscriber

records for 12 months.

Evading IP address identification is a trivial pges that can be accomplished through
numerous ways — proxies, onion routing, ‘anonyngisgervices, ‘wardriving’, use of
WiFi hotspots etc. Despite this simplicity manyelimtet criminals are caught through
IP address identification. In the same vein, thoiigh possible to detect and delete
the custom emoticons, or use a public terminal &brary or Internet café, many
individuals will not bother, thereby preserving tlneique custom emoticon on their

computer.

The system could be implemented in a number of whlys author feels the best way
would be to operate the system as a managed seRacents would register with the
service provider and download a custom client ier. NET Messenger Servicéhis
client would contain the custom emoticon, the detaf which would be recorded
alongside the registration details held at theiserprovider. The custom emoticon
could be automatically ‘pushed out’ (without thender needing to manually invoke
the custom emoticon) each time the child begingticigawith a new contact. Any
emoticons recovered by authority could be compamgdinst the service provider

database.

The concept has been shown to work and the techiesld¢digital imaging, hashing
and the.NET Messenger Servicare mature. Further work developing the custom
client and service could be a cheap and simplesigctbuilding on existing open

source client.

BT considered patenting the process, but insteaddel@ to publish (prevent

patentability) and allow anyone to develop the id&aout royalty restrictions.
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6.4 Online Child Protection

During the author’s technical work relating to imet child protection it became
apparent that technological defences were onlyall grart of large complex issue. A
problem ideally suited to systems analysis.

The online child protection ecosystem contains miedr, uncertainty and doubt.
Politicians, products and services providers aedntiedia have ‘muddied the waters’
with alarmist anecdotes, selective reasoning angtwase scenarios. This combined
with the sheer volume of information on the subjeat left children, parents and

society poorly informed about the nature of theéssat large.

Systems theory teaches that no part of a complstesycan be considered in a
vacuum, the interfaces and interactions betweesystdms and components must be
taken into account. Human factors engineering llevikat people are the unreliable
component in any mature system. Human behaviour caitdre can easily upset
strategy and development [111]. Systems developgdow an appreciation of
stakeholder requirements rarely achieve optimurfopeance. In order to understand
and assess the problem, proper requirements caphdestakeholder analysis is
essential. Many of the products, services and adeice around child Internet safety
ignore the behaviour of children.

Perhaps the single most significant consideratisn the difference between
prepubescent and post pubescent children. Preperiesuldren are easier to protect
— while they are more naive they are naturally nad@pendent on their parents and
readily accept close supervision and oversightt palsescent children, teenagers, are
a more difficult demographic, at significantly morisk. Physically mature and
sexually aware, they yearn for adult levels of peledence and privacy, but lack
psychological maturity and emotional control. Thase likely to be headstrong,
defiant, secretive and testing/dismissive of author— these are normal
developmental behaviours. Technically au fait aleifdmay even have the ability to
circumvent any technological measures; others nygass them by using a friend’s

computer or public terminal.
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Children face three primary risks online, soligiiat exposure to unwanted content
and bullying. Solicitation typically comes in therin of a crude comment in a
conversation; the vast majority of children adepthndled the incident and suffered
no negative effects from it. Unwanted content i$ jonst limited to pornography; it
can also include violent content, bigotry and thenpotion of illegal activities such as
criminal skills and drug use. As with solicitatidhe majority of children were
unbothered by exposure to unwanted content. lbisincommon for teenage boys in
particular to actively seek this type of contengb€rbullying is a poorly understood,
poorly defined problem. It is thought a significaninority of children are involved
either as bully, victim or both. The effects, batmmediately and in the long term,
may be more severe than real world bullying. Witkremore devices connected and
always online, combined with more peer group irdgoa online, cyberbullying is
increasingly difficult to escape. Victims of bulhg are also at greater risk of other

forms of Internet victimisation.

There is no such thing as a typical child abuskeirt motivations, methods,
socioeconomic status etc can’t be discreetly caisgmh they fall along a continuum.
The vast majority of child abuse takes place wittia family or at the hands of
someone known to the child. Child Internet groomaaes typically honest and open
about their ages and sexual intent; the majorityictims who meet groomers in real
life know they are meeting an older man for sexodaning typically revolves around
showing the victim affection and taking an interigsthem. Abduction and forcible
rape are extremely rare. Victims often refuse tdp hauthorities, citing strong
emotional feelings towards their abuser. Childrémoare already abused, neglected,
bullied, depressed, suffering peer group isolatmm otherwise psychologically
troubled are at greater risk of becoming the vistiof Internet initiated sex crimes.

They are often active, even enthusiastic particdgpantheir own abuse.

The government needs to be clear about the dangéne and back a concise safety
message grounded in the realistic known behaviolichildren. ThinkUKnowis by
and large an excellent source of information, lmksrbeing undermined by CEOP’s
and the government’'s media agenda. Good advicegaad legislation is based on
evidence, not untested ideas, anecdotes and subjeunbrality. Posting personal

information and photos on the public Internet maylme a good idea, but there is no
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evidence that child abusers are ‘data mining’ thi®rmation in the search for
victims. People may find computer generated (ar#lf) child pornography repugnant
but there is the possibility that it makes childresfer by providing paedophiles

catharsis.

Education provides the best, most cost effectivey wa protect children on the
Internet. ThinkUKnowis generally an excellent resource with age apptgmaterial
but its’ message needs to be pushed out througiokscherhaps featuring role play to
help guide children in case they are solicitedliédilor exposed to unwanted content.
Education should not be limited to children; paserdnnot be dismissive or fearful of
technology because just they don’t understand gimple, high level overview need
not be technical but would help the parents esthldicommon ground and engage in
dialogue with their children. It will help them tenderstand the environment, the
appeal, the benefits and the risk. Such educatimuld also be mandatory for

teachers and social workers.

A small but not insignificant humber of childreneabothered by solicitation and
unwanted exposure to harmful content, this is midkely if the solicitation is

persistent and aggressive and the content is @xphd depicts pain. This may be
exacerbated if the child is going through pubebgcoming sexually aware but not
fully able to comprehend the situation. In additin covering such scenarios in
education, the child needs a strong, supportive amderstanding parental

relationship.

Some degree of boundary testing and ‘getting upotgood’ is to be expected from
teenagers, however if they become involved in @atitn they are unable to handle
they must feel able to turn to a parent or othspoesible adult. In the absence of this
they may worsen the situation because of feelirfgsadation or fear of excessive

punishment.

Some children will always suffer abuse, solicitatidoullying and exposure to
unwanted content. Technology can provide a measd@irgrotection, especially
protecting younger more naive children from expedor harmful content. It is less

beneficial at protecting older children. The chpdrent relationship is important at all
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age levels, younger children need supervision,ratiddren need support and trust.
The Internet is now a major factor in both the edion and leisure of children,
parents need to understand to the ‘basics’ in otaldye properly involved in their
child’s development. Parents would also benefitfifgroperly understanding the risks
involved in child Internet use and understand #latming media anecdotes are news

worthy because of their rarity.

Online child protection is an enormously broad sabjcovering technology,
psychology, sociology and behaviour, legislatiod aivil liberties. Most people have
an opinion and many hold strong beliefs. Interrfekdcprotection is never far from
the headlines. Yet much of what people believee-gbnerally accepted view - is an
inaccurate representation of the facts. The auttam shown the subject is too
complex to properly address solely at the subsysesml and that focusing on an

individual variables at the expense of the whol@aésficient and retards progress.

Further work should involve thought leaders aslsegous questions about security
theatre and the real value of measures legal, iimahand social used to protect

children. A broad survey similar to YISS needs &performed to understand how
children in the UK are using the Internet and witaigers they have encountered. A
syllabus which educates and engages children, Ihithwalso understands their

behaviour, needs to be developed. Training compliarg to this syllabus needs to be
developed for teachers, social workers and pareotspnly covering the technology

but realistically portraying the issues — the rigk&l how their children’s behaviour

contributes to this.

Social scientists need to work to define commonricgetso that research can be
meaningfully compared. They also need to work wviitthustry to show that while
products and services meet technical requiremérgy,do not necessarily meet user

requires or address user behaviour.
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8. APPENDIX A — TERMINOLOGY

Bayesianrefers to a statistical method to determine prditgbi

Chat a blanket term that describes real-time Internehronication, this includes
IM, IRC, SNS chat functions etc.

Gaussian Mixture Model a clustering technique used in statistical prdiigbi

Emoticons aka smileys graphical representations of emotiorgs kappy, sad,

confused, embarrassed.

Microsoft Network (MSN) a blanket term that may refer to the chat senie,
protocol (underlying the chat service) or the aggilon(s) i.e. the user interface to the

chat service.

Identity Provider (IdP) an authority where users register their details, It then

provides credentials and attests to the user'diigtén relying parties.

Instant Messaging (IM) a form of two-way communication between two or more
individuals conducted in real-time. Traditionallgxt based, many instant messaging

platforms provide support for audio and video.

Internet Relay Chat (IRC) a form of Internet chat based around channels|agito

chat room is supports group chat or one-to-one concation.

Relying Party (RP) a website, service, platform or application the¢epts a users
identity based on assurances from a IdP rather toflacting and managing user
details itself.

Social Network Site (SNSh platform that allows users to publish conterth@form

of a profile, typically mood/status, images, vidaad links. They user can choose to
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make the profile public, visible only to approvesdets (friends) or somewhere in

between.

Token a unit of data created from features extracted fiewh Tokens can be used to

train a model or classified (tested against a model

User Centric an ethos or approach that places the user in dootrthvow their
personal data is used.
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9. APPENDIX B — RISKS AND SAFETY ON THE INTERNET
In the main body of the thesis the author callsddoroad survey of UK children
similar to the US YISS project.

Since completing this work the author has becomaravef the EU Kids Online
project a trans -European project that surveyed2ZZB¢children across 25 countries

[1].

The report broadly reflects the findings of thiggls, with one key difference — the
problem of cyberbullying. EU Kids Online found tH#£1% of children had engaged in
bullying in the past 12 months, 5% report beindiedlon a weekly basis. Of the 5%
who have been bullied online 57% were very upsedaioly upset, however 94% got

over the bullying immediately or within a few days.

Given the currency, sample size and methodologh@fEU Kids Online project the
author recognises this is probably more represeataf state of cyberbullying in the
UK.

[1] S. Livingstone, L. Haddon, A. Gorzig and K. @&lson. (2010, 21 October). Risks
and safety on the internet - EU kids online. ELSEL [Online]. Available:
http://www2.Ise.ac.uk/media@I|se/research/EUKids@ ik UKidsl1%20%282009-
11%29/Survey/Survey%20documents.aspx
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10.APPENDIX C — FLOWCHARTS

The following flowcharts were created as part &f software engineering process and
describe how the applications work.

10.1Text Analysis

Start ) CreateDataSet

Split the source text e.g. Darwin into a single
15,000 word training set and multiple 500 word
4 test sets.

Open text
source file

wordCount=0

End of File? >«

Create 5000

- —
word training set

Create 500 word
test set
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Start

x=2

v
Extract x
characters to
create token

Record token,
record position
(x.y)

SplitString
Create and count tokens of each set (training
and test)

Increment token
frequency counter,

record position in text

(xy)

End of text
(file)

Move 1

character along
in the text

X++

Go to start of file
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All tokens
analysed?

tokenPercent =
tokenFrequency/
totalNumberToken
*100

Record
tokenPercent

All tokens
analysed?

Based on X,Y
write totenPercent
to file

Percent
Determine the frequency, as a percentage of
each token

LoadUp

Each vector consists of the percentage of tokens
2 to 10 characters in length.

Based on the X,Y (X = number of characters, Y
= position of token in the text e.g. 10 characters
from start of file/set) write tokenPercent, to
create token vectors.
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10.2 Steganographed Custom Emotions

Start

Open Source
Emoticon

A

Get colour (argb
value) of pixel 1,1

counter=0

ImageFiddler (create the SCE set)
Get argb value, and alter +/- 5 in each channel,
saving each change as a new file (emoticon)

Y
A

achannel ++

A

Save change as
new file

A

r channel ++

A

Save change as
new file

g channel ++

Save change as
new file

A

b channel ++

A

Save change as
new file

End

counter ++
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HashChecker
Generate or validate hash of an emoticon.
Record or display user details.

A

Watch directory Manually select
(for received file) file for hashing

Generate Hash |«

Does hash exist
in the database

A

Open form to Display user
record user details record
4
A4
Record details L/ End
(write to database)
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11.APPENDIX D -

EXPERIMENT LOG

Original Source Emoticon: Baring_teeth_smiley.png

Manufactured
File
EE Hash Colour
1.png abbd77ad7b06513172¢c1c58e8086e5e4 [A=1,R=1,G=1,B=1]
2.png €891351cf88b0f115ef5c66ce7a9fded [A=2,R=1,G=1,B=1]
3.png 00fb459af4ef96ed36acc10f54346643 [A=3,R=1,G=1,B=1]
4.png 46bb1f29fc247fc090a0fc23d5¢c8ea05 [A=4,R=1,G=1,B=1]
5.png ¢c401d91c6de43a2a254f8223db412468 [A=5,R=1,G=1,B=1]
6.png 2ff95002bb5blaeddaOcc71d2950fff4 [A=6,R=1,G=1,B=1]
7.png 2¢1el7ec897242e708c3379714e28¢c96 [A=7,R=1,G=1,B=1]
8.png cb4fe8a3630eb8416736a8ec399567a7 [A=8,R=1,G=1,B=1]
9.png ba60adff743e9cf956e38a2b0f85e618 [A=9,R=1,G=1,B=1]
10.png 212570f504760ebcbd49400a07659741 [A=10,R=1,G=1,B=1]
11.png de4739e58hb347613346352ad44b46bbc [A=11,R=1,G=1,B=1]
12.png d679442deeb61de6d6a979bd011e233fd [A=12,R=1,G=1,B=1]
13.png 81403885e9191cc41c7eab6970e7085fd [A=13,R=1,G=1,B=1]
14.png 743c50c297d980ce0cccf19889148e14 [A=14,R=1,G=1,B=1]
15.png €d19dc374bb4h5a66ff89865da20f50d [A=15,R=1,G=1,B=1]
16.png bh962c04ddeb74ba98562ef84b383dcfc [A=16,R=1,G=1,B=1]
17.png  85f535dc8cdf3f825dedad97490bf013 [A=17,R=1,G=1,B=1]
18.png 5babc08c45fch6215f8bda2e5f426ff4 [A=18,R=1,G=1,B=1]
19.png d5207f586e3c6758657€26894c0bd030 [A=19,R=1,G=1,B=1]
20.png 96a86399862d3842de198b89405d2b0f [A=20,R=1,G=1,B=1]
250.png  55a303df5253f22fc6f6ad94f71b4d10 [A=255,R=2,G=5,B=5]
251.png  4270c7716bdddd23c3703e3e4b69a45b [A=255,R=3,G=1,B=1]

Sent from source - Received at first hop

Filename Hash

XZ90t0TmxdtD8FVKdCzBjlgZ5MM=
S0haOruopUs61SxoHb9e0SypyOA=
iW26K6M5v3siMBTQs+TGfx3TCSg=
wa+6L+YRj9+cyZYMu6r2FCo+3bvi=
YC82FrOuMPPkNwxLzarQE7ullBYI=
+152b1+uAQqZpcB5twyp69wFKKc=
fi3eBVjIVr04yKOUFuTo6tUUDIQ=
n+jK+kCmD+jVKAgTOmgOgbPccNE=
0uOgkPfD7Qk8gjmgyph+gOhUNTk=
JrYMt2IRJI12YfI8W59MDW 2FEXb+Y=
zu33HVQYRHOJysJKEADwfc8wQ9Q=
73IDUOLrwAB6HBSgR472RSMhOvD4=
2QLZz2n1GYUNebyEpgNgAKLTAeo=
3RCgyISpgWP4dRniziBXYfN5I8A=

FYUYQEeeB2F2VUQkWx2FZWQgY2FpZps=

Ea9SICOVLabBovoXrvp+aFQKdoM=
YUjacEZEkgXho4Glkk2Fz40UgWk=
JJFtLVbISFWOTVja5TJqS5vHI5I=
LERgMKWIIJR2Y9LpKzXaVvG42FeA=
01G2FsKjA9lpjuow407ouiy+fck0=
x0SBwJd5hg602FU66mQmab64w58k=

abca826720df868d736f9e805af5alea
513540dac8184ab6e9adbb0cl2efedch
138e4f0c180827e123f4¢810524d9eb2
8923b51d404481ec7699a3ad71531767
ca321ec838da004eab31f2381ff59ee5
bde77fbbd7fce0ac6226945e78d643ef
82214c¢7050defd6ecbc8d8b52e6f175d
baOelce87bbc5ac43a199ba9cac68eaf
d308765676fee3b7b0251857¢5205b2d
31e8bce24d9429599a33¢29fd3e09dh6
47460cf43¢c8727ceh568820e6f8b1f40
fb35e42fb357a94a4e6f6aa337d896a3
e26ca8b51d3ad485baaf0e9cecce42d7
f785c8dcd09acecbc5734f002914987d
ad25d8b8141ed3478304190b5¢c9d230b
38166709276e4be3b20632244e552a53
7f960362080863065825476b17898908
95h3710ff12fcc4f7bb64dcof6f7ca73
a0c872cfa7dcf7b25d43b2c4db80c046
ad9e52fdfeal93b30e22316589ef5450
a68f44f1f022123bdc5225f96ee7ad4c

CUSTOM EMOTICON CHANGE -

Colour
[A=1,R=0,G=0,B=0]
[A=2,R=0,G=0,B=0]
[A=3,R=0,G=0,B=0]
[A=4,R=0,G=0,B=0]
[A=5,R=0,G=0,B=0]
[A=6,R=0,G=0,B=0]
[A=7,R=0,G=0,B=0]
[A=8,R=0,G=0,B=0]
[A=9,R=0,G=0,B=0]
[A=10,R=0,G=0,B=0]
[A=11,R=0,G=0,B=0]
[A=12,R=0,G=0,B=0]
[A=13,R=0,G=0,B=0]
[A=14,R=0,G=0,B=0]
[A=15,R=0,G=0,B=0]
[A=16,R=0,G=0,B=0]
[A=17,R=0,G=0,B=0]
[A=18,R=0,G=0,B=0]
[A=19,R=0,G=0,B=0]
[A=20,R=0,G=0,B=0]
[A=255,R=2,G=5,B=5]
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| 20fyZYIfgY9ITXYVYUHhAQCHVOC=

0a87129822022c25a3f95525b07a4fd0

[A=255,R=3,G=1,B=1] |

Recovered at first hop - Sent to 3rd Party (received at 3rd Party)

File name
8+srWWpU1k9kienyGg9gqL2F1RWQqY=
AHDhk87Dg7A2FFeZhZAhFzNzUj3w=
NLn5sPdrphC2GP427HLPOfyeS61=
36Wwrw7N35WJInQOsLZXomYDVhIUU=
y8KcHIF40ZBelE2Fw8dfGRQ+PZm8=
JVobDgMA4H44hZex+vEDTyZXmcc=
UCdz+w2kgctb7ecHSGnPDaDP4Ts=
2fv71bcHig1z4PA386 ThTMzoW(qg=
OAea4rJBht7gk0OoVCFXjW7rJ2FyE=
LKHOLMFg816WU9GN4DXWmOdsoOE=
FgWPdHCOZfgcXQIIX5mctdIKNpM=
Dr7+f7inzbz90bvLhVPK33fKX9U=
VOZTEjnFj79INN2FZ1QJAMXKEOkk=
Fh8EBabz0i5J6sHdzIO1jUzFig0=
miWUOQqgxl42jXek0j0j8VIc7A3vg=
gK4lev2GfFGZR2X9KtEAND2F08I4=
P785in2FyWZL99I2k+4xabmZremY=
MHeJxhbHOB9w7KMq36VB+EKeVow=
W64bKxFjV8CkeY7TB3SUEe35Cr8=
COtFBRx70P+ZtKhMc+zVgoFugxo=
3108+WnbddXcpbOLQSyyx2F5GsIU=
fQnVoyl6PYcw8gL9DCfO2FUO4660=

Hash
8dbee777d14ff11e224090ff51d0bba9
768307fa221a1942d977198f4ec205de
05fcd23456b5e78f3c788979b37104hc
5277a9690127b53dc69555344b2bc798
7fe754185e61654f868583630h69988a
3461579fed83497abce017195f2cd292
4b9d37dcdOce5eaB83162b126712da6c8
4d10044ae49a5de7a6260f7189502014
€ce19061009c2eb944c045e369aad3e67
e31f6df201a10c4c7390elfl6bce51fc
6aa8596ed9e90404a50dd8996d600c44
dabf089242c8b2e1bf25d3b7de5h68e6
4e453bafa29e259f3f8elec10ded6c6e
c5f9592a287217fd2da321b34372c71c
35a696257622flacc119d02a3d510e4d
1dd0e522ded24235ec10b236a956d457
8c854b8cc19f98780545f04bad4eb758
53a32b7fd099¢cc9d6b8833fcf38abc80
33270e99599b6179137e1748e415752a
720174dcb239f1beaBaal827e7244el7
7d9f82ddb7a2cffededebd4948642e0f
978f4c9bdf68944716e17bc859e7cal

Colour
[A=1,R=0,G=0,B=0]
[A=2,R=0,G=0,B=0]
[A=3,R=0,G=0,B=0]
[A=4,R=0,G=0,B=0]
[A=5,R=0,G=0,B=0]
[A=6,R=0,G=0,B=0]
[A=7,R=0,G=0,B=0]
[A=8,R=0,G=0,B=0]
[A=9,R=0,G=0,B=0]
[A=10,R=0,G=0,B=0]
[A=11,R=0,G=0,B=0]
[A=12,R=0,G=0,B=0]
[A=13,R=0,G=0,B=0]
[A=14,R=0,G=0,B=0]
[A=15,R=0,G=0,B=0]
[A=16,R=0,G=0,B=0]
[A=17,R=0,G=0,B=0]
[A=18,R=0,G=0,B=0]
[A=19,R=0,G=0,B=0]
[A=20,R=0,G=0,B=0]
[A=255,R=2,G=5,B=5]
[A=255,R=3,G=1,B=1]

180




