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Abstract

Introduction of data intensive multimedia and interactive services together

with exponential growth of wireless applications have created a spectrum

crisis. Many spectrum occupancy measurements, however, have shown that

most of the allocated spectrum are used inefficiently indicating that radically

new approaches are required for better utilization of spectrum.

This motivates the concept of opportunistic spectrum sharing or the so-

called cognitive radio technology that has great potential to improve spec-

trum utilization. This technology allows the secondary users to access the

spectrum which is allocated to the licensed users in order to transmit their

own signal without harmfully affecting the licensed users’ communications.

In this thesis, an optimal radio resource allocation algorithm is proposed

for an OFDM based underlay cognitive radio networks. The proposed al-

gorithm optimally allocates transmission power and OFDM subchannels to

the users at the basestation in order to satisfy the quality of services and

interference leakage constraints based on integer linear programming. To re-

duce the computational complexity, a novel recursive suboptimal algorithm

is proposed based on a linear optimization framework. To exploit the spatial

diversity, the proposed algorithms are extended to a MIMO-OFDM based

cognitive radio network. Finally, a novel spatial multiplexing technique is

developed to allocate resources in a cognitive radio network which consists

of both the real time and the non-real users. Conditions required for conver-

gence of the proposed algorithm are analytically derived. The performance

of all these new algorithms are verified using MATLAB simulation results.
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Chapter 1

INTRODUCTION

1.1 Evolution of Wireless Communication Systems

Due to fast development of smart phones and associated multimedia and in-

teractive applications, wireless communication systems have been experienc-

ing an explosive growth. The cellular wireless communication system is the

most successful wireless application, nowadays, which is also an important

element for globally ubiquitous wireless connections. During the 1950s and

1960s, AT&T Bell laboratories first developed the concept of cellular wire-

less communications, wherein spectrum within a geographical region can be

reused by breaking the region into small cells [2]. Each cell is assigned a set

of frequencies, and, these frequencies can be reused by a different cell, when

there is a sufficient distance between both cells. Fig. 1.1 shows an example of

cellular wireless communication system where adjacent cells do not use the

same set of frequencies. This cellular concept coupled with advanced signal

processing techniques and developments in reliable radio frequency hardware

is a breakthrough for the modern wireless communication developments.

The first international mobile communication system was the analog

Nordic Mobile Telephony (NMT) system which was introduced in the Nordic

countries in 1981, at the same time as analog Advanced Mobile Phone Ser-

vice (AMPS) was introduced in North America. These first generation (1G)

networks relied on analog Frequency Modulation (FM), where each user

was assigned a separate downlink and uplink FM channel. This method

1



Section 1.1. Evolution of Wireless Communication Systems 2

Figure 1.1. Conventional cellular wireless system. Different shading
patterns of cells represents different sets of frequency ranges.

of disjoint frequency sharing is called Frequency Division Multiple Access

(FDMA) with Frequency Division Duplexing (FDD). Fig. 1.2 shows a typi-

cal FDMA with FDD set up, where users are assigned different set of uplink

and downlink frequency channels.

Uplink Frequencies Downlink FrequenciesTime
Figure 1.2. FDMA with FDD. Different uplink and downlink fre-
quencies are allocated for different users (i.e., different shading patterns
represent occupancy of different users.)

Due to the capacity limitation of 1G cellular systems, these were phased

out by the second generation (2G) cellular systems in the early 1990s. There

are three major 2G standards, Interim Standard (IS)-95, IS-136 in the United

States, and Global System for Mobile (GSM) in Europe. The most widely
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used 2G standard in the world today, with more than 4.4 billion subscribers,

is GSM. Unlike 1G cellular system that relied exclusively on FDMA/FDD

and analog FM, 2G standards use digital modulation formats and time di-

vision multiple access (TDMA)- FDD (TDMA/FDD) technique. Fig. 1.3

illustrates TDMA with FDD system, where different time slots are allocated

for different users in order to share the frequency band. The enhanced ver-

sions of 2G GSM standards with higher data-rate are known as General

Packet Radio Service (GPRS) and Enhanced Data rates for GSM Evolution

(EDGE) for GSM. These improved 2G cellular systems are usually referred

to as 2.5G systems [3].Time Uplink Frequencies Downlink Frequencies
Figure 1.3. TDMA with FDD. Different time slots are allocated for
different users (i.e., different shading patterns represent occupancy of
different users).

Third generation (3G) systems are designed to enhance the high data

rate multimedia communication such as video telephony, and access to in-

formation and services on public and private networks with high mobility.

The most popular 3G standards are Wideband Code Division Multiple Ac-

cess (WCDMA) or so-called Universal Mobile Telecommunications System

(UMTS) and CDMA2000. These techniques are developed based on Code

Division Multiple Access (CDMA). As shown in Fig. 1.4, CDMA allows all

users to transmit at the same time and frequency but using different codes.

Different frequency bands are used for uplink and downlink. In the stan-

dardization forums, WCDMA technology has emerged as the most widely
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adopted 3G air interface. Its specification has been created in the 3rd Gener-

ation Partnership Project (3GPP), which is the joint standardization project

of Europe, Japan, Korea, United States and China [4].

Code
FrequencyUplink Frequencies Downlink FrequenciesTime

Figure 1.4. CDMA with FDD. All users utilize the whole frequency
band and time slots simultaneously for transmission.

3GPP-LTE (Long Term Evolution) is envisioned as the fourth gener-

ation (4G) cellular standard, and is aligned with existing 3G deployments.

LTE uses Orthogonal Frequency Division Multiple Access (OFDMA) for the

downlink, and Single-Carrier FDMA (SC-FDMA) on the uplink. OFDMA

and SC-FDMA are the multiple access technologies, wherein users assigned

different set of subchannels that effectively divide the wideband frequency

spectrum into multiple narrow band subchannels. Fig. 1.5 shows OFDMA

using either TDD or FDD, where a wideband channel is divided into multi-

ple narrow band subchannels that are orthogonal to each other. OFDMA is

based on modulation method called Orthogonal Frequency Division Multi-

plexing (OFDM). OFDMA allows for an intelligent scheduling and resource

allocation in order to utilized the frequency spectrum efficiently.

The technology development in wireless communication throughout the

generations has boosted the growth of wireless applications. However, the

limited availability of spectrum resources has brought the necessity of effi-



Section 1.2. Cognitive Radio Networks 5Time

FrequencyUplink Frequencies Downlink Frequencies
Uplink Timeslot
Downlink Timeslot

OFDMA/TDD
OFDMA/FDD

Figure 1.5. OFDMA with TDD and OFDMA with FDD.

cient spectrum utilization in wireless communications [5, 6]. Traditionally,

frequency bands are divided into various sub-bands and each sub-band is

licensed to operators by spectrum regulatory bodies (i.e., by OFCOM in

United Kingdom). The continuous growth in wireless applications have

caused spectrum crisis and saturation in the frequency allocation table.

Hence, spectrum shortage has become one of the key issues in spectrum

allocation. On the other hand, different spectrum measurements showed

that most of the time the licensed frequency bands are under-utilized [5, 7].

This motivates the concept of cognitive radio technology that has great ca-

pabilities to improve spectrum utilization.

1.2 Cognitive Radio Networks

Cognitive radio network has the ability to increase the spectrum utiliza-

tion by using the under utilized licensed spectrum for unlicensed users (also

known as secondary users) [8]. In cognitive radio networks, secondary users

share the radio spectrum bands, that are licensed to primary users, without
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harmfully affecting the primary user’s communication process [8,9]. Sharing

the licensed spectrum by secondary users improves the overall spectrum uti-

lization and at the same time the transmission power of secondary user causes

interference to primary user. Therefore, secondary user network should be

designed in a way to allocate its radio resources to satisfy its own quality of

service (QoS) requirements while ensuring that the interference caused to the

primary users is below the predefined threshold level. The main functions

of a cognitive radio network are spectrum sensing and exploitation of avail-

able spectrum by adjusting the transmission parameters such as frequency

allocation and transmission power.

In order to use the licensed spectrum, cognitive radio networks should

detect the under-utilized licensed frequency bands. The performance of the

detection schemes is mainly affected by channel fading and shadowing. There

are difficulties in differentiating the attenuated primary signal from a white

noise spectrum. This spectrum sensing problem has been widely studied

and different spectrum sensing schemes have been proposed to improve the

detection performance [10, 11]. Spectrum detection techniques can be clas-

sified based on the type of detection techniques employed at the receiver:

energy detection [12], coherent detection [13] and cyclostationary feature

detection [14]. Energy detection is optimal when the information on the pri-

mary signal is limited. Coherent detection can be efficiently employed when

the primary pilot signal is known, whereas a cyclostationary detector has

the potential to distinguish the primary signal energy from the local noise

energy.

There are three different types of spectrum sharing arrangements, namely,

interweave, overlay, and underlay, which have been strongly supported for

the development of cognitive radio networks [15]. The interweave approach

is motivated by the idea of opportunistic communication. Recent spectrum

occupancy measurements shows that most of the time licensed spectrum is
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not utilized efficiently and yields spectrum holes as shown in Fig. 1.6. In

addition, these spectrum holes change with time and geographical location

and can be used for secondary users communication. In this scheme, cogni-

tive transmitters are required to sense availability of spectrum and transmit

signals only when frequency holes are available. This is also known as white

space filling.

FrequencyPower Time slot 1
FrequencyPower Time slot 2

Figure 1.6. Interweave spectrum scheme. Green and red represent
the spectrum occupied by the primary users and secondary users re-
spectively.

In the overlay approach, the secondary users coexist with primary users

and use part of the transmission power to relay the primary users’ signals

to the primary receiver. This assistance will offset the interference caused

by the secondary user transmissions at the primary users’ receiver. Hence,

there is no loss in primary users’ signal-to-noise ratio by secondary users

spectrum access.

In the underlay approach, the secondary users access the licensed spec-

trum without causing harmful interference to primary users’ communica-

tions. In this method, the secondary users ensure that interference leakage
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to the primary users is below an acceptable level as shown in Fig. 1.7.

In the interweave approach, identifying spectrum holes in the absence of

cooperation between primary and secondary networks is very challenging.

For example, a secondary transmitter could be in the shadow region of the

primary transmitter which will falsely indicate (to the secondary transmit-

ter) availability of spectrum. The secondary transmission based on this false

indication may harm the primary receivers. This hidden terminal problem

is deemed to be very challenging and a limiting factor for the employment of

interweave cognitive radio networks. On the other hand, the overlay cogni-

tive radio network is very interesting in terms of its theoretical advantages,

however, there are even more challenges in terms of practical implementa-

tion as this requires the secondary transmitter to have prior knowledge of the

primary user transmitted signal. Hence, the underlay scheme seems more re-

alistic and easy to implement compared to the other schemes. The resource

allocation techniques for underlay cognitive network is the main focus of this

thesis.

FrequencyPower
FrequencyPower

Time slot 1
Time slot 2

Figure 1.7. Underlay spectrum paradigm. Green and red represent
the spectrum occupied by the primary users and the secondary users
respectively.
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1.3 Thesis Outline

In wireless communications, adaptive resource allocation techniques signifi-

cantly enhance the spectrum utilization. The techniques developed for con-

ventional wireless networks cannot be directly applied to a cognitive radio

network due to the additional interference constraints on the primary users.

Hence the work in this thesis mainly focuses on the resource allocation tech-

niques for cognitive radio networks using various mathematical optimization

techniques.

The Chapter 2 provides a survey on resource allocation techniques used

in conventional wireless networks. Initially, multiple access methods such as

FDMA, TDMA and CDMA are discussed. Following on from this, static and

adaptive resource allocation techniques are described. Adaptive resource

allocation techniques for an OFDM-based wireless system are introduced

and different types of adaptive resource allocation techniques followed by

resource allocation using multiple antennas techniques such as beamforming

and spatial multiplexing are discussed briefly. Finally, recent works related

to the cognitive radio network are surveyed.

Contribution Chapters

The novel results of this thesis are given in Chapters 3, 4, and 5. Chapter 3

focuses on optimal resource allocation techniques for downlink transmission

of an OFDMA-based cognitive radio network. An algorithm is proposed to

allocate OFDM subchannels, transmission power and data bits to various

secondary users, according to their QoS requirements, while ensuring the

interference leakage to the primary users is below a threshold. This algo-

rithm is then extended to a MIMO-OFDM based cognitive radio network

to exploit the spatial domain. Next, MIMO-OFDM based cognitive radio

network is considered in the uplink, where various users are allocated in
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each subchannel based on their spatial correlations. Simulation results val-

idate the performance of the proposed algorithms for different numbers of

transmitter and receiver antennas.

The optimal resource allocation techniques based on integer linear pro-

gramming were provided in Chapter 3. Computational complexity required

to determine the optimal solution for OFDMA based resource allocation

problem is very high. In order to overcome the computational complex-

ity issue, low complexity algorithms are presented in Chapter 4 based on

rate adaptive and rate balancing resource allocation techniques. Algorithms

based on rate adaptive and rate balancing techniques are applicable to the

wireless network, which supports delay sensitive real time users and delay

tolerant non-real time users, respectively. Simulations results and complexity

analysis are provided to validate the performance of the algorithms against

optimal methods.

Chapter 5 focuses on a cognitive radio network which supports real time

users and non-real time users simultaneously. Real time users are delay

sensitive and require certain amount of resources all the time regardless of

channel conditions. Non-real time users are delay tolerable and resources can

be allocated based on channel gain and QoS requirements. A joint resource

allocation algorithm is presented in Chapter 5 in order to satisfy both sets

of users’ QoS requirements simultaneously. Beamformer design framework

for consideration of mixed QoS has not been proposed by any researchers

before, and this work forms the most important contributions of the thesis.

Conclusions and brief summary of this thesis are drawn in Chapter 6.



Chapter 2

RESOURCE ALLOCATION

TECHNIQUES FOR

WIRELESS

COMMUNICATION

NETWORKS

2.1 Introduction

The exponential growth of wireless communication systems opened up new

challenges in the system design. One of the major challenges for the system

design is limited availability of wireless resources such as frequency spectrum

and transmission power. In the wireless communications, various resource

allocation techniques have been proposed to utilize the scarce resources ef-

ficiently. These techniques involve strategies and algorithms for controlling

transmission power, frequency allocation, modulation scheme and error cod-

ing. The main objective of the resource allocation scheme is to make the

best use of the scarce radio resources to increase spectrum efficiency as much

as possible [16]. In this chapter, multiple access based resource allocation

techniques are introduced, followed by adaptive resource allocation methods

11
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for wireless network. Resource allocation techniques for MIMO networks

and cognitive radio networks are discussed at end of this chapter.

2.2 Multiple Access Methods

Multiple access method is an essential element in the implementation of re-

source allocation schemes, which can be classified into several categories.

TDMA is a multiple access technique that allows several users to share the

same frequency band via transmitting the signals over different time slots.

Specifically, different users can transmit one after the other, with each user

using his own time slots (see Fig. 1.3). FDMA is another multiple access

technique based on frequency division. As shown in Fig. 1.2, FDMA as-

signs each user one or several non-overlapping frequency bands or subchan-

nels for signal transmission [17]. Apart from the TDMA and the FDMA,

CDMA enables several users to transmit information simultaneously over

the same frequency range using different codes. To properly multiplex dif-

ferent users, CDMA technique employs the spread-spectrum technology and

pseudo-random codes [17]. Recently multiple users have been separated in

spatial domain using Space Division Multiple Access (SDMA) technique. By

exploiting multiple antennas, SDMA is able to offer significant performance

improvement as compared with single-antenna systems [18]. Meanwhile,

SDMA can create parallel spatial channels to improve system capacity via

spatial multiplexing or diversity.

Traditionally, resources are allocated to various users based on static

frequency or time slot allocation. Multiple access techniques FDMA and

TDMA have been used to separate the multiple users in the wireless system

in frequency domain and time domain respectively. These multiple access

schemes allocate fixed frequency channels or time slots for various users.

This separation help to avoid the inter-user interference among the users.
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After this static user-frequency or user-time allocation, transmission power

is optimized at the basestation, according to the users’ requirements [19].

However, the resource allocation schemes based on static frequency or static

time slot assignments to the users were not optimal, because these schemes

were not exploited the user diversity in the frequency domain or in the time

domain.

On the other hand, the adaptive resource allocation schemes allocate

radio resources to the users, according to the traffic load, channel gain, and

QoS requirements, so as to achieve better spectrum utilization as compared

with fixed allocation schemes. OFDM technique has been adapted in wireless

communication system as a best modulation candidate for adaptive resource

allocation [20]. Multiple access scheme based on OFDMmodulation, is called

OFDMA, and it has been recognized as the potential multiple access scheme

for the next generation wireless communication systems (i.e., 3GPP-LTE).

2.2.1 Overview of OFDM

OFDM is a multi carrier modulation technique that has been chosen as

the modulation scheme for the current and the next generation broadband

communications e.g., IEEE 802.11a/g and 3GPP-LTE [21]. It has been pro-

posed to overcome the technical difficulties in wideband modulation schemes

such as WCDMA. Technical issue related to wideband transmission is the

increased corruption of the transmitted signal due to time dispersion on the

radio channel. Time dispersions occurs when the transmitted signal arrived

at the receiver through multiple paths with different delays. In the frequency

domain, this time dispersive nature cause non-constant channel frequency

response which is called frequency selectivity.

Frequency selectivity of radio channel will corrupt the frequency-domain

structure of the transmitted signal and lead to higher error rates. Every

radio channel is subject to frequency selectivity, at least to some extent.
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However, the extent to which the transmitted signal corrupted is depend

on the bandwidth of that particular radio channel, in general, larger impact

for large bandwidth [21]. Receiver side equalization has been used to coun-

teract the frequency selectivity nature of channel. Equalization has been

shown to provide satisfactory performance with reasonable complexity for

smaller bandwidth (i.e., up to WCDMA bandwidth of 5MHz [22]). The

target channel bandwidth of 3GPP-LTE is expected to be 20MHz for the

downlink transmission. However, if the transmission bandwidth is further

increased then complexity of the receiver side equalization is also increased.

On the other hand, OFDM divides the wide band channel into multiple

narrow band subchannels as shown in Fig. 2.1. Hence, OFDM converts the

frequency selective wide band channel into frequency non-selective multiple

subchannels. Another advantage of OFDM is the orthogonality between the

subchannels, which allows the OFDM technology to divide the wide band

into large number of narrow band subchannels, wherein each subchannel car-

riers low data rates, which sums up to a high data rate transmission. OFDM

can be used for a single user wireless communication system. OFDMA is

a multiple access scheme developed based on OFDM modulation, which is

capable of serving multiple users simultaneously.

FrequencyChannel Gain
Figure 2.1. Frequency selective wideband channel is divided into mul-
tiple frequency non-selective narrow band subchannels.
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2.2.2 Overview of OFDMA

Earlier OFDM has been used as a modulation scheme for wireless systems,

where all the subchannels of OFDM are assigned to a single user at any

given time (i.e., IEEE 802.11a/g). Later TDMA or FDMA has been used

with OFDM in order to support multiple users. As mentioned earlier, this

kind of static resource allocation cannot provide a good performance. Dis-

advantage of this static resource allocation is that multi-user diversity is not

exploited (i.e., different users have different channel gains on same subchan-

nel). OFDMA has been developed to exploit the multi-user diversity where

multiple users are allowed to transmit simultaneously on the different sub-

channels per OFDM symbol. The probability that all users experience worst

channel gain in a particular subchannel is typically quite low. Hence, adap-

tive resource allocation algorithms can be developed to efficiently allocate

resources to multiple users by exploiting the multi user diversity.

2.3 Adaptive Resource Allocation Techniques for OFDMA Based

Wireless Networks

Adaptive resource allocation techniques allocate radio resources to various

users according to users channel gain and QoS requirements. The problem

of assigning the subchannels and transmission power to different users in an

OFDMA system has been intensively studied over the past decade (i.e., [20,

23–27] and references therein). All of these studies can be divided into two

categories namely Margin Adaptive (MA) and Rate Adaptive (RA) resource

allocation problems [20, 23, 24]. The objective of the MA problem is to

minimize the total transmission power subject to users’ individual data rate

constraint, Bit Error Rate (BER ) requirements while the objective of the

RA is to maximize system data throughput subject to a total transmission

power constraint.
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2.3.1 MA Resource Allocation Problem

The MA resource allocation problem minimizes the transmission power at

the basestation subject to data rate constraints to multiple uses. Since the

wireless system is interference limited, the MA resource allocation problem

reduces the inter-cell interference by minimizing the transmission power.

Pioneering work in [20] developed MA resource allocation algorithm for

OFDM-based multi user wireless systems. The proposed iterative algorithm

in [20] allocates OFDM subchannels, data bits and corresponding transmis-

sion power for various users, according to their QoS requirements.

In order to understand the algorithm in [20], consider a wireless system

with K users and N number of OFDM subchannels. Denote the required

data rate for the kth user as rk and required received power at the kth receiver

in order to decode ck,n number of bits transmitted via nth subchannel as

fk(ck,n). Channel gain between the basestation and the kth receiver in nth

subchannel is denoted as hk,n. Using these definitions, the mathematical

formulation of MA problem can be defined as follows:

min
ck,n

K∑

k=1

N∑

n=1

fk(ck,n)

h2k,n
, (2.3.1)

s.t.
N∑

n=1

ck,n ≥ rk, k = 1, . . . ,K, (2.3.2)

∀n if ck′,n 6= 0 then ck,n = 0 ∀k 6= k′. (2.3.3)

The objective function in (2.3.1) minimizes the transmission power at

the basestation while the constraints in (2.3.2) maintain fairness among the

users by satisfying their minimum data requirements. The last constraint in

(2.3.3) performs mutual exclusive user allocation in each subchannel to avoid

the inter-user interference. Due to the mutual exclusive user allocation, it

is possible to allocate more than one subchannels for any user, but more
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than one users cannot be accompanied together in one subchannel. Due

to the mutual exclusive user allocation, the problem in (2.3.1)-(2.3.3) is a

combinatorial optimization problem [28].
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Figure 2.2. Bit allocation for a single user wireless system based on
greedy algorithm.

For a single user case this problem can be solved using a greedy algorithm

[25]. The greedy algorithm allocates data bits in various subchannels one-

by-one, according to the least power consumption. Fig. 2.2 depicts the

bit allocation and channel gain against subchannels for a single user wireless

system. Also, the number of bits allocated for in each subchannel is indicated

using a plus mark, “+”. For example, a plus mark at 2 for subchannel 20

means two bits are allocated in the 20th subchannel. Two bits are allocated

in subchannels 12-22 and 44-54 due to their higher gain compared to other

subchannels. At the same time no data bits are allocated in subchannels
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1-5, 29-40 and 61-64 due to poor channel gains. From this figure, it is clear

that the greedy algorithm allocates more number of bits to a subchannel

which has higher gain compared to other subchannels in order to reduce the

transmission power.

The greedy algorithm cannot be used for a multiuser wireless system

to obtain an optimal solution due to the user fairness constraint in (2.3.2).

It is because, the greedy algorithm always allocates subchannel to a user

which has higher gain on that subchannel, compared to other users, in order

to reduce the transmission power. However, in order to satisfy user data

rates, some subchannels need to be assigned to a user without considering

the remaining users channel gain on those subchannels. The optimal solu-

tion to this multi user problem has been obtained using an integer linear

programming frame work in [26,27].

The integer linear programming problem can be solved using branch-and-

bound method which is used to find a global optimal solution of combina-

torial optimization problem. The branch-and-bound method is well known

for solving the class of integer linear programming problem and mixed in-

teger programming problem [29]. A typical branch-and-bound algorithm

performs two main steps namely branching and bounding. Branching step

divides a feasible set of a problem into subsets and formulates the corre-

sponding subproblems with those subsets. Bounding step finds the upper

and lower bounds for those subproblems within the corresponding subset.

In MA problem, all feasible combinations (i.e., user-subchannel-bit alloca-

tion combinations) are used to formulate the subproblems and then global

optimal solution is obtained by removing or pruning the branches1.

1Branch-and-bound method with substantially large size variables requires a
computing system with high memory capacity. Otherwise, running time required
to obtain an optimal solution might be very high or the problem might be ter-
minated in the middle due to the hardware restrictions. Hence, parallel or high-
performance computing systems might be suitable to achieve an optimal solution
within a reasonable running time [30].
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Figure 2.3. Bit allocation for a two user wireless system based on
integer linear programming problem. Subchannels 7 to 9 and 55 to
61 are allocated to user 1 even when user 2 has higher gain in these
subchannels.

Fig. 2.3 illustrates the optimal user, subchannel and bit allocation for a

two user wireless system where each user needs to satisfy data rate of 64 bits

per symbol. Number of bits allocated for in each subchannel is indicated

using a plus mark, “+”, for user1 and using a star mark, “*”, for user2.

User1 has lower channel gains compared to user2 in most of the subchannels.

However, in order to satisfy the user 1s’ required data rate, subchannels 7

to 9 and 55 to 61 are allocated to user1 even when user2 has higher gain in

these subchannels.

Finding an optimal solution of an integer linear programming problem is

computationally expensive. Hence, there are many suboptimal, low complex-

ity algorithms proposed in the literature (i.e., [20, 26, 31, 32] and references
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therein). The basic concept of all of these suboptimal algorithms is to relax

the mutual user allocation constraint in (2.3.3), which in turn implies a time-

sharing of each subchannel among users. After this relaxation the original

problem turned out to be a convex problem [33] and can be solved efficiently

using interior point methods [34]. Solution to this problem can be used to

allocate subchannels to users based on the time sharing factor. For example,

a subchannel can be assigned to a user which has higher time-sharing factor

compared to other users [31]. After the subchannel-user allocation, greedy

algorithm can be used to allocate bits to each user separately [31].

2.3.2 RA Resource Allocation Problem

The RA resource allocation problem maximizes the system data throughput

subject to total transmission power constraint and individual data rate con-

straints for multiple users. Mathematically RA problem can be defined as

follows:

max
ck,n

K∑

k=1

N∑

n=1

ck,n, (2.3.4)

s.t.
K∑

k=1

N∑

n=1

fk(ck,n)

h2k,n
≤ P, (2.3.5)

N∑

n=1

ck,n ≥ rk, k = 1, . . . ,K, (2.3.6)

∀n if ck′,n 6= 0 then ck,n = 0 ∀k 6= k′, (2.3.7)

where P is the available transmission power at the basestation. The objec-

tive function in (2.3.4) maximizes the total data throughput. Total trans-

mission power at the basestation is limited by (2.3.5). The user fairness con-

straints and mutual exclusive subchannel-user allocation constraint are given

in (2.3.6) and (2.3.7), respectively. Due to the mutual exclusive subchannel-
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user allocation constraint and user fairness constraints, the above problem

is a combinatorial optimization problem. Optimal solution of this problem

can be obtained using branch-and-bound method. If there is no fairness

among the users, RA problem can be solved using greedy method. In [23],

RA problem without user fairness was studied. It was shown in [23] that

in order to maximize the system data throughput, each subchannel must

be allocated to a user which has higher gain on that subchannel compared

to other users. After this subchannel-user allocation, greedy algorithm can

be used to allocate bits to each user based on minimum transmission power

consumption. Hence, a user which has best channel gain will be assigned all

the resources, which leaves many users without any chance to transfer any

information for a long time.

This fairness issue was addressed in [35] by ensuring that each user

achieve minimum data rate. In [35], the approach was a simple greedy al-

gorithm that assume equal power allocation for all subchannel and assigned

the best subchannel to each user until all users achieved their minimum data

requirement. The remaining subchannels are assigned to the users with the

best channel gain in them in order to increase the system throughput.

In [36], data rate balancing criterion is used to maintain the fairness

among the users i.e., algorithm maximizes the system throughput while

maintaining the equal data rates for the users. The algorithm in [36] com-

posed with two steps: in the first step it allocates best subchannels for each

user and in the second step it allocates more subchannels to a user whose

data rate is lower than other users. This iteration is continued until each

user achieved equal data rates. This method assumes that all the users have

the same data rate requirement, which is not the case for practical wireless

systems.

In [37], prioritization was enforced among the users using a weighted sum

rate maximization. A user that needs higher data rates will be assigned a
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higher weight. This method exploited the Lagrangian dual decomposition

method, which is used decompose the original problem into multiple sub-

problems. Each sub-problem is convex and can be solved efficiently. The

drawback of this algorithm is that there is no proper way to adjust the

weights for each user.

In [38], the total data throughput was maximized under the proportional

rate constraint, i.e., the rate of each user should be given according to the

predefined target data rate ratio. This algorithm provides the best way of

assigning priorities to multiple users, instead of simply assigning arbitrary

weights as in [37].

2.4 Resource Allocation Techniques Using Multi-Antenna Tech-

niques

2.4.1 Multi-Antenna Techniques

Multi-antenna techniques can be used in wireless systems to achieve higher

spectral efficiency in terms of higher throughput, more users per cell and im-

proved coverage [21]. This spectral efficiency can be achieved by deploying

multiple antennas at the transmitter and/or at the receiver. An important

characteristic of any multi antenna setup is the distance between any an-

tennas and the mutual correlation between the radio channel experienced

by different antennas. Antennas located relatively far from each other, typi-

cally implying relatively low mutual correlation and vice versa. Antennas at

higher basestation need an order of ten wavelength separation to ensure the

low mutual correlation and mobile terminals need that of half a wavelength.

The reason for this different is the multi path fading and the arrival angle

of signals through these multi paths. For a mobile terminal, signals from

different paths will arrive in a wide angle, implying a low fading correlation

already with relatively small antenna distance. At the same time signals ar-
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rive within a much smaller angle, implying need for relatively large antenna

separation to achieve low fading correlation.

Multiple antennas at the transmitter and/or at the receiver can be ex-

ploited in different ways to achieve different aims:

• Multiple antennas can be used to provide additional spatial diversity

against channel fading. Different antennas separated by larger dis-

tance experience different channel gains and signals received by those

antennas can be combined in such a way for better performance.

• Instead of larger distance between antennas, different antenna polar-

ization directions or so called polarization diversity can also be ex-

ploited to improve the performance.

• Multiple antennas can be used to direct the overall antenna beam, or

so called beamforming, towards desired direction in order to suppress

the interference.

• The simultaneous availability of transmitter and receiver antennas can

be exploited to create parallel transmission subchannels between trans-

mitter and receiver. This is a potential application for high bandwidth

utilization. This technique referred as spatial multiplexing in litera-

ture.

In this thesis, resource allocation for wireless system based on beam-

forming technique and spatial multiplexing technique is considered. Hence,

brief description about beamforming technique, spatial multiplexing tech-

nique and resource allocation based on both techniques are provided in the

subsequent subsections.
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2.4.2 Beamforming Techniques

Beamforming technique is a signal processing technique used in the physical

layer of a communication to control the directionality of transmission or

reception of a signal using multiple antennas at the transmission or at the

reception [39].

Receiver Beamforming Techniques

In receiver side beamforming, multiple antennas are deployed at the receiver

while only one antenna is used at transmitter to transmit data signals. This

is referred as Single-Input-Multiple-Output (SIMO) in literature. In the

receiver beamforming design, the objective is to estimate the desired signal

in the presence of noise and interference. Fig. 2.4 illustrates the receiver side

beamformer design. The output of the receiver can be written as

y(n) = wHr(n), (2.4.1)

where n is the time index, r(n) = [r1(n) · · · rM (n)]T is the M × 1 receivedX
∑X

X
1( )r n

2 ( )r n

( )Mr n

( )y n

1w∗

2w∗

Mw∗

Figure 2.4. A receiver beamformer design.

signal vector and w = [w1 · · · wM ]T is the complex beamforming weight
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vector. The received signal vector is given by

r(n) = d(n) + i(n) + η(n), (2.4.2)

where d(n), i(n) and η(n) are the desired signal, interference and receiver

noise respectively. Hence, the received signal-to-noise-plus-interference ratio

(SINR) at the receiver can be given as follows [40]:

SINR =
wHRdw

wHRi+nw
, (2.4.3)

where Rd = E
{
d(n)d(n)H

}
and Ri+n = E

{
[i(n) + η(n)] [i(n) + η(n)]H

}

are the signal and interference-plus-noise covariance matrices. The optimum

beamforming weight vector that maximizes the SINR of received signal can

be given as

R−1
i+nRdw = λmaxw, (2.4.4)

where λmax is the maximum eigenvalue of the matrix R−1
i+nRd.

Proof: See the Appendix A. ¥

Hence, optimal beamformer weight vector is equivalent to generalized eigen-

vector of the matrices [Rd, Ri+n] [41].

Transmitter Beamforming Techniques

For the transmit beamforming multiple antennas are deployed at the trans-

mitter while the receiver has a single antenna to receive the transmitted

signal. Beamforming at the transmitter is substantially different in several

aspects from using a beamformer at the receiver. In the latter, the design

will only determine the performance of a specific user whereas the transmit

beamformer will affect not only the desired user but also all the users in

the coverage area. Hence, the transmit beamforming design should ideally

take into consideration the system level performance, i.e., all the users in the
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reception area rather than a specific user. Another fundamental difference is

the channel knowledge. For receiver beamformer design, the receiver could

estimate the channel coefficients using the training signal. For transmitter

beamformer design, the channel knowledge could be made available to the

transmitter by sending the estimates of the Channel State Information (CSI)

from the receiver through a finite rate feedback channel [42–44] .

The focus of this section is on multiuser transmit beamformers. The

transmit beamformers can be designed to satisfy QoS requirements for each

user i.e., received SINR for each user. Consider a wireless network bases-

tation equipped with Nt transmit antennas serving K users. Each user is

equipped with a single antenna. The signal transmitted by the basestation

is given by

x(n) = Ws(n), (2.4.5)

where s(n) = [s1(n) · · · sK(n)]T , sk(n) (k = 1, 2, · · · ,K) is the symbol

intended for the kth user, W = [w1 · · · wK ] and wk ∈ CNt×1 is the transmit

beamforming weight vector for the kth user. The received signal at the kth

receiver can be written as

yk(n) = hH
k x(n) + ηk(n), (2.4.6)

where hk is the channel coefficient vector between the basestation and the

kth user and ηk(n) is receiver noise. By defining Rk , hkh
H
k , the SINR of

the kth user can be written as

SINRk =
wH

k Rkwk∑
i 6=k w

H
i Rkwi + σ2

k

, (2.4.7)

where σ2
k is the noise variance at the ith receiver.

The transmit beamforming problem based on SINR requirements can be

formulated as minimization of transmitted power at the basestation subject
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to each user SINR being greater than a target value [45,46].

minimize
wi

K∑

i=1

‖wi‖22
subject to SINRi ≥ γi i = 1, · · · ,K. (2.4.8)

The problem in (2.4.8) is a quadratically constrained non-convex problem.

Nevertheless, this problem can be converted into a Semi Definite Program-

ming (SDP) with Lagrangian relaxation and can be efficiently solved using

convex optimization toolboxes [47–49]. However, it is quite difficult to pre-

dict in advance whether the problem in (2.4.8) with a given set of target

SINRs and total transmit power at the basestation is feasible.

To overcome this infeasibility issue, this problem can be formulated into

a more attractive framework based on a max-min fairness approach or where

the worst-case user SINR is maximized while using the available total trans-

mission power [41]. This is known as the SINR balancing technique and can

be stated as [41,50–53]

maximize
U,p

min
1≤i≤K

.
SINRi(U,p)

γi
, i = 1, . . . ,K

subject to 1Tp ≤ Pmax, (2.4.9)

where U = [u1 · · · uK ], ‖uk‖2 = 1, and p = [p1 · · · pK ]T . Here uk ∈ CNt×1

and pk are the transmit beamforming weight vector and the corresponding

allocated power for the kth user respectively. In [41], an iterative algorithm

has been proposed using uplink-downlink duality, where the solution bal-

ances the ratio between the achieved SINR and the target SINR for all users

while using all the transmission power available at the basestation.
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2.4.3 Spatial Multiplexing Techniques

So far, either receiver beamforming or transmit beamforming has been dis-

cussed. The technique using multiple antennas at both the receiver and

the transmitter is known as spatial multiplexing or Multiple-Input-Multiple-

Output (MIMO) array processing. The MIMO array processing can further

improves the system performance by adding additional diversity against fad-

ing, compare to the use of only multiple receive antennas or multiple transmit

antennas [54–56]. Spatial multiplexing can be obtained by decomposing the

MIMO channel matrix into various independent spatial subchannels that are

used to transmit different data streams independently. This has the poten-

tial to increase the data rate up to a factor that is the same as the rank of the

MIMO matrix as compared to the single antenna system [18, 57]. Consider

a point-to-point MIMO channel with Mt transmit antennas and Mr receive

antennas as shown in Fig. 2.5. The received signal is given by

y(n) = Hx(n) + η(n), (2.4.10)

where y = [y1(n) · · · yMr(n)]
T and yr(n) is the received signal at the rth

receiver antenna. H ∈ CMr×Mt and hij is the channel gain between the

ith transmitter antenna and jth receiver antenna. x(n) ∈ CMt×1 and η(n) ∈
CMr×1 are the transmitted symbol vector and the noise vector at the receiver

end respectively. It is assumed that the channel gain matrix H is known to

both the transmitter and the receiver. The MIMO channel matrix H can be

decomposed using the Singular Value Decomposition (SVD) as [58]

H = UΣVH , (2.4.11)

where U ∈ CMr×Mr and V ∈ CMt×Mt are unitary left and right singular

matrices of H. Σ ∈ RMr×Mt is a diagonal matrix with the singular values
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Figure 2.5. A MIMO system with Mt transmit antennas and Mr

receive antennas.

(υi) of H. RH number of singular values are nonzero, so that RH is the

rank of matrix H. The singular value satisfies the property υi =
√
λi, where

λi is the ith eigenvalue of HHH . These MIMO spatial subchannels are

obtained using linear transformation of the input signal and the output signal

through transmit precoding and receiver shaping. In transmit precoding, the

modulated symbol stream is precoded as

x = Vx̃, (2.4.12)

where x̃ is the modulated symbol stream. Similarly, the received signal is

shaped as

ỹ = UHy (2.4.13)

as shown in Fig. 2.6. Such transmit precoding and receiver shaping de-

( ) ( ) ( )n n ny = Hx + η ( ) ( )Hn ny =U y��( ) ( )n nx = Vx� �
( )ny�( )ny( )nx( )nx�

Figure 2.6. Transmit precoding and receiver shaping.
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compose the MIMO channel into RH number of independent single-input

single-output (SISO) channels as follows:

ỹ = UH (Hx+ η)

= UHUΣVHVx̃+UHη

= Σx̃+ η̃ (2.4.14)

where η̃ = UHη. The resulting parallel spatial subchannels are shown in

Fig. 2.7. They are independent from each other in the sense that signals

through each spatial subchannels do not interfere with each other. Hence

1( )x n�
2( )x n� × +

× +

1( )y n�
2( )y n�1υ

2υ

1( )nη

2 ( )nη

( )
HRx n� × +

( )
HRy n�HRυ ( )

HR nη

Figure 2.7. Parallel decomposition of the MIMO channel.

this MIMO channel can support up to RH times the data rate of a SISO

channel.

2.4.4 Resource Allocation Techniques Using Multiple Antennas

The power allocation and beamforming problems for multiple users have

been widely studied to control interference between users in [45,46]. In [59],

an optimal downlink power assignment technique has been proposed for a

given set of beamforming weight vectors. This power allocation problem is

formulated into an eigenvector matrix equation and the optimal power al-

locations have been obtained by finding the eigenvector corresponding the
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largest eigenvalue of the matrix. The property that all elements of the eigen-

vector corresponding to the largest eigenvalue of a non-negative matrix are

always positive [60], has been exploited in [59]. In [61], an iterative algorithm

has been proposed to jointly design the beamforming weight vectors and the

power allocation vectors in the uplink and the downlink. This design ensures

that SINR of each user is above a threshold while minimizing the total trans-

mission power. The same problem has been formulated into a SDP in [45,46]

by using Lagrangian relaxation and it has been solved using interior point

methods [34]. This relaxed problem provides a rank-one solution for each

user and the optimal beamforming weight vector has been determined by

extracting the eigenvector corresponding to the positive eigenvalue of the

matrix. In addition it has been proved that the relaxed problem always

yields an optimal rank-one solution. In [62], a special scenario has been con-

sidered where the transmitter sends the same data to multiple users known

as multicasting. In the multicasting setup, the SDP formulation might not

always provide a rank-one solution. To overcome this problem, a randomiza-

tion technique [63] has been recommended to find an optimal solution. The

problem of transmit beamforming to multiple cochannel multicast groups is

considered in [64, 65], where QoS and the max-min fairness approach have

been presented using convex optimization and randomization techniques.

The approaches developed in [61] and [46] use the criterion of minimizing

the total transmit power subject to SINR constraints for each user. However,

the resulting problem might become infeasible due to tight SINR constraints

(higher SINR) or insufficient total transmitter power. To avoid the problem

of infeasibility, an SINR balancing technique has been proposed in [41]. Here

an iterative algorithm has been developed to maximize the worst-case user

SINR, where the beamforming weight vectors are designed in the virtual

uplink mode have been employed in the downlink using the principle of

uplink-downlink duality [16,51,52]. The solution to this iterative algorithm
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provides a balanced ratio of the individual achieved SINR and the target

SINR value for all users.

Resource allocation technique based on combined MIMO and OFDM

techniques has been identified as one of the most promising physical-layer

transmission technique for its capability to achieve high capacity, high spec-

tral efficiency, and good performance in dispersive channels [66–68]. Mul-

tiuser wireless system based on MIMO-OFDM is considered in [66]. In [66]

multiple users are allocated in each OFDM subchannel based on their spa-

tial correlation between the users. The spatial correlation between two users

were obtained using the vector multiplication of both users’ spatial subchan-

nel gains. High spatial correlation between users can cause high inter-user

interference. Hence, users with lower spatial correlation are allocated in

the same subchannel. After user-subchannel allocation, greedy algorithm is

used to allocate transmission power in order to satisfy the QoS requirement

of each users.

2.5 Resource Allocation Techniques for Cognitive Radio Networks

The conventional resource allocation techniques discussed so far in this chap-

ter cannot trivially be extended to cognitive radio networks due to the ad-

ditional interference constraints imposed by primary users. Hence, in litera-

ture, various resource allocation techniques have been used to allocate radio

resources to secondary users while maintaining the interference leakage to

the primary users is below the threshold. In this section, various algorithms

proposed for cognitive radio networks based on OFDMA technique and/or

multiple antennas technique are discussed.

The OFDMA has been recognized as one of the best candidates for the

resource allocation in cognitive radio networks because of its natural ability

to utilize different portions of the spectrum [7]. In [69–72], resource allo-
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cation techniques have been studied for an OFDMA based cognitive radio

networks. In [69], power is allocated to each subchannel, by considering the

received interference as a fairness metric. This problem has been solved us-

ing Lagrangian dual function. On the other hand, adaptive power loading

has been investigated for OFDM-based cognitive radio network in [70]. This

scheme is developed based on a non-integer Lagrangian formulation. How-

ever, power allocation problem together with subchannel allocation problem

will not provide a closed-form solution [20]. Hence, joint subchannel, trans-

mission power and data bit allocation problem for OFDMA based cognitive

radio network is studied in [73]. Due to high computational complexity of

determining optimal solution for OFDMA based resource allocation prob-

lems, low complexity algorithms have been proposed in [71, 72]. The work

in [71, 72] consider a single user cognitive radio network and maximizes the

cognitive radio network throughput by allocating data bits to various sub-

channels. Conventional greedy algorithm has been modified in [71, 72] to

allocate resources to the cognitive radio networks based on efficiency factors.

Low computational complexity resource allocation algorithm for multiuser

OFDMA based cognitive radio network is proposed in [74].

In [75], spatial diversity has been exploited in the downlink to improve

the throughput of the secondary user, while imposing constraints on the

secondary user transmit power and the primary user interference power. A

beamforming approach has been proposed to maximize the ratio between the

received secondary user signal power and the interference power leakage to

the primary users in [76]. In [77], joint beamforming and power allocation

techniques have been provided for an uplink cognitive radio network. A

multi-level water filling algorithm and a recursive decoupled power allocation

algorithm have been presented to maximize the sum-rate of the secondary

users. A multicast beamforming technique based on convex optimization

has been presented for a QoS aware spectrum sharing underlay cognitive
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radio network in [78]. In [79], two joint power control and beamforming

algorithms have been proposed based on a weighted least squares approach

and admission control technique for an underlay cognitive radio network.

Resource allocation based on MIMO-OFDMA techniques have been stud-

ied for multiuser cognitive radio network in [80, 81]. The work in [80] opti-

mally allocates spatial beams, subchannels and transmission power to vari-

ous users based on their QoS requirements. The uplink resource allocation

problem is studied in [81], where each subchannel is allocated various users

based on their spatial separation to avoid the inter-user interference. After

user-subchannel allocation integer linear programming frame work has been

used to allocate transmission power and data bits according to each user

QoS requirement.



Chapter 3

OPTIMAL RESOURCE

ALLOCATION TECHNIQUES

FOR OFDMA BASED

COGNITIVE RADIO

NETWORKS

In this chapter, resource allocation algorithms are proposed for an OFDMA

based cognitive radio networks. An OFDMA technology has been widely

adopted in wireless communications standards and is one of the best can-

didates for cognitive radio networks because of its natural ability to utilize

different portions of the spectrum. The proposed algorithms optimally al-

locate OFDMA subchannels, data bits and transmission power to various

secondary users at secondary network basestation while ensuring the inter-

ference leakage threshold to the primary users below a threshold. In order to

exploit the spatial diversity, the proposed schemes are extended to a MIMO

system which is discussed later in this chapter.

35
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3.1 Introduction

There are two classes of radio resource allocation problems, namely, the mar-

gin adaptive problem and the rate adaptive problem [26]. The objective of

margin adaptive problem is to minimize the overall transmission power sub-

ject to data rate constraints, whereas the objective of rate adaptive problem

is to maximize the overall data throughput subject to a transmission power

constraint. The resource allocation algorithms in OFDM and OFDMA-based

systems have been studied for many different scenarios in [20,26,66,69,70,82].

In [26] and [20], a joint subchannel, bit and power allocation problem

has been studied for OFDMA and OFDM based conventional wireless sys-

tems (i.e., without interference constraint). Resource allocation problem

in [26] formulated into an integer linear programming framework and solved

by branch and bound method. In [20], subchannels and bits are allocated

to different users based on greedy algorithm. In [82] subchannels are al-

located under the assumption of fixed power constraint for each user. In

real scenarios, however, power and frequency allocations are intertwined.

A suboptimal resource allocation algorithm is presented for MIMO-OFDM-

based uplink system in [66]. The algorithm in [66] schedules the users based

on their spatial separability in each subchannel and then allocates bits and

power to each user. Grouping the users according to their spatial signature

has been shown to reduce inter user interference [66]. Resource allocation al-

gorithms developed for conventional wireless systems cannot be used directly

to a cognitive radio network due to the additional interference constraint to

primary users. The amount of interference introduced to primary users by

a secondary network basestation depends on the power allocated to each

subchannels and the corresponding subchannel gain between the secondary

network basestation and the primary users (interference subchannel gain).

Resource allocation problem for an OFDM-based cognitive radio network
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is studied in [69] and [70]. In [69], transmission power is allocated to each

subchannel, by considering the received interference as a fairness metric.

This problem has been solved using Lagrangian dual function. On the other

hand, adaptive power loading has been investigated in [70]. This scheme is

developed based on a non-integer Lagrangian formulation. However, disjoint

power allocation and subchannel allocation in a resource allocation problem

will not provide an optimal solution [20]. Therefore, in this chapter an

integer linear programming approach is considered for joint subchannel, bit

and power allocation in cognitive radio network, which is different from the

work presented in [69] and [70].

3.2 SISO-OFDMA based Downlink Cognitive Radio Network

In this section, a SISO-OFDMA based cognitive radio network is consid-

ered in the downlink. An algorithm is proposed to allocate OFDMA sub-

channels and transmission powers to various secondary users while ensuring

interference leakage to the primary users is below a specific value. At the

secondary network basestation, transmission power for each subchannel is

adapted based on channel gain and different modulation schemes such as Bi-

nary Phase Shift Keying (BPSK), Quadrature Phase Shift Keying, (QPSK)

and M-ary Quadrature Amplitude Modulation (M-ary QAM). An integer

linear programming technique has been used to formulate the resource al-

location problem into a mathematical framework. Simulation results have

been provided later in this section to validate the performance of the algo-

rithm.

3.2.1 System Model and Problem Statement

A cognitive radio network with K secondary users and L primary users is

considered in an underlay approach. It is assumed that secondary network
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basestation employs OFDMA scheme and the number of subchannels avail-

able in the downlink is denoted by N .

The radio resource allocation algorithm for OFDMA-based cognitive ra-

dio network performs subchannel and modulation scheme selection based on

bit allocation and the corresponding power allocation for each secondary user

at the secondary network basestation. The modulation and subchannel in-

dexes are informed to the secondary users by the secondary network basesta-

tion through a separate control channel. It is assumed that the transmission

over control channel is error-free and all subchannels are in slow-fading.

Adaptively selecting different modulation schemes significantly improves

the performance of OFDMA-based system. Various modulation schemes,

such as M-ary Frequency Shift Keying (M-ary FSK), M-ary Phase Shift

Keying (M-ary PSK) and M-ary QAM, can be used for data transmission

based on bandwidth and power efficiency [2]. Moreover, bandwidth efficiency

of a M-ary FSK signal decreases with increasing modulation order. But M-

ary PSK and M-QAM keep equal bandwidth efficiency for all modulation

orders. In terms of power of efficiency, M-ary QAM is more efficient than

M-ary PSK [2].

Four different modulation schemes considered for the problem formula-

tion: BPSK (c =1), 4-QAM (c =2), 16-QAM (c =4) and 64-QAM (c =6)

where number of bits per symbol is denoted by c. The minimum signal power

required in any subchannel to achieve a given BER, ρe at the receiver for

BPSK modulation scheme is given by [83]

Pr(1, ρe) = Nφ[erfc
−1(2ρe)]

2, (3.2.1)

where erfc(x) = 2√
Π

∫∞
x e−t2dt, and Nφ is the single-sided noise power spec-

tral density which is assumed to be the same for all subchannels. For M-ary

QAM (square constellation), the required power for a given BER can be
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written as [83]

Pr(c, ρe) =
2(M − 1)Nφ

3

[
erfc−1

(
cρe

√
M

2(
√
M − 1)

)]2

, (3.2.2)

where M is the modulation order given by M = 2c. The required power

increases as the number of bits per symbol increases for a given BER, ρe.

Subchannel gain matrix between the secondary network basestation and

the secondary users can be defined as follows

Hs =




α11 α12 . . . α1N

α21 α22 . . . α2N

...
...

. . .
...

αK1 αK2 . . . αKN




∈ RK×N , where αkn represents the mag-

nitude of the channel gain of the nth subchannel for kth secondary user. The

required transmission power at the secondary network basestation (in en-

ergy per symbol) to achieve a certain received power at the kth secondary

user terminal over nth subchannel for a given modulation scheme and BER

is given by the following equation

P (k, n) =
Pr(c, ρe)

α2
kn

, (3.2.3)

where Pr(c, ρe) is given by (3.2.1) and (3.2.2). Interference subchannel gain

matrix between the secondary network basestation and the primary users

can be defined as Hp =




β11 β12 . . . β1N

β21 β22 . . . β2N
...

...
. . .

...

βL1 βL2 . . . βLN




∈ RL×N , where βln

represents the interference channel gain between the lth primary user and

the secondary network basestation over nth subchannel. Denote c(k, n) and

D = {0, 1, 2, 4, 6} as the number of bits allocated to the kth secondary user

on the nth subchannel and the set of all possible values for c(k, n) respec-
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tively. Denote the total transmission power allocated to the nth subchannel

as φ(n) =
∑K

k=1 P (k, n). Define the interference leakage threshold to the

lth primary user should be less than Υl, required for the kth secondary user

should be larger than rk and the total transmission power at the secondary

network basestation should be less than P . Using these definitions, the ob-

jective of the original resource allocation problem can be stated as maximiz-

ing the total data throughput subject to individual data rate constraints to

the each secondary users and interference leakage constraints to the primary

users as follows:

max
c(k,n)∈D

N∑

n=1

K∑

k=1

c(k, n), (3.2.4)

s.t.
N∑

n=1

φ(n)β2
ln ≤ Υl, l = 1, . . . , L, (3.2.5)

N∑

n=1

c(k, n) ≥ rk, k = 1, . . . ,K, (3.2.6)

N∑

n=1

φ(n) ≤ P, (3.2.7)

c(k, n) = 0 : c(k′, n) 6= 0, ∀k 6= k′, k = 1, . . . ,K, (3.2.8)

The objective function in (3.2.4) represents the sum throughput. Interfer-

ence leakage constraints to the primary users, required data rate constraints

to the secondary users and total transmission power constraint at the sec-

ondary network basestation are given in (3.2.5) - (3.2.7), respectively. The

last constraint (3.2.8) performs mutual exclusive secondary user allocation

in each subchannel. Due to the mutual exclusive secondary user alloca-

tion, it is possible to allocate more than one subchannel for one secondary

user, but more than one secondary user cannot be accompanied together

in one subchannel. Allocating radio resources to secondary users without

considering the QoS requirement in (3.2.6) may cause unfairness among the

secondary users. Because secondary users that are far away from the sec-
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ondary network basestation may have poor channels and certain data rate

should be guaranteed to these users using the constraint in (3.2.6). Due

to the non-linear property of (3.2.2), problem introduced in (3.2.4)-(3.2.8)

becomes non-linear in nature. Since the solution of this problem should be

mutual exclusive secondary user allocation, this problem becomes a non-

deterministic polynomial time hard problem [33]. In order to determine the

optimal solution of this non-deterministic polynomial time hard problem, an

integer linear programming technique is used in the next subsection.

3.2.2 Integer Linear Programming Problem Formulation

To formulate the problem in (3.2.4)-(3.2.8) into an integer linear program-

ming framework, first, a binary vector x is defined as follows:

x = [x(1)T . . . x(N)T ]T ∈ {0, 1}NKC×1, (3.2.9)

where C is the number of modulation schemes considered in this work (i.e.,

C = 4), x(n) = [x(1, n)T . . . x(K,n)T ]T

∈ {0, 1}KC×1 and x(k, n) = [x(k, n, 1) . . . x(k, n, C)]T ∈ {0, 1}C×1. If

x(k, n, c) = 1 then c number of bits can be transmitted using nth subchannel

to the kth secondary user. In order to ensure no more than one user is

allocated in each subchannel only one of the element of x(n) should be equal

to one and rest of them should be zeros. Therefore there are the following

KC + 1 combinations of possible vectors for x(n)

x(n) ∈








0

0

0

...

0




,




1

0

0

...

0




,




0

1

0

...

0




,




0

0

1

...

0




, . . . ,




0

0

0

...

1








.
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A modulation order vector b is defined as

b = [b(1)T . . . b(N)T ]T ∈ ZKNC×1 (3.2.10)

where b(n) = [b(1, n)T . . . b(K,n)T ]T ∈ ZKC×1 and b(k, n) = [b(k, n, 1) . . .

b(k, n, C)]T ∈ ZC×1. Only four modulation schemes are considered, hence

b(k, n) = [1 2 4 6 ]T and x(k, n) = [x(k, n, 1) x(k, n, 2) x(k, n, 3) x(k, n, 4)]T .

Using these definitions, the sum throughput in (3.2.4) can be written as bTx.

Moreover, the transmit power vector p can be defined as

p = [p(1)T . . . p(N)T ]T ∈ RKNC×1 (3.2.11)

where p(n) = [p(1, n)T . . . p(K,n)T ]T ∈ RKC×1 and p(k, n) = [p(k, n, 1)

. . . p(k, n, C)]T ∈ RC×1. Referring to (3.2.3), p(k, n,m) is determined as

p(k, n,m) = Pr(dm,ρ)
α2
kn

. Therefore, the power constraint in (3.2.7) can be

written as pTx ≤ P . In order to write the interference constraint in (3.2.5)

using the vector x, define a matrix A ∈ {0, 1}N×NKC as follows

A =

[
A(1) . . . A(N)

]
∈ {0, 1}N×KNC (3.2.12)

where A(n) =




0n−1,KC

11,KC

0N−n,KC




∈ {0, 1}N×KC . According to (3.2.12), A(p ¯

x) is an N × 1 vector whose nth element characterizes the total power

used for the nth subchannel. Defining Υ , [Υ1 . . . ΥL]
T ∈ RL×1 and

Hp = Hp ¯ Hp, the interference constraint in (3.2.5) can be written as

Hp[A(p ¯ x)] ≤ Υ. The rate for user k can be written as
∑N

n=1 b
T
k,nxk,n.

To write the data rate requirement for all users in the matrix form, de-

fine the following matrix B =

[
B(1) . . . B(N)

]
∈ ZK×KNC , where
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B(n) =

[
B(1, n) . . . B(K,n)

]
∈ ZK×KC , B(k, n) =




0k−1,C

bT
k,n

0K−k,C




∈ ZK×C . Defining r , [r1 . . . rK ]T ∈ RK×1, the data rate constraint

in (3.2.6) can be written as Bx ≥ r. Therefore the problem (3.2.4)-(3.2.8)

can be reformulated in the integer linear programming form as [26]

max
x

bTx (3.2.13)

s.t. Hp[A(p¯ x)] ≤ Υ, (3.2.14)

pTx ≤ P, (3.2.15)

Bx ≥ r, (3.2.16)

0N ≤ Ax ≤ 1N , (3.2.17)

xi ∈ {0, 1}, i = 1, . . . ,KNC. (3.2.18)

The formulated integer linear programming problem in (3.2.13)-(3.2.18) can

be efficiently solved using branch and bound method [29].

3.2.3 Simulation Results

In order to validate the performance of the proposed algorithm, an underlay

cognitive radio network with two primary users and two secondary users has

been considered. Moreover OFDMA system divides the available bandwidth

into 64 subchannels (N = 64). A random multipath channel of length six

is considered secondary network basestation and each secondary user and

primary user terminals. The required BER, noise power spectral density and

data rate for each secondary user have been set to rate for each secondary

user have been set to 0.01, 0.01 and 32 bits per snapshot, respectively. The

upper bound on the interference power (summed over 64 subchannels) leaked

to the primary user has been set to 20.

The channel gain between the secondary network basestation and pri-
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Figure 3.1. Interference subchannel gains between two primary users
and the secondary network basestation. For both the primary users,
subchannels 18, 19, 20, 21 and 45, 46, 47 from the secondary network
basestation are in deep fading compared to other subchannels.

mary users as well as the one between the secondary network basestation

and secondary users have been shown in Fig. 3.1 and Fig. 3.2 respectively.

Also, number of bits allocated for in each subchannel is indicated in Fig. 3.2

using a plus mark, “+”, for secondary user1 and using a star mark, “*”,

for secondary user2. For example a star mark at 4 for subchannel 20 in

Fig. 3.2 means four bits are allocated for secondary user2 in the 20th sub-

channel. subchannel. Fig. 3.1 and Fig. 3.2 reveal that the secondary network

basestation allocates more bits into the subchannels that the channel gain

between secondary network basestation and primary user receiver are in deep

fade. Specifically, subchannels 18, 19, 20, 21, 45, 46, 47 are in deep fading

between primary users and the secondary network basestation. Therefore

secondary network basestation allocates symbols with more bits (16-QAM)

to the secondary users through these subchannels. It is worth to note that

secondary network basestation treats these subchannels as good subchannels

and allocate more radio resources to ensure QoS of each secondary user.
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Figure 3.2. subchannel gains between two secondary users and sec-
ondary network basestation. Secondary network basestation allocates
bits on each subchannel for the secondary users by considering the pri-
mary user’s current interference subchannel gain in (Fig. 3.1).
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On the other hand, the channel gains between secondary network bases-

tation and primary user receiver in subchannels between 1 to 8, 27 to 35

and 59 to 64 are very high compared to other subchannels. Therefore the

secondary network basestation, avoids higher order modulations such as 16-

QAM and 64-QAM in these subchannels to reduce interference to primary

users. This is because, choosing higher order modulation consumes more

transmission power and it the primary users occupied in the mentioned

subchannels. In the next section, the proposed algorithm is extended to

a MIMO-OFDMA based cognitive radio network.

3.3 MIMO-OFDMA based Downlink Cognitive Radio Network

In this section, a MIMO-OFDMA based cognitive radio network is consid-

ered in the downlink. A MIMO wireless system contains multiple antennas

at both the transmitter and the receiver and has the potential to enhance

spatial diversity and data throughput [18]. On the other hand, OFDMA

scheme exploits multiuser diversity and perhaps the best candidate tech-

nology for cognitive radio network because of its natural ability to utilize

different portions of the spectrum [84]. Hence, the resource allocation for

cognitive radio network by exploiting the MIMO-OFDMA technologies en-

hance the spectrum utilizations.

A rate adaptive optimal algorithm is proposed to allocates radio re-

sources to each secondary user using an integer linear programming frame

work. The formulated integer linear programming framework has been

solved using branch and bound method. The solution of this problem jointly

allocates subchannels, spatial beams, powers and bits to each secondary user

while satisfying the data rate and BER requirements for each secondary user.

It also ensures that the interference leakage to the primary users is always

less than a specific value. To null the mutual interference between secondary
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users, only one secondary user is allowed in each subchannel. However, the

approach proposed in this section can be extended to deal with multiple

spatial beams from more than one secondary user in each subchannel. In

this case the dimension of the subchannel-user allocation vector (to be intro-

duced later) will be increased substantially due to consideration of increased

number of combinations. Since each subchannel has several spatial subchan-

nels, the proposed algorithm adaptively assigns optimal number of bits in

different subchannels to maximize the data throughput.

3.3.1 System Model and Problem Statement

A downlink cognitive radio network is considered with K secondary users

where each secondary user is equipped with Nr receiver antennas. The sec-

ondary network basestation in the cognitive radio network consists of Nt

transmit antennas. There are L primary users in the primary network and

each consists of one receiver antenna1. The frequency band is divided into

N subchannels. The length of the cyclic prefix is assumed to be longer than

the maximum time dispersion of the channels.

The resource allocation algorithm performs subchannel and modulation

scheme selection based on the channel gains seen by the secondary network

basestation. The modulation schemes and subchannel indices are made

known to all the secondary users by the secondary network basestation

through a control channel. Hence, each secondary user needs to decode

bits only on its assigned subchannel. It is assumed that the transmission

over control channel is error-free and all subchannels are in slow-fading.

In order to keep the problem formulation simple, only BPSK (c =1) and

4-QAM (c =2) modulation schemes are considered, where the number of bits

per symbol is denoted by c. However, the proposed work can be readily ex-

1This work can be extended to a network which has multiple antennas at the
primary users’ receiver, by aggregating interference at multiple antennas through
trace operator. This will not change the overall framework of the optimization.
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tended to large number of modulation schemes. For the BPSK and 4-QAM

modulation schemes, the minimum signal power required to ensure the BER

at the receiver is below a threshold ρe can be obtained using (3.2.1) and

(3.2.2), respectively. The downlink channel matrix between the secondary

network basestation and the kth secondary user at the nth subchannel can be

defined as H(k, n) =




α11(k, n) . . . α1Nt(k, n)

α21(k, n) . . . α2Nt(k, n)

...
. . .

...

αNr1(k, n) . . . αNrNt(k, n)




∈ CNr×Nt , where

αij(k, n) is the complex channel gain from the jth transmit antenna to the

ith receiver antenna of the kth secondary user at the nth subchannel. Using

SVD, H(k, n) can be decomposed into

H(k, n) = U(k, n)Σ(k, n)V(k, n)H , (3.3.1)

where U(k, n) ∈ CNr×S and V(k, n) ∈ CS×Nt are the left and right

singular matrices, Σ(k, n) = diag(λ(k, n, 1), . . . , λ(k, n, S)) ∈ RS×S
+ is a

singular value matrix with singular values in descending order and S =

min(Nr, Nt). The MIMO channel can be decomposed into S number of

independent spatial sub-channels with channel gains λ(k, n, 1), . . . , λ(k, n, S)

when V(k, n) and U(k, n)H are used as transmit and receive beamformers

respectively. The required transmission power at the secondary network

basestation to transmit c bits to the kth secondary user over the sth spatial

subchannel at the nth subchannel for a given modulation scheme and BER

target ρ is given by the following equation,

p(k, n, s, c) =
pr(c, ρ)

λ2(k, n, s)
. (3.3.2)

The interference channel vector between secondary network basestation and

the lth primary user at the nth subchannel is defined as
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h(l, n) =

[
γ1(l, n) . . . γNt(l, n)

]
∈ C1×Nt ,

where γi(l, n) is the complex channel gain from the ith transmit antenna

to the lth primary user at the nth subchannel. Denote c(k, n, s) and D =

{0, d1, . . . , dC} = {0, 1, 2} as number of bits allocated to the kth secondary

user on the sth spatial subchannel of nth subchannel and the set of all possi-

ble values for c(k, n, s). Define the interference leakage threshold to the lth

primary user should be less than Υl, required data rate for the kth secondary

user should be larger than rk and transmission power at the secondary net-

work basestation should be less than P . Denote the sth column of matrix

V(k, n) as v(k, n, s). From these definitions, the rate adaptive resource al-

location problem for MIMO-OFDMA based cognitive radio networks can be

expressed as

max
c(k,n,s)∈D

N∑

n=1

K∑

k=1

S∑

s=1

c(k, n, s) (3.3.3)

s.t.
N∑

n=1

K∑

k=1

S∑

s=1

| h(l, n)v(k, n, s) |2 p(k, n, s, c) ≤ Υl, l = 1, . . . , L,(3.3.4)

N∑

n=1

S∑

s=1

c(k, n, s) ≥ rk, k = 1, . . . ,K, (3.3.5)

N∑

n=1

K∑

k=1

S∑

s=1

p(k, n, s, c) ≤ P, (3.3.6)

c(k, n, s) = 0 if c(k′, n, s) 6= 0, ∀k 6= k′, k = 1, . . . ,K, s = 1, . . . , S.

(3.3.7)

The objective function in (3.3.3) represents the sum throughput, where

c(k, n, s) = 0 indicates that the kth user does not use the sth spatial sub-

channel for the transmission at the nth subchannel. Interference leakage con-

straints to the primary users, required data rate constraints to the secondary

users and transmission power constraint at secondary network basestation

are given in (3.3.4)-(3.3.6), respectively. The constraint in (3.3.7) performs
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mutual exclusive secondary user allocation in each subchannel. Due to the

non-linear property of (3.2.2), rate adaptive problem introduced in (3.3.3)-

(3.3.7) becomes non-linear in nature. Since the solution of this problem

should be mutual exclusive secondary user allocation, this problem becomes

a combinatorial optimization problem. In the next section, this combina-

torial optimization problem formulated into an integer linear programming

framework in order to obtain the optimal solution.

3.3.2 Integer Linear programming

To convert the problem into the integer linear programming form, a bit

combination matrix is defined as R(k, n) ∈ ZS×ςS for the kth secondary user

at the nth subchannel, where ς is cardinality of D. As an example, consider a

system with only two spatial beams (i.e., S = 2) then the R(k, n) matrix can

be expressed as R(k, n) =




2 2 2 1 1 1 0 0 0

2 1 0 2 1 0 2 1 0


 ∈ Z2×32 , where

the numbers 0, 1 and 2 represent the number of bits in the modulation

schemes considered in this section. For an example, the first column of the

above matrix denotes that both spatial subchannel at the nth subchannel are

used to transmit two bits (i.e., 4-QAM). The sixth column denotes that first

spatial subchannel transmits one bit (i.e., BPSK) while the second spatial

subchannel does not transmits any bit. In general, there are ςS possible

combinations. The bit combination matrix for all K secondary users at the

nth subchannel is denoted by R̄(n) = [R(1, n) . . .R(K,n)] ∈ ZS×ςSK . The

proposed algorithm optimally chooses only one column from R̄(n) for the nth

subchannel. Similarly a transmit power matrix for the kth secondary user

at the nth subchannel can be defined as P(k, n) ∈ RS×ςS

+ , i.e., Pi,j(k, n)

denotes the required transmit power in order to transmit Ri,j(k, n) number

of bits to the the kth secondary user at the nth subchannel. Referring to
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(3.3.2), Pi,j(k, n) is determined as

Pi,j(k, n) = p(k, n, i, Ri,j(k, n)) =
pr(Ri,j(k, n), ρ)

λ2(k, n, i)
. (3.3.8)

The power matrix for all K secondary users at the nth subchannel is de-

noted by P̄(n) = [P(1, n) . . .P(K,n)] ∈ RS×ςSK
+ . Using the integer linear

programming approach in [26] define a subchannel-user allocation vector x̂ as

x̂ = [x̄(1)T . . . x̄(N)T ]T ∈ {0, 1}ςSKN×1, where x̄(n) = [x(1, n)T . . .x(K,n)T ]T ∈
{0, 1}ςSK×1 represents the allocation for nth subchannel and x(k, n) ∈ {0, 1}ςS×1.

According to the example above, x(k, n) is a 9 × 1 vector. For example, a

one in the second element of x(k, n) and zeros else where means, the kth sec-

ondary user uses first subchannel to transmit second subchannel to transmit

BPSK using nth subchannel. Due to the mutual secondary user allocation,

only one element in x̄(n) is equal to one and all others are equal to zeros.

Using these definitions, the sum throughput in (3.3.3) can be written as

1TS R̂x̂, where R̂ = [R̄(1) . . . R̄(N)] ∈ ZS×ςSKN . The power constraint in

(3.3.6) can be written as 1TS P̂x̂ ≤ P , where P̂ = [P̄(1) . . . P̄(N)] ∈ RS×ςSKN
+ .

The data rate constraint in (3.3.5) can be written as

Aux̂ ≤ r,

where

Au =




a1 a1 . . . a1

a2 a2 . . . a2
...

...
. . .

...

aK aK . . . aK



∈ ZK×ςSKN ,

a1 = [aT 0T
ςS

. . . 0T
ςS
] ∈ Z1×ςSK ,

a2 = [0T
ςS

aT . . . 0T
ςS
] ∈ Z1×ςSK ,

...
...

...
...

aK = [0T
ςS

0T
ςS

. . . aT ] ∈ Z1×ςSK

,
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a =
[
1Tς R(k, n)

]T
and r = [r1 r2 . . . rK ]T . Mutual exclusive SU

allocation constraint in (3.2.8) can be defined as

0N ≤ Acx̂ ≤ 1N ,

where

Ac =




1T
ςSK

0T
ςSK

. . . 0T
ςSK

0T
ςSK

1T
ςSK

. . . 0T
ςSK

...
...

. . .
...

0T
ςSK

0T
ςSK

. . . 1T
ςSK



∈{0, 1}N×ςSKN .

Define interference gain matrix to the primary users at the nth subchan-

nel by the kth secondary user as Φ(k, n) ∈ RL×ςS

+ where Φl,j(k, n) =

[| h(l, n)V(k, n) | ¯ | h(l, n)V(k, n) |]P j(k, n) and P j(k, n) denotes the jth

column of P(k, n). Hence, interference constraints in (3.3.4) can be writ-

ten as Φ̂x̂ ≤ Υ where Φ̂ = [Φ̄(1) . . . Φ̄(N)] ∈ RL×ςSKN
+ , Φ̄(n) =

[Φ(1, n) . . .Φ(K,n)] ∈ RL×ςSK
+ and Υ = [Υ1 . . .ΥL]

T ∈ RL×1
+ .

Therefore the problem defined by (3.3.3)-(3.3.7) can be formulated in an

integer linear programming framework as

max
x̂

1TS R̂x̂ (3.3.9)

s.t. Φ̂x̂ ≤ Υ, (3.3.10)

Aux̂ ≤ r, (3.3.11)

1TS P̂x̂ ≤ P, (3.3.12)

0N ≤ Acx̂ ≤ 1N , (3.3.13)

x̂i ∈ {0, 1}, i = 1, . . . , ςSKN. (3.3.14)

The above integer linear programming problem can be efficiently solved
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using branch and bound method [29].

3.3.3 Simulation Results

An OFDMA-based cognitive radio network with K = 2 secondary users,

L = 2 primary users and N = 16 subchannels is considered. The minimum

data rate requirement for each secondary user has been set to 8 bits/user.

The BER requirement for the secondary users has been set to ρ = 0.01. The

interference leakage to primary user is required to be less than 0.01mW.

Channels were generated for primary users and secondary users using statis-

tically independent Gaussian random variables. The average channel gain

between the secondary network basestation and primary users is equal to

0.1 while such a gain between the secondary network basestation and sec-

ondary users is equal to 1. The interference caused by the primary user

transmission is considered as noise at the secondary user receiver and the

noise power spectral density at the secondary user is 0.01 mW/subchannel.

All simulation results in this section were generated using were generated

using 100 randomly generated channel-pairs {H(k, n),h(l, n)}.
In Fig. 3.3, the average total throughput versus P is displayed for a

MIMO-OFDMA based cognitive radio network, where, for example, 3 × 3

denotes the number of antennas at the transmitter and the receiver (i.e.,

Nr = 3, Nt = 3). SISO system is denoted as 1 × 1 because it has only

one antenna at both sides. As can be seen from Fig. 3.3, the throughput

achieved by MIMO based cognitive radio networks are higher than that of

a SISO system. Note that, the total data throughput increases with the

number of antennas for a given transmitted power.

The outage probability that the problem in (3.3.3)-(3.3.7) is infeasible

has been depicted in Fig. 3.4. When the value of P is very small, the prob-

ability that the problem becomes infeasible is large as seen in Fig. 3.4. For

an example, at -10dBm, single antenna based cognitive radio network is un-
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Figure 3.3. Total average number of bits per OFDMA symbol as a
function of available transmitted power at the secondary network bases-
tation. The interference value and the minimum data rate requirement
for each secondary user have been set to -20 dBm and 8 bits/user re-
spectively.
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Figure 3.4. The outage probability that the problem in (3.3.3)-(3.3.7)
becomes infeasible for various values of transmitted power. The in-
terference value and the minimum data rate requirement for each sec-
ondary user have been set to -20 dBm and 8 bits/user respectively.
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Figure 3.5. Total average number of bits per OFDMA symbol as a
function of interference leakage values. The total transmitted power
and the minimum data rate requirement for each secondary user have
been set to 6.9 dBm and 8 bits/user respectively.

able to achieve the required data rate. On the other hand, for 3× 3 MIMO

based cognitive radio network, the data rate is satisfied with an of outage

probability of less than 0.01.

In Fig. 3.5, the average total throughput versus interference leakage

threshold Υ is depicted for 3 × 3 and 2 × 2 MIMO system and compared

with a SISO system. The total data throughput increases as the bound on

interference leakage is relaxed for all three antenna configurations. However,

for increased antenna numbers, the slope changes faster and provide higher

throughput.

3.4 MIMO-OFDMA based Uplink Cognitive Radio Network

In this section an adaptive radio resource allocation algorithm is proposed

for a MIMO-OFDMA based uplink cognitive radio network. The cognitive

radio network has multiple secondary users coexisting with multiple primary

users. The aim is to admit as many secondary users as possible in various
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subchannels while ensuring no interference is leaked to the primary users.

This is achieved by letting the secondary users to transmit signals through

the null-space of the channels seen between secondary users and the primary

network basestation. Subchannels are allocated based on the correlation

coefficient of the left singular vector of the MIMO channels seen between

various secondary users and the secondary network basestation. Once the

secondary users are allocated in various subchannels, the radio resource allo-

cation in terms of power and bit allocation is performed on a per user basis

using an integer linear programming framework.

3.4.1 System Model and User scheduling

An uplink cognitive radio network with K secondary users is considered

where each secondary user is equipped with Nt (Nt > 1) transmit antennas.

The secondary network basestation in the cognitive radio network consists

of Nr (Nr > 1) receiver antennas. Without appropriate preprocessing, the

signals transmitted by the secondary users could reach the receivers of the

primary network basestation. There are L primary network basestations in

the primary network and each primary network basestation consists of Np

receiver antennas. It is assumed that L×Np < Nt in order to annihilate sec-

ondary user interference. The frequency band is divided into N subchannels.

The length of the cyclic prefix is assumed to be longer than the maximum

time dispersion of the channels. The channel in each subchannel is therefore

frequency nonselective. Denote the uplink channel matrix between the kth

secondary user and the secondary network basestation on the nth subchannel

as

Hs(k, n) =




α11(k, n) α12(k, n) . . . α1Nt(k, n)

α21(k, n) α22(k, n) . . . α2Nt(k, n)

...
...

. . .
...

αNr1(k, n) αNr1(k, n) . . . αNrNt(k, n)




∈ CNr×Nt ,
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where αnrnt(k, n) is the complex channel gain from the kth secondary nth
t

transmit antenna to the secondary network basestation’s nth
r receive antenna.

Define the channel matrix between secondary user k and the primary network

basestation l on subchannel n as

Hp(l, k, n) =




γ11(l, k, n) γ12(l, k, n) . . . γ1Nt(l, k, n)

γ21(l, k, n) γ22(l, k, n) . . . γ2Nt(l, k, n)

...
...

. . .
...

γNp1(l, k, n) γNp2(l, k, n) . . . γNpNt(l, k, n)




∈ CNp×Nt ,

where γnpnt(l, k, n) is the complex channel gain from the kth secondary user’s

nth
t transmit antenna to lth primary receive antenna. Define the composed

channel matrix between kth secondary user and all primary network bases-

tations on the nth subchannel as

Hc(k, n) = [Hp(1, k, n)
T . . .Hp(L, k, n)

T ]T ∈ C(L×Np)×Nt . (3.4.1)

The null-space of the composed channel matrix in (3.4.1) can be obtained

to determine the preprocessing vector for the kth secondary user on the nth

subchannel so that the interference leakage to primary network basestation

is annihilated. Using SVD, Hc(k, n) can be decomposed into

Hc(k, n) = Uc(k, n)Σc(k, n)Vc(k, n)
H

= Uc(k, n)Σc(k, n)[Vc,S(k, n) Vc,N(k, n)]
H (3.4.2)

where Uc(k, n) and Vc(k, n) are unitary matrices whose columns are the

left and right singular vectors of Hc(k, n). The matrix Σc(k, n) contains

singular values of Hc(k, n). The columns of Vc,S(k, n) span the signal space

and the columns ofVc,N(k, n) span the null space. In order to ensure that the

interference is not leaked to primary network basestation, the transmitter

weight vector for the secondary user is chosen as a linear combination of

that span the null space of Hc(k, n). Therefore, the kth secondary users’
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transmitter weight vector on nth subchannel is written as

f(k, n) = Vc,N(k, n)w(k, n), ∈ CNt×1, (3.4.3)

where w(k, n) is the vector that linearly combines the orthogonal basis of

the null-space Vc,N(k, n). Denote the effective channel matrix between the

kth secondary user and the secondary network basestation as

He(k, n) = Hs(k, n)Vc,N(k, n) ∈ CNr×[Nt−rank(Hc(k,n))]. (3.4.4)

Therefore the received signal component at the secondary network basesta-

tion due to the kth secondary user on the nth subchannel can be expressed

as,

z(k, n) = Hs(k, n)f(k, n)
√

p(k, n)s(k, n)

= Hs(k, n)Vc,N(k, n)w(k, n)
√
p(k, n)s(k, n)

= He(k, n)w(k, n)
√
p(k, n)s(k, n) (3.4.5)

where s(k, n) is the transmitted data symbol, z(k, n) ∈ CNr×1 is the re-

ceived signal vector at the secondary network basestation, and p(k, n) is the

allocated power for the kth secondary user on the nth subchannel. The power

allocation method will be provided later in this section. The SVD of effective

matrix He(k, n) can be performed as

He(k, n) = Ue(k, n)Σe(k, n)Ve(k, n)
H , (3.4.6)

where Ue(k, n) = [ue(k, n, 1) . . .ue(k, n,Nr)], and Ve(k, n) = [ve(k, n, 1)

. . .ve(k, n,Nt − rank(Hc(k, n)))] are unitary matrices consisting of left and

right singular vectors of He(k, n). Denote the left and right singular vectors

corresponding to the largest singular value ofHe(k, n) by ue(k, n, 1) ∈ CNr×1
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ve(k, n, 1) ∈ C[Nt−rank(Hc(k,n))]×1 respectively. The matrix

Σe(k, n) ∈ CNr×[Nt−rank(Hc(k,n))], contains the singular values of He(k, n).

When the channels are correlated (for example for a non-rich scattering en-

vironment with direct path of arrivals), the first singular value of He(k, n)

is likely to be much higher than the rest of the singular values [66]. A

similar channel environment is considered for this work. In this case, com-

munications through only the largest singular mode of the MIMO channel is

considered. Therefore, the linear combination weight vector, w(k, n) at the

transmitter, and the receiver weight vector, q(k, n) at the secondary network

basestation are chosen as the right and left singular vectors corresponding to

the largest singular value of He(k, n), i.e. w(k, n) = ve(k, n, 1), q(k, n) =

ue(k, n, 1). Therefore the received signal due to the kth secondary user in

(3.4.5) becomes

z(k, n) = He(k, n)ve(k, n, 1)
√

p(k, n)s(k, n),

= ue(k, n, 1)λe(k, n, 1)
√
p(k, n)× s(k, n), (3.4.7)

where λe(k, n, 1) is the largest singular value of He(k, n). The received sig-

nal at the secondary network basestation on the nth subchannel, rn can be

written as,

rn =
K∑

i=1

z(i, n) + nn, (3.4.8)

where nn ∈ CNr×1 is the AWGN component with unity variance. The kth

secondary users’ signal on the nth subchannel is retrieved by using receiver

weight vector, q(k, n), as

y(k, n) = q(k, n)Hrn,

= ue(k, n, 1)
Hz(k, n) + ue(k, n, 1)

H




K∑

i=1,i 6=k

z(i, n) + nn


 ,

= λe(k, n, 1)
√

p(k, n)s(k, n) + IUI+ ue(k, n, 1)
Hnn, (3.4.9)
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where IUI = ue(k, n, 1)
H

K∑

i=1,i 6=k

z(i, n),

= ue(k, n, 1)
H

K∑

i=1,i 6=k

ue(i, n, 1)λe(i, n, 1)
√
p(i, n)s(i, n).

(3.4.10)

Define the spatial correlation between k1th secondary user and k2th sec-

ondary user on the nth subchannel as,

ρ(k1, k2, n) = |ue(k1, n, 1)
Hue(k2, n, 1)|. (3.4.11)

In this work, sub optimum approach proposed in [66] has been adopted to

admit secondary users in each subchannel. The correlation of the spatial

signature as in (3.4.11) is computed for all possible secondary users, and

those secondary users that provide a correlation value smaller than a spe-

cific threshold ρTH is admitted. This will ensure secondary users with small

inter user interference are admitted. Any remaining residual inter user inter-

ference can be mitigated using multi user detection (MUD) techniques based

on for example maximum likelihood estimator, minimum mean square er-

ror (MMSE) estimator or parallel and serial interference cancelers. Once

secondary users are allocated in each subchannel according to the above

method, power allocation and bit loading are performed on a per user basis

on those allocated subchannels for each admitted secondary user.

3.4.2 Power Allocation and Bit Loading

A margin adaptive resource allocation algorithm is proposed to allocate

power and bits to each secondary user on their allocated subchannels. The

proposed scheme performs modulation scheme selection based on bit allo-

cation and the corresponding power allocation. Then the modulation in-

dexes the secondary users by the secondary network basestation through a

separate control channel. It is assumed that the transmission over control
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channel is error-free and all subchannels are in slow fading. In this problem

formulation, BPSK, 4-QAM, 16-QAM, 64-QAM and 256-QAM modulation

schemes are considered. Assuming zero inter user interference, the mini-

mum signal power required for the kth secondary user to transmit b number

of bits through nth subchannel to achieve a given BERTarget at the secondary

network basestation is given by [66]

p(k, n) =
σ2

[λe(k, n, 1)]2
ln

[
1

5BERTarget

]
2b − 1

1.5
. (3.4.12)

Denote the required data rate and the set of subchannels allocated for the

kth secondary user as rk and Nk respectively. Using these definitions, margin

adaptive resource allocation problem for the kth secondary user is given by

min
c(k,n)∈{0,1,2,4,6,8}

∑

n∈Nk

p(k, n), (3.4.13)

∑

n∈Nk

c(k, n) ≥ rk, (3.4.14)

The objective function in (3.4.13) minimizes the transmission power over all

subchannels allocated to the kth where c(k, n) denotes the number of bits

allocated for the kth secondary user on the nth subchannel. The constraint

(3.4.14) ensures that the kth secondary user achieves a minimum data rate.

Since the solution to the bit allocation problem is integer valued, this prob-

lem is non-convex [33] and the optimal solution can be obtained using integer

linear programming technique [29].

3.4.3 Integer Linear Programming Problem Formulation

First, define a binary indicator vector x(k) as follows:

xk = [x(k, 1)T . . .x(k, | Nk |)T ]T ∈ {0, 1}|Nk|C×1, (3.4.15)
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where x(k, n) = [x(k, n, 1) . . . . . . x(k, n, C)]T ∈ {0, 1}C×1 where x(k, n, c)

equal to one means that the kth secondary user transmits c number of bits

per symbol on the nth subchannel. All values of p(k, n) for each possible

c(k, n) values are stored in the power vector p(k) as follows,

p(k) = [p(k, 1)T . . .p(k, | Nk |)T ]T ∈ R|Nk|C×1, (3.4.16)

where p(k, n) = [p(k, n, 1) . . . p(k, n, C)]T ∈ RC×1 where p(k, n, c) is the

required transmission power for kth secondary user to transmit c number

of bits over nth subchannel. Denote a = [1 2 4 6 8]T ∈ Z5×1,b =

[aT aT .. aT ]T ∈ Z |Nk|C×1 and A =




1TC 0TC . . . 0TC

0TC 1TC . . . 0TC
...

...
. . .

...

0TC 0TC . . . 1TC




∈ {0, 1}|Nk|×C.

Using these definitions, the original problem in (3.4.13)-(3.4.14) can now be

formulated into integer linear programming as follows [26]

min
x(k)

p(k)Tx(k),

s.t : bTx(k) ≥ rk,

0|Nk| ≤ Ax(k) ≤ 1|Nk|,

xi(k) ∈ {0, 1}|Nk|C. (3.4.17)

The above integer linear programming problem can be efficiently solved using

branch and bound method [29].

3.5 Simulation Results

In order to validate the proposed algorithm and assess the performance, a

MIMO-OFDMA based cognitive radio network with K = 25 secondary users

and N = 64 subchannels is considered. Each secondary user has Nt = 3
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transmit antennas and the secondary network basestation consists of Nr = 4

receiver antennas. Only one primary network basestation with single receiver

antenna (Np = 1, L×Np = 1) is considered. The data rate requirement for

each secondary user has been set to 16 bits/user. 50 randomly generated

channel-pairs {Hs(k, n),Hp(l, k, n)} have been used for the simulation study.

Average number of secondary users allocated for a particular subchannel

for various ρTH values (ρTH = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.8, 0.9, 1) is shown in

Fig. 3.6. From this figure, it can be observed that the average number of

secondary users allocated in each subchannel is increasing with the spatial

correlation threshold. Please note that for larger values of ρTH, each sub-

channel will tend to get all secondary users in the spatial correlation based

user scheduling stage. However, once resource allocation is performed as in

(3.4.17), some users will be dropped as soon as they attain their target data

rates. This is the reason why the average number of users allocated in each

subchannel drops after ρTH = 0.7 in Fig. 3.6.
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Figure 3.6. Performance comparison of average number of secondary
users allocated in each subchannel for different spatial correlation val-
ues, ρth
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Figure 3.7. Performance comparison of average number of bits allo-
cated in each symbol transmitted for different spatial correlation values,
ρTH

Fig. 3.7 compares the average number of bits per symbol transmitted for

different values of ρTH. When the value of ρTH is low, higher number of bits

are transmitted per symbol in order to satisfy the data rate requirement in

(3.4.17). This is because for low ρTH, the number of subchannels allocated

to each secondary users would be small.

When the value of ρTH, is very small, the number of subchannels allo-

cated to each secondary user in the spatial correlation based user scheduling

stage is reduced as in Fig. 3.6. Therefore, during the second optimization

stage as in (3.4.17), there are possibilities that some users may not get their

target data rate and the problem in (3.4.17) might turn out to be infeasible.

The outage probability that the problem is infeasible has been computed

and depicted in Fig. 3.8.

The results in Fig. 3.6 - Fig. 3.8 demonstrate that the spatial correla-

tion value ρTH should not be chosen too small as the optimization problem

might turn out be infeasible. On the other hand, ρTH should not be chosen
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too high as this will introduce inter user interference and the model used in

(3.4.12) will turn out be invalid. Therefore, selection of an optimum ρTH is

challenging, and it will depend on the channel scenario such as number of

secondary users and the number of available subchannels. It can be deter-

mined using a MAC level simulation considering error control coding and

assessing the total data throughput for various values of ρTH.

3.6 Conclusion

In this chapter, first, a resource allocation technique has been proposed for

an OFDMA based cognitive radio network in the downlink and then it was

extended to a MIMO-OFDMA based cognitive radio network. The proposed

algorithms optimally assign subchannels, spatial beams, power and bits for

the secondary users based on rate adaptive optimization. The rate adaptive

optimization maximizes the total data throughput under interference power

constraint to the primary users, individual data rate constraints for the sec-

ondary users, and the total transmission power constraint at the secondary

network basestation. Finally, resource allocation problem is analyzed for a

MIMO-OFDMA cognitive radio network in the uplink. Based on spatial

separation between secondary users, various secondary users were allocated

in each subchannel. A margin adaptive optimization was considered to allo-

cate required data rate to each secondary user on the allocated subchannels

while minimizing the total transmission power. All of these algorithms were

formulated using an integer linear programming framework and branch and

bound method has been used to determine the optimal solutions. Simula-

tion results have been provided to validate the performance of the proposed

algorithms.



Chapter 4

SUBOPTIMAL RESOURCE

ALLOCATION TECHNIQUES

FOR OFDMA BASED

COGNITIVE RADIO

NETWORKS

In this chapter, low complexity resource allocation algorithms are proposed

for an OFDMA based cognitive radio networks. Since the subchannels and

bits are discrete, the multiuser resource allocation problem becomes combi-

natorial optimization problem. Determining an optimal solution of a combi-

natorial optimization problem is computationally expensive. Hence, subopti-

mal low complexity algorithms are proposed for an OFDMA based cognitive

radio network in order to reduce the computational complexity. The pro-

posed algorithms allocate subchannels, bits and power to various secondary

users while ensuring the interference leakage to the primary users below a

threshold. Simulation results and complexity analysis are provided to vali-

date the performance of the algorithms.

67
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4.1 Introduction

Optimal resource allocation algorithms based on integer linear program-

ming have been studied in Chapter 3. In this chapter, suboptimal resource

allocation algorithms are proposed in order to reduce the computational

complexity. There are two different low complexity algorithms proposed

based on rate adaptive optimization technique and data rate balancing tech-

nique. The rate adaptive optimization technique maximizes the total data

throughput subject to individual data rate constraints to the secondary

users, interference leakage constraints to the primary users and total trans-

mission power constraint at the secondary network basestation. This tech-

nique has been studied for a conventional OFDMA based wireless networks

in [20,26,27,31,85–87] and these works cannot be extended directly into cog-

nitive radio network due to the additional interference leakage constraints to

primary users. In [20], a multiuser combinatorial resource allocation problem

has been solved using a suboptimal greedy algorithm. In order to find the op-

timal solution for this combinatorial optimization problem, an integer linear

programming framework has been used in [26]. As the problem dimension

(for example the number of subchannels and users) grows, the complexity of

the integer linear programming algorithm also increases rapidly. In order to

overcome this complexity issue, an integer relaxation based suboptimal al-

gorithm has been proposed in [31] for a conventional wireless network which

determines the best subchannels for each user by relaxing the integer con-

straint and then performs adaptive bit loading and power allocation for each

user separately using a greedy algorithm. Under the transmission power

constraint, the greedy algorithm allocates one bit at a time to various sub-

channels in the order of least power consumption. It should be noted that the

greedy algorithm has limitations in a cognitive radio network scenario due

to multiple constraints. Hence, a novel recursive algorithm is proposed for a
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cognitive radio network in order to satisfy individual data rates constraints

for the secondary users, interference leakage constraints for the primary users

and total transmission power constraint.

However, the problem based on rate adaptive optimization technique

might turn out to be an infeasible problem. Because, it is not possible

to satisfy the required data rate to the users all the time for some chan-

nel realizations. Hence, the rate balancing technique has been adopted in

a conventional network to avoid the infeasibility issue [36, 38, 88, 89]. The

rate balancing technique has been used to maintain the fairness among the

users. The proposed rate balancing algorithm maximizes the data through-

put while maintaining equal data rate for all the secondary users subject to

interference leakage constraints to the primary users and total transmission

power constraint at the secondary network basestation. The next section

describes the proposed rate adaptive based suboptimal algorithm.

4.2 A Rate Adaptive Technique based Suboptimal Resource Al-

location Algorithm

A suboptimal algorithm for adaptive subchannel, bit and power allocation

for OFDMA based cognitive radio network is proposed. This problem in its

original form (i.e., (3.2.13)-(3.2.18)) is non-convex and may be solved using

greedy algorithms or integer linear programming techniques. However, the

computational complexity of the latter techniques is quite high, while the

suboptimal greedy algorithms are not very well suited for cognitive radio

network due to multiple constraints on the transmission power, interference

leakage and individual user data rate. Therefore, a novel recursion-based

linear optimization framework is proposed to provides a solution that is

very close to the optimal one and that has the ability to perform adaptive

subchannel, bit and power allocation for multiple users in the presence of
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multiple constraints. Due to the convexity of the proposed algorithm at each

recursion, its overall computational complexity is substantially lower than

that of the integer linear programming based solution.

4.2.1 A Novel Recursive Based Linear Optimization Framework

In Section 3.2, an optimal rate adaptive algorithms is proposed for SISO-

OFDMA based cognitive radio network. Same system model and problem

statement as in Section 3.2 are considered here. To reduce the computational

complexity of integer linear programming based optimal method in (3.2.13)-

(3.2.18), an integer relaxation approach has been used here. The proposed

technique has two important features. First, it involves an integer relaxation

step similar to that used in [31] to determine subchannels for various users.

Second, formulation of the resource allocation problem to determine number

of bits and power for various subchannels is recursive. The essence of the

proposed integer relaxation is that, instead of forcing xi in (3.2.18) to be

equal to an element of the set {0, 1}, it is relaxed to take any real value

between 0 and 1. Hence, the original problem in (3.2.13)-(3.2.18) can be

modified as follows:

max
x

bTx (4.2.1)

s.t. Hp[A(p¯ x)] ≤ Υ, (4.2.2)

pTx ≤ P, (4.2.3)

Bx ≥ r, (4.2.4)

0N ≤ Ax ≤ 1N , (4.2.5)

0KNC ≤ x ≤ 1KNC , (4.2.6)

so that the relaxed problem is convex [33]. The subchannels are chosen by us-

ing the relaxed optimization framework outlined in (4.2.1)-(4.2.6). Referring
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1. Solve for x using (4.2.1)-(4.2.6).

2. Set subchannel index n = 0.

3. repeat

4. n ← n+ 1

5. if b(j, n)Tx(j, n) > b(k, n)Tx(k, n),∀k 6= j

6. nth subchannel is allocated to the jth secondary user

7. endif

8. until n < N + 1

Table 4.1. Pseudo code for the subchannel allocation algorithm

(3.4.16), x(n) = [x(1, n)T . . . x(K,n)T ]T corresponds to the nth subchannel.

An entry equal to one in x(k, n) = [x(k, n, 1) x(k, n, 2) x(k, n, 3) x(k, n, 4)]T

means that the kth secondary user is assigned to the nth subchannel. For

example, if the second entry of x(k, n) is equal to one and all the other

entries in x(n) are zero, this means that the nth subchannel is assigned to

the kth secondary user with two bits. However, due to integer relaxation,

the entries of x(k, n) will not be exactly 0 or 1. Hence, b(k, n)Tx(k, n) has

been considered as the data throughput for the kth secondary user at the nth

subchannel. Therefore, the nth subchannel is assigned to the jth secondary

user if b(j, n)Tx(j, n) > b(k, n)Tx(k, n), ∀k 6= j. The pseudo code for this

subchannel allocation algorithm is provided in the Table 4.1.

A recursive optimization loop will be started once the subchannels are

allocated to each secondary user as described below. (Please note that once

the subchannels are allocated to various users, the dimension of x can be

reduced to x ∈ {0, 1}NC×1. Also, during the recursion as explained be-

low, the dimension of x can be reduced further. However, for the simplicity

of explanation of the algorithm, size of x is unchanged. Instead, zero val-

ues are placed at appropriate locations of vector b.) Referring to (3.2.10),
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b(n) = [b(1, n)T . . . b(K,n)T ]T is a vector of size KC × 1 with the en-

tries 1, 2, 4, and 6. Suppose that, according to the subchannel allocation

above, the first subchannel is allocated to the second secondary user. Then

all the entries of b(1) will be set to zeros except the entries in b(2, 1),

i.e., b(1) = [0 0 0 0 1 2 4 6 0 0 0 0 . . . 0 0 0 0 ]T . Similarly, suppos-

ing that the second subchannel is allocated to the first secondary user, set

b(2) = [1 2 4 6 0 0 0 0 . . . 0 0 0 0 ]T and so on. Once certain elements

of b become zeros, according to the subchannel allocation, the vector b is

renamed as b(1). The subsequent recursion allocates bits and power for the

secondary users according to the assigned subchannels. The optimization

problem for the first recursion can be written as

max
x(1)

b(1)Tx(1) (4.2.7)

s.t. Hp{A[p¯ x(1)]} ≤ Υ, (4.2.8)

Bx(1) ≥ r, (4.2.9)

pTx(1) ≤ Pmax, (4.2.10)

0N ≤ Ax(1) ≤ 1N , (4.2.11)

0KNC ≤ x(1) ≤ 1KNC . (4.2.12)

After the first recursion, the vector x(1) is used along with the power

vector p to determine the modulation scheme (number of bits) for each sec-

ondary user at various subchannels. As considered in the example before,

suppose that the first subchannel is allocated to the second secondary user,

and all entries of x(1)(1) (where x(1)(1) denotes the vector x(1) in the first

recursion step) are zero except the elements in x(1)(2, 1). The total power

allocated to the first subchannel can be computed as p(2, 1)Tx(1)(2, 1). In

general, if the nth subchannel is allocated to the jth secondary user, the total

power allocated to the nth subchannel can be computed as p(j, n)Tx(1)(j, n).

The modulation scheme l (i.e., with dl bits) that can be used without ex-
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ceeding the power p(j, n)Tx(1)(j, n) can be obtained as

l = argmax
l

{l ∈ {0, 1, 2, 3, 4} : p(j, n, l) ≤ p(j, n)Tx(1)(j, n)} (4.2.13)

i.e., as the largest possible modulation order (in terms of the number of bits)

with a power not exceeding p(j, n)Tx(1)(j, n). Due to the finite modulation

size and finite set of power levels p(j, n, l), once the bits are determined using

x(1) and p, the total power consumed so far will still be less than Pmax. The

interference leakage will also be less than Υ. Hence further recursions will

be performed to use any residual power left to allocate more bits. In general,

the following optimization problem has to be solved in the qth recursion step

max
x(q)

b(q)Tx(q) (4.2.14)

s.t. Hp[A(p(q−1)T ¯ x(q))] ≤ Υ−Hpv(q−1), (4.2.15)

Bx(q) ≥ [r− f (q−1)]+, (4.2.16)

p(q−1)Tx(q) ≤ Pmax − ‖v(q−1)‖1, (4.2.17)

0N ≤ Bx(q) ≤ 1N , (4.2.18)

0KNC ≤ x(q) ≤ 1KNC . (4.2.19)

The above optimization problem for the case of q = 2, i.e., in the sec-

ond recursion step will be explained. Suppose that in the first recursion

step, the first subchannel is assigned to the second secondary user using

two bits, then b(1)(2, 1) can be modified as b(2)(2, 1) = [0 0 (4 − 2) (6 −
2)]T = [0 0 2 4]T . This modification means that two bits have already

been allocated to the second secondary user at the first subchannel and

the residual power is now used to upgrade it to four or six bits by loading

two or four more bits respectively. In the first recursion step, the power

p(2, 1, 2) has been allocated to the second secondary user at the first sub-

channel. Hence, in order to allocate two or four more bits, only (p(2, 1, 3)−
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p(2, 1, 2)) or (p(2, 1, 4) − p(2, 1, 2)) will be required respectively. Hence,

the new power vector p(1)(2, 1) is determined from p(2, 1) as p(1)(2, 1) =

[p(2, 1, 1) p(2, 1, 2) (p(2, 1, 3) − p(2, 1, 2)) (p(2, 1, 4) − p(2, 1, 2))]T . The vec-

tor p(1) is determined accordingly. Let v(1)(n) denote the power that was

allocated (discrete level due to discrete modulation) to the nth subchannel

in the first recursion step. Also define v(1) , [v(1)(1) . . . v(1)(N)]T . Hence

Pmax − ∑N
n=1 v

(1)(n) = Pmax − ‖v(1)‖1 is the residual power that is avail-

able for the second recursion step. Also, the interference leakage due to the

power allocated in the first recursion step is Hpv(1) so that the remaining

interference should be less than Υ − Hpv(1) in the second recursion step.

Let f (1)(k) denote the data rate already allocated for the kth secondary user

in the first recursion step. Also define f (1) = [f (1)(1) . . . f (K)(1)]T . Hence,

the data rate requirement in the second recursion step can be written as

Bx(2) ≥ [r− f (1)]+. After the second recursive optimization, the amount of

power allocated to the nth subchannel can written as

S(2)(n) = p(1)T (j, n)x(2)(j, n) + v(1)(n). (4.2.20)

The nth subchannel is upgraded to the lth modulation scheme as

l = argmax
l

{l ∈ {0, 1, 2, 3, 4} : p(j, n, l) ≤ S(2)(n)}. (4.2.21)

The recursion is repeated until no improvement on the sum throughput is

observed. After the qth recursion, the vectors f (q+1) and v(q+1) will contain

the allocated bits and powers for each subchannel. The pseudo code this

recursive bit and power allocations is provided in the Table 4.2.

4.2.2 Computational Complexity Analysis

Complexity of the proposed recursive algorithm is compared with complexity

of the integer linear programming problem based optimal algorithm in this
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1. Set n = 0, q = 0, v(0) = 0N and p(0) = p

2. repeat

3. q ← q + 1

4. Set f (q) = 0K ,S
(q) = 0N

5. Solve the problem in (4.2.14) - (4.2.19)

6. repeat

7. n ← n+ 1

8. S(q)(n) = p(q−1)(j, n)
T
x(q)(j, n) + v(q−1)(n)

9. if l = argmaxl{l ∈ {0, 1, 2, 3, 4} : pj,n,l ≤ S(q)(n)} then

10. Use modulation scheme l (i.e., with dl bits) on nth subchannel

11. Set v(q)(j) = pj,n,l

12. f (q)(j) = f (q)(j) + dl

13. Set p(q)(j, n, z) = p(j, n, z)− p(j, n, l), ∀z > l

14. Set b(q+1)(j, n, z) = b(j, n, z)− dl,∀z > l

15. Set b(q+1)(j, n, z) = 0,∀z ≤ l

16. endif

17. until n < N + 1

18.until no improvement on the sum throughput

19.The vectors f(q+1) and v(q+1) contain the allocated bits and powers

for each subchannel

Table 4.2. Pseudo code for the proposed recursive power and bit

allocation algorithm
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subsection. The size of the optimization variable x and the number of linear

constraints in (3.2.13)-(3.2.18) are KNC and K + 2N + L+ 1 respectively.

The most popular method for solving integer linear programming is the

branch and bound method [29]. If integer linear programming is composed of

x number of variables and y number of constraints, the minimum number of

linear programming subproblems required to be solved by branch and bound

is
(√

2
)x

[35]. The number of iterations needed to solve one linear program

with x number of variables and y number of constraints is approximately

2(x + y). Each iteration requires (xy − y) number of multiplications and

(xy−y) number of summations [35]. Based on this, the number of operations

needed for the integer linear programming-based optimal algorithm is listed

in Table 4.3 [35].

The proposed algorithm involves two parts. The first part of the prob-

lem (4.2.1)-(4.2.6) is used to allocate subchannels to each secondary users.

After the integer relaxation, only one linear program with KNC variables

and K+2N +L+1 constraints needs to be solved. Once the solution is ob-

tained, NK number of multiplications are required to allocate subchannels

to each user. The second part of the algorithm allocates bits and powers on

the preassigned subchannels. In each recursion step, the problem (4.2.14)-

(4.2.19) solves only one linear program. It should be stressed here that,

the optimal integer linear programming requires solving
(√

2
)KNC

number

of linear programming problems. From the simulations, it is observed that

the average number of recursions required to converge is four. The size of

the variable and the number of constraints in the first recursion is NC and

K+2N +L+1, respectively. Each recursion needs additional N multiplica-

tions and 3N+2NC summations to determine bits and power allocations for

each subchannel. The number of operations needed for the proposed algo-

rithm is listed in Table 4.3. The total complexity of the proposed algorithm

is the sum of the complexities of parts 1 and 2. For instance, consider a
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Problem Complexity

Optimal Method O{2(KNC +K + 2N + L+ 1)
(√

2
)KNC ×

[2KNC(K + 2N + L+ 1)]}
Proposed Algorithm: Part 1 O{2(KNC +K + 2N + L+ 1)1×

[2KNC(K + 2N + L+ 1) +NK]}
Proposed Algorithm: Part 2 O{2(NC +K + 2N + L+ 1)4×

[2NC(K + 2N + L+ 1) + (4N + 2NC)]}
Table 4.3. Complexity comparision

network with K = 2, N = 4, L = 2 and C = 4. The complexity of integer

linear programming is O(5 × 109) and the complexities of parts 1 and 2 of

the proposed algorithm are O(8× 104) and O(1× 105), respectively. Hence

the overall complexity of the proposed algorithm is substantially lower than

that of the optimal integer linear programming approach.

4.2.3 Simulation Results
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Figure 4.1. Total average number of bits per OFDMA symbol as
a function of available transmitted power at the secondary network
basestation.

To validate the proposed algorithm and to assess its performance, a cog-
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Figure 4.2. Interference to primary user per OFDMA symbol as a
function of available transmitted power at the secondary network bases-
tation.

nitive radio network with K = 2 secondary users, L = 2 primary users and

N = 64 subchannels is considered. The minimum data rate requirement for

each secondary user has been set to 16 bits/user. The BER requirement for

the secondary users has been set to ρ = 0.11. The interference leakage to

primary user is required to be less than 0.001 mW. Multipath channels of

length six were generated for primary users and secondary users using sta-

tistically independent Gaussian random variables. The average channel gain

between the secondary network basestation and primary users is equal to 0.1

while such a gain between the secondary network basestation and secondary

users is equal to 1. The interference caused by the primary user transmis-

sion is considered as noise at the secondary user receiver and the noise power

spectral density at the secondary user is (0.01/64) mW/subchannel. All the

simulation results are generated using 100 randomly generated channel-pairs

1From (3.2.2), transmission power increases when BER value decreases. Higher
transmission power at the secondary network basestation causes higher interference
leakage to the primary users. Hence, rate adaptive problem with smaller BER value
might turn out to be an infeasible problem due to insufficient resources.
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(Hs,Hp).
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Figure 4.3. Power used by the secondary network basestation versus
the available transmitted power at the secondary network basestation.

In Fig. 4.1, the average total throughput versus the available transmission

power P is displayed for both the integer linear programming based optimal

scheme and the proposed recursive optimization based scheme. As seen

in Fig. 4.1, the throughput achieved by the proposed suboptimum method

is very close to the optimum integer linear programming technique. The

average value of the interference leakage versus P is depicted in Fig. 4.2.

Again, it can be observed from Fig. 4.2 that the proposed method performs

very close to the integer linear programming approach. It is apparent from

Fig. 4.2 that when P is high, the total power may not be fully utilized as the

optimization in this case is limited by the interference leakage constraints.

The used power versus the available transmitted power is depicted in Fig. 4.3.

Note that when P is equal to -13dBm and -10 dBm, the secondary network

basestation fully utilizes the available transmission power.

Summarizing, in all the examples the proposed method performs very

close to the optimum integer linear programming approach. The average
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number of recursions observed from the simulation is equal to four. Since at

each recursion the problem is convex (linear), the complexity of the proposed

scheme is substantially lower than that of the integer linear programming

based scheme. As a guidance, our comparison of the CPU times in the

simulation examples indicates two orders of savings in the computational

complexity.

4.3 Rate Balancing Techniques in Cognitive Radio Networks

A cognitive radio network that employs OFDMA technique has been consid-

ered. An algorithm is proposed to allocate bits and power to the secondary

users in various subchannels in order to ensure that each secondary user

attains the same data rate while ensuring the interference leakage to the pri-

mary users is below a threshold. Since, the complexity of the integer linear

programming based optimal algorithm is very high, a suboptimal method

based on greedy algorithm has been proposed. Recently, a modified greedy

algorithm known as greedy Max-Min algorithm has been proposed in [72]

and [71] to maximize the data throughput of a single user cognitive ra-

dio network. In this section the greedy Max-Min algorithm is extended to a

multiuser cognitive radio network. The extended greedy Max-Min algorithm

allocates bits and power to the secondary users in a cyclic manner to ensure

that each secondary user gets equal data rate.

4.3.1 System Model and Problem Statement

A downlink underlay cognitive radio network is considered withK secondary

users and L primary users. All the secondary users are served by the sec-

ondary network base station. It is assumed that an OFDMA scheme with

N subchannels is employed in the secondary network basestation. The pri-

mary users are served by their own base station and their transmission is not
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necessarily based on OFDMA. The channel gains between the secondary net-

work basestation and the secondary users as well as between the secondary

network basestation and the primary users are assumed to be known to the

secondary network basestation. The aim of the optimization is to allocate

subchannels, transmission power and bits to secondary users while ensuring

that the aggregate interference over all the subchannels to the lth primary

user is below a certain threshold Υl, and each secondary user attains an

equal data rate r.

Define the power gain matrix between the secondary network basesta-

tion and the secondary users as Hs ∈ RK×N , i.e., Hs
k,n denotes the power

gain between the secondary network basestation and the kth secondary user

at the nth subchannel. The power gain matrix between the secondary net-

work basestation and the primary users is defined as Hp ∈ RL×N , i.e.,

Hp
l,n denotes the power gain between the secondary network basestation and

the lth primary user at the nth subchannel. Let Pr(c, ρe) be the minimum

required received power at any subchannel to ensure that the BER is below

the threshold ρ where c is the number of bits per symbol. The transmission

power required to ensure that the BER is below the threshold ρe will depend

on the modulation type used at each subchannel. The minimum required

signal power for the BPSK modulation and M-ary QAM (for square con-

stellation) are given in (3.2.1) and (3.2.2). For the 8-QAM, the minimum

required power for the BER threshold ρe can be written as [90]

Pr(c, ρe) = 3Nφ

[
Q−1

(
3ρe
2

)]2
. (4.3.1)

The required power at the secondary network basestation to transmit ck,n

bits to the kth secondary user at the nth subchannel and to ensure that BER



Section 4.3. Rate Balancing Techniques in Cognitive Radio Networks 82

is less than ρ is given by

Pk,n(ck,n, ρ) =
Pr(ck,n, ρe)

Hs
k,n

. (4.3.2)

where Pr(ck,n, ρe) can be obtained from (3.2.1), (3.2.2) and (4.3.1) for differ-

ent ck,n values. Letting Pk,n(0, ρ) = 0, the total power allocated to the nth

subchannel can be written as

φn =

K∑

k=1

Pk,n(ck,n, ρe). (4.3.3)

Denote P as the total power available at the secondary network basesta-

tion, D = {0, d1, . . . , dC} as the set of all possible values for ck,n with C

denoting the number of possible modulation types. In order to keep the

problem formulation simple, only four modulation types have been consid-

ered: BPSK (c =1), 4-QAM (c =2), 8-QAM (c =3), 16-QAM (c =4), i.e.,

D = {0, d1, . . . , dC} = {0, 1, 2, 3, 4}. If ck,n = 0 then the kth secondary

user does not use the nth subchannel for transmission. From these defini-

tions, the rate balancing problem for the cognitive radio network can be

expressed as

max
ck,n∈D,r

r (4.3.4)

s.t.
N∑

n=1

ck,n ≥ r, k = 1, . . . ,K, (4.3.5)

N∑

n=1

K∑

k=1

Pk,n(ck,n, ρ) ≤ P, (4.3.6)

N∑

n=1

φnH
p
l,n ≤ Υl, l = 1, . . . , L, (4.3.7)

ck,n = 0 if ck′,n 6= 0, ∀k 6= k′, k = 1, . . . ,K. (4.3.8)

The constraint in (4.3.5) ensures that each secondary user data rate is above

r, and r is the optimization variable to be maximized. Hence the cost func-



Section 4.3. Rate Balancing Techniques in Cognitive Radio Networks 83

tion (4.3.4) and constraint (4.3.5) aim to maximize the worse case user data

rate, i.e., rate balancing is performed. The constraints in (4.3.6) and (4.3.7)

ensure that the total transmission is below the available power P and in-

terference leakage to the lth primary user is always below the threshold Υl

respectively. The constraint in (4.3.8) ensures mutually exclusive secondary

user allocation to each subchannel, i.e., no more than one secondary user is

allocated to each subchannel. Since the solution of the rate balancing prob-

lem introduced in (4.3.4)-(4.3.8) should be mutually exclusive secondary user

allocation, this problem is a combinatorial optimization problem [33]. The

optimal solution to this combinatorial optimization problem can be obtained

using integer linear programming [28]. Using (3.2.13) -(3.2.18), the integer

linear programming framework for this rate balancing problem can be for-

mulated as

max
r,x

r (4.3.9)

s.t. Hp[A(p¯ x)] ≤ Υ, (4.3.10)

pTx ≤ P, (4.3.11)

Bx ≥ r1N , (4.3.12)

0N ≤ Ax ≤ 1N , (4.3.13)

xi ∈ {0, 1}, i = 1, . . . ,KNC. (4.3.14)

The complexity of the integer linear programming approach is rather

high and may become prohibitively expensive even for moderate numbers

of users and subchannels. Therefore a suboptimal method based on greedy

algorithm in order to solve the rate balancing problem is proposed in the

next subsection.
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4.3.2 Suboptimal Greedy Max-Min Algorithm

A greedy Max-Min algorithm has been proposed in [72] to maximize the

system data throughput for a single user cognitive radio network. The al-

gorithm allocates bits, sequentially one bit at a time in various subchannels

according to an efficiency figure. In this section, the greedy Max-Min al-

gorithm is extended to a multiuser cognitive radio network. In order to

balance the achieved data rate for each secondary user, the extended greedy

Max-Min algorithm allocates bits to users one at a time in a cyclic manner.

In order to explain the extended greedy Max-Min algorithm, assume that

the nth subchannel is allocated to the kth secondary user. From (4.3.2), the

required additional power to add one more bit to the kth secondary user on

the nth subchannel can be written as

∆+1
k,n = Pk,n(rn + 1, ρ)− Pk,n(rn, ρ), (4.3.15)

where rn is the number of bits already allocated in the nth subchannel. The

amount of additional interference leakage to the lth primary user due to the

addition of one bit to the kth secondary user on the nth subchannel is written

as

δ+1
k,n,l = ∆+1

k,nH
p
l,n. (4.3.16)

Define u0 and ul are the costs of resources already allocated as follows:

u0 =
N∑

n=1

K∑

k=1

Pk,n(rn, ρ), (4.3.17)

ul =
N∑

n=1

K∑

k=1

Pk,n(rn, ρ)H
p
l,n, l = 1, . . . , L. (4.3.18)

From these definitions the efficiency capacity of the kth secondary user on
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the nth subchannel can be defined as [72]

ek,n(0) =
P − u0

∆+1
k,n

, (4.3.19)

ek,n(l) =
Υl − ul

δ+1
k,n,l

, l = 1, . . . , L. (4.3.20)

From the efficiency capacity values, (4.3.19) accounts for the total power

constraint in (4.3.6), whereas (4.3.20) accounts for the set of interference

constraints in (4.3.7). The efficiency value of the kth secondary user on the

nth subchannel is defined as

Λk,n = min
l
{ek,n(l)}, l = 0, . . . , L. (4.3.21)

A subchannel n is chosen to allocate an additional bit if this subchannel

yields the largest efficiency value as follows:

α = argmax
n

{Λk,n}, n = 1, . . . , N. (4.3.22)

This process of allocating one bit at a time is repeated until one of the con-

straints becomes tight. Based on the greedy Max-Min algorithm, the pseudo

code of the extended greedy Max-Min algorithm for data rate balancing in

multiuser cognitive radio network is shown in Table 4.4. In the pseudo code,

“\′′ and [Ωk]i denote the set subtraction and the ith element of the set Ωk

respectively. The basic description of the proposed algorithm is as follows.

First, one bit is allocated to secondary user 1 in a subchannel that provides

the largest efficiency value. Suppose the nth
1 subchannel is allocated to the

first secondary user, then the algorithm allocates one bit to the second sec-

ondary user in one of the (N − 1) remaining subchannels. This is repeated

until all K secondary users are allocated with one bit. Then the second

bit is allocated to the first secondary user in one of the remaining (N −K)

subchannels or on the nth
1 subchannel according to the efficiency value. This
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1) Initialization: rn = 0, ∀n, ul = 0, l = 0, 1, . . . , L

2) Set Ωk = {1, . . . , N}, ∀ k

3) while P − u0 ≥ 0 and Υl − ul ≥ 0, l = 1, . . . , L

4) for k = 1 to K

5) for n = [Ωk]1 to [Ωk]Last

6) calculate ek,n(l), l = 0, . . . , L using (4.3.19) and (4.3.20)

7) find Λk,n using (4.3.21)

8) endfor

9) choose subchannel using (4.3.22) (denote this subchannel as α)

10) add one bit to user k on the subchannel α

11) update ul, l = 0, . . . , L using (4.3.17) and (4.3.18)

12) Remove subchannel α from other users Ωj = Ωj \ {α},
j = 1, . . . , K, j 6= k

13) endfor

14) endwhile

Table 4.4. Pseudo code of the extended greedy max-min algorithm
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procedure is repeated until one of the constraint is met.

4.3.3 Computational Complexity Analysis

The most popular method for solving integer linear programming is the

branch and bound method [29]. Using Table 4.3, the number of operations

needed to solve the problem in (4.3.9)-(4.3.14) is O[2
(√

2
)KNC+1

(KNC +

K + 2N +L+ 2)] [35]. As stated in [72], for the modified greedy algorithm,

the number of operations required is given by O(RNL), where R is the

total number of allocated bits. For instance, consider a system with

K = 2, N = 4, L = 2 and C = 4. The complexity of integer linear

programming is O(8 × 106). In order to find the worst case complexity

of the proposed algorithm, assume that the proposed algorithm allocates 4

bits in each subchannel. Hence, complexity of the proposed algorithm is

O(128), which is substantially lower than that of the optimal integer linear

programming approach.

4.3.4 Simulation Results

To validate the proposed algorithm and to assess its performance, consider

a cognitive radio network with N = 64 subchannels. The BER requirement

for the secondary users has been set to ρe = 0.01. Multi path channels

of length five were generated for primary users and secondary users using

statistically independent Gaussian random variables. The average channel

gain between the secondary network basestation and primary users is equal

to 0.1 while such a gain between the secondary network basestation and

secondary users is equal to 1. The interference caused by the primary user

transmission is considered as noise at the secondary user receiver and the

noise power spectral density at the secondary user is 0.001.

To validate the proposed extended greedy Max-Min algorithm, the so-

lution obtained from the extended greedy Max-Min algorithm is compared
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Data rate (Number of bits)
Sub optimal Optimal

Channels secondary secondary secondary secondary r
user1 user2 user3 user4

Channel 1 27 27 27 27 27
Channel 2 24 24 24 24 25
Channel 3 17 17 17 17 18
Channel 4 29 29 29 29 30

Table 4.5. Balanced rate of each secondary user attained by both the
proposed suboptimal method and the optimal method

with the optimal solution obtained by integer linear programming.

Table 4.5 shows the balanced data rate achieved by the extended greedy

Max-Min algorithm and the integer linear programming based optimal method

for four different random channels. The results in Table 4.5 were generated

usingK = 4 and L = 4. The total transmission power P and the interference

leakage threshold Υl, l = 1, 2, 3, 4 have been set to 1 and 0.001 respectively.

The Table 4.5 reveals that all four secondary users achieve the same date

rate which is very closer to the optimum rate.

Fig. 4.4 depicts the averaged balance data rate as a function of the

interference threshold when P = 1. This result has been generated using

100 random channel-pairs (Hs,Hp). Two simulation scenarios have been

considered. For the first simulation, K = 2 and L = 2 were used whilst for

the second simulation, K = 4 and L = 4 were used. As seen in Fig. 4.4, the

balanced data rate achieved by the proposed method is very close to that of

the optimum method.

4.4 Conclusion

Nearly optimal resource allocation algorithms have been proposed for OFDMA

based downlink cognitive radio network. There are two different algorithms

proposed based on rate adaptive technique and data rate balancing tech-

nique. The algorithm based on rate adaptive technique allocates subchan-
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Figure 4.4. Average number of balanced data rate as a function of
the interference threshold for the case of P = 1.



Section 4.4. Conclusion 90

nels, bits and power adaptively to different secondary users to maximize the

data throughput while ensuring that the interference leakage to the primary

users is below an interference threshold. However, the solution of this algo-

rithm might turn out to be infeasible for some channel realizations due to

insufficient resources. In order to overcome the infeasibility issue, another

algorithm is proposed based on data rate balancing. The proposed data

rate balancing algorithm maximizes the total data throughput while main-

taining equal data rates for all the secondary users subject to interference

leakage constraints to the primary users. The complexity of the proposed

approaches is substantially lower than that of an optimal linear integer pro-

gramming method. Simulation results were provided to demonstrate the

performance of the proposed methods.



Chapter 5

RESOURCE ALLOCATION

AND SPATIAL

MULTIPLEXING

TECHNIQUES FOR

COGNITIVE RADIO

NETWORKS

This chapter proposes beamforming based multiuser multiplexing and re-

source allocation techniques for cognitive radio networks. There are two

different sets of secondary users considered: real time users and non-real

time users. Real time users are delay sensitive users and require certain

level of QoS requirements (i.e., target SINRs or target data rates) all the

time regardless of channel conditions. Non-real time users are delay toler-

able and resources can be allocated based on their QoS requirements and

channel gains. However, beamformers cannot be designed separately to both

set of users due to the mutual interference between both set of users. In this

chapter, an algorithm is proposed to jointly design beamformers for both set

91
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of users simultaneously, while ensuring real time users attains certain target

QoS requirements and remaining resources are allocated to the non-real time

users based on their QoS requirement and channel conditions. The design

framework considered is applicable to both the overlay cognitive radio net-

work and the underlay cognitive radio network, however, the algorithm is

described for the example of an underlay cognitive radio network in order

to include a very general mathematical framework. Initially an algorithm is

proposed for a MISO network and then it is extended to a MIMO network.

The condition for convergence is derived analytically. The simulation results

are provided to validate the optimality and the convergence of the proposed

algorithm.

5.1 Introduction

Introduction of data intensive multimedia and interactive services together

with exponential growth of wireless and mobile users have resulted the radio

spectrum a scarce resource. There have been extensive research on various

techniques for the enhancement of spectrum utilization. The multi-antenna

techniques have been widely used to improve spectrum usage. For exam-

ple, MIMO systems have the ability to enhance the data rate by provid-

ing multiple data pipes to users [18, 91]. Employment of multiple anten-

nas at the transmitter and receiver could also facilitate spatial multiplex-

ing [41, 46, 59, 61, 92, 93]. Various spatial multiplexing designs are known

in the literature, for example zero-forcing block diagonalization [92], con-

vex optimization based transmitter beamformer design [46] and the uplink-

downlink duality based SINR balancing beamformers [41]. The method

in [92] is based on the null space of the channel matrices so that the inter-user

interference is forced to zero. The method in [46] is based on the optimization

of transmitter power and beamformer patterns while constraining the SINR
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target of each downlink user. This was solved using convex optimization

techniques. The method in [41] uses the uplink-downlink duality to design

a set of beamformers in order to maximize the SINR of the worst-case user

resulting into SINR balancing beamformers, i.e., all users attain equal SINR.

Initially, a downlink MISO based cognitive radio network is considered

and beamformers are designed only at the basestation to satisfy the require-

ments of real time and non-real time users simultaneously. This work is ex-

tended to MIMO based cognitive radio network later in this chapter. Since

the MIMO system has multiple antennas at both the transmitter and the

receiver, transmit and receive beamformers are designed jointly to provide

required mixed QoS requirements based on dirty paper coding technique.

For the simplicity, a system with only one subchannel is considered through-

put this chapter. But this work can be extended to MIMO-OFDM based

cognitive radio network by writing the channels in a block diagonal form.

5.2 MISO-based Cognitive Radio Networks

In this section, MISO based cognitive radio network is considered and beam-

formers for both set of users are designed only at secondary network bases-

tation. Generally, SINR criterion has been used to define the QoS of each

user in a MISO based wireless network. Hence, for the real time users, the

resources should be allocated so that the users should attain a specific target

SINRs all the time regardless of channel conditions. The remaining resources

can be allocated to non-real time users in order to maintain fairness (i.e.,

balancing the achieved SINR to target SINR ratio). The beamformer design

techniques based on the satisfaction of target SINRs [1,45,46,61,94,95] and

the beamformer design techniques based on SINR balancing [41, 77, 96–99]

have been treated separately in the literature. However, the beamformer

design to include above mentioned both criteria simultaneously is not a triv-
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ial extension. This is because these set of beamformers can not be designed

separately, as the interference introduced to each other set of beamformers is

a function of all the beamformer weight vectors and power allocations. This

problem has been tackled by introducing some mathematical manipulations

to the design framework as explained later in this section.

The proposed technique has also potential applications in spectrum shar-

ing networks such as the cognitive radio network [8]. The beamformer design

considered in this section can be applied to the overlay cognitive radio net-

work. In this scenario the secondary network basestation uses the primary

spectrum to transmit signals to its users while relaying the primary user

signals to their destination using beamforming techniques. In this case, re-

sources should be allocated (power and beams) such that each primary user

receiver should attain a target SINR specified by the primary user network

and the remaining resources are used to serve the secondary users. The

proposed technique could also be used for an underlay cognitive radio net-

work scenario. In this scenario, the secondary users could transmit signals

provided that the interference leakage to the primary user receivers is be-

low a target value. Therefore, additional constraints for interference leakage

should also be included in the beamformer design.

5.2.1 System Model and Problem Formulation

The algorithm is described for an underlay cognitive radio network as the

optimization framework considers both the transmission power constraint

and the interference leakage constraints. The beamformer design techniques

for the overlay cognitive radio network and the conventional wireless network

can readily be obtained by dropping the interference constraints. There are

K secondary users and L primary users and the secondary network basesta-

tion consists ofNt transmit antennas and each of the secondary users and pri-

mary users is equipped with single antenna. By defining sk(n), uk ∈ CNt×1
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and pk as the transmitted symbol, transmit beamformer weight vector and

the power allocation for the kth secondary user respectively, the signal trans-

mitted by the secondary network basestation is written as

x(n) =

K∑

k=1

√
pkuksk(n), (5.2.1)

where ‖uk‖2 = 1,∀k. The variance of the symbol sk(n), ∀k is assumed to be

unity. The received signal at the kth secondary user can be written as

yk(n) = hH
k x(n) + ηk(n), k = 1, . . . ,K, (5.2.2)

where hk ∈ CNt×1 is the channel gain vector between the secondary net-

work basestation and the kth secondary user. It is assumed that ηk(n)

is a zero-mean circularly symmetric AWGN with variance σ2
k = 1. Let

gl =
[
‖h̃l

H
u1‖22 . . . ‖h̃l

H
uK‖22

]T
and p = [p1 . . . pK ]T , where h̃l ∈ CNt×1 is

the channel gain vector between the secondary network basestation and the

lth primary user. The interference leakage to the lth primary user due to the

secondary user transmission is εl = gT
l p. In this chapter, it is assumed that

secondary network basestation can determine the channel state information

of primary users. As described in the introduction, the proposed scheme has

three potential applications:

1. Conventional wireless network (non cognitive radio setting)

2. Overlay cognitive radio network

3. Underlay cognitive radio network

For the overlay cognitive radio network, all the primary users are assumed

to be real time users. In this scenario, the secondary basestation exploits

the primary users’ spectrum to transmit signals to the secondary users while

relaying the primary users’ signals using beamforming techniques. In this
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case, resources should be allocated (power and beams) such that each pri-

mary user receiver should attain a target SINR specified by the primary

network and the remaining resources are used to serve the secondary users.

Since secondary basestation is assisting the primary network to relay the

primary users signal, a cooperation between both the primary user and the

secondary user networks can be expected. In this case, it is possible for the

secondary network basestation to acquire the channel state information of

the primary users. In the underlay cognitive radio network, the channel state

information between primary users and secondary network basestation can

be also obtained based on some degree of cooperation. The required pro-

tocols to obtain these channel state information are discussed in [77, 100].

The protocol for secondary network basestation is designed as follows: every

frame contains sensing sub-frame and data transmission sub-frame. During

the sensing sub-frame, secondary network basestation remains silent, and

thus the secondary network basestation can decode the primary users code

word to obtain the channel state information. In the second frame it can use

the acquired channel state information of primary users for its own trans-

mission [77, 100]. Also, as an example, a primary network could sublease

the spectrum to a secondary network for monitory purposes. In this case,

degree of cooperation between primary network and secondary network can

be expected. This kind of scenario has been discussed in [75, 78, 101–104].

By defining Rk , hkh
H
k , the SINR of the kth secondary user in the downlink

can be written as

SINRDL
k =

pku
H
k Rkuk∑

i 6=k piu
H
i Rkui + σ2

k

. (5.2.3)

Consider a general scenario where the first K1 secondary users (i.e., real

time users) out of the K secondary users employ delay intolerant real time

services. Hence a target SINR should be satisfied for these users all the
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time. The rest of the secondary users (i.e., non-real time users) employ

delay tolerant packet data services hence a target SINR is not a priority,

however, in order to maintain user fairness, their SINRs should be balanced

and maximized. From these requirements, a mixed QoS problem for the

beamformer design is formulated as follows:

max
U,p

min
k

SINRDL
k (U,p)

δk
, k = K1 + 1, . . . ,K, (5.2.4)

s.t. SINRDL
k (U,p) ≥ γk, k = 1, . . . ,K1, (5.2.5)

gT
l p ≤ P

(l)
int , l = 1, . . . , L, (5.2.6)

1TKp ≤ Pmax, (5.2.7)

where U = [u1 . . .uK ], δk is the preferred target SINR of kth non-real time

user, γk is the target SINR for the kth real time user, P
(l)
int is the interference

threshold for the lth primary user and Pmax is the available total transmission

power at the secondary network basestation. The first set of constraints

in (5.2.5) ensure that the real time secondary users should achieve their

target SINRs, provided the problem is feasible. The constraints in (5.2.6)

and (5.2.7) account for the interference leakage to the primary users and

the total transmission power respectively. To consider an overlay network,

the first K1 users should be treated as primary users whose SINR targets

should be satisfied all the time and the SINRs of the remaining users (who

are secondary users) can be balanced. The interference constraints in (5.2.6)

will also be dropped in this case.

5.2.2 Analytical Framework

The solution to the mixed QoS problem stated in (5.2.4)-(5.2.7) is not triv-

ial. This is because the SINR of each user is a function of the beamformer

weight vectors of both the users with target SINRs (considered as real time

users) and the users whose SINRs are to be balanced (non-real time users).
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Hence beamformers for real time and non-real time users can not be designed

separately. This problem is solved by writing the beamformer weight vectors

of the real time users as a function of that of the non-real time users and by

invoking the uplink-downlink duality. First, the multiple linear constraints

in (5.2.6) - (5.2.7) are converted into a single linear constraint by introducing

auxiliary variables as described in [98] as follows,

L∑

l=1

al

(
gT
l p− P

(l)
int

)
+ aL+1

(
1TKp− Pmax

) ≤ 0, (5.2.8)

where al, l = 1, . . . , L and aL+1 are the auxiliary dual variables associ-

ated with the interference constraints and the power constraint respectively.

These auxiliary variables can be updated to find the optimal solution based

on the subgradient method [105], as explained later in this chapter. De-

fine vectors a = [a1 . . . aL aL+1]
T and b = [g1 . . .gL 1K ]a and a scalar

P :=
∑L

l=1 alP
(l)
int+aL+1Pmax. Using these definitions, the problem in (5.2.4)-

(5.2.7) can be simplified to

max
U,p

min
k

SINRDL
k (U,p)

δk
, k = K1 + 1, . . . ,K, (5.2.9)

s.t. SINRDL
k (U,p) ≥ γk, k = 1, . . . ,K1, (5.2.10)

bTp ≤ P. (5.2.11)

All the auxiliary variables should satisfy the non-negative conditions all

the time. This will ensure that the problem defined in (5.2.9) -(5.2.11)

by introducing auxiliary variables yields an upper-bound solution of the

original problem in (5.2.4)-(5.2.7). For a given set of auxiliary variables, the

following dual uplink mixed QoS problem can be formulated by modifying

the noise covariance and the linear constraint based on the uplink-downlink
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duality [98].

max
U,q

min
k

SINRUL
k (uk,q)

δk
, k = K1 + 1, . . . ,K, (5.2.12)

s.t. SINRUL
k (uk,q) ≥ γk, k = 1, . . . ,K1, (5.2.13)

σTq ≤ P, (5.2.14)

where σ =
[
σ2
1 . . . σ2

K

]T
and q = [q1 . . . qK ]T , qk is the virtual uplink power

allocated to the kth secondary user and SINRUL
k (uk,q) is the virtual uplink

SINR of the kth secondary user which is given as

SINRUL
k (uk,q) =

qku
H
k Rkuk

uH
k

(∑
i6=k qiRi +Ω

)
uk

, (5.2.15)

where Ω =
∑L

l=1 alh̃lh̃l
H

+ aL+1I is the interference-plus-noise-covariance

matrix at the secondary network basestation for the virtual uplink problem.

Note that b =
[
uH
1 Ωu1 . . .u

H
KΩuK

]T
. In the following subsections the solu-

tion to the above problem is described for a fixed set of auxiliary variables.

The auxiliary variables will then be updated using a subgradient method.

Uplink Power Allocation for a given Set of Beamformers

First consider the optimal power allocation for a given set of beamformers

ũk, ∀k in the uplink. At the optimal setting, the constraints in (5.2.13)-

(5.2.14) must be satisfied with equality. Hence, at optimal power allocation,

(5.2.12) - (5.2.14) will satisfy the following set of simultaneous equations

SINRUL
k (ũk, q̃)

δk
=

1

λ
, k = K1 + 1, . . . ,K, (5.2.16)

SINRUL
k (ũk, q̃) = γk, k = 1, 2, . . . ,K1, (5.2.17)

σT q̃ = P, (5.2.18)

where 1/λ is a balanced SINR of the non-real time secondary users and q̃

is the optimal power allocation for the given set of beamformers Ũ, where
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Ũ = [ũ1, . . . , ũK ]. The equations in (5.2.17) can be modified into

q̃kũ
H
k Rkũk

ũH
k

(∑K
i 6=k,i=1 q̃iRi +Ω

)
ũk

= γk, k = 1, . . . ,K1,

⇒ q̃k = γk
ũH
k

(∑K
i6=k,i=1 q̃iRi +Ω

)
ũk

ũH
k Rkũk

, k = 1, . . . ,K1,

⇒ q̃k =
γk

ũH
k Rkũk


ũH

k




K1∑

j 6=k,j=1

q̃jRj +Ω+

K∑

i=K1+1

q̃iRi


 ũk


 , k = 1, . . . ,K1.

(5.2.19)

By rearranging (5.2.19), the optimum power allocation vector q̃A = [q̃1 . . . q̃K1]
T

for the first K1 secondary users (i.e., real time secondary users) can be writ-

ten as:

q̃A = DAΨAq̃A +DAbA +DAΨBq̃B,

where q̃B = [q̃K1+1 . . . q̃K ]T is the optimum power allocation vector for the

non-real time secondary users and bA =
[
ũH
1 Ωũ1 . . . ũ

H
K1ΩũK1

]T
, DA =

diag
[
γ1/(ũ

H
1 R1ũ1) . . . γK1/(ũ

H
K1RK1ũK1)

]
and

[ΨA]ki =





ũH
k Riũk, i 6= k, k = 1 . . .K1, i = 1 . . .K1,

0, i = k,

[ΨB]ki =

{
ũH
k Riũk, i = K1 + 1 . . .K, k = 1 . . .K1.

Similarly, equations in (5.2.16) can be written as follows

q̃kũ
H
k Rkũk

ũH
k

(∑K
i 6=k,i=1 q̃iRi +Ω

)
ũk

=
δk
λ
, k = K1 + 1, . . . ,K,

⇒ λq̃k =
δkũ

H
k

(∑K
i6=k,i=1 q̃iRi +Ω

)
ũk

ũH
k Rkũk

, k = K1 + 1, . . . ,K,

⇒ λq̃k =
δk

ũH
k Rkũk


ũH

k




K∑

i6=k,i=K1+1

q̃iRi +Ω+
K1∑

j=1

q̃jRj


 ũk


 , k = K1 + 1, . . . ,K.

(5.2.20)
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By rearranging (5.2.20), the following equation is obtained

λq̃B = DBΨDq̃B +DBbB +DBΨC q̃A,

where DB = diag
[
δK1+1/(ũ

H
K1+1RK1+1ũK1+1) . . . δK/(ũH

KRK ũK)
]
,

[ΨC ]ki =

{
ũH
k Riũk, k = K1 + 1 . . .K, i = 1 . . .K1,

[ΨD]ki =





ũH
k Riũk, i 6= k, k = K1 + 1 . . .K, i = K1 + 1 . . .K,

0, i = k,

and bB =
[
ũH
K1+1ΩũK1+1 . . . ũ

H
KΩũK

]T
. Note that the power allocation q̃

is composed of the power allocation for the real time users q̃A and the power

allocation for the non-real time users q̃B, i.e., q̃ = [q̃T
A q̃T

B]
T . Hence, the

constraint in (5.2.18) can be written as

σT
Aq̃A + σT

Bq̃B = P,

where σA = [σ1 . . . σK1]
T and σB = [σK1+1 . . . σK ]T . Therefore, the equa-

tions (5.2.16) - (5.2.18) can be reformulated into the following matrix forms:

λq̃B = DBΨDq̃B +DBbB +DBΨC q̃A, (5.2.21)

q̃A = DAΨAq̃A +DAbA +DAΨBq̃B, (5.2.22)

P = σT
Aq̃A + σT

Bq̃B. (5.2.23)

Assume that (I−DAΨA) is invertible and (I−DAΨA)
−1 is a nonnegative

matrix. The conditions required to satisfy these assumptions will be provided

in the subsequent sections. Using these assumptions and (5.2.22), q̃A can

be written in terms of q̃B as,

q̃A = (I−DAΨA)
−1DAΨBq̃B + (I−DAΨA)

−1DAbA. (5.2.24)
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By substituting (5.2.24) into (5.2.21), the following is obtained,

λq̃B = Dq̃B + d, (5.2.25)

where

D = DBΨD +DBΨC (I−DAΨA)
−1DAΨB, (5.2.26)

d = DBbB +DBΨC (I−DAΨA)
−1DAbA. (5.2.27)

The constraint in (5.2.23) can also be written in terms of q̃B by substituting

(5.2.24) into (5.2.23) as follows:

cT q̃B = P − c, (5.2.28)

where

cT = σT
A (I−DAΨA)

−1DAΨB + σT
B, (5.2.29)

c = σT
A (I−DAΨA)

−1DAbA. (5.2.30)

Multiplying both sides of (5.2.25) by cT and using (5.2.28), the following

equation can be obtained

λ =
1

P − c
cTDq̃B +

1

P − c
cTd.

Therefore, the uplink problem in (5.2.21)-(5.2.23) for the power allocation

can be converted into the determination of power allocation for only the

non-real time secondary users, subject to (I−DAΨA) is invertible and (I−
DAΨA)

−1 is a nonnegative matrix, as follows:

λq̃B = Dq̃B + d,

λ =
1

P − c
cTDq̃B +

1

P − c
cTd. (5.2.31)
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These equations can be formulated into the following eigensystem [41]:

λq̃ext = Υ(Ũ)q̃ext. (5.2.32)

where q̃ext = [q̃T
B 1]T and

Υ(Ũ) =




D d

1
P−cc

TD 1
P−cc

Td


 . (5.2.33)

From the Perron-Frobenious theory, the eigenvector corresponding to the

largest eigenvalue of a nonnegative matrix is always nonnegative and unique,

which is called the Perron vector [60]. There is no nonnegative eigenvector

except positive multipliers of Perron vector for a given nonnegative matrix.

To this end, the following Lemma is necessary to satisfy the nonnegativity

of Υ(Ũ).

Lemma 1: A sufficient condition to enable (I−DAΨA) nonsingular and

(I−DAΨA)
−1 nonnegative is ρ(DAΨA) ≤ 1. Also the conditions

ρ(DAΨA) ≤ 1, (5.2.34)

c ≤ P, (5.2.35)

will imply that Υ(Ũ) is a nonnegative matrix.

Proof. See Appendix B. ¥

The following Corollary is an immediate consequence of Lemma 1.

Corollary 1: If a given set of beamformers satisfy the conditions in (5.2.34)

and (5.2.35), then from (5.2.32), q̃ext is equal to the Perron vector of Υ(Ũ).

Hence, q̃B can be obtained by scaling q̃ext such that the last element of it

is equal to one. Once q̃B is determined, q̃A can be obtained from q̃B using

(5.2.24).

In the next subsection, how to obtain beamformers for a given power

allocation in the uplink has been studied.
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Beamformer Design for a given Power Allocation

For a given power allocation, the optimal beamformers for all the secondary

users in the virtual uplink can be obtained by maximizing the SINR of each

secondary user independently [41]. Hence, the optimal beamformers for all

the secondary users in the uplink can be determined by solving the following

optimization problem:

ũi = argmax
ui

uH
i Riui

uH
i

(∑K
k=1,k 6=i q̃kRk +Ω

)
ui

, s.t.‖ui‖ = 1, ∀i. (5.2.36)

The solution can be obtained by finding the dominant generalized eigenvector

of the matrix pairs
[
Ri,

(∑K
k=1,k 6=i q̃kRk +Ω

)]
, ∀i. From Corollary 1, these

beamformers are required to satisfy the conditions in (5.2.34) and (5.2.35)

in order to obtain nonnegative Υ(Ũ). It is apparent that, the conditions

(5.2.34) and (5.2.35) are not necessarily satisfied for any arbitrary power

allocation. However, in the subsequent subsections, a method is proposed

for an appropriate power initialization so that the conditions in (5.2.34) and

(5.2.35) can be satisfied. In the next subsection, an iterative algorithm is

proposed to obtain the optimal beamformers and the power allocation for a

given set of auxiliary variables with an appropriate power initialization.

Iterative Solution

The virtual uplink power vector is initialized with q(0) and obtain the cor-

responding beamformer matrix Ũ(0) using (5.2.36) and q(0). Denote the

matrices DA, ΨA and Υ(Ũ) that are obtained using Ũ(0) as D
(0)
A , Ψ

(0)
A and

Υ(Ũ(0)) respectively. Assume that the beamformers Ũ(0) obtained from

this power initialization q(0) will satisfy the required conditions in (5.2.34)

and (5.2.35) i.e., Υ(Ũ(0)) in (5.2.33) is non-negative matrix (next subsection

will elaborate how to obtain this initial power allocation q(0)). In the first
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iteration, equation (5.2.32) is given by

λ(1)q̃
(1)
ext = Υ(Ũ(0))q̃

(1)
ext. (5.2.37)

The superscript associated with each quantity denotes the iteration number.

A feasible power allocation q̃
(1)
B is obtained for a given set of beamformers

Ũ(0) by finding the Perron vector of Υ(Ũ(0)) and scaling it such that the

last element of the Perron vector q̃
(1)
ext is one. From Lemma 1 (i.e., (I −

D
(0)
A Ψ

(0)
A )−1 is a nonnegative matrix) and q̃

(1)
B , a valid power allocation q̃

(1)
A

can be obtained using (5.2.24). Power vector q̃(1) can be obtained using q̃
(1)
A

and q̃
(1)
B as q̃(1) = [(q̃

(1)
A )T (q̃

(1)
B )T ]T . Ũ(1) can be obtained for the second

iteration using q̃(1) and (5.2.36) . Similar to (5.2.37), in the second iteration,

the following equation is solved:

λ(2)q̃
(2)
ext = Υ(Ũ(1))q̃

(2)
ext. (5.2.38)

Consider the following Lemma.

Lemma 2: Matrix Υ(Ũ(1)) in (5.2.38) is a nonnegative matrix and

λ(2) ≤ λ(1).

Proof: See Appendix C. ¥

Using these definitions, an iterative algorithm is presented in Table 5.1,

namely the Beamformer Allocation (BA) algorithm to obtain the beam-

formers for a given auxiliary vector a. The quantities associated with the

nth iteration are denoted by the superscript (n).

Using Lemma 2 and mathematical induction, it can be can proved that

Υ(Ũ(n)) is a nonnegative matrix and λ(n) ≤ λ(n−1) at the nth iteration (i.e,

n > 2) for a feasible initial power allocation q(0). Hence, λ is monotonically

decreasing with the iteration number, where 1/λ is the balanced SINR of the

non-real time secondary users. Hence, SINRs of the non-real time secondary

users are increasing monotonically with the iteration number. Since, the
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system is limited by the transmit power constraint, SINR cannot increase

beyond a certain value. Hence, λ must converge to a value denoted as λ∗.

Denote the corresponding Ũ as Ũ∗.

1) Initialize q(0) with an uplink power

2) n = 0

3) repeat

4) n ← n+ 1

5) Solve (5.2.36) using q(n−1) to obtain Ũ(n−1)

6) Generate D
(n−1)
A , D

(n−1)
B , Ψ

(n−1)
A , Ψ

(n−1)
B , Ψ

(n−1)
C ,

Ψ
(n−1)
D , b

(n−1)
A and b

(n−1)
B using Ũ(n−1)

7) Solve (5.2.32) and obtain λ(n) and q̃
(n)
B

8) Obtain q̃
(n)
A from q̃

(n)
B and (5.2.24)

9) Define q(n) =
[
q̃
(n)T

A q̃
(n)T

B

]T

10) until λ(n−1) − λ(n) ≤ ε

11) λ∗ = λ(n) and Ũ∗ = Ũ(n−1)

Table 5.1. Beamformer Allocation (BA) algorithm

From the uplink-downlink duality, identical SINR values can be achieved

in both the uplink and the downlink with the same set of beamformers but

with a different power allocation. From this, the uplink beamformers Ũ∗ ob-

tained from BA algorithm can be used to achieve the same SINR values in

the downlink. Denote the downlink power allocation p =
[
pT
A pT

B

]T
, where

pA and pB are the downlink power allocation vectors for the real time and

the non-real time secondary users respectively. Similar to the uplink equa-

tions in (5.2.25)-(5.2.27), the following equations for the power allocation of

the non-real time secondary users can be written in the downlink:

λ∗p̃∗
B = D∗

Dp̃
∗
B + d∗

D, (5.2.39)
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where

D∗
D = D∗

BΨ
∗
D
T +D∗

BΨ
∗
B
T (I−D∗

AΨ
∗
A
T )−1D∗

AΨ
∗
C
T , (5.2.40)

d∗
D = D∗

BσB +D∗
BΨ

∗
B
T (I−D∗

AΨ
∗
A
T )−1D∗

AσA. (5.2.41)

The matrices D∗
A, D

∗
B, Ψ

∗
A, Ψ

∗
B, Ψ

∗
C and Ψ∗

D are generated using Ũ∗. To

this end, the following Lemma is necessary to determine a feasible p̃∗
B.

Lemma 3: (λ∗I−D∗
D) is nonsingular and (λ∗I−D∗

D)
−1 is a nonnegative

matrix.

Proof: See Appendix D. ¥

Using Lemma 3, the power allocation for the non-real time secondary

users in the downlink can be obtained from (5.2.39) as follows:

p̃∗
B = (λ∗I−D∗

D)
−1d∗

D. (5.2.42)

The downlink power allocation for real time secondary users can be obtained

similar to the uplink power allocation for the real time secondary users as

in (5.2.24), as follows:

p̃∗
A = (I−D∗

AΨ
∗
A
T )−1D∗

AΨ
∗
C
T p̃∗

B + (I−D∗
AΨ

∗
A
T )−1D∗

AσA. (5.2.43)

For a given set of auxiliary variables, how to obtain the beamformers and the

power allocations have been explained so far. For a given auxiliary variable

vector a, the beamformers and the corresponding downlink power allocation

can be obtained using the BA algorithm in Table 5.1 and equations (5.2.42)

and (5.2.43) respectively. Convergence of BA algorithm to a feasible point

has been proved for a given set of auxiliary variables. Now, how to update

the auxiliary vector using a subgradient method is explained. Elements

of the auxiliary vector al, l = 1 . . . L + 1 are updated via a subgradient
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1) Initialize a(0), t, ε, m = 0 .

2) repeat

3) m ← m+ 1

4) Obtain Ũ∗ and λ∗ using BA

5) Obtain p̃A and p̃B using (5.2.42) and (5.2.43)

6) p(m) = [p̃T
A p̃T

B]
T

7) Update auxiliary variables using (5.2.44) and (5.2.45)

8) until (5.2.46) and (5.2.47) are met

Table 5.2. Complete algorithm

algorithm [105,106] according to the downlink power allocation as follows:

a
(m+1)
l = a

(m)
l + t

(
gT
l p

(m) − Pint

)
, l = 1 . . . L, (5.2.44)

a
(m+1)
L+1 = a

(m)
L+1 + t

(
1Tp(m) − Pmax

)
, (5.2.45)

where t denotes the step-size of the subgradient algorithm. The following

stopping criteria are used to terminate the algorithm:

∣∣∣a(m+1)
l

(
gTp(m) − Pint

)∣∣∣ ≤ ε, l = 1 . . . L, (5.2.46)
∣∣∣a(m+1)

L+1

(
1Tp(m) − Pmax

)∣∣∣ ≤ ε, (5.2.47)

where ε is a very small value. The complete algorithm is summarized as in

Table 5.21.

Power Initialization

In the previous subsections, a particular initial power allocation q(0) is as-

sumed so thatΥ(Ũ(0)) is nonnegative and the proposed algorithm converges.

1If all the users are non-real time users, then solution of the proposed algorithm
will be the same as that of the ordinary cognitive radio SINR balancing problem [96].
At the same time if all the users are real time users, then each real time user achieves
an SINR greater or equal to their target SINR [1].
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In this subsection, how to obtain this power initialization q(0) will be dis-

cussed. To proceed, first consider only real-time secondary users (i.e., sec-

ondary network basestation allocates power only to the real time secondary

users). The virtual uplink SINR balancing problem with only the real time

secondary users can be written as follows:

max
UA,qA

min
k

SINRUL
k (uk,qA)

γk
, k = 1, . . . ,K1, (5.2.48)

s.t. σT
AqA ≤ P, (5.2.49)

where UA = [u1 . . .uK1] is the matrix containing the beamformers for the

real time secondary users. At the global optimal point, for a set of fixed

beamformers, ŨA = [ũ1 . . . ũK1], the following equations can be obtained

similar to (5.2.21), (5.2.31), (5.2.33) and (5.2.32):

λAqA = DAΨAq̃A +DAbA, (5.2.50)

λA =
1

P
σT
ADAΨAqA +

1

P
σT
ADAbA, (5.2.51)

ΥA =




DAΨA DAbA

1
P σ

T
ADAΨA

1
P σ

T
ADAbA


 , (5.2.52)

λAq̃Aext = ΥAq̃Aext , (5.2.53)

where 1/λA is the ratio between the achieved SINR and the target SINR

for the real time secondary users and q̃Aext = [q̃T
A 1]T is the corresponding

extended power vector. The optimal beamformers UA and the power allo-

cation qA can be determined using the iterative algorithm proposed in [41].

For any initial power allocation, the beamformers can be obtained using

(5.2.36) for the real time secondary users (i.e., k = 1, . . . ,K1). For this set

of beamformers, a power allocation will be performed again using (5.2.53).

This will result into a higher SINR value [41]. This iteration will be contin-

ued until the desired accuracy (i.e., there is no significant different in λA).
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After the convergence of the algorithm, the achieved SINR of the real time

secondary user can be written as follows:

SINRUL
k =

γk
λR
A

, k = 1, . . . ,K1, (5.2.54)

where λR
A is the optimum value after the convergence. If λR

A ≤ 1, then the

problem defined in (5.2.4)-(5.2.7) is feasible i.e., the target SINR for all the

real time secondary users can be achieved. After the convergence, (5.2.50)

can be written as

λR
Aq

R
A = DR

AΨ
R
Aq

R
A +DR

Ab
R
A, (5.2.55)

where the superscript R means that the corresponding matrices and vectors

are obtained after the convergence. qR
A provides the power allocation for the

real time secondary users in the absence of non-real time secondary users.

If the problem is feasible (i.e., λR
A ≤ 1), the initial power allocation for the

overall problem is provided as q(0) = [qR
A
T

0K−K1
T ]T (i.e., set the initial

power allocation of the real-time secondary users as obtained in (6.2.16)

and set the initial power allocation for the non-real time secondary users

as zeros). The algorithm in Table 5.1 with this initial power allocation will

converge according to the Lemma 4 provided below.

Lemma 4: For a feasible problem ρ(DR
AΨ

R
A) ≤ 1. If ρ(DR

AΨ
R
A) ≤ 1,

then the beamformers Ũ(0) obtained using q(0) will satisfy the conditions

(5.2.34) and (5.2.35), and the algorithm in Table 5.1 will converge.

Proof: See Appendix E. ¥

5.2.3 Computational Complexity Analysis

For a given set of auxiliary variables, the complexity of the proposed algo-

rithm in Table 5.1 mainly depends on the complexities of a matrix inversion

and the eigenvalue decomposition. For a given n × n matrix, the required
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Matrix Inversion Eigenvalue decomposition

Step 5 KO(N3
t ) KO [

N3
t + (Ntlog

2Nt)logb
]

Step 7 - O{(NK + 1)3 +
[
(NK + 1)log2(NK + 1)

]
logb)}

Step 8 O{(NK + 1)3} -

Table 5.3. Required arithmetic operation for the algorithm in Table

5.1

No. of secondary users 4 5 6 7 8 9

Average No. of Iteration 11.61 14.27 17.00 15.62 14.69 14.14

Table 5.4. The average number of iterations required for the algorithm

in Table 5.1 to converge

arithmetic operations to determine its inverse and eigenvectors are given by

O(n3) and O(n3 + (nlog2n)logb)) respectively, where b is the relative error

bound [107]. Based on this, the number of arithmetic operations required

per iteration for the proposed algorithm in Table 5.1 is provided in Table

5.3, where Nt and NK are the number of antennas at the secondary network

basestation and the number of non-real time users in the network respec-

tively. Only steps 5, 7 and 8 require the matrix inversion and the eigenvalue

decomposition in the algorithm in Table 5.1. Hence the total arithmetic

operations required in each iteration is the summation of arithmetic oper-

ations needed for matrix inversion and the eigenvalue decomposition. The

average number of iterations required is provided in the Table 5.4 for differ-

ent number of secondary users. The results in Table 5.4 have been averaged

over 2000 channel realizations. Hence it is worth to note that the number of

iterations needed to converge does not depend on the number of secondary

users.
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5.3 Simulation Results

To validate the optimality of the proposed algorithm, a cognitive radio net-

work with four secondary users and two primary users is considered. The

first two secondary users are considered as real time secondary users and

they need to achieve their target SINRs all the time whilst the SINRs for

the remaining two secondary users should be balanced. The secondary net-

work basestation consists of five antennas. The interference leakage threshold

to primary users and the total available transmission power are set to 0.1

and 2 respectively. The channel coefficients between the secondary network

basestation and the secondary users as well as those between the secondary

network basestation and the primary users are assumed to be known to the

secondary network basestation. The channel gains are generated using inde-

pendent and identically distributed zero-mean circularly symmetric complex

Gaussian random variables. The noise power at each secondary user receiver

is set to 0.05. The stopping criterion ε has been set to 0.001. The auxiliary

variables al, l = 1 . . . L+1 have been initialized to 0.1 and the step-size t has

been set to 0.01. The target SINRs for the first two secondary users have

been set to 10 and 5 respectively while preferred target SINRs of non-real

times users have been set to 1 (δk = 1, k = K1 + 1, . . . ,K). The power

allocations for each secondary user and the balanced SINR values obtained

using the proposed algorithm are depicted for five different set of random

channels in Table 5.5. The first two secondary users achieve their target

SINRs whilst the other two users achieve a balanced SINRs. Note that, the

interference and the total power constraints are satisfied with equality.

To validate the optimality of the proposed algorithm, the solution shown

in Table 5.5 is compared with a result obtained using an SDP approach [1].

The SDP based design will provide optimum results; however, the SINR

targets for all four users have to be set. For the same random channels
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used in Table 5.5, the SINR target of all four users have been set the same

as that obtained in Table 5.5. For example, according to Table 5.5, for

random channel 1, the SINR targets for all four secondary users are set as

[10.0000 5.0000 4.4039 4.4039], whilst the primary users interference thresh-

old has been set to 0.1. The results obtained using the SDP approach of [1]

are shown in Table 5.6. Comparing Table 5.5 and Table 5.6, the power al-

location obtained using the SDP approach of [1] is the same as the results

obtained using the proposed method. The interference leakage value for

the primary users is equal 0.1 in both schemes. Also, it has been observed

that both the proposed method and the optimum SDP approach provide

the same set of beamformers. Therefore, the proposed algorithm yields an

optimum solution for the mixed QoS problem considered in this chapter.

Note that the SDP-based method of [1] has been used just to demonstrate

the optimality of the proposed scheme. However, it should be stressed that

the approach of [1] cannot be directly applied to the considered scenario as

the maximum achievable balanced SINR values for the non-real time sec-

ondary users are not known a priori. In order to verify convergence of λ, the

evolution of λ against the iteration number of the BA algorithm is plotted

in Fig. 5.1 (a) for a given set of auxiliary variables. The results shown for

various target SINRs of secondary user1 and secondary user2 demonstrate

monotonically decreasing λ. The inverse of the λ value should provide the

balanced SINR value for the secondary user3 and secondary user4. Hence

the balanced SINR is monotonically increasing against the iteration number.

In Fig. 5.1 (b), the balanced SINR value of secondary user3 and secondary

user4 is plotted against the target SINRs of secondary user1 and secondary

user2. The target SINRs for secondary user1 and secondary user2 are set to

identical value. As expected the balanced SINR value for secondary user3

and secondary user4 is decreasing as the target SINRs of secondary user1

and secondary user2 are increased.
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Figure 5.1. The sub-figure (a) depicts the convergence of λ against
the iteration number of the BA algorithm for different target SINRs
for secondary user1 and secondary user2. The sub-figure (b) depicts
the balanced SINR of the secondary user3 and secondary user4 against
varying target SINRs for secondary user1 and secondary user2.

Fig. 5.2 reveals the convergence of the complete algorithm in Table 5.2

for three different step-sizes t = 0.01, 0.005 and 0.001. The sub-figures (a)

and (b) show the evolution of interference leakage to the primary users while

the sub-figure (c) shows the evolution of the total transmission power against

the iteration number. The figures confirm that the interference leakages to

primary user1 and primary user2 and the transmission power converge to

the value of 0.1 and 2 respectively as set in the constraints.
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Figure 5.2. The convergence of the complete algorithm in Table 5.2
against the iteration of auxiliary variables. The auxiliary variables are
updated using three different step-sizes t = 0.01, 0.005 and 0.001.

5.4 MIMO-based Cognitive Radio Network

In this section, MIMO based cognitive radio network is considered, where

both the secondary network basestation and the secondary users are equipped

with multiple antennas. Multiple antennas at both the transmitter and the

receiver has the potential to enhance diversity and capacity [18]. The ca-

pacity region for the conventional MIMO-BC (i.e., with only the sum power

constraint) has been characterized in [108] using the principle of dirty paper

coding and successive decoding. The capacity region for the MIMO-BC was

obtained by maximizing the weighted sum rate of multiple users subject to
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a sum power constraint. The weighted sum rate maximization problem for

a MIMO-BC is non-convex due to the coupled structure of the transmis-

sion covariance matrices. But the same problem in the dual form in terms

of MIMO-MAC is convex and it can be solved efficiently. Hence, the key

idea to solve the MIMO-BC problem is to transform the MIMO-BC problem

into an equivalent convex MIMO-MAC problem using the BC-MAC duality

relationship [108].

The weighted sum rate maximization may be a capacity achieving scheme

but the rate allocated to each user may not be uniform. The users with good

channels will tend to have a higher data rate allocation at the expense of users

with weaker channels. In the literature, the rate balancing techniques [109–

112] have been considered to maintain fairness among users. The works in

[109–112] considered rate balancing techniques in the BC for a conventional

wireless network where the basestation is subject to a single sum power

constraint. In [111] and [112], the authors obtained a point on the boundary

of the capacity region which represents the equal data rate for the users.

These works cannot be directly extended to cognitive radio network due to

multiple constraints such as the sum power constraint and the interference

constraint.

The capacity region for the MIMO-BC cognitive radio network with mul-

tiple constraints was obtained in [98]. For this work also, nonlinear encoding

and decoding schemes (i.e., DPC at the transmitter and successive decoding

at the receiver) were used as in [108]. To balance the data rates among the

secondary users in the cognitive radio network, an appropriate point needs

to be determined on the boundary of the MIMO-BC capacity region of cog-

nitive radio network. In this section, in contrast to all the work available in

the literature, an algorithm is proposed for data rate balancing for a subset

of users (i.e., non-real time users) while ensuring the remaining users (i.e.,

real time users) achieve specific data rate target.
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5.4.1 System model and Problem Statement

A downlink underlay MIMO based cognitive radio network withK secondary

users and L primary users is considered. It is assumed that the secondary

user basestation, kth secondary user and lth primary user consists of nT

transmit antennas, nk receive antennas (i.e., k = 1, . . . ,K) and nl receive

antennas (i.e., l = 1, . . . , L) respectively. The received signal at the kth

secondary user, yk ∈ Cnk×1, is written as:

yk = Hkx+ zk, k = 1, . . . ,K (5.4.1)

where Hk ∈ Cnk×nT denotes the channel matrix from the secondary user

basestation to the kth secondary user, x =
∑K

k=1 xk, xk ∈ CnT×1 is

the transmitted signal from secondary user basestation to kth secondary

user and zk ∈ Cnk×1 is the noise vector at the kth secondary user whose

elements are modeled as independent and identically distributed complex

Gaussian random variables with zero mean and variance σ2
k. The transmis-

sion signal covariance matrix at the secondary user basestation is denoted

as Q =
∑K

k=1Qk ∈ CnT×nT where Qk = E{xkx
H
k } is the transmission

covariance matrix for the kth secondary user. With this definition of Q, the

interference leakage to the lth primary user is given as:

εl = Tr(GlQGH
l ), l = 1, . . . , L (5.4.2)

where Gl ∈ Cnl×nT denotes the channel matrix from the secondary user

basestation to the lth primary user. Assume that dirty paper coding tech-

nique is employed at the secondary user basestation and successive inter-

ference cancelation is used at each receiver. In the dirty paper coding, the

signals for different users are encoded in a sequential manner before the

transmission. For example, secondary user1s’ signal is encoded first, then
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secondary user2s’ signal, and so on. Thus later users’ signals are encoded

in such a way to mitigate the known interference from the previous encoded

signals. Hence, the rate achieved by the kth secondary user in the BC can

be expressed as [98]

rk = log
|σ2

kI+Hk(
∑K

i=k Qi)H
H
k |

|σ2
kI+Hk(

∑K
i=k+1Qi)HH

k |
, k = 1, . . . ,K. (5.4.3)

At each receiver, the signals from different users are decoded sequentially by

subtracting already decoded signals [98].

Problem Formulation

Since there are two different classes of secondary users considered, assume

that the first K1 number of secondary users (i.e., k = 1, . . . ,K1) out of

the K secondary users are real time secondary users and they should satisfy

the target data rates all the time. The rest of the secondary users (i.e.,

k = K1, . . . ,K) are non-real time secondary users and in order to maintain

fairness, their rates should be balanced. Define r̃k, k = 1, . . . ,K1, Pmax

and Pl are the target data rates for the kth real time secondary user, the

total transmission power at the secondary user basestation and the inter-

ference leakage threshold to the lth primary user respectively. Using these

definitions, the rate balancing problem with rate constraints for the real time

secondary users can be formulated as follows:

max
γ,{Qkº0}

γ, (5.4.4)

s.t. rk ≥ r̃k, k = 1, 2, . . . ,K1, (5.4.5)

rk ≥ γ, k = K1 + 1, . . . ,K, (5.4.6)

Tr(Q) ≤ Pmax, (5.4.7)

εl ≤ Pl, ∀l, (5.4.8)

r, r̃ ∈ C({Hk}, {Hl}, {Pl}, Pmax), (5.4.9)
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where γ is a scalar optimization variable, r = [r1, . . . , rk]
T and r̃ = [r̃1, . . . , r̃K1]

T .

The first set of constraints in (5.4.5) ensure that the real time secondary users

always achieve their target data rates, provided the problem is feasible. In

constraints (5.4.6), the optimization variable γ is used to balance the data

rate among non-real time secondary users. The constraints in (5.4.7)-(5.4.8)

account for the sum power constraint at the secondary user basestation and

the interference leakage constraints to the primary users respectively. Finally

the target data rates and the balanced data rates must lie in the capacity

region C({Hk}, {Hl}, {Pl}, Pmax) defined by constraint (5.4.9). It is worth

to mention that the capacity region for the MIMO based cognitive radio

network is convex [98]. The problem defined in (5.4.4)-(5.4.9) cannot be

solved efficiently due to the inclusion of the mixed QoS requirements and

the non-convex function in (5.4.3).

5.4.2 Algorithmic Solution

The problem in (5.4.4)-(5.4.9) can be modified in order to facilitate an ef-

ficient solution. It is proposed to start the problem by assuming that all

secondary users are non-real time secondary users, where none of the sec-

ondary users are required to satisfy a specific set of data rate targets. Later,

this assumption is modified to account for the real time secondary users with

a set of target data rates. Hence, (5.4.4)-(5.4.9) can be modified into a data

rate-ratio balancing problem as follows:

max
γ,{Qkº0}

γ, (5.4.10)

s.t.
rk
r̃k

≥ γ, k = 1, . . . ,K, (5.4.11)

Tr(Q) ≤ Pmax, (5.4.12)

εl ≤ Pl, ∀l, (5.4.13)

r, r̃ ∈ C({Hk}, {Hl}, {Pl}, Pmax), (5.4.14)
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where r̃k = 1 for k = K1+1, . . . ,K. In (5.4.11), rk
r̃k

is the ratio of the achieved

data rate and the target data rate for the kth secondary user. The solution

obtained by solving the above problem might not satisfy the required rate of

the real time secondary users. However, in the subsequent subsections how

this rate balancing problem can be modified to achieve the target data rates

for the real time secondary users will be explained.

The problem in (5.4.10)-(5.4.14) is different from the conventional ca-

pacity balancing problems in [111] and [112] due to two different classes of

constraints in (5.4.12)-(5.4.13). The conventional capacity balancing prob-

lems that are based on only a sum power constraint, can be efficiently

solved using the BC-MAC duality. It has been shown in [98] that the prob-

lem with multiple linear constraints can be written as an equivalent single

linear constraint problem with multiple auxiliary variables. By assuming

r, r̃ ∈ C({Hk}, {Hl}, {Pl}, Pmax), the problem in (5.4.10)-(5.4.14) can be

modified into a single linear constraint problem with multiple auxiliary vari-

ables as follows [98]:

max
γ,{Qkº0}

γ, (5.4.15)

s.t.
rk
r̃k

≥ γ, k = 1, . . . ,K, (5.4.16)

L∑

l=1

alεl + aL+1Tr(Q) ≤ P, (5.4.17)

where al, l = 1, . . . , L + 1 are the auxiliary variables for the L number

of interference constraints and the sum power constraint respectively and

P :=
∑L

l=1 alPl + aL+1Pmax. Using (5.4.2), the inequality constraint in

(5.4.17) can be written as

Tr(AQ) ≤ P, (5.4.18)

whereA :=
∑L

l=1 alG
H
l Gl+aL+1I. The auxiliary variables al, l = 1, . . . , L+

1 can be updated using a subgradient method [105]. Since the capacity region
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for this problem is convex, this problem and its dual problem will hold a

strong duality [33]. The Lagrangian dual of the problem in (5.4.15)-(5.4.16)

subject to a constraint (5.4.18) can be written as

g(λ) = max
γ,{Qkº0}

γ(1−
K∑

k=1

λk) +
K∑

k=1

λk
rk
r̃k

, (5.4.19)

s.t. Tr(AQ) ≤ P, (5.4.20)

where λ = [λ1, . . . , λK ] denotes the Lagrangian variables. The La-

grangian function (5.4.19) is not bounded unless
∑K

k=1 λk = 1. Hence,

(5.4.19)-(5.4.20) can be reformulated to

min
λ

max
{Qkº0}

K∑

k=1

λk
rk
r̃k

, (5.4.21)

s.t. Tr(AQ) ≤ P, (5.4.22)
K∑

k=1

λk = 1. (5.4.23)

By incorporating the constraint
∑K

k=1 λk = 1 into the objective function,

this problem can be reformulated into

min
λ̃

max
{Qkº0}

rK
r̃K

+
K−1∑

k=1

λk(
rk
r̃k

− rK
r̃K

), (5.4.24)

s.t. Tr(AQ) ≤ P, (5.4.25)

where λ̃ = [λ1, . . . , λK−1]. For a given λ̃, the inner maximization is equal

to a weighted sumrate maximization problem in MIMO-BC cognitive radio

network [98]. The outer minimization over λ̃ is used to balance rate between

the secondary users. It has been shown in [111] and [112], λ̃ can be updated

using a subgradient method.
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Weighted Sum Rate Maximization

For a given λ with
∑K

k=1 λk = 1, the weighted sum rate maximization for a

MIMO-BC cognitive radio network is given by (i.e., (5.4.21)-(5.4.22))

max
{Qkº0}

K∑

k=1

λk
rk
r̃k

,

s.t. Tr(AQ) ≤ P. (5.4.26)

To exploit the BC-MAC duality, this problem must be converted into an

equivalent MAC weighted sum rate maximization. By assuming all sec-

ondary users have equal noise variance2, σ2, the weighted sum rate maxi-

mization in MIMO-MAC cognitive radio network is given by

max
{Qm

k º0}

K∑

k=1

ρkr
m
k , (5.4.27)

s.t. σ2Tr(Qm) ≤ P, (5.4.28)

where ρk = λk
r̃k
, rmk and Qm =

∑K
k=1Q

m
k , Qm

k are kth secondary user weight,

rate and transmission covariance matrix respectively in the MAC. In the

dual MAC problem, the decoding order used for successive interference can-

celation must be converse to the encoding order of the dirty paper coding in

BC [98]. Hence, the dual MAC rate for the kth secondary user is given by

rmk = log
|A+

∑k
i=1 H

H
i Qm

i Hi|
|A+

∑k−1
i=1 HH

i Qm
i Hi|

.

It has been shown in [113], that the users with a higher weight must

be decoded prior to the users with lower weights. Hence, assume for a

notational simplicity, ρ1 > ρ2 > . . . ρK . With this assumption, the problem

in (5.4.27)-(5.4.28) is equal to

max
{Qm

k º0}

K∑

k=1

ηklog|A+HH
k (

k∑

i=1

Qi)Hk|

s.t. σ2Tr(Qm) ≤ P, (5.4.29)

2If noise variance is different, this factor can be absorbed into the channel coef-
ficient by generating an equivalent BC problem [41].
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1) Initialization: ε, n = 0, λ
(0)
k = 1/K,∀k, E = (1− 1/K)IK−1

2) repeat

3) n ← n+ 1

4) Obtain Qm
k , ∀ k by solving (5.4.29) for a given λ

5) Obtain Qk, ∀ k using BC-MAC covariance matrix mapping [98]

6) Obtain rk, ∀ k using (5.4.3) and Qk, ∀ k

7) Obtain s using subgradient of (5.4.24)

8) Define s̃ =
√

s
sTEns

9) Update λ̃
(n+1)

= λ̃
(n) − 1

K
E(n)s̃

λ
(n+1)
K = 1−∑K−1

k=1 λ
(n+1)
k

E(n+1) = (K−1)2

(K−1)2−1
(E(n) − 2

K
E(n)s̃s̃TE(n))

12) until | rk
r̃k

− rK
r̃K

| ≤ ε, k = 1, . . . , K − 1 or max(eig(E)) < ε

Table 5.7. Pseudo code of the rate ratio balancing algorithm

where ηk = ρk − ρk+1 and ρK+1 = 0. This is a convex problem [33] and it

can be solved efficiently to obtain MAC covariance matrices. The obtained

MAC covariance matrices must be converted into BC covariance matrices

using MAC-BC covariance matrix mapping [98,112].

Updating λ to Balance Rates

The achieved rates for the secondary users in BC can be obtained using

(5.4.3) and the BC covariance matrices. Since, the minimization problem

in (5.4.24)-(5.4.25) is convex and the subgradient of (5.4.24) with respect

to λk is equal to rk
r̃k

− rK
r̃K

, λ̃ can be updated using the ellipsoidal method

[111]. At each iteration, this subgradient is used to compute a new ellipsoid

which has a smaller volume than the previous one. This updated λ̃ will be

used in (5.4.29) to obtain MAC covariance matrices. Define a vector s =

[s1, . . . , sK−1]
T where sk = rk

r̃k
− rK

r̃K
is the subgradient of (5.4.24) with respect
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to the λk. Defining a matrix E of size (K − 1) × (K − 1) to represents the

ellipsoid, the iterative algorithm is provided in Table 5.7. This iteration will

continue until all the secondary users attain equal rate ratio with required

accuracy i.e., | rkr̃k − rK
r̃K

| ≤ ε, k = 1, . . . ,K − 1 or the largest eigenvalue of E

is very small (i.e., max(eig(E)) < ε).

A similar algorithm is provided in [111] for a rate balancing problem in

a conventional network. In [111], the authors showed that the algorithm has

the ability to converge. Since the sum power constraint and the interference

constraint are coupled into a single linear constraint, the above algorithm

will also converge. However, the sum power constraint and the interference

constraints might not be satisfied. In the subsequent subsections how to

adapt the auxiliary variables in order to satisfy both the constraints will be

explained.

The algorithm in Table 5.7 balances the data rate ratio of all the sec-

ondary users without considering the real time secondary users’ target data

rate. The solution obtained from this algorithm may not satisfy the required

data rate for each real time secondary users, but this will be resolved in the

subsequent subsections.

Rate Balancing with QoS Consideration

Assume the balanced ratio of rates obtained from the algorithm provided in

Table 5.7 is equal to γ0 i.e., rkr̃k = γ0, ∀k. Hence, the rate achieved by the

real time secondary users and the non-real time secondary users are given

by

rk = γ0r̃k, k = 1, . . . ,K1 (5.4.30)

rk = γ0, k = K1 + 1, . . . ,K. (5.4.31)
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1) Initialization: q = 0, γ
(0)
0 = 1

1) repeat

2) q ← q + 1

3) Scale the r̃k, k = 1, . . . , K1 by 1/γ
(q−1)
0

3) Obtain a γ
(q)
0 using algorithm in Table 5.1

4) until |rk − r̃k| ≤ ε, k = 1, . . . , K1

Table 5.8. Pseudo code for rate ratio balancing with QoS inclusion

algorithm

The rates of real time secondary users’ are satisfied only if γ0 ≥ 1. Once

the balanced ratio of γ0 is obtained, the target data rate for the real time

secondary users must be scaled in order to achieve the target data rate. The

new algorithm to include QoS in the rate balancing problem is provided in

Table 5.8, where superscript (q) denotes the iteration number. The conver-

gence of this new algorithm is analyzed in the next subsection.

Convergence Analysis

Refering to Table 5.8, assume that, after the first iteration i.e., q = 1, the

obtained balanced rate ratio γ
(1)
0 is less than 1. Now the target data rate of

each real time secondary users is scaled by 1/γ
(1)
0 as in step 3. By scaling,

the target data rates of real time secondary users are virtually increased.

In the second iteration, a smaller balanced data rate ratio γ
(2)
0 can be ob-

tained, i.e., γ
(1)
0 ≥ γ

(2)
0 . This is because if the target data rates for real time

secondary users are increased, from (5.4.30) and (5.4.31), the balanced data

rate achieved by non-real time secondary users needs to be decreased. It is

clear that if γ
(1)
0 ≤ 1 then γ0 will decrease with iteration number. At the

same time if the problem is feasible (i.e., r̃ ∈ C({Hk}, {Hl}, {Pl}, Pmax) then

γ0 cannot decrease below 0 i.e., 1 ≥ γ10 ≥ γ20 ≥ γ30 ≥ . . . ≥ 0. Hence γ0 is

monotonically decreasing with iteration number. After the qth iteration, the
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1) Initialization: a
(0)
l , l = 1, . . . , L+ 1, t , p = 0, ε

2) repeat

3) p ← p+ 1

4) Solve the algorithm in Table 5.2 and obtain Q

5) Update a
(p)
l , l = 1, . . . , L+ 1 as follows

a
(p+1)
l = a

(p)
l + t[Tr(HlQHH

l )− Pl], l = 1, .., L

a
(p+1)
L+1 = a

(p)
L+1 + t[Tr(Q)− Pmax]

6) until the following conditions are met

|a(p+1)
l (Tr(HlQHH

l )− Pl)| ≤ ε

|a(p+1)
L+1 (Tr(Q)− Pmax)| ≤ ε

Table 5.9. Pseudo code of the complete algorithm

data rate achieved by real time and non-real time secondary users are given

by

rk = γ
(q)
0

r̃k

γ
(q−1)
0

, k = 1, . . . ,K1 (5.4.32)

rk = γ
(q)
0 , k = K1 + 1, . . . ,K. (5.4.33)

Due to the monotonically decreasing convergence property of γ0 when γ
(1)
0 ≤

1, at the convergence, γ
(q)
0 = γ

(q−1)
0 . From (5.4.32), the real time secondary

users achieve the target data rate at convergence. Similarly the following

statement can be proved: if γ
(1)
0 ≥ 1 then γ0 will monotonically increase.

Since the problem is limited by the sum power and the interference con-

straints, γ0 must be less than ∞, i.e., 1 ≤ γ10 ≤ γ20 ≤ γ30 ≤ . . . < ∞.

Update Auxiliary Variables al, l = 1, . . . , L+ 1

The algorithm in Table 5.8 will satisfy the data rate for real time secondary

users and balance the data rates for the non-real time secondary users for

a given set of auxiliary variables. But the obtained rates may not satisfy
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the sum power and the interference constraints. These constraints can be

satisfied by updating the auxiliary variables using a subgradient method

[105]. The complete description of the algorithm is provided in Table 5.9.

In Table 5.9, t denotes the step size of the subgradient algorithm and

superscript p denotes the pth iteration. In step 5, the auxiliary variables

al, l = 1, . . . , L+ 1 are updated via a subgradient algorithm [105] using the

transmitter covariance matrices Q obtained in step 4. This iterative process

is repeated until the stopping criteria in step 6 are satisfied.

5.5 Simulation Results

To validate the proposed algorithm and to assess the performance, a MIMO

cognitive radio network with four secondary users and two primary users is

considered. It is assumed that the secondary user basestation and all users

(i.e., secondary users and primary users) are equipped with three transmit

and three receive antennas respectively (i.e., nT = nk = nl = 3, ∀ k, l).

The channel coefficients between the secondary user basestation and the

secondary users are assumed to be known to the secondary user basestation

and all secondary users. Also the channel between secondary user basesta-

tion and the primary users are assumed to be known to the secondary user

basestation. Channel gains are generated using independent and identically

distributed complex Gaussian random variables.

The first two secondary users are assumed to be real time secondary

users and they need to achieve their target data rates all the time whilst the

rates of other two secondary users should be balanced. The target rates for

the first two secondary users have been set to 1.5. The interference leakage

threshold to primary users and the total available transmission power are set

to 0.2 and 1 respectively. The noise power at each secondary user receiver

is set to 0.1. The stopping criterion ε has been set to 0.001. The auxiliary
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Figure 5.3. Achieved data rate of secondary users against the iteration
number.

variables al, l = 1, 2, 3 have been initialized with 10 and the step size t has

been set to 0.1 and 0.5.

Fig. 5.3 depicts the convergence of the proposed algorithm in Table 5.8

(i.e., step 4 in Table 5.9). Secondary user1 and secondary user2 achieve

their target rates of 1.5 while other two secondary users achieve equal rates

at the convergence. Fig. 5.4 demonstrates the convergence of the outer

loop of the algorithm proposed in Table 5.9. Top figure in Fig. 5.4 shows

the transmission power against the iteration number for two different step

sizes. Bottom figure in Fig. 5.4 depicts the interference leakage to the two

primary users against the iteration number for different step sizes. For both

step sizes, the transmission power approaches its maximum (i.e., 1) while

the interference leakage to the primary users are below the threshold values

(i.e., 0.14 and 0.145). It is worth to note that when the step size increases,
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Figure 5.4. Transmission power at the secondary user basestation
and the interference leakage to the primary users against the iteration
number for different step size t.

the algorithm converges quickly with negligible difference at the final value.

5.6 Conclusion

An underlay cognitive radio network with two different sets of secondary

users has been considered (i.e., real time and non-real time users). Initially

a MISO based cognitive radio network was considered, where a joint SINR

balancing and target SINR provision based beamforming technique has been

proposed. The proposed technique optimally designs downlink beamformers

and allocate power using the SINR uplink-downlink duality. Then this work
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has been extended to a MIMO based cognitive radio network using DPC

technique. For a MIMO-based cognitive radio network, an algorithm was

proposed to obtain transmit covariance matrices subject to constraints that

the real time users archive a target data rate and the non-real time users

achieve a balanced data rate based on the BC-MAC duality. Both these

problems have multiple linear constraints (i.e., transmit power and interfer-

ence leakage constraints) and these multiple constraints have been combined

into a single linear constraint using multiple auxiliary variables. A subgra-

dient method was used to adapt these auxiliary variables in order to satisfy

the sum power and the interference leakage constraints. The convergence

analysis and the simulation results were provided to validate the proposed

algorithms.



Chapter 6

SUMMARY, CONCLUSION

AND FUTURE WORK

The thesis has three contributing chapters and the conclusion of each chapter

is summarized below, followed by a discussion on future works.

6.1 Summary and Conclusions

The optimal resource allocation algorithms for an OFDMA based under-

lay cognitive radio network were developed in Chapter 3. The proposed

algorithm maximizes the system data throughput while maintaining the in-

terference leakage to the primary users below a threshold, the data rate for

each secondary user is above a required data rate and the total transmis-

sion power at the secondary network basestation is below a power budget.

This algorithm formulated into mathematical framework using integer lin-

ear programming and solved using branch-and-bound method. In order to

exploit the spatial domain, the proposed method was extended to a MIMO-

OFDMA based cognitive radio network. Resource allocation in the uplink

for a MIMO-OFDMA based cognitive radio network was also studied in

Chapter 3, where multiple secondary users were admitted in each OFDM

subchannel based on their spatial separation.

Chapter 4 has provided a low complexity algorithm in order to reduce the

computational complexity associated with the optimal algorithms proposed

133
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in Chapter 3. There are two different low complexity algorithms developed

based on rate adaptive and rate balancing techniques. A novel recursion

based linear optimization frame work was proposed for the rate adaptive

problem while greedy Max-Min based iterative algorithm was proposed for

the rate balancing technique. The complexity required for the proposed tech-

nique was substantially lower than that of the optimal methods. Simulations

results demonstrated that the proposed algorithm performs very close to the

optimal algorithms.

In Chapter 5, a mixed QoS requirement based optimization technique

was proposed for a cognitive radio network which consists of both real time

and non-real time users. Cognitive radio networks based on MISO and

MIMO were considered. Novel algorithms were proposed to satisfy the QoS

of both sets of users. The algorithms were developed using the SINR uplink-

downlink duality, BC-MAC duality and subgradient methods. The proposed

algorithms have applications in conventional wireless networks as well as

overlay and underlay cognitive radio networks. In order to have a general

framework, the resource allocation algorithm was developed for an underlay

cognitive radio network. Convergence property of both the algorithms was

derived analytically. Simulations results validated the convergence property

of the proposed algorithms.

6.2 Future Work

The potential areas for future research have been recognized. All the al-

gorithms proposed in this thesis, were developed based on the assumption

that the secondary network basestation has perfect knowledge of the channel

state information of the users. It is important to extend these algorithms for

the case when only imperfect channel knowledge is available to the secondary

network basestation.
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The algorithms in Chapter 5 were developed to design beamformers for

mixed QoS requirement problems based on the radio link layer parameters.

The target SINR of the non-real time users depends on the channel gain,

users’ QoS requirement, buffer length and packet queue length at the sec-

ondary network basestation. The target SINR must be decided at MAC

layer based on these parameters. Hence, the algorithms in Chapter 5 can be

extended under a cross-layer design framework.



Appendix

A. Proof: Maximization of SINR

maximize
w

wHRdw

wHRi+nw
= maximize

w
wHRdw

wHR
1/2
i+nR

1/2
i+nw

(6.2.1)

This maximization is equivalent to

maximize
u

uHR
−1/2
i+n RdR

−1/2
i+n u

subject to uHu = 1, (6.2.2)

where u = R
1/2
i+nw and the solution of (6.2.2) will be the eigenvector corre-

sponding to the largest eigenvalue of R
−1/2
i+n RdR

−1/2
i+n .

R
−1/2
i+n RdR

−1/2
i+n u = λmaxu

⇒ R−1
i+nRdR

−1/2
i+n u = λmaxR

−1/2
i+n u

⇒ R−1
i+nRdw = λmaxw (6.2.3)

This completes the proof. ¥

B. Proof of Lemma 1

If ρ(DAΨA) ≤ 1, then limn→∞(DAΨA)
n = 0 [60]. Hence, (I−DAΨA) is a

nonsingular matrix and using Neumann series (I−DAΨA)
−1 =

∑∞
n=0(DAΨA)

n

which is a nonnegative matrix [60]. When (I −DAΨA)
−1 is a nonnegative

matrix then matrix D in (5.2.26) and vector d in (5.2.27) are nonnegative. If

136
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c ≤ P together with nonnegative D and d then Υ(Ũ) in (5.2.33) becomes a

nonnegative matrix. This completes the proof. ¥

C. Proof of Lemma 2

Ũ(0) (i.e., obtained using q(0)) is assumed to satisfies the conditions in

(5.2.34) and (5.2.35). Hence, a feasible power allocation, q(1), can be ob-

tained at the first iteration. Since there is a feasible solution at the first iter-

ation, real time secondary users achieve their target SINRs, γk, k = 1 . . .K1,

and all non-real time secondary users achieve equal SINRs, 1/λ(1). In the

second iteration, q̃(1) has been used with (5.2.36) to obtain beamformers

Ũ(1). In a conventional SINR balancing problem, SINR of each user in-

creases monotonically at each iteration [41]. However, some users (i.e., real

time secondary users) maintain the same SINR (i.e., target SINR) at each it-

eration. Hence, it is apparent that, in the second iteration, there is a feasible

solution available and the non-real time secondary users achieve SINRs not

less than the ones that achieved in the first iteration (i.e., 1/λ(2) ≥ 1/λ(1)).

At the end of the second iteration, the equation (5.2.22) is updated as

q̃
(2)
A = D

(1)
A Ψ

(1)
A q̃

(2)
A +D

(1)
A b

(1)
A +D

(1)
A Ψ

(1)
B q̃

(2)
B , (6.2.4)

Since there exists a feasible solution at the end of the second iteration, q̃
(2)
A ,

q̃
(2)
B , D

(1)
A b

(1)
A and D

(1)
A Ψ

(1)
B q̃

(2)
B are nonnegative. Hence,

q̃
(2)
A ≥ D

(1)
A Ψ

(1)
A q̃

(2)
A . (6.2.5)

The inequality (6.2.5) results into the following inequality for the normalized

q
(2)
A

1 ≥ q
(2)
A

T
D

(1)
A Ψ

(1)
A q

(2)
A , (6.2.6)
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whereD
(1)
A Ψ

(1)
A is a nonnegative matrix. Maximum value of q

(2)
A

T
D

(1)
A Ψ

(1)
A q

(2)
A

is equal to ρ(D
(1)
A Ψ

(1)
A ) when q

(2)
A is the eigenvector corresponding to the

largest eigenvalue of matrix D
(1)
A Ψ

(1)
A . From the inequality in (6.2.6),

1 ≥ ρ(D
(1)
A Ψ

(1)
A ). (6.2.7)

From equation (6.2.4), the following inequality holds

q̃
(2)
A ≥ D

(1)
A Ψ

(1)
A q̃

(2)
A +D

(1)
A b

(1)
A . (6.2.8)

From inequality (6.2.8), we can write the following inequalities using Lemma

1, and the equations (6.2.7), (5.2.23), (5.2.30):

q̃
(2)
A ≥ (I−D

(1)
A Ψ

(1)
A )−1D

(1)
A b

(1)
A ,

P ≥ σT
Aq̃

(2)
A ≥ σT

A(I−D
(1)
A Ψ

(1)
A )−1D

(1)
A b

(1)
A = c(1). (6.2.9)

The required conditions are satisfied in (6.2.7) and (6.2.9). From Lemma 1,

Υ(Ũ) is a nonnegative matrix. This completes the proof. ¥

D. Proof of Lemma 3

After the convergence of BA described in Table 5.1, ρ(D∗
AΨ

∗
A) ≤ 1. Hence,

after the convergence, the vector d∗ and the matrix D∗ are nonnegative in

(5.2.25). The following inequality can be obtained from (5.2.25):

λ∗q̃B ≥ D∗q̃B,

λ∗ ≥ ρ(D∗). (6.2.10)
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Since ρ(D∗
AΨ

∗
A) ≤ 1, the matrix D in (5.2.26) can be written as follows

using the Neumann series:

D∗ = D∗
BΨ

∗
D +D∗

BΨ
∗
C

∞∑

n=0

(D∗
AΨ

∗
A)

nD∗
AΨ

∗
B. (6.2.11)

For a diagonal matrix A, ρ(AB) = ρ(ABT ) [60]. From this property, the

following inequalities can be obtained from equation (6.2.10):

λ∗ ≥ ρ[D∗
B(Ψ

∗
D +Ψ∗

C

∞∑

n=0

(D∗
AΨ

∗
A)

nD∗
AΨ

∗
B)],

= ρ[D∗
B(Ψ

∗
D +Ψ∗

C

∞∑

n=0

(D∗
AΨ

∗
A)

nD∗
AΨ

∗
B)

T

],

= ρ[D∗
B(Ψ

∗
D
T +Ψ∗

B
T

∞∑

n=0

(D∗
AΨ

∗
A
T )nD∗

AΨ
∗
C)

T ],

= ρ(D∗
D). (6.2.12)

However, D∗
D is a nonnegative matrix. From Lemma 1 and the Neumann se-

ries, (λ∗I−D∗
D) is nonsingular and (λ∗I−D∗

D)
−1 =

∑∞
n=0(D

∗
D)

n is a nonneg-

ative matrix. This completes the proof. ¥

E. Proof of Lemma 4

In equation (6.2.16), DR
Ab

R
A is a nonnegative vector. Hence, the following

inequality holds:

λR
Aq

R
A ≥ DR

AΨ
R
Aq

R
A. (6.2.13)

From inequality (6.2.13), the following inequality holds for the normalized

qR
A

λR
A ≥ qR

A
T
DR

AΨ
R
Aq

R
A. (6.2.14)
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DR
AΨ

R
A is a nonnegative matrix and qR

A is a nonnegative power alloca-

tion vector. The largest eigenvalue of irreducible nonnegative matrix and

the corresponding eigenvector are strictly positive [60]. Largest value of

qR
A
T
DR

AΨ
R
Aq

R
A is equal to ρ(DR

AΨ
R
A) if and only if qR

A is a positive eigenvec-

tor corresponding to the largest eigenvalue of the matrix DR
AΨ

R
A. Hence,

λR
A ≥ ρ(DR

AΨ
R
A). (6.2.15)

The problem is feasible, only if λR
A ≤ 1 which implies that ρ(DR

AΨ
R
A) ≤ 1.

Convergence of the BA algorithm in Table 5.2 is proved by assuming

Υ(Ũ(0)) is a non-negative matrix. To complete the proof, the following

needs to be proved: initial power allocation q(0) provide non-negative matrix

Υ(Ũ(0)). For all feasible problems there exists a feasible power allocation

qR
A. Note that, when qR

A and 0K−K1 are used as an initial power allocation

for the real time secondary users and the non-real time secondary users

respectively, the same matrices DR
A and ΨR

A and vector bR
A can be obtained

forD
(0)
A , Ψ

(0)
A and b

(0)
A at step 6 of the BA algorithm in first iteration. Hence,

ρ(D
(0)
A Ψ

(0)
A ) = ρ(DR

AΨ
R
A) ≤ 1, which satisfies the first sufficient condition

(5.2.34) for the non-negativity ofΥ(Ũ(0)). For the feasible problem, equation

(6.2.16) satisfies the following inequalities:

qR
A ≥ DR

AΨ
R
Aq

R
A +DR

Ab
R
A,

(I−DR
AΨ

R
A)q

R
A ≥ DR

Ab
R
A. (6.2.16)

But from Lemma 1 if ρ(DR
AΨ

R
A) ≤ 1 then (I − DR

AΨ
R
A)

−1 is a nonnegative

matrix. Hence, the inequality (6.2.16) satisfies the following inequality:

qR
A ≥ (I−DR

AΨ
R
A)

−1DR
Ab

R
A.
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From (5.2.23) and (5.2.30),

P ≥ σT
Aq

R
A ≥ σT

A(I−DR
AΨ

R
A)

−1DR
Ab

R
A = c,

which satisfies the second sufficient condition (5.2.35) for the non-negativity

ofΥ(Ũ(0)), and it concludes the proof. ¥
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