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The million-degree temperature of the solar corona might be due to the combined ef-

fect of barely distinguishable energy releases, called nanoflares, that occur throughout

the solar atmosphere. Unfortunately, the high density of nanoflares, implied by this

hypothesis, means that conclusive verification is beyond present observational capa-

bilities. Nevertheless, it might be possible to investigate the plausibility of nanoflare

heating by constructing a magnetohydrodynamic (MHD) model; one that can derive

the energy of nanoflares, based on the assumption that the ideal kink instability of a

twisted coronal loop triggers a relaxation to a minimum energy state. The energy re-

lease depends on the current profile at the time when the ideal kink instability threshold

is crossed. Subsequent to instability onset, fast magnetic reconnection ensues in the

non-linear phase. As the flare erupts and declines, the field transitions to a lower energy

level, which can be modelled as a helicity-conserving relaxation to a linear force-free

state. The aim of this thesis is to determine the implications of such a scheme with

respect to coronal heating.

Initially, the results of a linear stability analysis for loops that have net current are

presented. There exists substantial variation in the radial magnetic twist profiles for the

loop states along the instability threshold. These results suggest that instability cannot

be predicted by any simple twist-derived property reaching a critical value. The model

is applied such that the loop undergoes repeated episodes of instability followed by

energy-releasing relaxation. Photospheric driving is simulated as an entirely random

process. Hence, an energy distribution of the nanoflares produced is collated. These re-

sults are discussed and unrealistic features of the model are highlighted. Subsequently,
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confirmation of the plasma relaxation process is sought from a numerical analysis.

A sample of marginally unstable and current-neutralised coronal loops are sim-

ulated within a non-linear three-dimensional MHD code. Loops that carry zero net

current are preferred since the photospheric motions that twist the loop and thereby

create azimuthal field are spatially localised; outside the loop boundary the field is

purely axial. The results of these simulations show the dynamics of the relaxation

process. A new localised relaxation model is developed which fits the simulation data.

The revised relaxation model is combined with a linear stability analysis such that

nanoflare energy distributions can be produced from ensembles of loops driven by ran-

dom photospheric twisting motions. Different loop aspect lengths are considered, as

well as the spatial correlation of the twisting motions and the level of radial expansion

that may accompany loop relaxation. The range of active-region heat fluxes extracted

from all the different scenarios is 0.09–1× 107 erg cm−2 s−1. When the relaxation ra-

dius is increased, the flux approaches 107 erg cm−2 s−1, regardless of the aspect ratio

and of the randomness of the path to instability — this is sufficient for coronal heating.

The distribution of energies has a Gaussian form when the twisting motions are corre-

lated across the loop radius. Uncorrelated motions yield power-law distributions with

gradients of approximately -2.
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Remember that all models are wrong; the practical question is

how wrong do they have to be to not be useful.

George E. P. Box and Norman R. Draper, Empirical Model-Building and Response Surfaces (1987)

During the height of the late 1870s’ discussion of sunspots and climate connections,

Schuster had reported that the years of good wine vintage in western Europe occurred

in intervals of approximately eleven years. Whether this was a real connection or

some undergraduate devilment remains unknown.

Stuart Clark, The Sun Kings (2007)
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Figure 1: A snapshot of the magnetic field structure above an active region on the north-
eastern solar limb. Courtesy of the Solar Dynamics Observatory (SDO) and the Atmospheric Imaging
Assembly (AIA) consortium, NASA.
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1

Introduction

This thesis is concerned with the importance of magnetic field instability with respect

to the dramatic temperature inversion that occurs in the atmosphere of the Sun. The

introduction begins with a basic description of the Sun, preparatory to a discussion of

the solar magnetic field: the likely means by which it is created and how it is mani-

fested above the solar surface. Next, the problem of coronal heating is more formally

introduced together with an outline of the different classes of heating theory.

Subsequent chapters will describe the theoretical foundation on which a model,

used to investigate the dissipation of magnetic energy within the corona, will rest (see

abstract for further details). The purpose of this model is to simulate the consequences

of the magnetic kink instability for coronal heating. The results (e.g., heating-event

distributions) are mainly derived from linear analyses, however numerical studies are

performed for specific field configurations; one of the aims of this work is to discover

if the assumptions implicit in the linear analysis are justified.

1.1 The Turbulent Sun

At the most basic level the Sun is a massive ball of plasma that increases in den-

sity towards its centre. The plasma ions are mainly hydrogen (∼90%) and helium

(∼10%); heavier elements make up less than 1% of the solar mass (Priest 1987). The

MICHAEL BAREFORD 19



1: INTRODUCTION

Sun is powered by nuclear fusion, which, together with the known solar luminosity

(L� = 3.8 × 1033 erg), implies a core temperature of around 15 MK. High-energy pho-

tons, produced by the fusion of hydrogen nuclei in the core, are randomly absorbed

and emitted by ions in the radiative zone (Figure 1.1). The temperature of the solar

Figure 1.1: A cartoon of the solar interior. Approximate values for the solar radius (R�) and

mass (M�) are also given. On this scale, the Earth is the size of the dot over the letter i. Courtesy

of Hathaway, D. H., NASA.

interior must fall with radius: it declines from 7 to 2 MK across the radiative zone

(Christensen-Dalsgaard et al. 1996). Helioseismology data is routinely used to infer

the conditions inside the Sun, which can then be checked against the predictions of

solar models (Mullan 2010). Hence, the temperature profile is known with some cer-

tainty. At around two thirds of the solar radius, the temperature is low enough for pho-

tons to be absorbed but not re-emitted; convection becomes the main mode of energy

transport. This boundary is also known as the tachocline: the uniform rotation of the

radiative zone gives way to the differential rotation of the convective layer (Kosovichev

et al. 1997). The shearing produced by the faster moving equatorial flows creates a ring

current, which, through Ampères law, generates a global dipole magnetic field. Fur-

thermore, the presence of a magnetic field will promote further separation of opposite

charges and the fields carried by these secondary currents will modify the dipole field.
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1.1: THE TURBULENT SUN

The quasi-random and self-reinforcing behaviour of the solar dynamo are thought to

produce the solar magnetic cycle (Kippenhahn 1994).

Interior ring currents generate magnetic fields that can force an expansion of a

magnetic flux tube (Bellan 2006), until pressure balance is achieved with the thermal

pressure of the surrounding plasma. Therefore, the density within such a region of

magnetic field is lower than the external density. As a result of this buoyancy, flux

tubes can rise through the convective zone and break through the solar surface.

The photosphere is the surface of the Sun; it is simply the region over which the

Sun becomes transparent to optical radiation. This region has a thickness that is one

thousandth of the solar radius and has an average temperature of 5800 K (Aschwanden

2009). The photosphere exhibits a continuously changing pattern of granulation. The

Figure 1.2: Convective granulation on the solar surface. An outline of the European continent

is shown for scale in the top right corner — the entire image is roughly 20 Mm across. Courtesy

of the Big Bear Solar Observatory, New Jersey Institute of Technology.

granules shown in Figure 1.2 are convection cells. These bodies of plasma are thou-

sands of kilometres across, but their lifetimes are short (between five and ten minutes).

The darker cell boundaries mark the sinking of cooler gas beneath the photosphere.

Magnetic fields that have risen above the surface represent the most buoyant part of a

magnetic flux tube; one that was created near the tachocline or higher up in the con-

vective zone. Such a field will intersect the photosphere at two separate regions (of
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1: INTRODUCTION

opposite polarity), which are buffeted by the turbulence of rising and falling plasma.

These regions are called footpoints when the fields in question reach as high as the

corona.

Magnetic structures permeate the corona and act as conduits for the transmission

of energy to the solar atmosphere: the source is the kinetic energy of convective mo-

tions occurring at the footpoints. Understanding the details of this interaction between

magnetism and photospheric turbulence could explain why upper atmospheric temper-

atures are so much hotter than those observed at the surface (coronal temperatures are

typically measured to be in the 1–6 MK range).

1.2 The Solar Corona

The corona is a diffuse magnetised plasma that surrounds the Sun. Although it is

somewhat inhomogeneous, it can be divided into those parts that feature open magnetic

field lines, namely coronal holes1, and those that contain closed fields as illustrated by

coronal loops (Figures 1,1.3). Coronal holes are mainly found over the solar poles

Golub and Pasachoff (1997); here plasma is extremely rarefied, since it is efficiently

transported along the field, away from the Sun. The parts of the corona featuring

Figure 1.3: The solar eclipse of 2008 revealed magnetic fields of open and closed shape.

c© 2008 Miloslav Druckmüller, Martin Dietzel, Peter Aniol, Vojtech Rušin

1The field lines associated with coronal holes are assumed to close on scales appropriate to the

heliosphere (∼15 Million Mm).
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1.2: THE SOLAR CORONA

closed magnetic fields occur above two types of photospheric region, active and quiet

Sun. Active regions contain intense and non-uniform magnetic fields (〈B〉 ≈ 100–300 G

and Bmax ≈ 2000–3000 G, Aschwanden 2009), which are closed on scales of between

10 Mm and 100 Mm. These regions appear as sunspot groups and are typically found

within a 40◦ band either side of the solar equator, and are most numerous during solar

maxima. At this stage in the magnetic cycle, the quiet Sun still covers the majority of

the solar surface. Compared to active regions, quiet-Sun magnetic fields appear2 to be

weaker, by at least an order of magnitude. Nevertheless, many dynamic and energetic

events occur over the quiet Sun, such as microflares (Aschwanden et al. 2000a) and

mini-coronal mass ejections (Innes et al. 2009).

Historically, direct study of the corona has required some ingenuity. Light from

the solar atmosphere is emitted via Thomson scattering of photospheric light, how-

ever, since the corona is diffuse (n≈ 1015 m−3), coronal light is easily outshone by that

arriving direct from the solar surface. These problems were mitigated by the develop-

ment of coronagraphs (an occulting device combined with a spectroheliograph), which

permitted the corona to be observed at specific frequencies (Grotian 1939), including

ultraviolet (UV) when observing from the Pyrenees (Lyot 1939). Shortly afterwards,

Edlén (1943) confirmed that the hitherto unidentified UV emission lines were in fact

emitted by highly-ionised iron atoms. This finding revealed the high coronal temper-

ature compared to the photosphere. Decades later, observations from instruments on

board spacecraft — starting with Skylab (NASA) and latterly, Solar and Heliospheric

Observatory (SOHO), Transition Region and Coronal Explorer (TRACE), Solar Dy-

namics Observatory (SDO) — showed that the corona is much brighter than the pho-

tosphere in the extreme ultraviolet (EUV) and X-ray parts of the spectrum. EUV radi-

ation corresponds to temperatures in the range 0.15 to 1.5 MK (Figure 1.4). Coronal

radiation is primarily bremsstrahlung and magneto-bremsstrahlung emission. Elec-

2The latest observational evidence indicates that the disorganisation of quiet Sun fields makes it

harder to resolve the magnetic fields and therefore field strengths are underestimated (Sánchez Almeida

and Martínez González 2011).
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1: INTRODUCTION

Figure 1.4: The Sun in EUV. The emission shown here is from the resonance lines of eight

and nine times ionized iron (Fe IX,X). Courtesy of SOHO and the EUV Imaging Telescope (EIT),

ESA & NASA.

trons are decelerated and deflected by the electric fields produced by ions and thereby

lose kinetic energy through bremsstrahlung emission. In a magnetised plasma, charged

particles gyrate around the field lines and this gives rise to magneto-bremsstrahlung or

gyro-emission. This type of emission may be absorbed by other particles that subse-

quently gyrate at the next harmonic frequency — this is called gyro-resonance. Also,

the corona is optically thin and so, the emission measure (the amount of plasma that

is emitting radiation) is proportional to the density squared integrated along the line

of sight. The density at different temperature regions of the corona can be estimated

using different spectral lines. Other properties of the solar atmosphere can be inferred

by matching the synthetic emission calculated by atmospheric models with emission

levels that have actually been observed. Selhorst et al. (2008) have developed a 3D

solar atmospheric model that reproduces brightness temperatures at radio frequencies.

This model incorprates bremsstrahlung and gyro-resonance — the magnetic field is ex-

trapolated from surface magnetograms taken by the MDI instrument onboard SOHO.

The results, presented in Figure 1.5, agree qualitatively with those produced by models

that have been matched against different parts of the radiation spectrum (Aschwanden

2009).

Figure 1.5 illustrates the magnitude of the coronal heating problem. The sudden
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1.2: THE SOLAR CORONA

Figure 1.5: Comparison between the quiet-Sun atmosphere (solid line) and active-region at-

mosphere (dashed line) for (a) temperature and (b) particle density. Courtesy of Selhorst et al.

(2008).

change in temperature (coincident with a drop in density) marks the beginning of the

corona; farther out, at 1 AU, the temperature drops to 105 K. In addition, the chromo-

sphere — a 2000 km-thick atmospheric layer immediately above the surface — is also

hotter than expected. The reduction in density means that any heat input at coronal

heights has a more drastic effect, and perhaps explains why the chromospheric heating

problem is less pronounced than the coronal one. The steepest part of the tempera-

ture gradient is referred to as the Transition Region, which separates the chromosphere

from the corona. Above this layer matter is fully ionised.

The differences in the quiet-Sun and active-region plots of Figure 1.5 hint at a

far less orderly picture; in fact, the stratification implied by the use of the term layer

should not be taken too seriously. For instance, the actual height of the coronal base

(≈ 2500 km) varies according to the strength of the solar magnetic field directly below.

This magnetic variability also alters the electron density: ne ≈ 1015 m−3 above the quiet
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Sun and 1017 m−3 above active regions. Surface conditions cease to have an impact in

the upper corona (a height of 1 R�), where ne ≈ 1012 m−3.

All strategies for answering the coronal heating problem have so far been based on

the idea that non-thermal forms of energy (i.e., magnetism) are somehow expressed

as heat in the corona. The magnetic fields that fill this region are rooted at the pho-

tosphere, since the density there is much higher. Convective motions may disturb

a field to such an extent that an instability is initiated (or equilibrium is lost) and a

spatially-confined explosion (a solar flare) heats the surrounding atmosphere. Alter-

natively, convective motions might act as sources of waves that, guided by magnetic

fields, travel to the corona before releasing energy. These two ideas are examined in

the sections that follow.

Clearly, this problem is a fundamental one; the physics responsible are continu-

ously occurring throughout the corona and perhaps need to be uncovered before other

solar phenomena can be fully understood. For example, the ability to predict Coronal

Mass Ejections and thereby protect the power networks and satellites vitally important

to our civilisation, may first require a solution to the problem of coronal heating.

1.3 Coronal Loops

The corona is dominated by a pervasive and dynamic magnetic field. Its presence is

clear on large scales, such as during a solar eclipse (Figure 1.3), and on smaller scales.

Closed arch-like fields are strikingly apparent when observing in EUV (Figure 1.6).

Coronal loops come in a range of sizes, from 1 Mm bright points within inter-granular

lanes to 1000 Mm trans-equatorial arches (Reale 2010). At coronal heights, the gas

within loops is fully ionised and so interacts with the magnetic field. The ratio of

thermal pressure to magnetic pressure,

β =
Pth

Pm
=

2nekBTe

B2/8π
, (1.1)
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Figure 1.6: An arcade of coronal loops observed in EUV (171 Å). The loop apexes are aligned

above the magnetic polarity inversion line that divides the active region. The largest loops have

a height of ≈ 200Mm. Courtesy of TRACE, Stanford-Lockheed Institute for Space Research, NASA.

is much lower than unity in the corona, this means the plasma is constrained to follow

the magnetic field. The bright regions of Figure 1.6 indicate higher electron density:

the higher the density, the brighter the bremsstrahlung emission. The magnetic field

implied by the positions of coronal loops is usually different to the field extrapolated

from surface magnetograms (Feng et al. 2007; Sandman et al. 2009). This is especially

true for field extrapolations that assume a linear force-free environment; i.e., the cur-

rents are parallel to the field and a single value suffices for the ratio of current density

and magnetic field strength. In fact, more complex fields are likely to exist below the

Transition Region3, where β> 1, which would explain why actual coronal loops are

more curved and non-planar when compared to the extrapolated field lines. A further

difference is the fact that the cross-sectional areas of loops vary little with height. Klim-

chuk (2000) studied a collection of soft X-ray loops observed by the Yohkoh spacecraft

and found that loop width increased by just 30% between the (chromospheric) foot-

point and apex; also, these modest increases in width were evenly distributed along

3The Transition Region can be defined as the height where the enthalpy flux changes from cooling

the plasma to heating the plasma (Bradshaw and Cargill 2010).
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the loop length. Potential field lines should expand within the low-density corona, so

coronal loops have to be non-potential and the currents associated with these twisted

fields would oppose expansion. The radius of the loop is determined when the inward

tension force, created by the azimuthal field, (Ft ∝ B2
θ/R) is balanced by the axial field

pressure (Fp ∝ B2
z/R). The axial and the twist-related azimuthal components have the

following relationship,

Bθ

Bz
= R

(
dφ
dz

)
, (1.2)

where dφ/dz is the angular rotation of the magnetic field per unit axial length. Klim-

chuk et al. (2000) used this expression to show that the ratio of Ft to Fp scales as

R2; hence, wider loops undergo greater constriction. Alas, the level of constriction

actually observed implies twists that approach the theoretical limit for kink instability

(Section 2.2). Interestingly, circular cross sections are achieved for twists less than

2π (Klimchuk et al. 2000); the majority of coronal loops appear to have this property.

DeForest (2007) argues that the constant width is a consequence of indequate instru-

ment resolution: any expansion will not be seen if the apex width is comparable to the

point-spread function of the telescope. It is also possible that line-of-sight effects (such

as loop overlap) confound width measurements. However, other workers have asserted

strongly that the constancy of loop diameters is real (López Fuentes et al. 2008). If this

is the case, perhaps coronal loops are actually by-products of magnetic reconnection,

namely separators (Plowman et al. 2009), see Section 2.3.3. It should not be forgotten

that the observed coronal loops are those loops (or strands within loops) that have been

heated, otherwise these structures would not stand out against the coronal background.

Above an active region, there might be many invisible coronal loops, i.e., magnetic

curvilinear structures that expand as expected with height, but are in the process of

reaching some threshold that enables then to be heated and so, for the time being,

these loops are not observable.

The optically thin nature of the corona means that loop observations are fraught

with difficulties; this is particularly true if one wishes to discern the temperature struc-
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ture within loops. For instance, if a loop is multi-thermal, the measured temperature

will be a complicated average along the line-of-sight, which is weighted for the (highly

non-linear) instrument response. Invariably, there will also be other structures that

intersect the line-of-sight, adding noise to the observation. Somewhat perplexingly,

workers have claimed to observe multi-thermal (Patsourakos and Klimchuk 2007) and

iso-thermal (Noglik et al. 2008) structure over the same temperature ranges (1–3 MK).

It is not known if hot loops cool and are then observed as warm loops (1–2 MK), or

if warm loops are simply a consequence of a lower than average heating input (Reale

2010). Observations of high temperature loops (> 2 MK) seem to have been most suc-

cessful in detecting multi-thermal structure (Schmelz et al. 2005; Reale et al. 2007).

Such work strongly suggests that hot loops are multi-stranded, where each strand is

a filament of heated plasma that runs the entire length of the loop. A typical loop of

diameter 2 Mm is therefore a bundle of several hundred strands and at any instant most

of the strands are cooling but some are being heated. Many workers have considered

the possibility that these strands are brought into existence by nanoflares, see Section

1.4.2. Ordinarily, flares are so energetic that the magnetic structure of the surrounding

medium is significantly altered. However, flares of much lower energy might leave the

loop intact — the loop is heated but regains equilibrium. The energy of a nanoflare is

relative to the magnetic field strength of the coronal loop (1024 erg for a loop of 10 G

or 1026 erg for a 1 kG loop).

Although some coronal loops exhibit transient phenomena such as flares, most re-

main stable beyond the plasma cooling time and can exist for hours. There is substan-

tial evidence for a correlation between loop transience and temperature: high tempera-

ture loops appear steady with a low level of fluctuation (Warren et al. 2010), but cooler

loops appear to be highly transient (Kopp et al. 1985; Di Giorgio et al. 2003). Loop

equilibrium is of course closely related to loop heating, which is best explained by

describing the life-cycle of a loop. Some form of heating (e.g., nanoflaring) is rapidly

transmitted, via the magnetic field, to the whole loop. Shortly after, an evaporative

phase occurs, whereby cooler chromospheric material is evaporated into the loop, in-
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creasing the plasma density. Subsequently, thermal conduction, again guided by the

magnetic field, smooths out any differences in temperature and therefore restores sta-

bility. A hot steady loop can only exist if the heating time scale is shorter than the

cooling time scale, so called steady heating. Alternatively, if the loop is composed of

many heated/cooling strands then impulsive heating may have the same effect. It does

not matter if the heating is episodic (i.e., the gap between heating events is compara-

ble to the cooling time) because there will always be some strands that are heated and

therefore emitting in the X-ray.

Identifying the heating mechanisms responsible for the observed loop variability

will be crucial in determining which coronal heating theories are worth pursuing. Un-

fortunately, coronal loops are diverse and often appear crowded together. The technical

challenges that these problems present, mean that observations are not yet sufficiently

conclusive to constrain theory.

1.4 Coronal Heating

The corona loses energy by radiation, by conduction to the lower atmosphere and by

mass loss (flowing outwards in the form of solar wind and/or flowing downwards into

the chromosphere). The sizes of these different losses have been estimated by atmo-

spheric models that have been constrained by EUV spectral line intensities and ra-

dio brightness temperatures. In a review of such work, Withbroe and Noyes (1977)

presented values of 107 erg cm−2 s−1 for active regions and 3× 105 erg cm−2 s−1 for

the quiet Sun. More recently, Aschwanden and Acton (2001) measured the soft X-

ray emission from the entire corona (out to a radius of 2R�). Their estimates of

the energy lost through radiation are 0.2 – 2× 106 erg cm−2 s−1 (active regions) and

0.1 – 2× 105 erg cm−2 s−1 (quiet Sun), which are in agreement with the radiative losses

given by Withbroe and Noyes (1977, Table 1). These estimates show that active regions

are responsible for at least 80% of the energy losses — the coronal heating problem is

most severe above sunspot groups.
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The explanation as to why the corona has multi-million degree temperatures may

have several complications, some of which were hinted at in the previous section. It

is quite possible that not all loops are heated in the same way: the heating of the quiet

Sun and of active regions might be governed by different mechanisms. Furthermore,

the diffuse (inter-loop) corona may be heated by yet another process; in fact very recent

observations made using the SDO/AIA telescope have indicated that for active regions,

most of the emission (& 65%) is from diffuse areas (Viall and Klimchuk 2011).

This thesis is concerned with how coronal loops are heated and in particular, it will

explore theoretical ideas that are thought to be pertinent to active-region loops. It has

been generally assumed (Klimchuk 2006) that convectively-driven flows of plasma in

and below the photosphere are the source of the energy that heats the corona. The chal-

lenge therefore is to explain how flows of plasma lead to the unexpectedly high coronal

temperatures. Clearly, the energy that drives the seething photosphere can be carried

into the corona via any closed magnetic fields that reach the outer atmosphere. Dis-

turbances at the surface can excite ions, which in turn disturb the local magnetic field.

Thus, oscillations, involving plasma ions and the magnetic field, are established. These

Alfvénic4 waves can propagate along coronal loops, from footpoint to footpoint. The

wave frequency is low compared to the ion-cyclotron frequency (ωic = Bqi /mi) and

the wave velocity is given by vA = B /
√
µ0ρ, which for a typical active-region coronal

loop (e.g., B = 100 G, n = 1015 m−3, L = 50 Mm), gives an Alfvén time (tA) of 5–10

seconds. Broadly speaking, coronal-heating theories are divided by how tA compares

to the time scale associated with photospheric motions, tph.

1.4.1 Wave Dissipation

Heating that occurs through wave dissipation (tph ≈ tA) is referred to as alternating-

current (AC) heating. Turbulent convection excites a large and diverse flux of up-

4Alfvén waves involve a uniform magnetic field, whereas the corona clearly has an inhomogeneous

magnetic field; hence, the term Alfvénic is used here.
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wardly propagating waves. Some of these waves transmit acoustically, whereas other

types also involve the magnetic field, such as magnetosonic waves (slow and fast) and

Alfvénic waves. This last type also covers waves that transmit along entire magnetic

structures, e.g., torsional, kink and sausage perturbations (Figure 2.2).

Wave fluxes have been calculated numerically and also inferred from observations.

Narain and Ulmschneider (1996) reviewed the wave fluxes produced by a wide variety

of solar convection models, as well as those derived from the velocity and brightness

fluctuations of spectral lines. In general, the fluxes are in excess (sometimes consider-

ably so) of 107 erg cm−2 s−1 — the heating flux required for active regions. However,

not all of this flux may reach the corona since longitudinal waves cannot negotiate

easily the temperature gradients present in the solar atmosphere.

Above the surface, the temperature goes down before it rises sharply within the

transition region (Figure 1.5). The sound speed is proportional to
√

T ; hence, longitu-

dinal waves passing through the chromosphere may become shocked on reaching the

temperature minimum. The height of the temperature minimum will of course fluctuate

in time and in space, which may exacerbate the damping of acoustic and slow magne-

tosonic waves. Nevertheless, there have been many observations of slow-mode waves

propagating to coronal heights of 1-2 R� (Nakariakov and Verwichte 2005), although

the associated energy flux is far below that required for coronal heating (de Moortel

2009). In the transition region, an increasing temperature raises the sound speed and

fast-mode waves travelling in a non-radial direction can be refracted downwards.

Alfvénic Waves

Refraction is less of a problem for Alfvénic waves, which, guided by the magnetic

field, are able to penetrate the corona. In addition, their transverse nature means that

shocks are avoided. The Alfvénic wave flux has been estimated from the turbulent

velocities of network bright points (NBPs). These features appear within the inter-

granular lanes surrounding photospheric convection cells (Figure 1.2) and appear to be

a good proxy for coronal loop footpoints (Falconer et al. 1998). Muller et al. (1994)
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measured a NBP mean speed of 1.4 km s−1 for the quiet Sun, and calculated from this

an energy flux greater (by an order an magnitude) than the quiet Sun heating require-

ment. This excess is greater still when one considers that the number of loop footpoints

is underestimated by the NBP count: footpoints only become bright in response to con-

verging granular flows.

It is possible that heating by Alfvénic waves is only applicable to quiet-Sun con-

ditions. The periodicity of photospheric agitation (50 – 300 s) constrains the periods

of the Alfvénic waves excited by this motion. Hence, the dissipation length mostly

depends on the local Alfvén speed
(
vA ∝ B/n1/ 2 )

. Parker (1991) argues that for low-

density coronal holes, the dissipation lengths of Alfvénic waves are several multiples

of the solar radius (5–10 R�); i.e., too long to heat the corona. Minimal dissipation

should also be associated with regions of high magnetic field. However, the presence

of complex closed fields create the conditions for at least two types of wave resonance.

Phase mixing can occur wherever there is a gradient in vA across the wave front (this

could be caused by a variation in plasma density). The opportunities for energy dissipa-

tion are greatly enhanced when adjoining sections of magnetic field carry oscillations

that are out of phase (Heyvaerts and Priest 1983). In addition, any coherent magnetic

field structure, such as a coronal loop, will resonate at particular frequencies; but if a

loop has a variable density profile, ρ(r), the resonance will be confined to those threads

of magnetic field that have the right density. This process, known as resonant wave ab-

sorption (Klimchuk 2006), can lead to impulsive heating, since localised heating alters

the density profile and as a consequence, threads at other locations are preferentially

heated.

Alfvénic waves have been seen propagating along magnetically-confined jets of

plasma that extend out into the chromosphere. These jets, otherwise known as spicules

(Figure 1.7) have been likened to prairie grass being buffeted by strong winds. Re-

cently, SDO has observed these features in unprecedented detail and in great profusion.

McIntosh et al. (2011) have discovered that fast Alfvénic wave phenomena previously

seen only in the chromosphere also reach the corona.
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Figure 1.7: Spicules, imaged at 304 Å (He II), undergoing Alfvénic perturbations. Courtesy of

McIntosh et al. (2011) and SDO/AIA, NASA.

Through the use of Monte-carlo simulations, McIntosh et al. have been able to

determine the wave periods and speeds that best match observations. They were then

able to estimate the energy fluxes for quiet Sun conditions and for coronal holes. Their

results show that Alfvénic waves carried by spicules could, assuming that dissipation

takes place, heat the corona above the aforementioned regions (although, the reasons

why these waves are excited is not yet fully understood). McIntosh et al. also estimated

the energy flux from a single active region and found it to be insufficient (by an order

of magnitude) to heat the corona.

Active regions have much stronger magnetic fields (& 1 kG) and therefore, these re-

gions should produce Alfvénic waves of longer wavelength, which would have shorter

dissipation lengths that are perhaps still too long to heat the corona. The Hinode space-

craft has recently observed coronal rain in such detail that there is now tentative evi-

dence against Alfvénic-wave heating for active regions. When a coronal loop is heated,

material is evaporated from the chromosphere and the temperature starts to decline as

the density of the loop plasma increases. At some point the loop will start to cool ra-

diatively and this cooling will be catastrophic (tR ∝T 3/2/n) because the loop is now so

dense. These are the pre-conditions for coronal rain (Schrijver 2001; de Groof et al.

2005), the descent of cold plasma. Antolin et al. (2010) have used magnetohydro-

dynamic simulations to show how this phenomenon implies the absence of Alfvénic-

wave heating. This form of heating promotes loops that are steady in temperature and

density; i.e., the conditions for catastrophic collapse cannot be reached.
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1.4.2 Dissipation of Magnetic Stresses

Direct current (DC) heating is caused by photospheric flows operating for much longer

than the Alfvén time. Essentially, these convectively-driven motions can shear/rotate

the footpoints of coronal loops and/or take a collection of footpoints on separate but

overlapping random walks. Whatever happens, work is done on the coronal magnetic

field, increasing its free energy. The rate at which this energy accumulates is given by

the Poynting flux, F = 1
4πBzB⊥ · v⊥, where Bz is the field parallel to the surface normal

and the ⊥ subscript denotes the transverse direction.

The greater the turbulence at the photosphere the more energy available for coronal

heating. A way to quantify photospheric turbulence is to perform a two-dimensional

(2D) Fourier transform of Bz over some area of interest, e.g., an active region. Inte-

grating the square of the transform over wave number space gives a power spectrum,

E(k)≈ k−γ; the higher the power index (γ) the more turbulent the photosphere. Abra-

menko et al. (2006) calculated power indices for 104 active regions and found that the

power index correlated positively with the soft X-ray flux (as well as emission measure

and temperature). This work demonstrates an encouraging correlation between energy

added at the photosphere and energy radiated in the corona.

Mackay et al. (2011) have attempted to determine a value for the energy input

by DC heating. They followed a single active region, producing a series of line-of-

sight magnetograms (of 49-minute cadence) in order to capture how the surface field

changes in response to convective flows. At each step, they extrapolated the coronal

field and were thus able to estimate the growth rate of the free energy; this increase

in energy was enough to explain radiative losses. The authors comment that the pho-

tospheric field did not appear to be subject to any shearing or vortical motions during

the 4-day observation period. Perhaps this explains why the extrapolated coronal fields

did not evolve further away from a potential field and thereby accrue more free energy.

Parker (1988) incorporated the idea of magnetic stress dissipation into a theory of

coronal heating, based on minimal energy releases. He first considered the footpoint
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of an elemental magnetic thread (a coronal loop may contain many such structures).

Initially, the footpoint field is normal to the photosphere: it has a Bz component only.

A random convective flow causes the footpoint to move with respect to the rest of the

thread. The footpoint field acquires a transverse component and therefore magnetic

tension (BzB⊥/4π). This magnetic shear can be expressed in two ways,

B⊥
Bz

≈
vθ t
l

= tan(ϕ) , (1.3)

B⊥
Bz

≈
4π

B2
z vθ

F , (1.4)

where vθ is an average surface flow velocity, t is the flow duration, l is the thread length,

ϕ is the angle between the thread axis and the surface normal, and F is the energy flux

into the corona. Photospheric flow velocities have been measured by tracking NBPs

via G-band emission (4305 Å): Berger and Title (1996) obtained vθ = 1–5 km s−1 for

NBPs in an active region and Utz et al. (2010) found, using an automated tracking

algorithm, that vθ = 1–2 km s−1 for quiet-Sun NBPs. The average Bz has been estimated

at 100 G for active regions (Klimchuk 2006). So, if we conservatively choose the

lower bound for vθ, the level of shear required to produce an active-region energy flux

(107 erg cm−2 s−1) is approximately 0.12 (ϕ≈ 7◦). Using Equation 1.3, the time taken

to achieve this critical shear is 5000 s (the footpoint travels 5000 km). The quicker this

time, the greater the efficiency of energy dissipation via magnetic stresses; however,

less energy will be released since less tension is created. A less effective dissipation

would actually result in a hotter corona: the magnetic tension is greater at the point of

energy release.

Parker went further and estimated the size of these energy releases; he assumed

that the path to critical shear comprises a sequence of steps. Each step has a duration

of 500 s (the lifetime of a granule in the photosphere) and therefore a length, λ, of

500 km. This means a thread footpoint takes around 10 steps before the shear exceeds

7◦. At each step more of the thread is displaced, hence ∆l, the incremental displaced

length is L /N, where N is the number of steps. The expression of the energy release
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is thus,

W ≈
B2
⊥

8π
λ2∆l N . (1.5)

The transverse field strength, B⊥, is simply 0.12Bz. So, using the values given, the

size of an elemental energy release is around 7×1024 erg. This argument implies that

something happens to a thread once the shear gets to a certain point, i.e., the local field

becomes unstable, energy is released and a (nano)flare results — a strand of heated

plasma traces the original thread. Parker’s nanoflare heating hypothesis states that the

corona is heated by vast numbers of continually occurring but barely detectable flares.

The size of a nanoflare is related to the properties of the host thread, namely its length

and axial field strength.

Berger and Title (1996) comment that NBPs have a lifetime equivalent to that of a

granule (6–8 mins), and conclude that magnetic threads (or flux tubes) cannot survive

for more than 500 s, which is the time for a single step in Parker’s theory. Compatibility

between observation and theory is restored if one assumes that the network bright

points observed by Utz et al. (2010), Berger and Title (1996) and Muller et al. (1994)

are nanoflaring threads. A NBP lifetime is the duration of a flare hosted by an elemental

thread; before such an event, the thread is acquiring the necessary shear and is not yet

emitting in the G-band.

AC heating appears to be a viable explanation for the hot corona above coronal

holes and above the quiet Sun. Many observations have confirmed the existence of

wave phenomena in the corona (De Moortel et al. 2002; Banerjee et al. 2004; Brynild-

sen et al. 2004; McIntosh et al. 2011); however, the problem is in showing that the wave

is unambiguously excited by some mechanism that is not itself caused by heating. Sec-

ondly, in order for a wave to be damped in the corona it must have specific properties,

some of which may be difficult to determine from observations. Wave heating models

will not be considered further here. The heating model proposed by this thesis is a DC-

heating model, concerned with investigating how the high coronal temperatures above

active regions could be maintained. Nanoflares are a form of DC heating, assuming
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these heating events are created by a particular type of coronal-loop instability (Sec.

2.2). Indeed, nanoflares could heat the corona, but these small energy releases would

need to occur in far greater numbers than the much larger flares (Figure 1.8) that are

commonly detected — this is the subject of the next section.

1.4.3 Flare Heating

A typical solar flare (i.e., one that is easily observed) can release up to 1025 J over a

period of hours5. The observed occurrence rate of large flares is far too small to sustain

Figure 1.8: A solar flare reaching to a height of approximately 150 Mm. Courtesy of TRACE,

Stanford-Lockheed Institute for Space Research, NASA.

coronal temperatures. Flares like the one shown in Figure 1.8 have an occurrence

rate that reaches a peak of several times a day during periods of high activity. Solar

observers have discovered a power law relationship between flare frequency and flare

energy that spans the X-ray and EUV frequencies:

N(E) ∝ E−m , (1.6)

where N(E) is the frequency distribution of flare energies, E is the flare energy and m

is the flare population gradient. Equation 1.6 can be used to calculate the total energy

5This colossal amount of energy is just 1
10 % of the energy emitted by the Sun every second.

38 CORONAL HEATING BY KINK INSTABILITIES



1.4: CORONAL HEATING

contribution from flares of all sizes:

W =

∫ Emax

Emin

EN(E) dE ∝
1

2 − m

[
E2−m

max − E2−m
min

]
, (1.7)

where Emin and Emax are the minimum and maximum solar flare energies. This con-

tribution is dominated by small flares (i.e., those of energy Emin) if m> 2 (Hudson

1991). If this condition is not met, nanoflares cannot be responsible for heating the

corona. The results of a flare energy census covering eight orders of magnitude (from

Aschwanden et al. 1999 [-1.79 ± 0.08]

 Parnell and Jupp 1999 [-2.51 ± 0.09]

 Krucker and Benz 1998 [-2.56 ± 0.03]
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Figure 1.9: The logarithmic variation of flare occurrence frequency with flare energy. The

letters (A, P and K) are used to label best-fit lines to three sets of nanoflare emission data.

The slopes of these lines are the population gradients. These gradients are shown in brackets

alongside the original reference for each dataset (the letter labels are the first letters of the lead

authors). Courtesy of Aschwanden et al. (2000b)
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nanoflares to large milliflares) have been compiled by Aschwanden et al. (2000b), see

Figure 1.9. The best-fit lines, labelled A, P and K in Figure 1.9, give different values

for the nanoflare population gradient. Two studies (P and K) give values above 2, but

the gradient determined by study (A) is below 2. Aschwanden et al. attribute this lower

value to methodical differences. They conclude that their methods for deciding when a

solar event qualified as a flare were stricter than those used by the other studies. Three

aspects of experimental procedure were cited as having caused the discrepancies in

population gradient. First, was the coincidence criterion: events associated with the

same flare occur within a specified period of time. Study A (Aschwanden et al. 2000b)

used a coincidence criterion of two minutes, whereas studies P (Parnell and Jupp 2000)

and K (Krucker and Benz 1998) used a zero coincidence criterion. Thus, multiple low-

energy flare events overlapping in time (and space) would not all be counted by study

A, resulting in a shallower population gradient. Second, was the flare-selection crite-

rion; Aschwanden et al. argue that compared to studies P and K, their study discounted

a greater number of non-flaring variabilities (especially prevalent when measuring low

flare fluxes). Third, studies P and K were essentially 2D: the region of flare emission

was assigned a constant column depth, the variable dimensions being the width and

length. Study A modelled the flare region as a semi-circular cylindrical loop; hence,

the column depth varied as the line of sight moved away from the loop axis. Aschwan-

den et al. found that they calculated greater flare energies since their results were based

on entire loop volumes.

There is some debate over when observational data constitutes a nanoflare and how

the size of the nanoflare should be determined. The reasons for using a two-minute co-

incidence criterion are not obvious; although the radiative cooling times for nanoflares

are estimated to be of the order of minutes (Aschwanden et al. 2000b, p.1058), As-

chwanden et al.’s approach is safe only if they are observing isolated nanoflares. In

general, the effect of methodical differences increase in significance as one moves into

the EUV range, and the spatio-temporal separations become less sharp. Different as-

sumptions about what constitutes a nanoflare can give values above and below -2 for
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the same set of data (Parnell 2004). The detection of a discrete nanoflare will always be

problematic if it is embedded in a region of intense flaring activity (this is likely to be

the case if nanoflares are sufficiently numerous to heat the corona), so the population

of this flare species will need to be determined indirectly.

Nanoflare Signatures

Understanding the origin of nanoflares only reveals part of the picture that shows how

nanoflares contribute to coronal heating. What also needs to be considered is how the

coronal plasma responds to the nanoflare; such details may help identify the observa-

tional signatures that reveal the characteristics of the underlying nanoflare population.

Nanoflare population gradients have been expressed as properties of X-ray fluc-

tuations within a numerical model (Vekstein and Katsukawa 2000; Vekstein and Jain

2003). The energy dissipation sites within coronal loops can be described as filamen-

tary structures (i.e., strands) whose dimensions are derived from a simple pressure

balance equation:

2nkBT =
|B|2

2µ0
, (1.8)

where the left-hand-side (LHS) represents the thermal pressure within the strand and

the right-hand-side (RHS) represents the external magnetic field pressure. The initial

strands are formed by thin reconnecting current sheets, see Section 2.3. After equi-

librium has been reached, a two-phase cooling mechanism (conduction followed by

radiation) is used to estimate the strand’s lifetime. X-ray fluctuations are therefore the

superposition of many hot strands that have been created by randomly occurring (tem-

porally and spatially) nanoflares. Vekstein and Katsukawa (2000) developed a model

based on these ideas and applied it to set of active region loops that had previously

been observed. The measured properties (temperature, length and emission measure)

were then used to infer the magnetic field strength, energy flux and the filling factor

(the proportion of the loop occupied by strands) for each loop. The results supported

nanoflare heating for those loops with strong magnetic field (B> 10 G).
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The advantage of this model, is that a determination of the nanoflare population

gradient can be made without having to perform a direct count of nanoflares from

observational data. Instead, a dynamic population of strands can be simulated accord-

ing to an imposed population gradient. The time histories of density and temperature

distribution that result from these simulations can then be convolved with the temper-

ature response function of a soft X-ray telescope (SXRT); specifically, the one used on

board the Yohkoh spacecraft. By following this procedure Vekstein and Jain (2003)

discovered a qualitative relationship between the population gradient and the variation

in amplitude of X-ray fluctuations (Figure 1.10). When the population gradient is steep

m = 4m = 2.5

Figure 1.10: The time histories of X-ray intensity computed for two population gradients

(m = 2.5 and m = 4). Courtesy of Vekstein and Jain (2003)

there are many more smaller nanoflares than larger ones; hence, nearly all fluctuations

originate from small nanoflares resulting in a narrow variation of fluctuation ampli-

tude. As the gradient becomes shallower, there is an increased chance of fluctuations

from large nanoflares contributing to the measurement: the measured fluctuations have

a wider variation of amplitude. Surprisingly, analysis of data from Yohkoh’s SXRT

(Katsukawa and Tsuneta 2001) seemed to indicate the possibility of two independent

populations of nanoflares. The intensity profile of the low energy half (in the nanoflare

range) corresponded to high population gradients with m> 3; however, for the high
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energy half, m≤ 3. Vekstein and Jain state that further observations are required by

other telescopes before this complication can be accepted. This forward-modelling

technique has also been used to select a mean nanoflare energy that matches the fluc-

tuations in EUV emission. Vekstein (2009) obtained an estimate of 2× 1024 erg using

TRACE observations of two active regions.

Terzo et al. (2011) have looked at X-ray fluctuations in a slightly different way.

A nanoflare strand cools quasi-exponentially over a time period much longer than the

heating phase. As a result, the mean intensity is higher than the median value. The

X-ray telescope on board the Hinode spacecraft was used by Terzo et al. to measure

the intensity variations over an entire active region; this involved 32000 pixels at 1

arcsecond resolution (∼ 700 km). The fluctuation statistics were presented in the form

of normal distributions, one for the mean and one for the median intensity. Terzo et

al. found that the peak value for the median distribution was indeed lower than that for

the mean (this result is robust against Poisson noise). Essentially, Terzo et al.’s work

is a confirmation of impulsive heating; assuming that nanoflaring is the cause then in

the future, this signature type could be used to constrain loop substructure (e.g., strand

diameter).

Direct counting of nanoflares is evidently impractical, but there has been some en-

couraging work that has examined how the characteristics of nanoflare populations are

uncovered through statistical analysis. However, the techniques used by the aforemen-

tioned workers require their models to be run with prescribed nanoflare populations.

What if it was possible to construct a model that created ensembles of nanoflares? The

next chapter explains how this could be done: it presents the basic elements of theory

that could be used to simulate the ideal kink instability for a coronal loop. The insta-

bility is the outcome of successive perturbations applied at the loop footpoints and it

leads to the non-ideal resistive instabilities that reconfigure the magnetic field, thereby

releasing energy for heating coronal plasma.
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Theoretical Background

2.1 Magnetohydrodynamics

Coronal loops can be considered as regions of strongly magnetised plasma; hence,

each loop is essentially a discrete mini-atmosphere defined by its magnetic field and

bounded by the solar surface. Loops are millions of metres in length (i.e., 10–1000 Mm)

and since this length scale is far larger than the mean-free-path for plasma particles,

lmfp ≈ 100 km, (Bellan 2006), the magnetised plasma can be treated as a quasi-neutral

fluid that is non-relativistic (Priest 1987; Goedbloed and Poedts 2004).

The magnetohydrodynamic (MHD) equations incorporate two of Maxwell’s equa-

tions
(
∇ · ~B = 0, ∇× ~B = µ0~j

)
, the perfect gas law and a simplified (single fluid) Ohm’s

law,

~j = σ
(
~E + ~v × ~B

)
, (2.1)

where j is the current, ~v is the plasma flow velocity and σ is the conductivity. Conser-

vation of mass and energy are enforced by the following expressions,

∂ρ

∂t
+ ∇ · (ρ~v ) = 0 , (2.2)

ρΓ

Γ − 1
DP
Dt

= −L , (2.3)
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where ρ is the plasma density, P is the plasma pressure, Γ is the ratio of specific heats,

D/Dt = ∂/∂t + v · ∇ is the convective derivative, and L is the energy loss function

(Priest 1987). The induction equation relates the magnetic field to plasma flow:

∂~B
∂t

= ∇ ×
(
~v × ~B

)
+ η∇2~B , (2.4)

where η is the magnetic diffusivity: η= 1
µ0σ

. In a fully-ionised plasma, such as the

corona,σ≈ 7×10−4 T 3/2 Ω−1 m−1 for temperature T . At coronal temperatures (∼ 1 MK),

the conductivity is approximately 700 000 Ω−1 m−1 and η≈ 1.1 m2 s−1. The induction

equation can be used to estimate the time it takes for magnetic energy to resistively

decay (due to ohmic diffusion of currents). For a loop of radius 1 Mm, the diffusion

time, td, is L2/η≈ 30 millennia: thus, magnetic diffusion is far too slow to be a driver

for coronal heating. There must be faster processes that cause loops to release their

magnetic energy, see Section 2.3.

The magnetic Reynolds number, Rm, is the ratio of the two terms on the RHS of

the induction equation — it is the strength of the coupling between the plasma flow

and the magnetic field. When the diffusion term is very low
(
∂~B/∂t≈∇ × (~v × ~B)

)
, as

is typical for coronal environments, Rm is extremely high
(
≈1010 )

. This leads to an

important property of coronal loops, the conservation of magnetic flux (Alfvén 1943).

In other words, the flux is frozen to the plasma. Whenever the plasma moves so does

the magnetic field; even if the field energy is exceeded by the kinetic energy of the

plasma flow, as is the case in the photosphere.

The forces acting on a coronal loop are described by the momentum equation:

ρ

(
∂~v
∂t

+ ~v · ∇~v
)

= −∇P + ~j × ~B + ρ~g� , (2.5)

where ~g� is the acceleration due to the Sun’s gravity (other forces may also be present,

such as the viscous force). It is helpful to use an order-of-magnitude analysis to de-

rive the characteristic velocity, the Alfvén speed, associated with the magnetic field

(pressure and gravity terms are ignored);

ρ

(
v
tp

+
v2

L

)
≈ ρ

(
v2

L

)
≈

1
µ0

B2

L
, (2.6)
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where tp is the plasma flow time scale and L is the length scale. By replacing tp with

L /v it is quickly seen that the two terms on the LHS are of the same order. This leads

to an expression for the Alfvén speed,

vA =
B
√
µ0ρ

, (2.7)

which is the transmission speed of magnetic field perturbations.

If vA is much larger than the plasma flow speed, the LHS of the momentum equa-

tion can be set to zero. The pressure gradient can usually also be neglected, in light

of the fact that plasma-β (Equation 1.1) is small within the corona. Further analysis

shows, that for large gravitational-scale-heights1, the pressure term dominates the grav-

itational term. The solar scale height is of the order 106 m (Aschwanden 2009), so ~j× ~B

is even more dominant when compared to ρ~g�, except for very long loops. Equation

2.5 can now be revised for the corona such that only the Lorentz term remains:

~j × ~B = 0 . (2.8)

The loop therefore exists in a state of force-free equilibrium. This conclusion is con-

firmed by observations: coronal loops have been seen to maintain their shape over

periods of many hours (López Fuentes et al. 2007). Equation 2.8 implies the current

and magnetic field are parallel and so can be rewritten in the following form,

∇ × ~B = α(~r )~B , (2.9)

where the scalar α = (µ0~j · ~B)/(|B|2) is the ratio of current density to magnetic field

and ~r is a position vector. Converting to cylindrical polar coordinates gives,

∇ × ~B =

(
1
r
∂Bz

∂θ
−
∂Bθ

∂z

)
r̂ +

(
∂Br

∂z
−
∂Bz

∂r

)
θ̂ +

1
r

(
∂
(
rBθ

)
∂r

−
∂Br

∂θ

)
ẑ . (2.10)

Evaluation of the magnetic field vectors implied by the force-free equation for straight-

ened line-tied coronal loops, shows that all radial variation takes place within small

1The gravitational force declines as 1/r2; the gravitational-scale-height is reached when gravity has

reduced by a factor of e.
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boundary layers at the end of the loop (Zweibel and Boozer 1985; Browning and Hood

1989). Hence, to a good approximation, the radial component can be neglected and a

one-dimensional (1D) force-free field can be used instead;

~B = Bθ(r)θ̂ + Bz(r)ẑ . (2.11)

Thus, ∂~B/∂θ= ∂~B/∂z = 0, and for constant α (∂α/∂r = 0), Equation 2.10 simplifies to,

∇ × ~B = −
∂Bz

∂r
θ̂ +

(
Bθ

r
+
∂Bθ

∂r

)
ẑ = αBθ θ̂ + αBz ẑ . (2.12)

The expressions formed by equating the θ̂ and ẑ coefficients of Equation 2.12 are cou-

pled. By differentiating the θ̂-coefficient equation with respect to r and by making

appropriate substitutions, it is possible to express the ẑ-coefficient equation without

using Bθ. Multiplying through by αr2 and rearranging yields Equation 2.13, which is

a Bessel differential equation involving Bz,

r2∂
2Bz

∂r2 + r
∂Bz

∂r
+ α2r2Bz = 0 . (2.13)

A similar expression can be found for the azimuthal field: Equation 2.14 is obtained

by rewriting the θ̂-coefficient equation such that Bz does not appear,

r2∂
2Bθ

∂r2 + r
∂Bθ

∂r
+

(
α2r2 − 1

)
Bθ = 0 . (2.14)

Hence, assuming α(r) is uniform or piecewise constant, the magnetic field can be ex-

pressed in terms of Bessel functions, see Section 3.1.

The minimum energy state occurs when α= 0 throughout the loop volume; i.e., the

loop is potential and has no azimuthal field (Bθ = 0). Over time, the magnetic field is

twisted in response to the continuous and random convection motions of the plasma at

the loop footpoints. This twisting of the field introduces currents (via Ohm’s law) and

creates a non-zero α(r) profile. The extra azimuthal field created by these currents is

accumulated by the loop as free magnetic energy. In addition to a rising α, field pertur-

bations are continually been transmitted along the loop. Crucially, the time that these

disturbances take to travel from one footpoint to the other (seconds) is usually much
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faster than the time scale for photospheric motions (minutes–hours). The disturbances

have time to decay before the loop is again perturbed from the photosphere; hence, the

loop moves through a series of force-free equilibrium states. At some point however,

presumably when the magnetic twist (Equation 2.16) has exceeded some threshold

value, the loop will thermalise some of its magnetic energy through a flare-like event.

For such a heating event (or some other dissipation process) to occur, the diffusion

term in the induction equation (Equation 2.4) must become significant.

2.2 Coronal Loop Instabilities

A dynamical system, such as a coronal loop, is unstable if it can move to a state of

lower potential energy. The loop loses or gains potential energy when it is perturbed.

If all possible perturbations add potential energy, the loop is considered stable, since it

will experience a restoring force that returns it to the equilibrium position. The two sit-

uations (stability and instability) are illustrated by Figure 2.1. Instability occurs when

0

+δW

0

-δW

Figure 2.1: An object (shaded circle) is displaced from its original position (empty circle).

The black arrows indicate the direction of the resultant force that now acts on the object. Left,

the system is linearly stable, the resultant force acts to restore the object to its original position.

Right, the system is linearly unstable.

the sign of the change in potential energy (δW) is negative. The system is marginally

stable when δW = 0 and stable when δW > 0. This is known as the energy principle

(Priest 1987; Goedbloed and Poedts 2004).

An instability is ideal when magnetic diffusivity is zero. Resistive instabilities are

driven by some finite resistivity; however, since the corona is nearly perfectly con-
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ducting, the resistive time scale is very long. Ideal instabilities on the other hand are

sufficiently fast to be compatible with flare observations; such disturbances involve a

pinching or distortion of the plasma column defined by the loop (Figure 2.2).

Figure 2.2: The three ideal instability modes are sausage (m = 0), kink (m = 1) and fluting

(m> 1). Courtesy of Braithwaite (2006)

The sausage mode is the result of a self-reinforcing pinching (due to the Lorentz

force) of the azimuthal field. In response to this compression, plasma is evacuated into

the areas of lower gas pressure either side of the pinch. This mode is stabilised by

the presence of an axial field, Bz, and by preventing plasma from escaping through the

loop boundaries or footpoints. The kink mode involves a bending of the entire plasma

column. Magnetic pressure is increased on the inside of the bend and decreased on

the outside, promoting further growth of the instability. Again, stabilisation can be

achieved if Bz is sufficiently strong (a high |Bz| will provide a pressure force that will

oppose the kinking of the loop); however, this may not prevent a helical kink instability,

since the axial pressure now has to counteract kinking in both dimensions perpendicu-

lar to the loop axis. A loop is also stabilised if it is line-tied (Hood 1992); i.e., field lines
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are prevented from moving across a fixed footpoint plane. Hence, during a perturba-

tion, energy is now required to compress the high-tension field at the footpoints, which

means there is less energy to drive the instability. Finally, the fluting modes (m> 1)

produce simple longitudinal oscillations that do not lead to runaway instabilities.

Forcing a loop to be line-tied, replicates the severe density gradient that exists be-

tween the corona and the photosphere: coronal densities are eight orders of magnitude

lower than those at the photosphere and so any perturbations are almost completely

damped at the footpoints (Raadu 1972). Hood and Priest (1979) performed a MHD

stability analysis, using the energy method, on a variety of straightened line-tied coro-

nal loops by subjecting them to ideal perturbations. The changes to a loop’s magnetic

energy (δW) as a result of a perturbation were represented by an energy integral,

δW = −
1
2

∫
ξ · F(ξ) dV , (2.15)

where ξ is the displacement (v1 = ∂ξ/∂t is the perturbed velocity) and F is the linearised

force function derived from the momentum equation. This integral was minimised so

that the smallest perturbations could be analysed. If there exists one perturbation such

that δW < 0 then the loop is unstable. In this way, Hood and Priest were able to show

that the instability with the highest growth rate was the kink (m = 1) mode. There is

more than one way to solve the linearised MHD equations: the normal mode method

assumes that all perturbations are of the form, ξ(r, t) = ξ(r)eiγt, where γ is the growth

rate of the instability. This method will be explained further in the next chapter (Section

3.2), where it will be used to uncover a 2D thresold for linear kink instablity.

Hood and Priest were also interested in whether the magnetic twist of a loop (i.e.,

the angle through which a field line rotates from one end of the loop to the other) can

be used as a proxy for kink instability onset, since the twist,

φ =
LBθ

RBz
, (2.16)

where L is the loop length and R is the radius, is directly related to rotational photo-

spheric motions. They found that the critical twist, φcrit, varies according to the aspect
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ratio (L/R), plasma-β and the transverse magnetic structure (i.e., the radial twist pro-

file). In general, short fat loops (low aspect ratio) have low critical twists, whereas

long thin loops (high aspect ratio) have high critical twists. Subsequent work (Hood

and Priest 1981) revealed that a particular type of loop (aspect ratio 10, zero β and uni-

form twist profile) possessed a critical twist of 2.49π. This figure is often quoted as a

general result. The stability of loops with variable twist profiles have also been studied

(Mikic et al. 1990; Velli et al. 1990; Baty 2001); but, this work will be discussed in the

next chapter (Section 3.5.1), so that it can be directly compared with the results of the

loop model presented in this thesis.

Many numerical experiments have been run to uncover the dynamics that occur

within a loop during a kink instability. The non-linear simulations of (Browning et al.

2008) showed the emergence of current surfaces that were concentrated in the form of

helical ribbons (Figure 2.3). These structures are a precursor for magnetic reconnection

and therefore, the dissipation of magnetic energy, see next section, Figure 2.8.

Figure 2.3: Isosurfaces of current just before and after the initiation of a kink instability. The

loop configuration chosen was one known to be linearly kink unstable according to Figure 3.2.

Other workers have sought an understanding of how a kink unstable loop could be

confirmed observationally. Haynes and Arber (2007) focussed on short coronal loops

of 10 Mm — those that might be responsible for coronal bright points — and looked at

how a kink instability would be viewed by the EUV instrument on board the TRACE

spacecraft. Their synthetic observations revealed diagonal density depletions at the
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main reconnection site internal to the loop, see the top row of Figure 2.4. After mag-

Figure 2.4: The top row shows the diagonal density depletions resulting from a numerically

simulated kink instability (Haynes and Arber 2007) — the loop is straight and has an aspect

ratio of 10. An active-region loop was observed by Srivastava et al. (2010) and exhibited a

similar density pattern, see bottom row — this loop was considered to be kink unstable. The

simulated and observed loops appear to have opposite twists.

netic reconnection the field untwists and matter is transported towards the footpoints:

the density is lower with respect to the volume either side of the reconnection site.

Density gaps have indeed been seen in observations taken by the 171 Å TRACE filter.

Srivastava et al. (2010) observed what they called double structure in a flaring loop,

which they believe to be a signature of kink instability (Figure 2.4, bottom row). Fur-

thermore, the authors claim that this density variation does not occur for the sausage

mode instability. There are of course significant differences between the simulated
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loop and the real one; the latter was curved and also significantly longer — the aspect

ratio of this loop was double that of the one modelled by Haynes and Arber.

Ideal instabilities initiate slow diffusion of magnetic energy; without some sort of

resistive process, the rate of diffusion will be insufficient to power a flare. Nevertheless,

through a kink instability, a coronal loop may be deformed such that magnetic flux

surfaces are brought together. Consequently, magnetic fields are made to approach

(but not necessarily arrive at) an anti-parallel configuration and therefore, magnetic

reconnection can take place (Priest 1987; Aschwanden 2009). Resistive MHD shows

that magnetic field can diffuse faster in the compressed areas than in the unperturbed

regions.

Another instability that a coronal loop could be prone to is the ballooning instabil-

ity (Tsap et al. 2008; Aschwanden 2009). This possibility arises because coronal loops

are curved: at the apex, the gas pressure is higher on the inside of the loop compared

to the outside. The pressure differential forces the outer edge of the loop apex to ex-

pand upwards, assuming there is no counteracting magnetic tension. The loop models

presented in this thesis are force-free (plasma-β� 1) and so the ballooning instability

will not be considered further. Thermal instabilities (Aschwanden 2009) will also be

disregarded.

2.3 Reconnection

One way for the diffusion term to soar in value is for the length scale to shorten dras-

tically, since η∇2B∼ ηB/L2. Such a possibility can arise in a phenomenon called mag-

netic reconnection (Priest 1987; Priest and Forbes 2000; Gurnett and Bhattacharjee

2005; Birn and Priest 2007), see Figure 2.5. Reconnection relies (in its basic form) on

the drawing near of anti-parallel magnetic fields, driven by opposing plasma flows. As

the separation between the fields becomes ever smaller, a current sheet is formed in re-

sponse to the steepening magnetic gradient. The dimensions of the sheet are specified

by its thickness (l ), width (w) and length (L) — illustrations of reconnection usually
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Figure 2.5: The reconnection of magnetic fields (red and blue lines). An increasingly severe

magnetic gradient, caused by the inward flows, creates a current sheet perpendicular to the

magnetic field (the line of crossed circles marks the edge of the sheet). Plasma flows are

indicated by the yellow arrows. Courtesy of Wikimedia Commons, ChamouJacoN.

arrange the sheet width to be in the horizontal direction and the thickness in the vertical

(Figure 2.5). Notice how the pattern of field lines will describe an X-shape when w is

small; in this situation, the area of null magnetic field is referred to as an X-point.

The energetics of reconnection can be estimated by a simple application of the

Poynting vector equation:

~S =
1
µ0

(
~E × ~B

)
, (2.17)

where ~E = ~v × ~B is the electric field generated by the plasma inflow. Hence, the

magnitude of the Poynting vector is approximately:

S ≈
vB2

2µ0
, (2.18)

and so the amount of power available for dissipation as heat can be expressed as,

W = 2 S L2 =
vB2L2

µ0
. (2.19)

The squared terms show that the heating delivered by reconnection increases non-

linearly with the magnetic field strength.

During reconnection, two forms of magnetic energy release are possible; ohmic

dissipation caused by the resistivity of the current sheet (oriented perpendicular to the

magnetic fields) and the release of magnetic tension in the reconnected field. The latter
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process converts magnetic energy to the kinetic energy of plasma particles. Both pro-

cesses diffuse the same amount of magnetic energy if the current sheet has constant re-

sistivity across its width. This scenario, described as Sweet-Parker reconnection (Birn

Figure 2.6: The Magnetic Reconnection Experiment (MRX) device was used to create driven

reconnection discharges within a hydrogen plasma. Flux contours (black) were calculated from

measurements taken by magnetic probes. Courtesy of Yamada (1999).

and Priest 2007), has been observed in laboratory plasmas (Figure 2.6); however, the

time scale for Sweet-Parker reconnection in the corona is four orders of magnitude

longer than that associated with solar flares (Yamada et al. 2010). The slowness of

Sweet-Parker reconnection is due to the width of the current sheet, since the recon-

nection rate, vR, scales as (l/w)vA. Petschek (1964) proposed that slow shocks form

in the outflow region, thereby accelerating plasma outflow and increasing the recon-

nection rate. Space for these shocks is provided by limiting the width of the current

sheet. Following work has shown that it is not just the thinness of the current sheet that

ensures magnetic diffusion, rather, it is the variation in resistivity across the current

sheet that acts as a trigger for the dissipation of magnetic energy (Yamada et al. 2010).

Slight variations in the resistivity will cause approaching field lines to bend relative

to where the resistivity is higher. The bending creates a tension in the magnetic field

and when this tension is released, plasma particles are accelerated. Hence, magnetic

energy is converted to kinetic energy, which can be converted to heat via plasma vis-

cosity. In essence, the current sheets have a shorter width, that is limited by the scale
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size of the resistivity. Most of the magnetic diffusion now occurs via kinetic energy.

An important caveat is that, in order to attain reconnection speeds compatible with

solar flares, the dimensions of the current sheet need to be much smaller than coronal

scales (L∼ 10 Mm): the thickness is of the order of 10 m and the width 1000 m. These

sizes fall below the resolution of MHD numerical simulations and more importantly,

the coronal plasma is not collisional on these scales.

2.3.1 Collisionless Reconnection

Reconnection does not necessarily require a collisional plasma. Indeed, reconnection

becomes collisionless when the current sheet thickness falls below the ion skin depth

— the depth to which ion flows can penetrate a body of magnetised plasma. The

plasma pressure is balanced by the magnetic field and so the skin depth is of the same

order as the ion gyroradius, ωicri =
√

kBTi/mi (Yamada et al. 2010). When the sheet

thickness is less than the ion gyroradius, ions escape the magnetic field and become

demagnetised; this is not the case for electrons, which have tighter gyroradii. The

plasma separates into two fluids (electrons and ions); hence, the MHD regime is no

longer applicable.

Figure 2.7: The Magnetic field geometry in collisionless reconnection. The ions separate

from the electrons at a distance equivalent to the ion skin depth, δi = c/ωpi, where ωpi =√
4πnpe2/mp is the proton plasma frequency. Courtesy of Zweibel and Yamada (2009).
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Figure 2.7 shows the ions entering the neutral sheet; those that become demagne-

tised take the direction of reconnection outflow. However, the still-magnetised elec-

trons migrate towards the centre in accordance with ~E × ~B motion, where ~E is the

reconnection electric field into the plane of the figure. This drift (Ey/Bx) is enhanced

by the weakening magnetic field. Some of the electrons will join the current sheet and

some will be captured by reconnected field and ejected in the direction of reconnec-

tion outflow. The pattern of current flow illustrated by Figure 2.7 creates a secondary

out-of-plane magnetic field. Its quadrupolar form is a signature of the Hall effect; it is

this effect that speeds up the reconnection rate. There is however a second dissipation

mechanism, namely anomalous resistivity. This is the name for the microturbulence

that occurs when the current density (within the inner diffusion region) exceeds a cer-

tain threshold. Experiments involving the MRX device (Figure 2.6) have shown the

presence of both dissipation mechanisms (Ji et al. 2004).

2.3.2 Reconnection in the Corona

The relevance of reconnection to the corona has been explored by Uzdensky (2007),

who argues that magnetic dissipation continually switches between Sweet-Parker and

collisionless (Petschek-like) reconnection. He defines the nanoflare (Section 1.4.2) to

be a product of collisionless reconnection. Uzdensky then explains how the nanoflare

causes heating, which evaporates chromospheric material and increases the plasma

density, thereby switching off the physics that created the original nanoflare. Recon-

nection still takes place but only according to the much slower Sweet-Parker scheme.

Eventually, the plasma will start to cool radiatively, the density falls and once again col-

lisionless reconnection becomes possible. The implication here is that the conditions

for flaring are controlled by cooling. This thesis will argue that the kink instability

(2.2) is a pre-requisite for fast collisionless reconnection.

Magnetic flux is continually emerging from the photosphere and into the corona

where it will interact with the pre-existing field. Flux emergence combined with the
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convection and differential rotation of the solar surface, create many opportunities for

magnetic reconnection (Aschwanden 2009). How could this phenomenon be caused

by a coronal loop instability? When a loop experiences more and more twisting as

a result of convective motions, the opportunities for reconnection events increase.

Several three-dimensional (3D) numerical MHD studies of straightened loops (Velli

et al. 1997; Lionello et al. 1998; Baty 2000; Browning et al. 2008; Hood et al. 2009)

have shown how a non-linear kink instability can achieve heating via reconnection.

Browning et al. (2008) used a resistive MHD code; although, in their simulations, the

background resistivity was zero, an anomalous resistivity2 was applied as soon as the

current exceeded a threshold value. Figure 2.8 shows the results of one of these sim-

ulations. The drop in magnetic energy is coincident with the rise in internal energy

Figure 2.8: Results from a 3D MHD numerical simulation of a cylindrical coronal loop con-

ducted by Browning et al. (2008) showing the change in magnetic energy (top left), kinetic

energy (top right), internal energy (bottom left) and the maximum current (bottom right). The

time axis is in units of the Alfvén time.

caused in part by ohmic and viscous heating. Kinetic energy also increases at the same

time. Note, the energy is not strictly conserved during energy conversion: the increase

2This is an artifical term used by Browning et al. (2008) to compensate for limited spatial resolution

(see Section 4.1), it is not the same as the anomalous resistivity discussed in the section on collisionless

reconnection (2.3.1).
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in internal energy is less than two thirds of the magnetic energy loss. This is because

the energy released by the instability amounts to barely more than 2% of the original

field; at these levels, numerical inaccuracies become apparent.

Figure 2.9 (left) is a schematic of the magnetic reconnection geometry that might be

associated with a large-scale flare. This figure shows the reconnection region occurring

above the coronal loop. In addition, particles are accelerated downwards along the field

lines towards the footpoints, where the denser atmosphere will produce bremsstrahlung

emission. The Ramaty High Energy Solar Spectroscopic Imager (RHESSI) spacecraft

has provided evidence for these processes (Lin et al. 2003), see Fig 2.9 (right). The

Figure 2.9: Left, the geometry of an eruptive flare driven by magnetic reconnection according

to the CSHKP model (Svestka et al. 1992). Courtesy of Gordon Holman, Goddard Space Flight

Center, NASA. Right, hard X-ray emission of two coronal loops merged at the southernmost

footpoint. Black contours indicate emission in the range 12–18 keV and white contours cover

the energy range 30–80 keV. The RHESSI contour data has been superimposed on a Hα image

from the Big Bear Solar Observatory. Courtesy of Lin et al. (2003).

contours mark the areas of emission, which are consistent with those shown in the left

figure. Strong evidence for reconnection has also been found in observations of other

large-scale flares (Fletcher 2009; Qiu 2009).
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2.3.3 3D Reconnection

Unlike the corona, the cartoon of Figure 2.9 is not truely 3D. In order to understand

the possibilities for 3D reconnection, new terminology is required. Separatrix surfaces

(Figure 2.10, left) represent the extent of a magnetic domain; i.e, a volume contain-

ing uniform magnetic connectivity. A separator is the line of intersection between

two separatrix surfaces. Any field line that connects two null points (places of zero

magnetic field) qualifies as a separator — null points also occur wherever separators

intersect each other. Merging unipolar fields (Figure 2.10, right) are best described

Figure 2.10: Left, an emerging dipole (2+,2-) joins an established dipole (1+,1-). Magnetic

nulls (bold dots) are indicated where the resulting separator intersects the photosphere. Right,

a unipolar region (2-) emerges within an open field of opposite polarity (1+). The two regions

are separated by a fan surface. A magnetic null occurs where this surface intersects the spine.

Courtesy of Aschwanden (2009).

in terms of a symmetry axis (or spine) and a fan dome, the surface of which divides

the two fields. The basic types of 3D reconnection can be classified in terms of the

concepts introduced above (Priest and Forbes 2000; Aschwanden 2009) and of course

other topologies, involving myriad forms of reconnection, can be created by combining

more and more dipolar and unipolar fields.
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Priest and Titov (1996) constructed the skeleton for a single null point (i.e., a spine

and a fan surface) in order to explore the possibilities for reconnection relating to foot-

point motions. In this context, footpoints are the intersection points of field lines with

some bounding surface; e.g., a cylinder. Priest and Titov found three kinds of recon-

nection. For example, fan reconnection was caused by footpoint motions at the ends of

a bounding cylinder (the fan is situated at the midplane of the cylinder and the spine is

coincident with the cylinder axis). Separators were also found to be closely associated

with reconnection. It was noticed that field lines within planes perpendicular to sepa-

rators tend to have X-type topology (Figure 2.5); the collapse of such an arrangement

generates currents along the separator. Parnell et al. (2010) investigated this type of

reconnection further by allowing the magnetic domains created by two flux sources of

opposite polarity to pass each other without intersecting (Figure 2.11). This work has

Figure 2.11: Snapshots — (a) is the earliest and (d) the latest — of the magnetic skeleton

as two flux sources (white is positive and black is negative) pass each other. The separatrix

surfaces are pink (positive) and blue (negative). Separators are indicated by the yellow lines.

Courtesy of Parnell et al. (2010).

shown that, unlike 2D reconnection (Figure 2.5), the local field structure differs from

the global topology. Also, separator reconnection is not confined to the ends (i.e., at
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the null points), but can also occur at various points along the separator. Thus, the op-

portunities for reconnection and energy release were found to be greater than expected;

especially as, at particular times during the simulation, the separatrix surfaces crossed

each other multiple times (Parnell 2007).

Clearly, separators are more than just a topological concept. Plowman et al. (2009)

claim that separators are, when heated by reconnection, mistakenly classified as coro-

nal loops. Their argument rests on the idea that the coronal part of the separator has

more or less constant magnetic field strength; hence, flux conservation does not re-

quire a significant expansion of the separator width. Plowman et al. measured the

characteristics of the field lines derived from a planar arrangement of point charges.

The field lines were divided into separators and non-separators, which were classed as

coronal loops. Then, expansion-factor distributions were plotted for the two classes of

field line. Coronal loops exhibited a wide range of expansion factors centred on ≈ 3,

whereas the separator distribution peaked around unity. The coronal loops described

in this thesis cannot be classed as separators. Reconnection is initiated when a loop

achieves kink instability in response to photospheric driving. This is not possible for

separators because these structures are cut off from the photosphere (due to the zero

magnetic field at the separator ends). Regardless, if one considers the independent

motions of the threads of magnetic field within a loop, separatix surfaces and separa-

tors can be created (Priest et al. 2005), and therefore, energy release via reconnection

becomes possible.

The idea that small-scale reconnection events heat the corona (Levine 1974) was

the starting point for the nanoflare heating hypothesis (Section 1.4.2). Reconnection

could be the means by which a coronal loop transitions to a lower energy state. Identi-

fying this state numerically is computationally expensive (both in time and in computer

memory), notwithstanding the compromises that need to be made in order to accom-

modate the disparate spatial scales. Fortunately, there exists a theory that determines

the relaxed state without having to model the complex reconnection dynamics.
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2.4 Relaxation Theory

Relaxation theory states that when a magnetic field reaches instability (or is otherwise

disrupted) it will evolve towards a minimum energy state such that the total magnetic

axial flux and the global magnetic helicity are conserved (Taylor 1974, 1986). The

relaxed state is the well known constant-α or linear force-free field:

∇ × ~B = α~B . (2.20)

The original intention of this theory was to explain laboratory plasma phenomena; but

latterly, it has been frequently applied to the solar corona (Heyvaerts and Priest 1984;

Browning et al. 1986; Vekstein et al. 1993; Zhang and Low 2003; Priest et al. 2005).

During relaxation, the helicity, K, and the axial flux, ψ, are conserved — K/ψ2 is the

conserved dimensionless combination of these two properties. The helicity measures

the self-linkage of the magnetic field (Berger 1999) and is defined thus,

K =

∫
V

~A · ~B dV , (2.21)

where ~B is the magnetic field and ~A is the vector potential
(~B =∇× ~A

)
. A modified ex-

pression for this quantity needs to be used since the field lines cross the photospheric

boundaries, which creates a non-zero normal flux and therefore removes gauge in-

variance. Relative helicity (Berger and Field 1984; Finn and Antonsen 1985) is the

difference between the helicity of the actual field and that of some reference field (the

dashed terms in Equation 2.22) with the same normal flux distribution,

K =

∫
V

(~A + ~A′
)
·
(~B − ~B ′

)
dV . (2.22)

As a rule, the reference field is chosen to be potential for convenience. In ideal MHD,

the helicity of every flux region is conserved. Taylor proposed that in the presence

of reconnection all such local invariants are destroyed, whilst the global helicity is

conserved.

Helicity conservation is not absolute. During relaxation, helicity is still subject to

global resistive diffusion, but the change in helicity is negligible when compared to
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the drop in magnetic energy, so long as dissipation predominantly occurs within thin

current sheets. The rates of dissipation for helicity and magnetic energy (W) are

dK
dt

= −2η
∫

V
j · B dV ≈ −

2η
µ0

B2 L3

l
, (2.23)

dW
dt

= −η

∫
V

j · j dV ≈ −
η

µ2
0

B2 L3

l2 , (2.24)

where j =∇×B/µ0 is the current density, l is the length scale of magnetic variation (i.e.,

current sheet thickness), L is the global length scale and η is the resistivity (Browning

1988). Using K ≈ B2L and W ≈ B2/2µ0, the ratio of the dissipation rates reduces to

l/L. Hence, dtK/K � dtW/W (where dt ≡ d/dt) if l� L, which is expected to be well

satisfied for reconnecting current sheets within the highly conductive corona, where

global resistive diffusion of helicity and energy are negligible. The relative sizes of the

dissipation rates have been confirmed by MHD simulations, despite the coarseness of

numerical grids (the difference between dissipation rates becomes more pronounced

as the resistivity becomes smaller and falls below numerical precision). Browning

et al. (2008) showed that during the relaxation of a marginally (kink) unstable loop,

δK/K ∼ 10−4 and δW/W ∼ 10−2. Detailed estimates of coronal helicity dissipation are

given by Berger and Field (1984); further justification for helicity-conserving relax-

ation is provided by laboratory experiments (Taylor 1986; Heidbrink and Dang 2000).

Prior to relaxation, the motions at the footpoints need to generate a significantly

non-linear force-free field (Equation 2.9), in order for there to be a significant energy

release (Heyvaerts and Priest 1984). The maximum energy release occurs when the

field relaxes to a potential state (α= 0); however, the time scale for complete relaxation

is usually too slow (requiring complete dissipation of all currents) and instead the re-

laxed state is the linear force-free field (constant α). Heyvaerts and Priest found that

the plausibility of DC heating (Section 1.4.2) is sensitive to certain ratios; namely, a

scale-length ratio (magnetic footpoint structure to photospheric flow) and a time-scale

ratio (reconnection/relaxation time to photospheric flow). When the latter is greater

than one, the coronal loop develops a non-linear force-free field; thus, the energy ac-
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crued during the path to catastrophe can be released.

Helicity conservation and the invariant nature of the relaxed α-profile, imply that

helicity has simply become more evenly distributed within the loop. The relaxed α can

be calculated, which means the amount of magnetic energy liberated during relaxation

can also be determined. Such a calculation gives an upper limit to the heating event

energy, since a strictly linear force-free state may not be attained. Furthermore, how

much of the energy released goes into heating, depends on the plasma response, which

is outside the scope of the model presented later.

Observing plasma relaxation in the corona is a huge challenge; this is mainly down

to the difficulty in making reliable measurements of the coronal magnetic field and in

determining the current profile within individual loops. Evidence suggestive of relax-

ation has come in measuring/estimating the correlation between changes in magnetic

free energy and the occurrence of X-class flares (Figure 1.8). Jing et al. (2009) es-

timated the temporal variation in free magnetic energy using a non-linear force-free

extrapolation of photospheric magnetograms taken by the Big Bear Solar Observatory.

They found that each X-class3 flare in a set of four occurred after a sustained (∼15 min)

decline in magnetic free energy, the inference being that each decline was the result of

plasma relaxation.

A more direct claim for Taylor relaxation has been made by Nandy et al. (2003).

They collected magnetogram data by conducting repeated observations of 82 active re-

gions. Within each region, the component of α along the line of sight (αz = µ0(Jz/Bz))

was measured at separate positions (wherever the transverse magnetic field was suffi-

ciently free from noise). Hence, each region was assigned a value for the αz variance,

which was then recalculated as the active region moved across the solar disk. Nandy

et al. also examined the X-ray fluxes over the same time period for the same active

regions. This enabled them to compare flare-productivity measures, which they call

integrated flare energy fluxes (Figure 2.12), with αz variances. The authors report a

3Solar flares are rated according to the peak X-ray flux (0.1–0.8 nm) measured by satellites in Earth

orbit. X-class flares have fluxes ≥ 10−4 W m−2.
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negative correlation coefficient (the stated confidence level is 98.95%) between these

two properties: the more productive an active region is in terms of flaring, the closer

it will be to a fully relaxed state. Nandy et al. go further and attempt to estimate a

Figure 2.12: Each cross represents an active region. The smaller the variance in αz, the closer

a region is to a fully relaxed state. The higher the flare energy flux the greater the number of

flares observed over the active region. Courtesy of Nandy et al. (2003).

time scale for relaxation, which they find to be significantly longer (∼1 week) than that

observed for photospheric footpoint motions (∼1 day). These findings are consistent

with the idea that relaxation can only happen once magnetic stresses have accrued to a

certain level. It will be interesting to see if other workers reach the same conclusions

when they investigate other groups of active regions.

We are now ready to combine the theoretical ideas discussed in this chapter (all

of which have experimental/observational support) into an analytical model. The aim

of this model is to understand the conditions for coronal loop kink instability, and

to explore the relationship between a coronal loop ensemble and the distribution of

heating events (i.e., the nanoflare population) that it produces. In this way, it can be

determined if the ideas presented here could explain the coronal heating that transpires

above active regions.

This model, representing an ensemble of coronal loops, is presented in the next
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chapter. It incorporates random photospheric driving, linear kink instability, energy

release and Taylor relaxation. In Chapter 4, the assumptions regarding non-linear in-

stability and relaxation theory are tested by a non-linear 3D MHD code. At this point,

a more realistic loop configuration is introduced, one that is compatible with localised

photospheric twisting. The findings of Chapter 4 are then used to improve the en-

semble model. Other enhancements are also included, all of which are discussed in

Chapter 5, along with the revised results.
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The Heating Caused by Continual

Relaxations Triggered by Kink

Instability

Coronal heating is strongest in active regions (Section 1.4). An investigation of whether

or not this unexplained heating could be (partly) related to magnetic field instability,

first requires a model that represents a collection of magnetic structures common to

active regions. These structures will need to be simplified versions of the field ge-

ometries associated with coronal loops — the widely-used cylindrical geometry gives

analytical expressions for fields and related quantities.

This thesis defines a coronal loop as a section of closed magnetic field that, when

brought to some instability, heats the corona and illuminates the general shape of the

field. Before then, the coronal loop is considered to evolve through equilibria as it is

driven by photospheric footpoint motions. The reader should view the 171 Å images

(Figures 1, 1.6) as bundles of strands that are located at the places within loops where

heating has occurred.

Sustained photospheric driving will eventually cause a loop to undergo some type

of energy-releasing catastrophe. This is modelled here by the ideal MHD kink in-

MICHAEL BAREFORD 69



3: THE HEATING CAUSED BY CONTINUAL RELAXATIONS TRIGGERED BY
KINK INSTABILITY

stability: an ideal instability is necessary in order to be consistent with the observed

rapidity of flare onset. Ideal conditions mean there is no resistivity to dissipate mag-

netic energy; nevertheless, many 3D MHD models have shown how coronal loops

exhibit current sheet formation during the non-linear growth of said instability (Baty

and Heyvaerts 1996; Velli et al. 1997; Arber et al. 1999; Baty 2000). Essentially, he-

lical current sheets become the site of ohmic dissipation, resulting in a heating event.

Further simulations have revealed the appropriate correlation between magnetic en-

ergy dissipation and ohmic heating (Browning et al. 2008; Hood et al. 2009). Once a

linear instability has achieved a positive growth rate, it will soon become non-linear:

at this point, current sheets will form wherein fast reconnection of the magnetic field

can take place. These expectations are justified by the results of the cited numerical

simulations and by the results that will be presented in the next chapter. The kinds

of magnetic field considered by this thesis (Chapters 3–5) have simple topologies that

describe single isolated loops — this work disregards the heating caused by magnetic

reconnection between loops or by a loop reconnecting with an overlying coronal field.

In summary, a relaxation event is triggered when the loop’s field becomes linearly

unstable (Browning and Van der Linden 2003). Relaxation theory is the means by

which energy releases are estimated; this approach is generally supported by the re-

sults from non-linear simulations, especially pertinent examples are shown in Chapter

4. This chapter mostly represents the work published in Bareford et al. (2010) — it ex-

tends the work of Browning and Van der Linden (2003) and Browning et al. (2008) by

allowing a loop to repeatedly undergo relaxation as it evolves within a 2D parameter

space.

3.1 Equilibrium Fields

The magnetic field is ~B = Bθ(r)θ̂+ Bz(r)ẑ (Section 2.1) and the α-profile
(
∇×~B =α(r)~B

)
is approximated by a piecewise-constant function featuring two parameters (Browning

and Van der Linden 2003). This design, first proposed by Melrose et al. (1994), is
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readily extensible: extra layers of constant α can be inserted to obtain more realistic

profiles. The ratio of current to magnetic field is α1 in the core, α2 in the outer layer

and zero in the potential envelope. Any α-profile that might result from random con-

vective motions can be approximated by some combination of α1 and α2. Note, the

magnetic field is continuous everywhere (though the current has discontinuities). Re-

cent work indicates that these α discontinuities do not introduce artificial effects. Hood

et al. (2009) simulated linearly unstable loops described by continuous and discontin-

uous α-profiles. The differences in the results generated by the two types of loop (e.g.,

energy release and final magnetic field) were found to be qualitatively similar.

An idealised model of a straight cylindrical loop with constant radius (Figure 3.1,

left) is used with the photosphere represented by two planes at z = 0, L; however, the

essential physics should apply to more complex geometries. The loop model shown in

photosphere

photosphere

z
R

1
R
b

R
B

0

L

cross section

Figure 3.1: Schematic of a straightened coronal loop in the r-z plane (left) and in the r-θ plane

(right). The loop, comprises a core (dark grey) and an outer layer (light grey); it is embedded

in a potential envelope (white). The core radius is half the loop radius and 1/6 the envelope

radius (R1:Rb :RB = 0.5:1:3). The loop’s aspect ratio (L/Rb) is 20.

Figure 3.1 was first used by Browning and Van der Linden (2003) and then extended by

Browning et al. (2008) to include a potential envelope. Here, this model is expanded
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further so that it encompasses a particularly homogeneous loop ensemble: all loops

have the same size and undergo the same type of photospheric driving. In addition,

the loops are isolated from one another and each carries a net current (i.e., there is

azimuthal field outside the loop). At this stage, the ensemble is deliberately simplistic.

This has two benefits: it is easier to check for errors in the code that represents the

initial model and secondly, as more realistic features are incorporated, it should be

possible to gauge which of these are most important to coronal heating.

Without an envelope, the loop’s outer surface (located at Rb) is surrounded by a

conducting wall (Browning and Van der Linden 2003). This is unrealistic in the con-

text of the solar corona; the loop would be more stable than it might be otherwise.

Browning et al. (2008) plotted the relationship between the growth rate of the instabil-

ity and the distance to the outer surface of the potential envelope (i.e., a more distant

conducting wall). They found that for six unstable loop states the growth rate was in-

variant once the outer surface of the envelope (RB) exceeded 3
2 Rb . The RB boundary is

placed at twice this value.

The equilibrium identified by Equations 2.9 and 2.11 can be expressed in the form

of Bessel differential equations (Section 2.1), which in turn lead to the field equations.

B1z = B1J0(|α1|r) , (3.1)

B1θ = σ1B1J1(|α1|r) , 0 ≤ r ≤ R1 , (3.2)

B2z = B2J0(|α2|r) + C2Y0(|α2|r) , (3.3)

B2θ = σ2(B2J1(|α2|r) + C2Y1(|α2|r)) , R1 ≤ r ≤ Rb , (3.4)

B3z = B3 , (3.5)

B3θ = σ2
C3

r
Rb , Rb ≤ r ≤ RB . (3.6)

These expressions will change slightly whenever α1 or α2 become negative; these al-

terations are captured by σ symbols: σ1 = α1
|α1 |

, σ2 = α2
|α2 |

and σ1,2 =σ1σ2. (The sign of
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an α value merely denotes the orientation of the azimuthal field.) Also, the fields must

be continuous at the radial boundaries, R1 and Rb . Therefore, the constants B2, B3, C2

and C3 can be expressed like so:

B2 = B1
σ1,2J1(|α1|R1)Y0(|α2|R1) − J0(|α1|R1)Y1(|α2|R1)

∆
, (3.7)

C2 = B1
J0(|α1|R1)J1(|α2|R1) − σ1,2J1(|α1|R1)J0(|α2|R1)

∆
, (3.8)

B3 = B2F0(|α2|Rb) , (3.9)

C3 = B2F1(|α2|Rb) , (3.10)

where

∆ = Y0(|α2|R1)J1(|α2|R1) − Y1(|α2|R1)J0(|α2|R1) =
2

π|α2|R1
, (3.11)

F0,1(x) = J0,1(x) +
C2

B2
Y0,1(x) . (3.12)

At all times, the total magnetic flux (through the loop and envelope) is conserved:

ψ =

∫ RB

0
2πrBz dr =

2πB2

|α2|
Rb F1(|α2|Rb)

+ 2πR1B1J1(|α1|R1)
(

1
|α1|
−
σ1,2

|α2|

)
+ πB2F0(|α2|Rb)

(
R 2

B − R 2
b

)
. (3.13)

In the model, the total flux is dimensionless and set to one; hence, B1 can be determined

(noting that, in Equation 3.13, B2 is a function of B1). The loop length is expressed in

units of the loop radius, Rb . As the random motions of the photosphere proceed, the

loop evolves through a series of force-free equilibrium states until it becomes linearly

unstable. In this chapter, the results for the profiles (Equation 3.1–3.6) are discussed,

which in general carry a net loop current. Hence, Bθ , 0 in the potential envelope (ex-

cept for special combinations of α1 and α2, see Hood et al. (2009)). Profiles with zero
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net current are discussed later (Chapter 5). The next section discusses the calculation

of instability onset.

3.2 Linear Kink Instability Threshold

Coronal loop stability is enhanced by the line-tying of the photospheric footpoints

(Hood 1992). This means all unstable modes are required to vanish at the loop ends

(z = 0, L). A linear perturbation can be decomposed as a sum,
∞∑

m=0
f̃ (r, z)eimθeγt, where f

represents any perturbed quantity and γ is the growth rate of the instability. However,

we need only consider the m = 1 term since this azimuthal mode is the least stable (Van

der Linden and Hood 1999). The effects of such perturbations on the coronal loop are

represented by the standard set of linearised ideal MHD equations (the original forms

of these equations are given in Section 2.1),

∂ρ1

∂t
+ ρ0

(
∇ · ~v1

)
= 0 , (3.14)

ρ0
∂~v1

∂t
=

1
µ0

(
∇ × ~B1

)
× ~B0 − ∇P1 , (3.15)

∂P1

∂t
−

ΓP0

ρ0

∂ρ1

∂t
= 0 , (3.16)

∂~B1

∂t
= ∇ ×

(
~v1 × ~B0

)
, (3.17)

∇ · ~B1 = 0 , (3.18)

where ρ is the plasma density, v is the plasma flow velocity, B the magnetic field and

P the thermal pressure. Background and perturbed terms are denoted by the 0 and 1

subscripts respectively. Adiabatic conditions are assumed (Equation 3.16) and Γ, the

ratio of specific heats, is 5
3 for an ionised plasma.

A linear instability occurs when the growth rate, γ, transitions from a negative value
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to a positive one. The instability threshold is therefore a curve in 2D α-space (α1, α2).

The properties of the loop (e.g., α1 and α2) at these threshold points can be found by

substituting the perturbation function into the linearised MHD equations, leading to an

eigenvalue equation for the growth rates (Priest 1987, Chap. 7). Equation 3.15 can be

expressed in terms of v1, γ and the background quantities. In fact v1 appears in every

term, which allows the equation of motion to be expressed in matrix form,

A − γ2B

rv1r

v1⊥

 = 0 , (3.19)

where A and B are matrices that contain the radial and perpendicular (with respect to

the magnetic field) components of the equation of motion, and v1r and v1⊥ are the radial

and perpendicular components of the velocity perturbation. The parallel component

can be ignored if the thermal pressure is assumed to be negligible.

The growth rates and eigenfunctions of the most unstable modes are found numer-

ically, for line-tied fields, with the CILTS code, described in Van der Linden (1991);

Brennan (2000); Browning and Van der Linden (2003); Browning et al. (2008). This

code uses a bicubic Hermite finite element method to discretise the r and z depen-

dencies. Since the background magnetic field is expressed in terms of α1 and α2,

CILTS can determine a relationship between the growth rate of the instability and the

α-parameters. The inverse iteration method is used to calculate the growth rate for a

given (α1, α2). An initial guess is supplied to the procedure and the guess is improved

after each iteration. However, if the first guess is too high, the procedure will fail to

converge1 and a solution cannot be produced. CILTS has been automated so that when

this occurs, the guess is reduced according to a user-specified scheme, until conver-

gence is achieved or until the initial guess reaches a defined limit. A disadvantage of

the inverse iteration method is that non-convergence does not imply stability; neverthe-

less stability is assumed if the method does not converge for an initial squared growth

rate of 10−8.
1CILTS was configured to iterate no more than twenty times.
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The 2D parameter space represented by α1 and α2 is stable (to kink perturbations)

near the origin, but will be unstable for sufficiently high α values. Typically, CILTS

starts with one of these unstable configurations, determines the growth rate and then

moves towards the α2-axis (keeping α2 constant). The code declares a stable configu-

ration when the real part of the growth rate falls below zero or when the initial guess

becomes too low. In this way, a threshold for linear kink instability can be located.

The generation of such maps has revealed that non-converged stable points are always

discovered after true stable points (i.e., closer to the α2-axis).

The left plot of Figure 3.2 shows the closed instability threshold curve mapped by

the CILTS code (see also Figure 5 of Browning et al. (2008)). The threshold curve

has symmetry: it is invariant when rotated by π radians. It is sufficient therefore,

to show how various properties (e.g., magnetic twist and energy release) vary along

the top half of the threshold curve. For ease of plotting, this half of the threshold is

converted to a one-dimensional (1D) form: the filled circles and bold numbers shown

in the right plot of Figure 3.2 represent the tick marks and labels for the 1D threshold

point axis, see Figures 3.6 – 3.9. It is important to remember that the threshold only
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Figure 3.2: The left plot shows the closed instability threshold (solid) with the Bz reversal

lines (dashed). The top half of the threshold (where α2 > 0), annotated with threshold point

numbers, is shown in the right plot.

applies to the specific loop geometry outlined above. A new threshold would need to

be calculated should the structure of the loop (or envelope) change as a consequence
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of some activity. Another caveat is that there are some points in α-space that yield

singularities when calculating quantities such as helicity or magnetic energy (Section

3.4). These arise when the axial field (Bz) has a significant region of reversal (this is

a consequence of the oscillatory behaviour of the underlying Bessel functions). The

(dimensionless) magnetic flux is normalised and conserved: ψ=ψ∗B1 = 1, where ψ∗ is

the unnormalised flux. As ψ∗ tends to zero, B1 approaches infinity, as do helicity and

magnetic energy. Fortunately, the instability threshold does not enter the region where

Bz begins to pass through zero (see dashed lines in Figure 3.2), so these singularities

are not encountered.

3.3 Random walk

When a loop undergoes stochastic twisting motions at the photosphere, it performs a

random walk through the α-space enclosed by the instability threshold (Figure 3.3).

This traversal of α-space is modelled as a series of steps, random in direction but con-

stant in length (initially, the dimensionless step-length, δα, is set to 0.1). Clearly, the

nature of this random walk depends on the statistical properties of the driving photo-

spheric motions; in later chapters, different forms of random driving will be investi-

gated, but for now, the simplest assumptions are taken.

The time unit τ is the step time, the time taken for α to change by δα/Rb (in dimen-

sional units). A time scale for this process can be roughly estimated as follows. First,

we derive an approximate value for the axial twist: φ0 is the limit of LBθ

(
r′
)
/rBz

(
r′
)

as

r′→ 0. For the field within the loop core, ∇ × ~B =α1~B implies

1
r

[
d
dr

(
rBθ

(
r′
))]

ẑ = α1Bz
(
r′
)

ẑ , (3.20)

where Bz
(
r′
)
→ B1, Bθ

(
r′
)
→Dr and D is a constant; thus, using Equation 3.20,

D =α1B1/2 and φ0 =α1L/2. Based on this φ0 value, a change δα corresponds to a

change in magnetic twist, δφ= (L/2)(δα/Rb); taking L/Rb = 20 gives δφ= 1. If this is

caused by photospheric twisting motions of magnitude vθ for a time interval τ, we find
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τ= (δφ)Rft/vθ, where Rft is the footpoint radius, which is likely to be significantly less

than Rb . Typical values of Rft = 200 km and vθ = 1 km s−1 give a time unit of τ= 200 s;

note, this is consistent with quasi-static evolution, justifying a posteriori our choice of

random-walk step size.

The step time may also be identified with the correlation time of photospheric

motions, which is likely to be rather longer than the value given above (hence, the

initial choice for δα is perhaps unrealistically small); for example, a granule lifetime of

1000 s may be more appropriate (Zirker and Cleveland 1993). The effect of increasing

the step length (δα) is considered in Section 3.6.4 (λ= 0.1).

Eventually, the field will reach the instability threshold: it will become linearly

unstable. At this point, the field releases energy and transitions to a lower energy state

defined by Taylor relaxation; helicity is conserved and the α-profile relaxes to a single

value.

3.4 Energy Release Calculation

Initially, a loop starts from a randomly-selected stable state. The field profile then

undergoes a random walk until it crosses the instability threshold; whereupon, the loop

relaxes and the profile transitions to the relaxation line (α1 =α2). The constant α-value

(αe) will vary depending on where the threshold was crossed. It is found by helicity

conservation (Browning and Van der Linden 2003), from the roots of the following

equation,

K(αe) − K(αi1, αi2) = 0 , (3.21)

where αi1 and αi2 are the coordinates of the instability threshold crossing, and αe is

the position on the relaxation line. (Conservation of axial flux is ensured through the

normalisation ψ= 1.) The helicity can be expressed as follows:

K = 2L
∫ RB

0

I(r)ψ(r)
r

dr , (3.22)
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where I(r) is the current,

I = rσ1B1J1(|α1|r), 0 ≤ r ≤ R1 , (3.23)

I = rσ2

[
B2J1(|α2|r) + C2J1(|α2|r)

]
, R1 ≤ r ≤ Rb , (3.24)

I = σ2C3
Rb

r
, Rb ≤ r ≤ RB , (3.25)

and L is the loop length (Finn and Antonsen 1985). The equation for the magnetic

energy contained within the loop and envelope is straightforward:

W =
Lπ
µ0

∫ RB

0
rB 2 dr , (3.26)

where L is normalised to 20 (since Rb = 1) and µ0 is set to 1, see Appendix A for the

full expressions. The energy difference between the unstable and relaxed states can be

calculated as

δW = W(αi1, αi2) −W(αe) . (3.27)

This is the relaxation energy, the energy released as heat during the event.

Although the initial loop (before the random walk begins) is axisymmetric, it does

not necessarily follow that the relaxed state — the aftermath of a non-linear kink insta-

bility — will also be symmetric. Taylor (1974, 1986) showed that the minimum (i.e.,

relaxed) energy state is helical for fields with large currents. The relaxed energy state

is the cylindrical Bessel function field, as assumed by the model, if αeRe < 3.11, where

Rb ≤Re ≤RB is the radius of the relaxed loop. If the helicity exceeds some critical

value, the field with lowest energy has the fixed value αeRe ≈ 3.11 and is a combina-

tion of the axisymmetric and first helical modes. The helicity becomes critical if it is

greater than or equal to the helicity of a relaxed loop where αe = 3.11
Re

; in other words,

Kcrit = Ke(3.11/Re), where Ke is the helicity from R0 (axis) to Re . The energy of the

relaxed loop that features helical modes is as follows,

We =
|αe |

2µ0

[
|Ke | +

L
2πRe

J0(|αe |Re)
J1(|αe |Re)

(
ψe

)2
]
. (3.28)

This complication does not apply to the instability threshold of Figure 3.2: none of the

threshold states map to helical (i.e., non-axisymmetric) relaxed states.
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When the loop relaxes, the α-profile throughout the loop and envelope becomes

constant. The envelope is no longer potential; it has acquired a residual current. In

principle, as the main portion of the loop is twisted again by ongoing motions, a new

equilibrium would develop with varying current (α1, α2) in the loop and a non-zero

current (α3) in the envelope. For some threshold sections, the consequent residual

current is so small that the threshold shape would remain unchanged. However, the

validity of the simulation process can only be safeguarded by including an extra stage,

wherein the envelope dissipates its helicity so that it becomes potential again. The loop

can now resume its random walk with respect to the same threshold and the overall

process can repeat many times (as illustrated by Figure 3.3). Hence, a sequence of
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Figure 3.3: The instability threshold encloses the relaxation line, which is a subsection of the

α1 =α2 line centred on the origin. The annotations illustrate the initial stages of a simulation

that begins at the position marked by the cross. The first random walk is shown in light grey; it

ends at the threshold position marked N and the associated relaxation point is indicated by 4,

which is the starting point for a second random walk (dark grey). This walk attains instability

onset at the position marked � and relaxes to the point labelled � — the starting point for a

third walk.

energy release events is generated, which can be collated to produce a nanoflare energy

distribution, see Section 3.6.2. The whole process is performed by a computer model

(written in C++) called TRoLE (Taylor Relaxation of Loop Ensembles). Note, every
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threshold point maps to a single point on the relaxation line, which fortunately does

not intersect the threshold; otherwise, the loop that has the property α1 =α2 would not

be able to relax.

Although the primary purpose of this model is to calculate the distribution of en-

ergy releases, in achieving this, some interesting new results on linear stability are

also obtained, which are summarised in the next section. This is because, in order

to explore the full parameter space of equilibrium current profiles, the linear stability

properties are calculated for a much wider family of fields than previously investigated:

in particular, fields with reversed twists.

3.5 Instability Threshold and Critical Twist

The evolution of the field profile through α-space is determined by photospheric per-

turbations which map to changes in the magnetic field, and hence, to changes in α1

and α2. A loop’s magnetic twist (Equation 2.16) is more directly related to rotational

photospheric motions. Thus, these motions determine the φ-profile, which in turn de-

termine α(r) (and hence, in this model, α1 and α2). The magnetic twist of coronal

loops is an observable feature (Kwon and Chae 2008). Portier-Fozzani et al. (2001)

have even observed a loop’s twist decreasing over time — evidence perhaps of a loop

evolving towards a state of minimum energy.

3.5.1 Criteria for Instability

Many workers have looked at the idea that the closeness of a loop to kink instabil-

ity could be deduced from measuring the magnetic twist. For example, a loop with a

uniform twist profile has a critical twist of 2.49π (Hood and Priest 1981), see Section

2.2. The question arises as to whether there is any single parameter (such as peak or

average twist) which determines instability onset for all twist profiles. Indeed, more

generally, it would be desirable to have a single quantity determining instability onset
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even for more complex (non-cylindrical) fields (Malanushenko et al. 2009). It is pos-

sible to calculate the stability properties for an extensive family of equilibria (Figure

3.2), including fields with reversed twist (as well as simple monotonic-twist profiles as

used by other workers). This provides a very useful test for any proposed criteria for

instability onset.

Loops with variable-twist profiles have been studied; however, all such profiles

generally have a similar form (Mikic et al. 1990; Velli et al. 1990; Baty 2001): the

axial twist is the maximum, then the twist declines to a negligible value at the loop

boundary. Velli et al. calculated that instability occurred when φ0 = φ(r=0) = 2.5π; this

agrees with Hood and Priest’s result for a uniform twist profile. Mikić et al. calculated

a critical axial twist of 4.8π, the loop’s average twist however, was ∼ 2.5π.

The idea of using magnetic twist as a marker for instability relies on the existence

of some twist-derived parameter having a constant value for all the points on the in-

stability threshold. Baty (2001) used a MHD stability code to show that for a small

set of equilibria the average twist at instability is the same for several different mag-

netic configurations. However, there are several differences between Baty’s work and

the model presented here. First, the twist profiles defined for each equilibrium are all

positive and none contain multiple peaks (Baty 2001, Figure 1). Furthermore, critical

twist convergence arises when a normalised distance, d, is greater than 5 (Baty 2001,

Figure 5), where

d =
φ0Rb

L
. (3.29)

In our equilibria, d = φ0/20; the threshold values of the absolute axial magnetic twist

vary from zero to 9π, which means d varies from 0 to 1.42, and we are not in the regime

where the critical axial twist should approximate to 2.5π. In fact, the large d regime

cannot be attained for the parameters used in this model.

The idea of a single critical average twist seems unlikely when one examines the

threshold presented here (Figures 3.2, 3.3). Clearly, at some threshold points α1 and

α2 are of opposite sign; thus, one or two places on the threshold will have an average
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twist equal to zero, and yet they are unstable. Perhaps critical twist is achieved within

a subsection of the loop; this idea is explored further in Sects. 3.5.2 and 3.5.3.

3.5.2 Radial Twist Profiles and Linear Eigenfunctions

In order to understand the nature of the instability, the twist profiles and eigenfunctions

of the unstable mode, for different parts of the instability threshold, are investigated.

The magnetic twist profiles for a selection of points just outside the threshold curve

exhibit considerable variation, as Figure 3.4 demonstrates. For the unstable equilib-
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Figure 3.4: The radial twist profile at specific points along the threshold (labelled a–f).

rium labelled as point b (α1 < 0, α2 > 0), the corresponding twist profile (also labelled

b) shows that the core field has a strong negative twist, whilst in most of the outer layer

and in all of the envelope the field has positive twist. As one moves from a to b, the

twist in the core becomes more negative, whilst the twist in the outer layer moves in

the opposite direction. It appears that the increase in α2 stabilises the negative core

twist by providing additional reversed (i.e., positive) twist in the outer layer. The sharp

corner at the top left of the threshold marks the point where instabilities driven within

the core intersect those that originate from within the outer layer. Profiles c to d there-

fore, suggest instabilities driven in the outer layer, since |α2|> |α1|. The peak twist in
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the outer layer reduces as the core twist moves from negative to positive. Further along

the threshold, where α1 >α2, the instabilities are likely to be driven in the core. Note,

profiles d, e and f are always positive in sign; d has a twist peak near the loop edge

while e and f are roughly monotonically decreasing. The corresponding magnetic field

profiles for the six points a–f are given in Appendix B.1. It seems that instabilities are

Figure 3.5: The linear eigenfunction, vx(x, y=0, z), for the α-space points profiled in Figure

3.4: these are a (top left), b (top right), c (middle left), d (middle right), e (bottom left) and f

(bottom right). Cartesian coordinates are used, hence, the x-axis is equivalent to the radial axis.
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driven mainly on or near the peak of largest absolute twist, but a twisted field region

may be stabilised by an enclosing region of opposite twist. Furthermore, a twisted

outer layer may need less twist to achieve instability if the core has the same twist

orientation.

To investigate these ideas further, the unstable eigenfunctions obtained from CILTS

for the same α-space points, a to f, are plotted. The eigenfunctions for profiles a and b

(Figure 3.5, top row) show that the amplitude is strongest in the core. Interestingly, the

amplitude for profile a has dropped to zero long before the envelope boundary at RB ,

which suggests that in the subsequent relaxation only inner regions will be affected,

with little change in the potential envelope. There is a strong similarity between the

eigenfunctions for profiles c to d (Figure 3.5, middle row) and the amplitude is high-

est near the Rb boundary, indicating an outer layer instability. Finally, the two plots

in Figure 3.5 (profiles e and f, bottom row), clearly show a progression towards the

eigenfunction calculated for a (albeit with a vx of opposite sign). Notice also that the

form of the eigenfunction changes significantly between b and c, indicating that differ-

ent modes are going unstable. This is expected, since the α-space positions labelled b

and c (Figure 3.4, top left) are either side of the intersection point formed by the two

curves that describe the instability threshold.

3.5.3 Critical Twist Parameters

This section looks for a twist-related parameter that takes on a critical value whenever

the loop reaches the threshold. As expected, the variation in axial twist, φ0, is similar to

the variation in φ(R1), see Figure 3.6. None of the quantities suggests any single (con-

stant) critical value. Perhaps, the average twist is less variable around the threshold?
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Figure 3.6: The variation in magnetic twist around the instability threshold (the threshold

point axis is defined in Figure 3.2) for three radial positions. The solid line represents the

variation in axial twist, φ0; the dashed line is the variation in twist at the boundary between the

core and the outer layer, φ(R1); and the long-short dashed line is the variation in twist at the

boundary between the outer layer and the potential envelope, φ(Rb).

There are several ways to calculate this property:

〈φ̃〉i, j =

∫ R j

Ri
LBθ(r) dr∫ R j

Ri
rBz(r) dr

, (3.30)

〈φ̂〉i, j =
1

R j − Ri

∫ R j

Ri

LBθ(r)
rBz(r)

dr , (3.31)

〈φ〉i, j =
1

π
(
R2

j − R2
i
) ∫ R j

Ri

2πr
LBθ(r)
rBz(r)

dr , (3.32)

where i is the radial lower bound and j is an upper bound (e.g., Rb or RB). The lower

bound is dropped if it is zero; e.g., 〈φ〉1 is the average twist between the axis and R1.

Equation 3.32 is the average twist weighted by area. The other two equations (3.30 and

3.31) have been used by Velli et al. (1990) and Baty (2001). Note, Equation 3.30 can

be calculated analytically, see Appendix A. 〈φ〉b denotes the average twist, weighted

by area, over the core and outer layer. Similarly, 〈φ〉B denotes the same quantity but

over the loop and potential envelope. The tilde (∼) and hat (∧) symbols are used to

indicate the other definitions of average twist.

When α1 and α2 are equal, there is no distinction between the loop regions; this oc-
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curs on the threshold when α1 =α2 ≈ 1.4 — at this point 〈φ〉b ≈ 5π. When α1 ≈ 2.2

and α2 = 0, the loop is identical to the core with a bigger potential envelope and

〈φ〉1 ≈ 7.7π. Thus, as expected, fatter loops like the first case, have lower instabil-

ity twists than thinner ones. When the loop’s core is potential (i.e., when α1 = 0 and

α2 ≈ 2.2), 〈φ〉1,b ≈ 4.5π is the average outer layer twist. In this configuration, the loop

is less stable than the case when only the core is non-potential.
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Figure 3.7: The variation in the average twist over the core, 0 – R1 (top left), the outer layer,

R1 – Rb (top right), the loop, 0 – Rb (bottom left) and the loop and envelope, 0 – RB (bottom

right). The solid lines were calculated according to Equation 3.32; the dashed according to

Equation 3.31 and the long-short dashed according to Equation 3.30.

None of the twist averages (Figure 3.7) is invariant along the entire threshold. Al-

though, 〈φ〉B and 〈φ̃〉B have approximately the same value (≈ 2.2π) between threshold

points 40 and 90, all of which show a positive peak twist at Rb . Hence, the envelope’s

contribution dominates the overall average twist. This is especially true for the 〈φ〉B

case: the higher the radial coordinate the greater the weight of φ(r). Within the enve-

lope, the twist declines as 1/r and so, the inclusion of the envelope twist averages out

the final result. Notice also, that all the twist averages go through zero when the core

and outer layer have opposite twists. It seems that these quantities do not reveal the
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detail necessary to understand why a particular loop configuration is on the point of

instability, nor where in the loop that instability originates.

Finally, the proposal of Malanushenko et al. (2009) is considered; this states that

a critical value of normalised helicity (equivalent, in the terms presented here, to the

normalised loop helicity, K/ψ2, over the range 0 – Rb) indicates instability onset. In
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Figure 3.8: The variation in K/ψ2 (over the range 0 – Rb) along the instability threshold. The

threshold states between the vertical dashed lines feature reverse twist; outside the lines the

twist is single-signed.

fact, the normalised helicity is certainly not the same for every threshold point; this

quantity passes through zero because α1 and α2 take on values of opposite sign along

some sections of the threshold. For fields with single-signed twist, the normalised

helicity gives an approximate threshold, but even here, the (absolute) critical value

ranges from about 1.5 – 2.5. Figure 3.8 shows that the idea of such a critical value

breaks down for loops that feature regions of reversed twist.

3.6 Distribution of Energies and Coronal Heating Con-

siderations

The results of the main task of the loop ensemble model (TRoLE), which is to calculate

the distribution of heating events generated by random photospheric driving, will now

be shown.
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3.6.1 Helicity and Energy

Figure 3.9 (top left) plots the total helicities of the threshold states. A total helicity (or

flux) is one calculated over the range 0 – RB , i.e., the loop and envelope. The helicity of
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Figure 3.9: Helicity (top left), magnetic energy (top right), relaxed alpha (bottom left) and

energy release (bottom right) along the 1D representation of the instability threshold. The

energies, W and δW, are dimensionless quantities.

these threshold configurations does not exceed the amount required for the relaxed state

to feature helical modes (Taylor 1986) — all relaxed states are cylindrically symmetric.

The bottom left plot confirms that each threshold state corresponds to a relaxed state.

The maximum αe is about 0.48; hence, there is a good chance that the envelope current

after relaxation will not be insignificant. This result confirms the need to investigate

how this current could be dissipated (although the maximum value is still significantly

less than typical α1 and α2 threshold values).

The energies shown in Figure 3.9 (right) are given as dimensionless quantities; in

order to calculate the dimensional energy, it is first necessary to give the dimensional

flux though the loop and envelope,

ψ∗ =

∫ 3Rcn

0
2πr∗B∗z dr∗ = R2

cn

∫ RB

0
2πrB∗z dr ≈ 9πR2

cn Bcn , (3.33)
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where the asterisk superscripts denote dimensional variables. The dimensional con-

stants, Rcn (the dimensionlised Rb) and Bcn are the coronal loop radius and mean axial

coronal field respectively. Since the flux is normalised such that ψ=
∫ RB

0
2πrBz dr = 1,

the field strength can be dimensionlised thus,

ψ∗
∫ RB

0
2πrBz dr = R2

cn

∫ RB

0
2πrB∗z dr ⇒ B∗ ≈

ψ∗

R2
cn

B . (3.34)

Hence, the dimensional energy release becomes

δW∗ =
1
µ0

(
ψ∗

R2
cn

)2

R3
cn δW =

81π2

µ0
R3

cnB2
cn δW . (3.35)

Note, the loop length (as a multiple of Rb) is incorporated within δW. This expres-

sion differs slightly from the one used by Browning and Van der Linden (2003):

their dimensionless energy release is calculated per unit length and Rb = RB . As-

suming typical values (Rcn = 1 Mm and Bcn = 0.01 T), dimensional energy values of

6× 1022 δW J ≡ 6× 1029 δW erg are obtained. Thus, the top end of the δW scale

(≈ 0.073) is equivalent to 4× 1028 erg. This is in the microflare range, but nanoflare

energies will be obtained for weaker fields or for smaller loops.

3.6.2 Flare Energy Distributions

Every time a random walk reaches the instability threshold, the relaxed state of the

loop (i.e., its position on the relaxation line) and the associated energy release are

calculated. The relaxed state is the start of a new random walk which will lead to

another relaxation (and energy release). If this process is repeated often enough it

can be shown that certain energy release sizes are more common than others. The

flare energy distributions converge as the number of relaxation events simulated (see

Section 3.4) is increased.

The gross features of the converged energy distribution can be explained by pre-

senting the energy distribution for the highest number of flare events (Figure 3.10,

bottom right) alongside the instability threshold in Figure 3.11. Both the distribution
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Figure 3.10: Flare energy distributions for 100 (top left), 1000 (top right), 104 (bottom left)

and 105 (bottom right) relaxation events.

and the threshold are colour-coded according to event energy. The colour of the thresh-

old point encountered by a coronal loop indicates the energy of the resulting flare and

also the part of the distribution where the heating event falls. Dimensionlised values

for the flare energies can be recovered by using typical loop parameters (see above).

The energy release changes as one moves along the threshold; i.e., there is an en-

ergy release gradient. This gradient is small for low energies, therefore, only a few

bins cover the low energy sections of the threshold, see Figure 3.11. The low energy

release events are divided amongst a small number of bins; hence, these bins contain

many more events. The threshold sections corresponding to the profile minima are

slightly longer than those associated with the first peak (≈ 1.5 times); but, the minima

sections have a higher energy release gradient. The energy release events are divided

amongst a higher number of bins and so each of these bins contain fewer events. As

one moves into the threshold sections that correspond with the second profile peak (de-

noted by blue-green shades) the energy release gradient decreases, and so, one would

expect the associated bins to have higher event counts. However, this increase is accen-

tuated by the proximity of the corresponding relaxation points. Once a loop achieves a
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Figure 3.11: The flare energy distribution for 105 relaxation events and the instability thresh-

old (with relaxation line). All lines are colour-coded according to energy release.

’blue-green’ instability, it will relax to a point (also coloured blue-green), which hap-

pens to be closest to the green section of the threshold. Subsequent walks will have

a higher chance of crossing that section, thus, the corresponding distribution bins will

contain even more events. The highest energy releases available on the threshold are

farthest away from the relaxation line. In this part of the distribution, the chance of an

energy release event is inversely proportional to the size of the energy release.

These results are not strongly tied to the loop lifetime, which is the number of

relaxations a loop undergoes during the simulation. We can simulate loop replacement

by randomly selecting a new position within the stability region after a certain number

of relaxations. The top left distribution of Figure 3.12 is generated from a loop that is

replaced after every 1000 relaxation events. As the loop lifetime is reduced so is the

height of the second peak. However, this peak reduction is only noticeable for small

lifetimes, e.g., < 10 relaxations. A minimum lifetime of 1 relaxation (Figure 3.12,
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Figure 3.12: Flare energy distributions over 105 relaxation events for a variety of loop life-

times. The lifetimes are 1000 relaxation events (top left), 100 relaxation events (top right), 10

relaxation events (bottom left) and 1 relaxation event (bottom right).

bottom right) still yields a two-peaked distribution, albeit with a reduced second peak.

This result corresponds to finding the energy release from an ensemble of identical

loops. It is also the most conservative in terms of total energy released.

The concept of a loop ensemble (a collection of 105 loops flaring simultaneously)

is particularly useful, since it allows us to sidestep the complications that come with

allowing loops to survive many relaxations. Otherwise, we would need to understand

how a loop is affected by its energy release — a loop may shrink or implode after

flaring (Janse and Low 2007). If the aspect ratio changes, the instability threshold

would be invalidated. Therefore, the next section will examine in more detail the

ensemble distribution.

3.6.3 Nanoflare Population Gradient and Heating Flux

The ensemble distribution (Figure 3.12, bottom right) does not yield a simple inverse

power-law when converted to a log scale: there are two peaks in the profile. The

trailing edge of the first peak equates to a power-law slope of ≈−1.5. Its internal
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structure cannot currently be resolved, since one would need to increase the threshold

point density. The trailing edge of the second peak gives a slope of ≈−8.3; this is much

greater than the critical gradient for nanoflare heating, m≤−2.

These power-law figures are provisional and are likely to change as TRoLE is en-

hanced. For example, a more realistic α-space traversal function — one where δα2 is

correlated with δα1 — will prefer walks parallel to the relaxation line; this will alter

the distribution of heating events. Furthermore, only a single loop of fixed dimen-

sions (or an ensemble of identical loops) is considered here. In reality, for any given

large-scale loop structure, sub-loops of varying radii will be generated, depending on

the horizontal scale-length of the driving photospheric motions. The distribution must

then be averaged over a distribution of radii, as well as considering variations in length

and field strength.

The primary aim of the TRoLE model is to calculate the distribution of nanoflares.

In general terms, the heating rate will be similar to other calculations in the litera-

ture based on random photospheric twisting (Sturrock and Uchida 1981; Berger 1991;

Zirker and Cleveland 1993; Abramenko et al. 2006). Within this approach, all the en-

ergy input from the photosphere must be dissipated, in a long-term time average over

many events, since the build up of coronal magnetic field is limited by the instability

threshold. The energy flux, F, can be expressed using Equation 3.35;

F =
81π2

µ0

1
Nτ

1
2πR2

cn
R3

cnB2
cn 〈δW〉 =

81π
2µ0

RcnB2
cn

τ

〈δW〉
N

, (3.36)

where N is the average number of steps taken to reach the threshold, τ is the time

taken to complete each step in the random walk and 〈δW〉 is the average dimensionless

energy release, given by

〈δW〉 =
1

105

105∑
i=1

δW . (3.37)

For the ensemble case, 〈δW〉 ≈ 0.0293 and N ≈ 264. Applying previously used val-

ues (Bcn = 0.01 T, τ= 200 s and Rcn = 1 Mm) yields a total flux of 6× 106 erg cm−2 s−1.

This result is applicable to active regions (a value for the quiet Sun can be obtained
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by setting Bcn = 0.001 T; this simply lowers F to 6× 104 erg cm−2 s−1). This result is

slightly lower than 107 erg cm−2 s−1, Withbroe and Noyes (1977) estimate for active-

region coronal heating losses. However, this shortfall vanishes if the random walk is

conducted using larger step sizes, see following section.

3.6.4 Random Walks Revisited

So far, we have assumed photospheric motions to be somewhat temporally incoherent,

with a short random walk step, δα= 0.1, corresponding to τ= 200 s. Here, the effect

of varying this step length is considered; i.e., varying the coherence time of the pho-

tospheric motions. Figure 3.13, which should be compared with the bottom right plot

of Figure 3.12, shows the distributions that result when δα is increased by factors of

10 and 40. For the latter case, the step is sufficiently long that, on average, just one

step is required to reach the instability threshold: this corresponds to a temporally co-

herent twisting of the loop (although the spatial profile of the twisting varies randomly

between heating events).
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Figure 3.13: Flare energy distributions over 105 relaxation events for a step size of δα= 1

(left) and δα= 4 (right). Loop lifetime is one relaxation event.

It can be seen that the energy distribution is virtually independent of the random

walk step size. Nevertheless, the heating flux does depend on this quantity. It is ex-

pected that the heating flux should be proportional to τ (Berger 1991). Equation 3.36

shows this to be the case, since the average number of steps, N, for the random walk
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to reach the threshold scales as N ∝ τ−2 (Zirker and Cleveland 1993). In particular, for

the limiting case of coherent twisting (τ= 8000 s, N ≈ 1.13 and 〈δW〉 ≈ 0.0305) the flux

increases significantly, F ≈ 3× 107 erg cm−2 s−1.

Twist Space

The instability threshold can be expressed in terms of φ(R1) and φ(Rb). This is more

representative of the twist profile (see Section 3.5), which is directly generated by

photospheric motions. These twist parameters are chosen to obtain a two-parameter

representation of the family φ(r), since the twist profiles of Figure 3.4 usually show

peak twists at the radial boundaries R1 (0.5) and Rb (1.0). The instability threshold

can thus be plotted in twist space rather than alpha space, as in Figure 3.3. Given that

the process is driven by chaotic photospheric motions, it is more realistic to assume

the twist randomly evolves, rather than the α profile. Hence the calculations are re-

peated with a random walk in φ-space. When a simulation is run, for a sequence of
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Figure 3.14: The instability threshold and relaxation line in φ-space (left), alongside the flare

energy distribution for a 105 loop ensemble performed within φ-space (right). The random

walk step size, δφ, is approximately 0.32π, this corresponds to a step time of 200 s.

heating events in φ-space, the resulting energy profile is more or less identical to that

generated by an α-space simulation, see Figure 3.14 (right). The translation to φ-space

results in a slight reorientation of the relaxation line with respect to the threshold. Con-

sequently, the relaxation line is closer to the part of the threshold associated with the
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highest energies; this explains why the distribution has a thicker tail. The energy flux is

F ≈ 4× 106 erg cm−2 s−1, which increases with step size in the same manner as shown

for the α-space simulations.

3.6.5 Temporal Properties

In order to gain some insight into the temporal distribution of heating events, it is

assumed that each step of a random walk in α-space takes the same arbitrary unit of

time, corresponding to photospheric driving. The time axes of Figure 3.15 are shown

in terms of random walk step number (i.e., step count or running step count). The time

unit τ is the time taken for one step, which was estimated to be 200 s, see Section 3.3.
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Figure 3.15: Top Left: the number of steps between relaxation and instability (i.e., time

interval between heating events) for each event of a simulation comprising 104 events. Top

Right: the number of steps taken to reach the threshold against the energy released. Bottom

Left: the energy release as a function of time (running step count). Bottom Right: the 105

event simulation produced 105 flares of varying energies. The size of the flares are shown in a

way that is reminiscent of actual flare/microflare/nanoflare observations: the bigger the event,

the wider the base of the triangle used to represent that flare. The figure covers a time sequence

equal to 5000 steps, taken from a random position within the simulation data.
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The probability that a flare event will have occurred after a particular number of

steps in α-space is invariant with time, see Figure 3.15 (top left). This is also true for

the probability that a flare event will have a particular energy: the flare energy is not

dependent on where in the simulation it occurs. The two horizontal bands shown in

the bottom left plot are consistent with the peaks shown in Figures 3.12–3.13.

There does appear to be a slight relationship between the flare interval time (i.e., the

number of steps taken to reach the threshold) and the flare energy, see Figure 3.15 (top

right); but, no positive correlation is evident. Observations strongly suggest that these

two properties are uncorrelated (Wheatland 2000). The top right plot echoes the shape

of the energy release distributions. The instability threshold has an energy release

gradient, which means that sections of threshold that have a more or less constant

energy release (low gradient) will be visited by more loops. The higher the number

of visiting loops, the wider the range of step counts associated with that section of the

threshold. Thus, Figure 3.15 (top right) is in agreement with observations. Finally,

the simulated energy releases can also be represented as a time series of flare energies,

again see Figure 3.15 (bottom left).

3.6.6 Critical Magnetic Shear

Parker (1988) explains that a magnetic flux bundle rooted in the photosphere (i.e., a

coronal loop) will be stressed as photospheric motions move the footpoints in a direc-

tion transverse to the original magnetic field. The coronal heating requirements for

active regions and for the quiet Sun can be converted to equivalent magnetic stresses,

which can in turn be converted to magnetic shears (Bθ/Bz), see Equation 1.4: this gives

approximately 0.12 (∼ 7◦) for active regions where the mean Bz is of order 100 G.

Thus, for coronal heating to work, there must be some mechanism which restricts

the shear to around these levels. If dissipation occurs at lower levels of shear the

energy flux cannot maintain coronal temperatures. Conversely, if the shear can build

up to much larger levels, the energy input would be higher than required. This model
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provides an explanation for these critical shear values. Two types of mean magnetic

shear are calculated along the threshold, the mean absolute shear and the root mean

square shear:

TMABS =
2
R2

b

∫ Rb

0
r

∣∣∣∣∣∣Bθ

Bz

∣∣∣∣∣∣ dr , (3.38)

TRMS =

√√
2
R2

b

∫ Rb

0
r
(

Bθ

Bz

)2

dr . (3.39)

Both quantities are area-averaged. The plot (Figure 3.16) shows that the values of

TMABS and TRMS are comparable with those derived above. In general, the average shear
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Figure 3.16: The mean absolute (solid) and root mean square (dashed) of the magnetic shear

along the instability threshold. The shears are calculated over the loop volume, 0–Rb .

at the threshold is slightly higher than the limit suggested by Parker. Perhaps more

shear is required, since not all of the magnetic energy released during relaxation will

be converted to heat. Figure 3.16 suggests that the apparent limiting value for magnetic

shear is determined by the linear instability. It should be mentioned that the work of

Dahlburg et al. (2009), provide an alternative explanation of this shear dependency

involving an explosive "secondary instability". They have used a 3D viscoresistive

MHD code to simulate the shearing of a line-tied flux tube. The results of this code

have revealed that the secondary instability requires a critical shear for onset.
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3.7 Interim Conclusions

A distribution of heating events has been calculated, both for a single loop which un-

dergoes repeated stressing and relaxation, and for an ensemble of identical loops which

are randomly stressed (and for intermediate cases). For a sufficiently large number of

events, a statistically-stable distribution of event sizes is obtained. As expected, the

smallest events are the most common, and there is (as noted by Browning and Van der

Linden (2003)) a minimum event size for given loop parameters, perhaps correspond-

ing to an ’elemental nanoflare’. More surprisingly, there is a second peak of event

frequency at intermediate magnitudes, although this is somewhat reduced in size if an

ensemble of loops is considered. This can be explained as follows. The first peak (at

minimum energy) occurs simply because the range of energies near the minimum nat-

urally encompasses the largest part of the instability threshold curve (because of the

flatness of the minimum). The second peak is found because the instability threshold

is most likely to be crossed in the part near to the region of constant-α.

An ensemble of identical loops — in which each individual loop starts from a ran-

domly chosen initial state and is stressed until it undergoes a single relaxation event —

is investigated in more detail. The distribution of heating events is qualitatively simi-

lar, although, the secondary peak of event frequency is much lower, and the decay of

frequency with increasing energy is much flatter. A significant result is that, although

the distribution is not a simple power law, the high-energy part of the distribution is

well approximated by a power law with an index of around -8.3, which is considerably

steeper than the minimum required for nanoflare heating to be effective (-2).

The TRoLE model requires that the field is sometimes unstable — although most

of the time, the field profile will be well within the stable region. Typically, the dimen-

sionless α value is of magnitude 1 – 2, leading to dimensional values of α≈ 1 – 2 Mm−1

(for a loop radius of 1 Mm). Note, this is the maximum value which could be found,

and usually we would expect lower values. This is consistent with observations; for

example Régnier and Priest (2007) find α magnitudes around 1 Mm−1. Furthermore, a
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consequence of the fact that the fields are predicted to fluctuate between stable and un-

stable states, is that we predict a value for the average horizontal field component (on

average, this will be somewhat less than the value at marginal stability). At threshold

B⊥/Bz is around 0.5, which means that its average value should be around 0.25. This

agrees very well with the limit on this quantity required by Parker (1988), in order for

the Poynting flux from the photosphere to match coronal heating requirements — the

kink instability appears to explain the critical shear value predicted by Parker. This

also implies that the average heating flux derived from the model will be sufficient for

coronal heating. Indeed, the fluxes derived from these results agree (especially if the

correlation time for photospheric motions is increased) with the required values.

Relaxation theory makes no prediction about the spatial distribution of energy dis-

sipation. However, this can be determined from numerical simulations. Hood et al.

(2009) have shown that heating is well-distributed across the loop volume, as the

current sheet, associated with the non-linear kink instability, stretches and fragments,

thereby filling the loop cross section. This has implications for the observed emission.

A further important consideration is that so far, a single loop of fixed dimensions

has been studied, with repeated stressing and relaxation. In practice, coronal heating

events will occur in regions of field of varying sizes. A large flare will inevitably in-

volve a large magnetic field volume, whereas nanoflares may involve small sets of field

lines. This could be accounted for by allowing the loop aspect ratio to be randomly

distributed also; the effect would be to convolve several energy distributions. A sec-

ond limitation of the calculation is that a uniform random walk in α space has been

assumed. This is not realistic, since photospheric twisting motions are likely to be

correlated across the loop cross section and therefore changes in which the twist in the

outer layer is similar to that in the core are much more likely: in other words, there

should be a positive correlation between changes in α1 (the core current) and changes

in α2 (the current in the outer layer), rather than these being independent random vari-

ables, as assumed here. This will be considered further in Chapter 5. Also, TRoLE

will be enhanced such that there is, more realistically, zero net current carried by the
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loop. At present, in most cases the potential layer outside the loop contains azimuthal

field. A current neutralisation layer will be inserted between the loop and the enve-

lope — external magnetic fields will have an axial direction only (Hood et al. 2009),

representing a response to localised photospheric twist motions.

The TRoLE model has included a number of simplifications and so is really a

’proof of principle’, showing that a distribution of heating events can be produced

from an (almost) ab initio coronal heating model. These initial results demonstrate the

viability of the TRoLE model for further research and also act as a baseline against

which the significance of later enhancements can be appraised. At this stage, it is

also necessary to examine how a loop behaves after a kink instability and how well

Taylor relaxation explains the final loop state. This is the purpose of the next chapter;

it demonstrates the use of a 3D non-linear MHD code with regard to the more realistic

current-neutralised loop. It is expected that during the aftermath of an instability, the

loop will maintain zero net current, but again the details need to be revealed before this

thesis can repeat the linear analysis for ensembles of zero-net-current loops.
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3D Non-linear Simulations of

Zero-net-current Coronal Loops

The coronal loop model demonstrated by the previous chapter incorporates a 2D con-

figuration space. This space encompasses a large family of linearly stable and unstable

loops with varying current profiles. Essentially, any current profile that could result

from random photospheric flows is represented (albeit approximately) at some point

within the configuration space. However, all of these loops carry net current, which

blurs the distinction between the loop boundary and the background field. If the twist-

ing motions are confined to some localised region, the untwisted field surrounding the

loop should be purely axial. The currents generated by the twisting of the fields within

the loop should close locally, such that the loop carries zero net current — Hood et al.

(2009) undertook 3D numerical simulations with initial fields taken as twisted states

with zero net current. The intention of this chapter is to first, define a new current-

neutralised loop model (i.e., one that has zero net current) and second, to conduct non-

linear numerical simulations for a small number of zero-net-current loops that have

been identified as kink unstable. The results of these simulations will be tested against

relaxation theory.

Numerical modelling requires far greater computational resources than those avail-
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able with a standard desktop machine. Fortunately, the author has access to the one of

the UK MHD Computer Clusters; it is hosted by the Solar and Magnetospheric MHD

Theory Group at the School of Mathematics and Statistics, University of St Andrews.

4.1 Numerical Code

The non-linear simulations are conducted using a 3D MHD Lagrangian Remap Carte-

sian code, called LARE3D (Arber et al. 2001). It is written in Fortran 90 and uses the

Message Passing Interface (MPI) to achieve parallelisation. More details are given in

Section 4.1.1.

LARE3D solves the resistive MHD equations given by

∂ρ

∂t
= −∇ · ( ρ~v ) , (4.1)

∂

∂t
(
ρ~v

)
= −∇ · ( ρ~v~v ) +

1
µ0

(
∇ × ~B

)
× ~B − ∇P , (4.2)

∂~B
∂t

= ∇ ×
(
~v × ~B

)
− ∇ ×

(
η
∇ × ~B
µ0

)
, (4.3)

∂

∂t
(
ρε

)
= −∇ · ( ρε~v ) − P∇ · ~v + η j2 , (4.4)

with specific energy density,

ε =
P

(γ − 1)ρ
, (4.5)

where P is the thermal pressure, η is the resistivity (not magnetic diffusivity) — all

other terms are as stated previously. Gravitational effects are ignored, as are thermal

conduction and radiation. The neglect of gravity is justified by the fact that it is con-

siderably weaker than the other forces pertinent to a coronal loop (e.g., magnetism

and thermal pressure) when the loop height is less than the gravitational scale height.

The simulations are concerned with how the magnetic field changes in response to the
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kink instability; specifically, how much energy is released and the nature of the field

after the instability. It is only after the energy release that conduction becomes impor-

tant (later, radiation is the dominant process). Nevertheless, numerical studies1 have

shown that conduction can act on MHD time scales (Botha et al. 2011). The amount

of energy released from the field is unaffected, but kinetic energy parallel to the field

is much reduced.

The MHD equations are made dimensionless by replacing the variables with di-

mensionless equivalents (the dimensional variables are again denoted by asterisks),

r =
r∗

r0
, B =

B∗

B0
, v =

v∗

vA
,

P =
P∗

P0
, t =

t∗

t0
, ρ =

ρ∗

ρ0
,

where vA = B0/
√
µ0ρ0 is the Alfvén speed, t0 = r0/vA is the Alfvén transit time and

P0 = B2
0/µ0 is the magnetic pressure, r0 is the loop radius and B0 is the initial axial field

(i.e., the z-component at r = 0). In addition, the current is in units of B0/µ0r0 and the

resistivity is in units of µ0r0vA (µ0 = 1). The resistivity is taken to be non-uniform in

these simulations,

η = ηb , | j | ≤ jcrit ,

η = ηb + η0 , | j | > jcrit ,

where ηb is the background resistivity (normally set to zero) and η0 = 0.001 is the

anomalous resistivity, which is only switched on when the current rises above jcrit.

The value of jcrit is set so that it is significantly higher than the maximum current at the

start of the simulation. Super-critical currents appear as the current sheets, associated

with magnetic reconnection, begin to form and decrease in thickness. The anoma-

lous resistivity is intended to capture the dissipation occurring at scales below the grid

resolution: at this scale, resistivity is enhanced by small-scale plasma instabilities.

1The latest version (v2.3) of LARE3D includes thermal conduction.

MICHAEL BAREFORD 105



4: 3D NON-LINEAR SIMULATIONS OF ZERO-NET-CURRENT CORONAL LOOPS

The computational domain is a 3D staggered grid: physical properties are not cal-

culated at the same place for each cell in the domain. This approach improves nu-

merical stability and allows conservation laws to be included in the computation. The

domain size is Lx = Ly = 6 (-3:+3) and Lz = 20 (-10:+10). Initially, the loop axis is co-

incident with the z-axis and the loop radius is r = 1; therefore, the simulated loops all

have an aspect ratio of 20. The loop is line-tied at z = −10, +10, which means, at those

z-coordinates, the velocity is set to zero. The velocity is also zeroed at the boundaries

for the x and y directions. The gradients for magnetic field, energy and density are

zeroed at all boundaries.

The simulations are run with two grid resolutions, these are 1282 × 256 (low) and

2562 × 512 (high). It is assumed that a result is not a numerical artefact if it is consistent

across the two resolutions. If a low resolution is applied to a loop of length 20 Mm and

radius 1 Mm, each cell represents a length of ≈ 47 km in the x and y directions and a

length of ≈ 78 km in the z direction. These lengths are halved for the higher resolution.

The reader will note that the electron diffusion region associated with collisionless

reconnection (Section 2.3.1) has a thickness of around 2 km (assuming ne = 1015 m−3);

appropriately, this is below the grid resolution.

4.1.1 LARE3D Internals

Observations of coronal emission could not be taken if the corona was empty of mat-

ter. A computational model of the corona must be able to calculate accurately changes

in thermal pressure, in order to provide data that could be compared with observa-

tions. However, the corona is a magnetically dominated environment — the thermal

pressure is much smaller than the magnetic energy density. A low plasma-β (Equa-

tion 1.1) presents a serious issue: a modest error on the magnetic field (σB/B = 0.001)

translates to an error on the thermal pressure of 200%. For this reason, the MHD equa-

tions cannot be used conservatively; i.e., the pressure cannot be calculated by simply

subtracting the magnetic energy from the total energy. Furthermore, viscosity and re-
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sistivity are extremely low in the corona (Section 2.1); hence, special techniques must

be employed to prevent numerical resistivity from causing the simulation to depart too

far from coronal conditions. In particular, it is necessary to preserve MHD shocks by

maintaining the pressure differential, usually through the use of some artificial means.

Any code that is intended to simulate a coronal atmosphere cannot avoid the issues

mentioned above. The following sections will describe the concepts implemented by

LARE3D (Arber et al. 2001) along with some of the computational techniques used

within the code.

The Grid

At the start of each time step, the properties of Equations 4.1–4.4 (i.e., density, pres-

sure, velocity, magnetic field and specific energy density) are calculated on an Eulerian

grid comprised of 3D cells (Figure 4.1). The velocities, magnetic field and thermal

Figure 4.1: A single cell from the LARE3D grid. Pressure, density and specific energy are

defined at cell centres, velocity components at cell vertices and magnetic field components at

cell faces. Dotted lines indicate the neighbouring cells.

pressure are all staggered with respect to one another. This arrangement avoids the
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checkerboard instability, which can arise when one property depends on the spatial

differential of a second property. Differentials are normally approximated by finite dif-

ferencing: for example, within a 1D grid, a relationship such as f (x) =∇ · g(x) could

be represented as a central difference,

fi =
gi+1 − gi−1

2∆x
, (4.6)

where the i subscript denotes the cell index. However, a cell-centred approach would

create two coexisting solutions that are permanently decoupled: fi at odd values of

i would depend only on the differential of g estimated from even values of i and fi

at even i would depend on ∂g/∂x over odd i. Hence, plots of f would resemble a

checkerboard pattern. The staggered arrangement of pressure and velocity avoids this

problem; all grid points are coupled and the spatial differencing that results is second-

order accurate. The magnetic field components are also staggered with respect to each

other. Each field component is placed at the centre of a different cell face, so that

∇ · B = 0 can be maintained during the Lagrangian step.

The Lagrangian Step

Initially, the cells are defined on the Eulerian grid and then the properties are updated

to the next time step; but, because this is a Lagrangian step the grid itself moves with

the plasma. All three dimensions are considered at once as each property is marched

forward in time — the Lagrangian step is fully 3D.

The property updates are done according to a second-order accurate predictor-

corrector scheme. First, predicted values are calculated at half a time step using finite

backward differencing. For example,

ε δt/2 = ε −

(
δt
2

)
P
ρ

[
〈vx〉i, j,k − 〈vx〉i−1, j,k

dx
+
〈vy〉i, j,k − 〈vy〉i, j−1,k

dy

+
〈vz〉i, j,k − 〈vz〉i, j,k−1

dz

]
, (4.7)

where ε δt/2 is the predicted specific energy density at time δt/2, and dx, dy, dz are

the cell dimensions — the omission of subscripts for all spatial terms implies the cell
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subscripts, i, j and k. Properties without a superscript are those defined on the Eulerian

grid at the start of the Lagrangian step. The velocity components in Equation 4.7 are

averaged values. Velocities are defined at cell vertices (Figure 4.1); a value for a cell

face is simply the average of the four vertex values, and the velocity component at a

cell centre is the average of the two opposing face values.

LARE3D now calculates the predicted force vectors at cell vertices, based on the

cell-centred values for magnetic field and thermal pressure. In a 3D grid, each interior

vertex is shared by eight cells. Hence, the force vector components are averages over

an eight-cell control volume. The predicted vertex velocities can now be determined.

Equation 4.8 gives the x-component of the vertex velocity at time δt/2,

v δt/2x = vx +

(
δt
2

)
F δt/2

x

ρ v , (4.8)

where Fδt/2
x is the x-component of the vertex force vector and ρv is the Eulerian vertex

value of the density for the same cell. The absence of sub-subscripts for vx and Fx

again implies i, j,k. Knowing the vertex velocities makes it possible to deduce how

each cell is deformed over time.

The corrector step involves calculating the updates over the full time step. This

is simple for the magnetic field because, for ideal MHD, magnetic flux moving with

the plasma is conserved — non-ideal MHD physics can be applied separately. The

corrector step starts with an update of the density control volume for each cell; i.e.,

the original Eulerian volumes used to calculate the cell-centred densities. Equation 4.9

gives the corrected specific energy density,

ε δt = ε − (δt)
P δt/2

ρ

[
〈vx〉

δt/2
i, j,k − 〈vx〉

δt/2
i−1, j,k

dx
+
〈vy〉

δt/2
i, j,k − 〈vy〉

δt/2
i, j−1,k

dy

+
〈vz〉

δt/2
i, j,k − 〈vz〉

δt/2
i, j,k−1

dz

]
, (4.9)

where ρ is the original Eulerian density used here to ensure mass conservation. Other

properties are corrected in a similar manner, see Arber et al. (2001) for details. Extra

physics, such as resistivity and conduction, can be added at the start of the Lagrangian

step, before the beginning of the predictor-corrector scheme.
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The principle advantage of the Lagrangian step is that the density and magnetic

fluxes sum to zero over each cell; only the velocity flux is non-zero. This makes

it straightforward to incorporate any artificial mechanisms that are necessary for

LARE3D to simulate coronal conditions. For example, artificial viscosity is used to

dampen the non-physical oscillations that can occur behind a shock front:

q = 0.1 cf ρL | S | + 0.5 ρL2 S 2 , (4.10)

where q is the artifical viscosity taken from Wilkins (1980), L is the cell size, cf is the

fast magnetosonic wave speed, and S is the strain rate associated with the cell. This

formulation can handle shocks propagating in any direction, since cf is relative to the

cell velocity.

The Remap Step

At the end of the Lagrangian step all the cells need to be remapped back to the original

Eulerian grid before the simulation can continue. This step is entirely geometrical (it

includes no physics or time dependence) and is dimensionally separated. Figure 4.2

illustrates the remapping for the x dimension. The density is remapped conservatively:

Figure 4.2: The 1D remapping of Lagrangian cell i (red) after one time step to the correspond-

ing Eulerian cell (black). The shaded area in the Lagrangian cells demarcates the mass that is

mapped to Eulerian cell i

the remapped mass within cell i of the Eulerian grid is equal to the mass within the
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corresponding Lagrangian cell, minus the mass that overlaps Eulerian i + 1 and plus

the mass in Lagrangian i − 1 that overlaps Eulerian i (Figure 4.2).

Magnetic flux is unchanged during the Lagrangian step; however, during the remap

step, small amounts of flux need to be transferred across the cell boundaries on the

Eulerian grid. This is because LARE3D calculates the amount of remapped flux in

such a way that ∇ · B = 0 can be maintained to machine precision, according to Evans

and Hawley constrained transport (Evans and Hawley 1988).

ψ′y = ψy(i, j, k) − δψy(i, j, k) + δψy(i − 1, j, k) , (4.11)

ψ′x = ψx(i, j, k) + δψy(i, j, k) − δψy(i, j − 1, k) , (4.12)

ψ′z = ψz(i, j, k) − δψz(i, j, k) + δψz(i − 1, j, k) , (4.13)

ψ′x = ψx(i, j, k) + δψz(i, j, k) − δψz(i, j, k − 1) . (4.14)

The Remapped fluxes (in the x direction) are indicated by the dashed ψ terms in Equa-

tions 4.11–4.14, similar expressions are used for the other dimensions.

Resolving MHD shocks is an important part of coronal simulations; this is the

reason why LARE3D uses van Leer gradient limiters (van Leer 1979) as part of the

remap step. This technique guarantees that monotonicity is preserved: minima do

not decrease, maxima do not increase, and no new extrema are created during the

remapping. The thick black slopes of Figure 4.3 are van Leer limited gradients. A

Figure 4.3: Three examples of the application of van Leer gradient limiters (thick lines).

Courtesy of van Leer (1979).

limited gradient is less severe than the one it replaces and is calculated to fit better with
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the gradients of the neighbouring cells. Thus, shock fronts are less likely to fall below

the grid resolution.

Arber et al. (2001) present a proof of energy conservation in the Lagrangian step;

however, extra work is required to conserve energy during the remap step. Specifically,

the change in kinetic energy is summed over all the cells and then added as a heating

term to the internal energy. This conservation technique is not applied to magnetic

energy.

When the remap step is complete, everything is once again defined on the Eulerian

grid, and LARE3D begins the Lagrangian step for the next time increment. Now that

the basics of how LARE3D operates have been covered, it is time to explain how this

code has been used.

4.1.2 Initial Configuration

Some previous studies have used LARE3D to simulate the application of kink pertur-

bations to a straightened line-tied coronal loop (Gerrard et al. 2002; Gerrard and Hood

2003; Browning et al. 2008; Hood et al. 2009). The model has been extended so that

the loop has an outer current-neutralising layer to ensure the loop has (at least initially)

zero net current: this improves on the model used in Chapter 3, which allowed loops to

have net current (i.e., an azimuthal field was usually present in the potential envelope).

All currents are now created by convective motions local to the loop footpoints. Hence,

a current neutralisation layer is introduced here, defined such that the azimuthal field

(Bθ) always falls to zero at the loop boundary (Rb); therefore, Bθ is zero in the potential

envelope.

The loop’s radial α-profile is approximated by a piecewise-constant function fea-

turing three parameters (Figure 4.4): the ratio of current to magnetic field is α1 in the

core, α2 in the outer layer, α3 in the neutralisation layer and zero in the potential en-

velope. The free parameters are α1 and α2, whereas α3 is dependent on the first two

and is determined by the requirement of zero net current. The magnetic field is contin-
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Figure 4.4: Schematic of a straightened coronal loop in the r-z plane (left) and in the r-θ

plane (right). The loop, comprises a core (dark grey), an outer layer (light grey) and a current

neutralisation layer (blue); the whole loop is embedded in a potential envelope (white). The

core radius is half the loop radius and 1/6 the envelope radius (R1:R2:Rb :RB = 0.5:0.9:1:3). The

loop aspect ratio (L/Rb) in this figure is 20.

uous everywhere, whereas the current has discontinuities, and the outer surface of the

potential envelope, representing the background corona, is placed at RB = 3 (thrice the

loop radius).

The fields are once again expressed in terms of the well-known Bessel function

model, generalised to the concentric layer geometry (Melrose, Nicholls, and Broderick,

1994; Browning and Van der Linden, 2003; Browning et al., 2008). The field equations

for the four regions (core, outer layer, neutralisation layer and envelope) are as follows:

B1z = B1J0(|α1|r) , (4.15)

B1θ = σ1B1J1(|α1|r) , 0 ≤ r ≤ R1 , (4.16)

B2z = B2J0(|α2|r) + C2Y0(|α2|r) , (4.17)

B2θ = σ2(B2J1(|α2|r) + C2Y1(|α2|r)) , R1 ≤ r ≤ R2 , (4.18)
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B3z = B3J0(|α3|r) + C3Y0(|α3|r) , (4.19)

B3θ = σ3(B3J1(|α3|r) + C3Y1(|α3|r)) , R2 ≤ r ≤ Rb , (4.20)

B4z = B4 , (4.21)

B4θ = 0 , Rb ≤ r ≤ RB , (4.22)

where σi = αi
|αi |

(i = 1, 2, 3) represent the sign of αi. The fields must be continuous

at the inner radial boundaries, R1, R2 and Rb . (The positions are R1 = 0.5, R2 = 0.9

and Rb = 1, so that most of the loop is similar to the one described earlier, with a thin

current neutralisation layer between R2 and Rb .) Therefore, the constants B j and C j

( j = 2, 3, 4) can be expressed like so:

B2 =
π|α2|B1R1

2

(
σ1,2J1(|α1|R1)Y0(|α2|R1) − J0(|α1|R1)Y1(|α2|R1)

)
, (4.23)

C2 =
π|α2|B1R1

2

(
J0(|α1|R1)J1(|α2|R1) − σ1,2J1(|α1|R1)J0(|α2|R1)

)
, (4.24)

B3 =
π|α3|B2R2

2

(
σ2,3F1(|α2|R2)Y0(|α3|R2) − F0(|α2|R2)Y1(|α3|R2)

)
, (4.25)

C3 =
π|α3|B2R2

2

(
F0(|α2|R2)J1(|α3|R2) − σ2,3F1(|α2|R2)J0(|α3|R2)

)
, (4.26)

B4 = B3G0(|α3|Rb) , (4.27)

C4 = 0 , (4.28)

where

F0,1(x) = J0,1(x) +
C2

B2
Y0,1(x) , (4.29)

G0,1(x) = J0,1(x) +
C3

B3
Y0,1(x) . (4.30)
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The value of α3 (the neutralisation layer current) is found, for a given (α1, α2), by

numerical solution of B3θ(Rb) = 0, ensuring that the net current is zero and that the

azimuthal field vanishes outside the loop, see Equation 4.20.

The linear kink instability threshold for this current-neutralised loop was uncovered

by the CILTS code (Section 3.2 and 5.2).
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Figure 4.5: The linear kink instability thresholds for L/Rb = 20 are sampled by a selection of

six marginally unstable configurations, indicated by the black circles. The dashed lines denote

the thresholds for Bz reversal.

Table 4.1: The marginally kink unstable loop configurations chosen for numerical sim-

ulation.
Loop α1 α2 α3

F 2.42 2.4 -13.08

E 2.25 1.5 -8.71

D 2.15 0.53 -4.95

C 2.54 -1.0 -0.84

B 2.8 -2.7 3.82

A 2.98 -4.5 9.28

In contrast to the stability space for a loop of net current, the instability thresholds are

open (Figure 4.5). The new stability space is closed by the thresholds for Bz reversal
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(dashed lines), which is a consequence of using Bessel functions (Section 3.2). The

filled circles of Figure 4.5 identify the loop configurations (see also Table 4.1) that will

be simulated by the LARE3D code (the initial field profiles for Loops E and B are

presented in Appendix B.2). These configurations are expected to be unstable to the

ideal kink instability and it is also expected that the magnetic field energy will decline

to a level that is predicted by Taylor relaxation. In the analytical studies (Chapters 3 and

5), the magnetic field coefficient at the core (B1) is initialised according to a normalised

total axial flux. For convenience, the numerical code will instead set B1 = 1.

4.1.3 Basic Operation

Each of the loops indicated in Figure 4.5 is subjected to a kink perturbation of the form,

vr = c1 cos
(
π

z
L

)
cos(kz) , r = 0 , (4.31)

vr = c1
e−4r4

r

[
cos

(
π

z
L

)(
x cos(kz) + y sin(kz)

)]
, r > 0 , (4.32)

where vr is the radial component of the perturbed velocity, L is the loop length,

r =
√

x2 + y2 is the radial coordinate, k = 1.1 is the wave number, and the constant

c1 = 0.01 reduces the amplitude so that the perturbation is only a slight one. Assum-

ing such a perturbation initiates an instability, the loop is expected to radially expand

as it transitions towards a constant-α relaxed state (see Section 2.4). The numerical

simulation should end with a (less than fully) relaxed loop that has zero net current.

The configurations listed in Table 4.1 encompass two types of loop; one where α1

and α2 have the same sign (D–F) and one where these parameters have opposing signs

(A–C). Loop E has been chosen as representative of the first loop type and Loop B of

the second. Henceforth, these two loops will be referred to as the first-quadrant loop

(E) and the fourth-quadrant loop (B). First (and third) quadrant loops are a more likely

result of correlated photospheric driving (Section 3.7), this is the reason why the part

of the threshold curve where α2 > 0 is more finely sampled compared to α2 < 0. Both
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the first and fourth quadrant loops will be simulated for low and high resolutions; only

the high resolution will be used for the other loop configurations. The simulations will

proceed in steps of 0.034 tA (low resolution) and 0.017 tA (high resolution)2. LARE3D

determines the size of the time step by applying the Courant-Friedrichs-Lewy con-

dition: the solution is stable if δt/δx≤ 1/cs, where cs is the sound speed (Anderson

1996). Each simulation runs until the magnetic field appears to have settled into a

lower energy state and for all simulations, anomalous resistivity is switched on when

jcrit > 15.

Two third-party applications were used to plot and visualise the data produced by

the LARE3D simulations, IDL version 7.1.1 (Lawrence Livermore Laboratory) and

VisIt version 2.3.1 (ITT Visual Information Solutions) — in brackets are the institu-

tions that maintain this software. The output from LARE3D is a collection of snapshot

files; the size of a snapshot file depends on the resolution, 0.36 GB (low) or 3 GB

(high). A number of other data files are also written by LARE3D, one of these contains

the temporal variation of various forms of energy (in dimensionless units) throughout

the simulation.

4.2 Simulation Results

4.2.1 Energy and Resistivity

The first-quadrant loop (α1 = 2.25, α2 = 1.5) is linearly kink unstable (Figure 4.4), and

the numerical analysis shows that this loop is also non-linearly kink unstable: the

magnetic energy undergoes a decline coincident with a rise in internal energy and with

an increase in the maximum current (Figure 4.6). The non-linear instability starts

at around t = 50 tA and within the next 50 tA, approximately 70% of the total energy

release has been achieved. Magnetic energy reduces more slowly after t = 100 tA. The

2tA ≈ 3 s for a loop that has the following properties, Bz = 100 G, L = 20 Mm and ρ= m̄n, where

m̄ = 1.2mp and n = 1015 m−3.
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Figure 4.6: First-quadrant loop: the temporal variation of magnetic energy (left column), in-

ternal energy (middle column) and the maximum current (right column) for low resolution (top

row) and for high resolution (bottom row). The critical current (i.e., the threshold for anoma-

lous resistivity) is indicated by the horizontal dashed line (right column). The background

resistivity is zero.

release of magnetic energy is of the same size for both resolutions3; however, at higher

resolution, significantly larger currents are recorded. Spatially-confined changes in

current are missed at the lower resolution and there is much less anomalous resistivity.

The fact that the maximum current increases with resolution is indicative of current

sheet formation. These structures have (possibly) infinite current density, so higher

resolutions should reveal more and more current.

Ideal MHD (i.e., zero magnetic diffusivity) produces very similar results (Figure

4.7, top row); this emphasizes the dominance of the magnetic field, both before and

after the instability. The adjective ideal is italicised because LARE3D cannot prevent

some numerical resistivity (the decline in magnetic energy for a stable configuration

under ideal conditions is too slow to be captured computationally, therefore any reduc-

tion seen is artificial, see Figure 4.12).

3At low resolution the energy release is slightly higher. This is possibly due to a higher numerical

resistivity; a decline in energy is evident before the instability occurs, Figure 4.6 (top left).
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Figure 4.7: First-quadrant loop: the temporal variation of magnetic energy (left column),

internal energy (middle column) and the maximum current (right column) for ideal MHD (top

row) and for resistive MHD with ηb = 0.0001 (bottom row). The plots are from high resolution

simulations.

A non-zero background resistivity (ηb = 0.0001) does alter the plots: energy release

is slightly higher, the reduction in magnetic energy starts right away and is more drawn

out, and the maximum current is much less than when ηb = 0 (Figure 4.7, bottom row).

These differences are all consistent with an increased resistivity. In terms of energy

conservation, LARE3D performs better when there is a constant background resistiv-

ity. The internal energy increases almost exactly by the same amount that the magnetic

energy decreases; therefore, ηb = 0.0001 exceeds the numerical resistivity. Although,

energy conservation should always be maximised, using even a low background re-

sistivity means the simulation will less closely replicate the highly-conductive envi-

ronment of the corona. When ηb , 0, energy dissipation is evident right from the start

of the simulation (Figure 4.7, left column) — it is more likely that this slower initial

decline is caused by global resistive diffusion rather than magnetic reconnection.

We will now investigate how the kinetic energy changes during the simulation and

from this, estimate the growth rate of the instability. The kinetic energy peaks rapidly

(at ∼ 75 tA) for both low and high resolutions (Figure 4.8), which is a signature of
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reconnection: the rise in kinetic energy is caused by fast reconnective outflows. Note,

the increase in kinetic energy begins before t = 50 tA, the time when magnetic energy

begins to decline. The former event indicates the start of the linear instability, whereas

the latter heralds the non-linear phase.

The linear perturbation function (see Section 3.2) implies that the perturbed plasma

velocity is proportional to eγt and so, the kinetic energy, E ∝ e2γt. Hence, the gradient of

the natural logarithm of kinetic energy is in fact twice the growth rate of the instability.

Figure 4.8 (right column) shows the growth rate to be more than double that calculated

by the linear analysis (γ= 0.04). It is not clear why this discrepancy arises; Browning

et al. (2008) generally found good agreement with linear growth rates. Perhaps it is

caused by a different choice of initial disturbance.
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Figure 4.8: First-quadrant loop: the temporal variation of the kinetic energy (left column)

and the natural logarithm of kinetic energy (right column) for low resolution (top row) and for

high resolution (bottom row). The gradient of the dashed line in the plot of ln(E) is twice the

instability growth rate, γ.

Figure 4.8 is repeated at high resolution for ideal MHD and for non-zero back-

ground resisitivity (ηb = 0.0001), see Figure 4.9. Once again, there is little difference

between ideal MHD and resistive MHD when ηb = 0. Background resistivity has a

marginal impact on the growth rate of the kink instability, but it will limit any sudden
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Figure 4.9: First-quadrant loop: the temporal variation of the kinetic energy (left column)

and the natural logarithm of kinetic energy (right column) for ideal MHD (top row) and for

resistive MHD with ηb = 0.0001 (bottom row). The plots are from high resolution simulations.

rises in kinetic energy.

The fourth-quadrant loop (α1 = 2.8, α2 = −2.7) has a core that is oppositely twisted

with respect to its outer layer. Figure 4.10 shows the same correspondence between the

magnetic and internal energies that was seen for the previous loop. Again, the magnetic
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Figure 4.10: Fourth-quadrant loop: the temporal variation of magnetic energy (left column),

internal energy (middle column) and the maximum current (right column) for low resolution

(top row) and for high resolution (bottom row).
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energy release is of the same size for both resolutions and, at the higher resolution,

significantly larger currents are recorded. The linear analysis (Section 3.5.2) suggested

that reversed α-profiles mitigate instability, and indeed, the decline in magnetic energy

is around half of that for the first-quadrant loop.

The plot of the kinetic energy (Figure 4.11) reveals a weaker secondary instability

that takes place at t≈ 100 tA. The numerically-determined growth rate is again higher
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Figure 4.11: Fourth-quadrant loop: the temporal variation of the kinetic energy (left column)

and the natural logarithm of kinetic energy (right column) for low resolution (top row) and for

high resolution (bottom row).

than that calculated by the linear analysis (γ= 0.04).

The general trends for magnetic, internal and kinetic energies are consistent be-

tween resolutions (for both loops), and most importantly, so is the size of the magnetic

energy release. Therefore, simulations at higher resolution are not required — this

chapter will proceed with results taken only from the 2562 × 512 simulations. Ap-

pendix C.1 gives the plots presented here for other loop configurations. For all these

cases, the results suggest that linear instability gives way to non-linear growth, which

gives rise to current sheets and magnetic reconnection. Thus, magnetic energy is dis-

sipated and the loop is expected to evolve towards a Taylor-relaxed state.

Introducing a non-zero background resistivity does prevent the small (compared
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to the magnetic field) energy leak, at least for the first-quadrant loop; but such a re-

sistivity is not realistic by coronal standards, and Figure 4.7 (right column) suggests

that a substantial drop in field energy occurs before the kink instability has a chance

to take effect. The fingerprints of numerical resistivity are noticeable within Figures

4.6 and 4.10, where ηb = 0. Only a small fraction (≈ 3%) of the magnetic field energy

is released by the kink instability. The slenderness of this energy release will mean

that numerical (that is to say artificial) resistivity will be a factor during the conversion

process: almost half of the loss in magnetic field energy is not accounted for by the

rise in internal and kinetic energy. However, virtually all of this artificial resistivity

is occurring during the energy conversion. The drop in magnetic energy is a robust

result. To demonstrate further, Figure 4.12 shows the magnetic energy plot for a loop

configuration (α1 = 0.5 and α2 = 0.1) that is well within the stable region (as shown in

Figure 4.5) — this result is taken from an ideal MHD simulation. In the absence of an
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Figure 4.12: The temporal variation of magnetic energy for a linearly stable loop during a

high resolution simulation.

instability (and any applied resistivity), Figure 4.12, reveals the level of numerical re-

sistivity that the magnetic field energy is subjected to over the course of the simulation.

The energy declines by around one thousandth of one percent, which is three orders of

magnitude smaller than the energy release caused by the kink instability.

The following sections will present results based on a current-dependent resistivity

and zero background resistivity — this is more compatible with the coronal environ-
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ment. The breakdown of energy conservation associated with this parameter choice is

considered to be negligible.

4.2.2 Magnetic Field

Now we examine the magnetic field (and current distribution) at specific times during

the simulations. Figure 4.13 shows how field lines, originally located within the core,

become kinked as the instability takes hold and then relax as the magnetic energy is

dissipated. The first and fourth quadrant loops follow the same course of events. Ini-

tially, the field lines are intertwined; then, during the growth of the instability, magnetic

reconnection and anomalous resistivity (indicated by the red areas) start to occur. This

phase is over quickly (∆t≈ 50 tA) and by the end of the simulation the (reconnected)

field lines have straightened considerably — the final state suggests a low constant-α

configuration. The areas of anomalous resistivity must be dispersed throughout the

loop volume in order for helicity to be more evenly redistributed and thereby create a

linear α-profile.

The reduction in the azimuthal components of the field lines should cause a radial

expansion of the loop. At the initial equilibrium, the inward tension force of the az-

imuthal field is balanced by the outward magnetic pressure of the axial field; thus, if

the tension decreases, the loop must expand before equilibrium can be regained. This

behaviour is clearly demonstrated by the plots in the next section.

124 CORONAL HEATING BY KINK INSTABILITIES



4.2: SIMULATION RESULTS

First-quadrant Loop

t = 0

t = 60 tA

t = 400 tA

Fourth-quadrant Loop

t = 0

t = 55 tA

t = 300 tA

Figure 4.13: Magnetic field lines originating from the front footpoint (yellow) and from the

back footpoint (blue) are shown at three different times for the first-quadrant loop (left column)

and for the fourth-quadrant loop (right column). Anomalous resistivity is indicated by the red

areas.
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4.2.3 Current Magnitude

Figure 4.14 shows the current magnitude for both loops over a cross section located at

z = 0 (i.e., half way along the loop). The plot times are the same as those used for Figure

4.13. Hence, the plots in the middle column illustrate the time shortly after the start of

the kink instability. At this time, current sheets of narrow width start to form, see the

red areas of Figure 4.14 (middle row). The first-quadrant loop expands more than the

fourth-quadrant loop, due to the fact that the former releases more energy. Notice also,

that the relaxed loops maintain zero net current: the loops are always surrounded by

white (i.e., zero current). The magnetic field plots of Figure 4.13 indicate that current

magnitude plots at other z coordinates will be similar to the ones shown here.

The final states calculated by the numerical simulations are shown in the bot-

tom row of Figure 4.14. These plots are overlaid with azimuthal magnetic field vec-

tors, which are consistent with a cylindrical, constant-α configuration, bounded by a

current-neutralising layer: the arrows all follow each other and the arrow sizes increase

away from the axis, and then diminish before the loop edge.

4.2.4 Helicity

DeVore (2000) showed how to calculate the magnetic helicity over an entire coronal

volume above a photospheric bounding surface. The first step is to work out the mag-

netic vector potential for a current-free field that has the same distribution of vertical

magnetic flux at the lower boundary. DeVore begins by deriving an expression for

the scalar potential, using Green’s function for Laplace’s equation as the integration

kernel,

φc(x, y, z, t) =
1

2π

∫ +3

−3
dx′

∫ +3

−3
dy′

Bz
(
x′, y′,−10, t

)√
(x − x′)2 + (y − y′)2 + z2

. (4.33)

The grid domain used by LARE3D has a Cartesian geometry: the coronal loop is

initially represented as a straight cylinder within a rectangular box. The x and y axes

extend between -3 and +3; hence, the integral limits given above. The photospheric
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Figure 4.14: The spatial variation of current magnitude across the loop cross section at the

apex (i.e., where z = 0) and at three different times for the first-quadrant loop (left column)

and for the fourth-quadrant loop (right column). Low currents are represented by blue white

colours and currents above the critical current ( jcrit ≥ 15) are denoted by red pink colours. The

black arrows in the final images (bottom) are magnetic field vectors.
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boundaries are located at the limits of the z axis (z = − 10, +10) and z = 0 is the loop

apex. Equation 4.33 uses the first boundary position. The scalar vector potential is

constructed like so,

~Ac(x, y,−10, t) = ∇ × ẑ
∫ +10

z
dz′ φc(x, y, z′, t) ; (4.34)

which becomes

~Ac(x, y,−10, t) = −
1

2π

∫ +10

z
dz′

∫ +3

−3
dx′

∫ +3

−3
dy′

Bz
(
x′, y′,−10, t

)
(y − y′)[

(x − x′)2 + (y − y′)2 + z2
] 3

2

x̂

+
1

2π

∫ +10

z
dz′

∫ +3

−3
dx′

∫ +3

−3
dy′

Bz
(
x′, y′,−10, t

)
(x − x′)[

(x − x′)2 + (y − y′)2 + z2
] 3

2

ŷ ,

(4.35)

when the curl differentials are moved inside the integral and applied to an expanded

φc. Now the gauge-invariant vector potential can be specified as,

~A
(
x, y, z, t

)
= ~Ac

(
x, y,−10, t

)
− ẑ ×

∫ z

−10
dz′ ~B

(
x, y, z′, t

)
, (4.36)

by subtracting the helicity due to the potential field. Equation 4.36 can be re-expressed

by expanding the cross product of the second term,

~A
(
x, y, z, t

)
= ~Ac(x, y,−10, t)

+

∫ z

−10
dz′ By

(
x, y, z′, t

)
x̂ −

∫ z

−10
dz′ Bx

(
x, y, z′, t

)
ŷ . (4.37)

Finally, the gauge-invariant magnetic helicity is

K =

∫
V

~A · ~B dV =

∫ +3

−3
dx

∫ +3

−3
dy

∫ +10

−10
dz ~A

(
x, y, z, t

)
· ~B

(
x, y, z, t

)
. (4.38)

The geometry used by DeVore differs significantly from that used in this thesis (Figure

4.4), which features two separate photospheric boundaries at the limits of the z axis.

Fortunately, the relative positions of the two boundaries mean that if the flux is can-

celled for one it will be cancelled for the other, and so the lower bound z coordinate

can simply be set to -10.
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Equations 4.33–4.38 have been implemented, using the five-point Newton-Cotes

integration formula, in the IDL scripting language. A helicity calculation involving

all the grid cells would take several days to complete on a dual-core desktop machine.

For this reason, the IDL code has been modified so that the spatial dimensions can be

sampled at regular intervals of specified length. For example, the x and y dimensions

could be sampled at every fourth cell and the z dimension at every other cell. The

level of sampling chosen should not prejudice the result, so the helicities will first

be calculated using a coarse sampling; the sampling is then improved until the result

converges.

Table 4.2: Helicity calculation for various levels of coordinate sampling at the most

chaotic time, i.e., the moment of instability, t = 60 tA (first-quadrant loop) and 55 tA

(fourth-quadrant loop). All values are rounded to two decimal places.

Loop 16 × 16 × 8 8 × 8 × 4 4 × 4 × 2

First-quadrant 10.02 12.51 12.3

Fourth-quadrant 2.43 1.1 1.14

Table 4.2 shows the helicities (rounded to two decimal places) for the time when the

loop is furthest from equilibrium — this is when the result is most likely to be affected

by the sampling. The first sampling level is 16 × 16 × 8: the x and y dimensions are

sampled at every sixteenth cell and the z dimension at every eighth cell. Convergence

is met when the sampling is 4×4×2; these settings will be used to calculate the helicity

at other times during the simulation4.

The six loops (A–F) have zero net current initially and should continue to do so

during the simulation; thus, outside the loop the helicity is zero. This means the helicity

calculated using a straightforward cylindrical geometry can easily be compared to that

calculated for a Cartesian geometry, where the loop is enclosed within a rectangular

4The sampling for the initial time need not be as fine, since, in the beginning, the fields will be

z-invariant.
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box. The helicity is zero everywhere in the additional volume between the surface of

the rectangular box and the outer edge of the potential envelope.

Table 4.3: Helicity at three times during the simulations of the first and fourth quadrant

loops. All values are rounded to two decimal places.

Loop Initial Instability Final

First-quadrant 12.3 12.3 12.3

Fourth-quadrant 1.13 1.14 1.18

Again, the helicities are calculated for both loops, but now this property is also

calculated at the start and end of the simulation (Table 4.3).

4.3 Comparison with Relaxation Theory

In order to continue the work of Chapter 3 for zero-net-current loops, it will first be

necessary to examine the details of the relaxation process that are uncovered by numer-

ical experiments. There is more than one way to calculate the relaxed state: choices

must be made concerning the radial bounds over which helicity is conserved and en-

ergy release is calculated. The different relaxation scenarios will be compared with the

numerical results and the one that best matches this data will be incorporated within

an improved Taylor Relaxation model (Chapter 5).

4.3.1 Relaxation Scenarios

In Chapter 3, a loop with net current was relaxed such that it expanded to fill the

entire potential envelope: the α-profile was invariant between r = 0 and r = 3 (RB).

The relaxed alpha was identified by assuming that ψ (axial flux) and K/ψ2 (helicity

over axial flux squared) were conserved over the loop and envelope, in accordance

with Taylor relaxation. Hence, the relaxed state always represented a threefold radial

expansion of the initial state.
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This model (Scenario 1) is the simplest relaxation scheme — ψ and K/ψ2 are con-

served from the axis to RB . It represents total relaxation and will have the lowest

energy, according to Taylor’s hypothesis. However, the expansion radius, Re , could be

anywhere in the range 9
10Rb ≤Re ≤RB . The α-profile is invariant between the axis and

Re , and the field coefficients of the relaxed envelope (where α= 0) are set such that

the field is continuous at Re ; i.e., the relaxed state has net current. When Re = RB , this

scenario is identical to the relaxation scheme discussed in Chapter 3. This is likely to

be a good model for fields with net current, since reconnection activity usually extends

throughout the simulation volume (Browning et al. 2008).

Scenarios 2 and 3 are forms of partial relaxation, applicable to a range of expansion

radii, see Figure 4.15. Some form of partial relaxation is more likely to be relevant to

the zero-net-current case; it is known from simulation results, presented here and in

Hood et al. (2009), that reconnection is of limited extent, leaving the external field

undisturbed. Scenario 2 uses a neutralising loop surface (at r = Re) to maintain zero net

Figure 4.15: Two possible relaxation states for a zero-net-current coronal loop. Both relax-

ations maintain a zero net current: Scenario 2 (left) achieves this via a neutralisation surface,

whereas Scenario 3 (right) incorporates a current-neutralisation layer.

current, whereas the third scenario uses a neutralising layer. The neutralising surface of

Scenario 2 is actually achieved by fixing the field coefficients of the potential envelope

so that they do not change during relaxation. In the relaxed state, the envelope is the

region between Re and RB . Scenario 3 maintains the current neutralisation by retaining
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the current neutralisation layer (Figure 4.15, right). The relaxed neutralisation layer

begins at Re , which is always 9
10 Ren . Thus, for Scenario 3, the α-profile is αe between

the axis and Re , αen between Re and Ren , and zero between Ren and RB — αen is fixed

so that Bθ goes to zero at Ren . Again, the field coefficients of the potential envelope do

not change between the initial and the relaxed states.

For Scenarios 2 and 3, the axial flux is conserved such that ψe of the threshold state

is equal to ψe of the relaxed state (K/ψ2 is conserved in the same manner). Whenever,

ψ, K and W are used, the subscript e denotes the relaxation radius, Re ; it functions as

the radial upper bound over which the associated property is calculated — the lower

bound being the axis. For example, Ke is the helicity from r = 0 to r = Re , and KB is the

helicity from r = 0 to r = RB , the outer edge of the potential envelope. Note, helicity

is absent from the potential envelope surrounding a zero-net-current loop: Kb = KB

(unlike magnetic energy, Wb ,WB). The energy release is given by Equation 4.39 for

scenario 1 and by Equation 4.40 for the other two scenarios;

δW = WB(αi1, αi2) −WB(αe) , (4.39)

δW = We(αi1, αi2) −We(αe) , (4.40)

where W(αi1, αi2) is the energy of the threshold state and W(αe) is the energy of the

relaxed state.

Figures 4.16 and 4.17 show how αe and δW vary with relaxation radius (Re). Sce-

narios 2 (long dashed) and 3 (short dashed) give similar results. As expected, these

figures show an inverse relationship between αe and δW, but only for relaxation sce-

narios that maintain current neutralisation (2 and 3). In general, δW increases with Re ,

however, this relationship is not linear; beyond a moderate expansion of 50% (Re = 1.5)

the energy release is ∼99% of its maximum for the fourth-quadrant loop and ∼80% for

the first-quadrant loop. For Scenario 1, the energy release is almost independent of

relaxation radius; the relaxed states have very similar energies for all values of Re be-

tween 0.9Rb (= 0.9) and RB (= 3).

The reason for this constancy, hinges on the fact that Scenario 1 relaxations have
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Figure 4.16: The variation of relaxed alpha (αe) with relaxation radius (Re) for the first-

quadrant loop (left) and for the fourth-quadrant loop (right). Scenario 1 is represented by a

solid black line; Scenario 2 is long dashed and Scenario 3 is short dashed.
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Figure 4.17: The variation of dimensionless energy release (δW) with relaxation radius (Re)

for the first-quadrant loop (left) and for the fourth-quadrant loop (right). The line types are the

same as those used for Figure 4.16.

net current: the potential envelope of the relaxed state has helicity. Hence, in order

for KB to be conserved, the helicity from the relaxed loop (Ke) must be minimised;

and therefore, the energy release is maximised. Figure 4.16 shows that, for Scenario

1, αe is a very small when Re = Rb . The relaxed alpha value can only get smaller (but

never fall below zero) as the relaxation radius increases. If the codomain of αe(r) is

constrained, the same will be true of δW. The energy releases have also been calculated

for Loops A, C, D and F, see Appendix B.2.1.

The next plots will be used to determine which relaxation scenario best matches

the numerical results. Figures 4.18 and 4.19 compare the final field profiles from the

numerical simulations of both loops, with those predicted by the three scenarios de-
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scribed above. The current magnitude plots of Section 4.2.3 suggested that the final
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Figure 4.18: First-quadrant loop: a comparison between the By (top row) and Bz (bottom

row) obtained analytically (black line) and numerically (red line). The numerical profiles are

from the final frame of the high resolution LARE3D simulation (at y = z = 0). The comparisons

are done for different relaxation radii, Re = 1 (left column), 1.5 (middle column) and 2 (right

column). Each plot compares the three relaxation scenarios, 1 is denoted by a solid line, 2 is

long dashed and 3 is short dashed. The horizontal x-axis is equivalent to the radial axis.
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Figure 4.19: Fourth-quadrant loop: a comparison between magnetic field profiles; it is pre-

sented in the same way as Figure 4.18.
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state maintained current neutralisation, and so those scenarios that have this feature are

a better fit for the numerically-derived Bz and By profiles. The value of Re is critical

in achieving the best fit between the analytical and numerical results. For Scenarios

2 and 3, the closest correspondence will occur near to Re = 1.5 for the first-quadrant

loop (Figure 4.18) and near to Re = 1 for the fourth-quadrant loop (Figure 4.19). The

numerical (red) plots suggest that the loop axis has shifted from its initial x = 0 po-

sition, which is to be expected for a loop undergoing a kink instability; hence, the

analytical (black) plots do not fit perfectly. However, the important point is that these

comparisons do reveal the most accurate relaxation scenarios. Scenario 1 gives a weak

match for the first-quadrant loop and a poor one for the fourth; however, the other two

scenarios will, for the right value of Re , achieve better matches for both loops. Figures

4.18 and 4.19 reveal scant difference between Scenarios 2 and 3; so, this thesis will

continue with the scenario that has the more simple relaxed state (Scenario 2).

4.3.2 Final Magnetic Fields

Now that the details of the relaxation process have been decided, we can compare more

thoroughly the final numerical results with the analytical predictions. The following

figures show how well the field profiles produced by the numerical simulations match

the configuration described by the Taylor-relaxed loop. These results cover an exten-

sive series of positions within the loop volume. The aim of this section is to find the Re

and αe values that best match the numerical results for all six loop configurations.

The final numerically-determined state is merely the last snapshot provided by the

simulation; it is expected to be close to the analytically-determined relaxed state. Each

loop is simulated for at least 300tA; so, the sooner the instability occurs, the closer the

loop will be to a fully relaxed state by the end of the simulation. A Taylor-relaxed loop

is defined by some combination of Re , B1, αe and σe (the sign of αe). The Cartesian
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components of the relaxed field are as follows,

Bx(r) = −Bθ(r)(y/r) , (4.41)

By(r) = Bθ(r)(x/r) , (4.42)

Bz(r) = B1J0(|αe |r) , (4.43)

where Bθ(r) =σe B1J1(|αe |r). An IDL code is used to generate unique relaxed config-

urations for every value of Re between 0.9 and 3.0 in increments of 0.01. Hence, for

each field component, it is checked which of the 211 possibilities has the lowest chi-

squared value when compared with the numerical plot for the same component. These

field comparisons (Bx, By and Bz) are performed over the x dimension for a selection of

y-z coordinate pairs. Figures 4.20–4.22 compare the analytical and numerical relaxed

field profiles for the first-quadrant loop.

Each of the following plots is associated with a particular x-axis, located at a spec-

ified y-z position. Note, the x-coordinate does not necessarily give the radial posi-

tion, unless the x-axis intersects the loop axis. The actual radial positions at each

x-coordinate can only be determined if the position of the loop axis is known. During

the instability, the loop axis will become kinked and the amplitude of these kinks will

vary with time. If the loop is sampled at a z-coordinate that has undergone a significant

kink, the axis is likely to be far away from the origin in the x-y plane. Therefore, there

will exist x-axes that (mostly) sample the potential envelope and little of the interior of

the loop.

The location of the loop axis can be estimated if one assumes that the numerical

relaxed loop is current neutralised, which appears to be the case (Figure 4.14). The

loop boundary is crossed whenever α falls to zero. However, numerical inaccuracy

means that the loop edge is in fact, wherever α is less than some previously determined

residual value. After the first Lagrangian step, the loop will be almost undisturbed;

i.e., it is extremely close to its initial state. Hence, one can reasonably assume, that

all positions at a distance of twice the initial loop radius (r = 1) lie within the potential

envelope. The α values within this region will of course be very small, but not zero,
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Figure 4.20: First-quadrant loop: a comparison between the Bx magnetic field profiles ob-

tained numerically (red line) and analytically (black line). The latter is calculated from the αe

and Re that best fit the numerical plot, which is taken from the final frame (t = 400 tA) of the

high resolution LARE3D simulation. The comparisons are done for different z coordinates,

z = − 5 (left column), 0 (middle column) and 5 (right column); and for different y coordinates,

y = − 1 (bottom row), -0.5 (one above bottom row), 0 (middle row), 0.5 (one above middle

row), and 1 (top row).
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Figure 4.21: First-quadrant loop: a comparison between the By magnetic field profiles ob-

tained numerically (red line) and analytically (black line). See Figure 4.20 for further details.
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Figure 4.22: First-quadrant loop: a comparison between the Bz magnetic field profiles ob-

tained numerically (red line) and analytically (black line). See Figure 4.20 for further details.
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due to numerical inaccuracy. The greatest of these errors is the residual value used to

determine the loop edge at later times in the simulation. Thus, a simple scan within

the x-y plane can uncover the loop surface: the origin is the midpoint of the x-line that

runs through the thickest part of the loop.

In general, the analytical plots of Figures 4.20–4.22 (first-quadrant loop) show a

good agreement with the numerics; however, the Re and αe that best fit the red lines

are independently chosen for each of the forty-five subplots. Figure 4.23 conveys the

variation in the best fit parameters — some of the plots that failed to agree occupy (or

are near to) the Re limits. A disparity between the black and red Bx plots is noticeable

 1  1.5  2  2.5  3

1.63 0.39 0.13 0.05 0.02

R
e

α
e

Bx

By

Bz

Figure 4.23: First-quadrant loop: the best-fit Re and αe used for each analytical plot in Figures

4.20–4.22. Black circles are for those best fits determined from Bz profiles, red plus signs are

for Bx and blue crosses By.

when z = 0.5, 1. There are similiar issues with three of the By plots; these are located at

the opposite end of the y-z grid to the failed Bx matches (Figures 4.20 and 4.21). The

positions where the Bx plots fail to agree are (y, z) = (1, 0), (1, 5), (0.5, −5), (0.5, 0)

and (0.5, 5); and for By, the positions are (−0.5, −5), (−1, −5) and (−1, 5). Common

to all these positions is a noisy numerical plot that fluctuates around the zero line.

The following averages are derived from the data presented in Figure 4.23,

〈Re〉= 1.83 ± 0.42 and 〈αe〉= 0.28 ± 0.32. These two properties have a one-to-one

mapping and there are many Re , αe pairs that provide the best fit for more than one

numerical field plot. Hence, the slightly unusual form of Figure 4.23 is intended to
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distinguish the best-fit pairs for all forty-five field plots.

A similar treatment for the dimensionless energy release gives −5.87 ± 1.11. De-

spite the large scatter for αe , the deviation for δW is comparatively modest, this is

because d(δW)/d(Re) is small when Re ≈ 1.8 (Figure 4.17).

The impact of noisy plots and the fact that the final numerically-calculated state

is only partially relaxed, can be appraised by re-running the simulation with back-

ground resistivity; once again, ηb = 0.0001. The field profile comparisons can be found

in Appendix C.3; below is the corresponding Re-αe scatter plot. Figure 4.24 yields
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Figure 4.24: First-quadrant loop: the same as Figure 4.23, but this time a background resis-

tivity has been applied.

〈Re〉= 1.75 ± 0.11 and 〈αe〉= 0.22 ± 0.07. The mean dimensionless energy release

has also been calculated, 〈δW〉= − 6.07 ± 0.25. The resistivity smooths out low-level

noise and thereby mitigates substantially the deviation associated with the analytical

fit. Furthermore, the evolution towards a relaxed state starts earlier (Figure 4.7), so the

final state is closer to full relaxation.

All of the above has been repeated for the fourth-quadrant loop. The numerous

field-comparison plots have been left out; only the scatter plot (for the ηb = 0 case) is

presented. Figure 4.25 gives 〈Re〉= 1.29 ± 0.69 and 〈αe〉= 0.17 ± 0.11; it also reveals a

flaw in the IDL script used to decide the analytical fits. The bigger the increase in loop

radius during relaxation, the lower the energy of the relaxed field; in particular, the

magnitudes of Bx and By will be close to zero. Numerical plots that exhibit low-level
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Figure 4.25: Fourth-quadrant loop: the plot format follows Figure 4.23.

noise along the entire x-axis have a tendency to be matched against a Taylor-relaxed

field of Re = 3 — there are six false matches of this type in Figure 4.25. These points

have a disproportionate impact on the Re average; nearly all of the other points are to

the left of the average (1.29). Excluding the false matches, returns 〈Re〉= 1.03 ± 0.15,

〈αe〉= 0.19 ± 0.1 and 〈δW〉= − 2.63 ± 0.09. The energy release is fairly insensitive

to relaxation radius (Figure 4.17): before the exclusion, 〈δW〉= − 2.65 ± 0.09.

4.4 Summary

The overall impressive level of agreement demonstrated for the first and fourth quad-

rant loops, also extends to other positions along the instability threshold, see Table 4.4.

This table also confirms that the analytically-calculated helicities (Appendix A.4.4)

of Loops B–F are in approximate agreement with the numerical values, which were

derived according to the procedure discussed in Section 4.2.4. The correspondence

between the numerical and analytical energy releases is the most significant finding

of this chapter. There is evidence to suggest that this correlation persists even when

different settings are used for the LARE3D parameters controlling resistive MHD (Sec-

tion 4.2.1 and Figure 4.7). In addition, these results are consistent with previous work

(Browning et al. 2008; Hood et al. 2009).
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Table 4.4: Analytical and numerical comparison involving the marginally kink-

unstable Loops B–F. Numerical data are shown in red — the numerical helicities are

an average over three times (initial, instability and final). All values are rounded to two

decimal places.

Simulation Re αe K K |δW | |δW |

F 1.94 0.24 12.89 12.19 8.31 8.54 ± 0.36

E (first quadrant) 1.83 0.28 12.92 12.3 5.8 5.87 ± 1.11

D 1.68 0.3 11.03 10.52 3.15 3.41 ± 0.94

C 1.72 0.2 6.45 6.14 2.15 2.36 ± 0.37

B (fourth quadrant) 1.03 0.19 1.22 1.15 2.58 2.63 ± 0.09

It is interesting to compare the change in helicity (δK/K), over the course of the

simulation, with the change in magnetic energy (δW/W). An approximate value for

the helicity variation is ||Kfinal|/|Kinitial| − 1|; Tables 4.3 and C.1 provide the necessary

data. For Loops E (first-quadrant) and C, δK/K is two orders of magnitude smaller

than δW/W, and for Loops D and F, this difference reduces to one order of magnitude.

The fact that δK/K� δW/W, implies that magnetic energy dissipation is taking place

within thin current sheets (Section 2.4). These results are comparable with (Browning

et al. 2008); but for Loop B (fourth-quadrant), δK/K is slightly larger than δW/W.

This last result is not so surprising when one considers that the α parameters for Loop

B have opposite sign and are almost equal in magnitude (Table 4.1). Consequently,

Loop B contains regions of positive and negative helicity that sum to a value close to

zero, making δW/W large. In this case, a slightly different calculation should be used,

one based on the helicity magnitude, |K| =
∫

V
| ~A · ~B | dV .

The issue of false matches (see the end of Section 4.3.2) was a problem for Loop B

only; the mean values for the other loops (i.e., Re , αe , δW) were calculated from a full

set of analytical field fits. Loop A is not shown in Table 4.4 because it proved to be

numerically unstable, even when the spatial resolution was increased to 5122 × 1024.

MICHAEL BAREFORD 143



4: 3D NON-LINEAR SIMULATIONS OF ZERO-NET-CURRENT CORONAL LOOPS

It would appear that the assumption of a Taylor-relaxed state, subsequent to kink

instability, has been vindicated by the results of the LARE3D numerical code. Al-

though, the relaxation does not extend over the full numerical volume, but over a re-

gion of smaller extent (out to a radius Re , which is less than the full radius, RB). In this

sense, the relaxation is partial.

An improved TRoLE code, incorporating the most successful relaxation scheme

(Scenario 2), and involving ensembles of zero-net-current loops can now be executed

with some confidence. However, a relaxed state can only be identified if the relaxation

radius is known; at present, it is unclear how Re can be precisely determined from the

threshold position. Although, the results of Section 4.3.1 (Figure 4.17) and Appendix

B.2.1 (Figures B.7 and B.8) have revealed that for marginally-unstable loops, the en-

ergy release varies little with relaxation radius once Re ≥ 1.5. The next chapter will

consider minimal (Re = 1) and maximal (Re = 3) relaxations.
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The Properties and Consequences of

Kink-unstable Ensembles of

Zero-net-current Coronal Loops

Improving the realism of the loop ensemble model (TRoLE) is the focus of this chap-

ter, which is based on the work published in Bareford et al. (2011). Previously, heating

event distributions were calculated for ensembles of loops that possessed net current

(Chapter 3). This was done using a simple cylindrical field model in which the cur-

rent profile, α(r), of the stressed field is represented by a two parameter family. The

resulting distributions were compatible with the energies required for coronal heating.

However, as stated earlier (Section 4.1.2), a zero-net-current loop is more realistic.

There are only two such fields on the marginal instability curve of Figure 3.2, for

which the current due to α2 cancels that due to α1 (that is α1 ≈∓ 2.48, α2 ≈± 0.95).

In the previous chapter, a new family of current-neutralised loops was introduced, see

Section 4.1.2 (Figure 4.4). The linear stability of this new family of equilibria require

further investigation.

There are other improvements that will also have a bearing on the energy release

distributions. So far, the random nature of photospheric motions has been represented
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by allowing different parts of the loop interior to vary independently. However, it is

more reasonable to assume some level of correlation, since it is likely that the whole

of a loop footpoint will be subjected to the same convective eddy. Furthermore, this

chapter also considers the consequences of varying the loop aspect ratio (L/Rb), and

it will continue the search for a twist-based parameter that can be used as a simple

diagnostic for loop instability; see e.g., Hood and Priest (1979).

5.1 Equilibrium Fields

Section 4.1.2 presented the equilibrium fields for a zero-net-current loop (Equations

4.15–4.22). Essentially, the equilibrium parameter space remains 2D; i.e., it is deter-

mined by α1, α2. The field profiles for a selection of loop configurations are given in

Appendix B.2.

Again, the magnetic flux through the loop and envelope is conserved:

ψ =

∫ RB

0
2πrBz dr =

2πB1R1

|α1|
J1(|α1|R1)

+
2πB2R2

|α2|
F1(|α2|R2) − 2πR1J1(|α1|R1)

(
σ1,2

|α2|

)
+

2πB3

|α3|
(RbG1(|α3|Rb) − R2G1(|α3|R2))

+ πB4

(
R2

B − R2
b

)
. (5.1)

Hence, ψ is still normalised to 1 and B1 is determined (noting that, in Equations 4.23–

4.28, B j and C j are functions of B1). The normalised coronal loop radius (Rb = 1) is

itself used to normalise the loop length (e.g., L = 20Rb), see Figure 4.4.

The primary assumption of the TRoLE model is that the loop evolves through a

sequence of two-α fields (Equations 4.15–4.22) as it is twisted by photospheric foot-

point motions. The introduction of magnetic twist gives the coronal loop a circular

cross section (Klimchuk et al. 2000). The TRoLE model presented here has the same

cross-sectional shape, but the loop radius (Rb) is held constant throughout the sim-

ulated photospheric driving. Purely azimuthal photospheric motions would cause a
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small expansion of the loop (Browning and Hood 1989) which are ignored here; alter-

natively, small radial footpoint motions must be allowed in order to maintain constant

loop radius. In any case, the sequence of loop equilibria explored by TRoLE is clearly

a small subset of the possible variation in field profiles that might arise from pho-

tospheric motions. As these random motions proceed, the loop continues to evolve

through force-free equilibria until it becomes linearly unstable.

5.2 Linear Kink Instability Thresholds

The instability threshold is still a curve in 2D α-space (α1, α2). The properties of the

loop (e.g., α1, α2 and α3) at these threshold points can once again be found by substi-

tuting the perturbation function into the linearised MHD equations. A modified CILTS

code, one that incorporates a current-neutralisation layer, is then able to uncover the

threshold. Figure 5.1 shows the instability threshold curves mapped by the CILTS
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Figure 5.1: The instability thresholds for L/Rb = 10 (red), 20 (black) and 30 (blue). A closed

stability region is formed by the Bz reversal lines (dashed). The relaxation line (α1 =α2) is also

shown.

code for three values of loop aspect ratio (L/Rb = 10, 20, 30). The longer the loop the

smaller the α-value required for instability, since, if the radius is held constant, longer

loops are less affected by the stabilising influence of line-tying (Hood and Priest 1979).

The addition of a current neutralisation layer prevents the threshold curves from clos-
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ing near the α-space origin; this is unlike the net current case, for which the threshold

is a closed curve (Figure 3.2). The open shape is indeed similar to the instability curve

for loops with a conducting wall at Rb (Browning and Van der Linden 2003), because

the eigenfunctions almost vanish at this boundary; see Figure 5.3. Also, if α1 is small,

α3 will be opposite in sign to α2, and the outer layer is stabilised by the neutralisation

layer. However, the loop configurations become unrealistic as we increase the magni-

tude of α2 and the axial field reverses. Positions outside the Bz reversal lines (Figure

5.1) represent loops that have axial fields of mixed polarity. These configurations can-

not represent states attained by the twisting of a unipolar loop.
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Figure 5.2: Left, the instability threshold for a loop of aspect ratio 20; the right half (i.e.,

where α1 ≥ 0) is sampled by a selection of points. Right, is the variation in α2 along the

1D representation of the instability threshold. The tick marks along the Threshold Point axis

correspond with the numbers that follow the labelled threshold curve shown in the left plot.

Before proceeding to calculate the energy release properties, it is first of interest

to analyse the marginally unstable states. The threshold curves shown in Figure 5.1

mirror each other. Thus, it will suffice to investigate the threshold where α1 ≥ 0 (Figure

5.2). As in Section 3.2, the threshold curves can be represented in 1D form: the filled

circles and associated numbers of Figure 5.2 (left) represent the tick marks and labels

for the 1D threshold point axis, see Figures 5.5–5.9.
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Figure 5.3: The linear eigenfunctions, vx(x, y = 0, z), for α-space points 0 (top left), 20 (top

right), 40 (middle left), 60 (middle right), 80 (bottom left) and 100 (bottom right). The α

coordinates associated with each eigenfunction are on the unstable side of the threshold point

number (Figure 5.2). Cartesian coordinates are used, hence, the x-axis is equivalent to the

radial axis.
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First, we plot the linear eigenfunctions for a selection of marginally unstable α-

space points that follow the instability threshold. The location of these points can be

determined from the threshold point number given at the top of each plot in Figure 5.3.

The eigenfunctions of the marginally unstable modes are strongly radially confined;

that is, there is almost no disturbance beyond the loop radius (Rb = 1). This contrasts

sharply with the situation for loops with net current, see Browning et al. (2008) and

Chapter 3 (Figure 3.5), in which the eigenfunction can extend into the potential enve-

lope.

Figure 5.4 shows how two types of mean magnetic shear (Equations 3.38 and 3.39)

vary along the threshold. Between threshold points 20 and 90, the average shear at the

 0
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 1.5

 2

 0  20  40  60  80  100

Threshold Point

T

Figure 5.4: The mean absolute (solid) and root mean square (dashed) of the magnetic shear

along the instability threshold. The shears are calculated over the loop volume, 0–Rb .

threshold is again slightly higher than the limit suggested by Parker (Section 3.6.6).

The ends of the threshold intersect the Bz reversal lines and this is why the shear values

increase rapidly at the limits of the threshold point axis.

5.2.1 Instability Threshold and Critical Twist

Following Section 3.5.3, we look for a single twist-related parameter that takes on a

critical value whenever the loop reaches the threshold (Appendix B.2 shows the twist

profiles for a selection of loop configurations, stable and unstable). The average twist

can be calculated in several ways; e.g., Equations 3.30, 3.31 and 3.32.
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Figure 5.5: The variation in the loop average twist along the 1D representation of the insta-

bility threshold (L /Rb = 20). The solid lines were calculated from Equation 3.32; the dashed

from Equation 3.31 and the long-short dashed from Equation 3.30.

None of the twist averages (Figure 5.5) is invariant around the whole threshold

curve, although 〈φ̂〉b ≈ 5π (Equation 3.31) for the majority of threshold points. This

value is approximately in line with the oft-quoted result of 2.49π, the critical twist for

a loop of aspect ratio 10 (Hood and Priest 1981). Each threshold point has a radial

twist profile; these profiles feature reversed twist until around point 60, where the

profile becomes single signed. After this point, the three average-twist plots converge

to values between 5π and 10π. At higher threshold points, the plots diverge, and for

Equation 3.31 and 3.32 the averages increase sharply.
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Figure 5.6: The variation in K/ψ2 (over the range 0 – Rb) along the 1D representation of the

instability threshold (L /Rb = 20).
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Again, the proposal of Malanushenko et al. (2009), that a critical value of nor-

malised helicity indicates instability onset is considered. Figure 5.6 shows that the

normalised helicity is certainly not the same for every threshold point, even if α1 and

α2 have the same sign.

5.2.2 Path to Instability

Earlier a random walk process was used to simulate a loop being twisted by turbulent

photospheric motions; i.e., a loop performed a sequence of fixed-length steps of ran-

dom direction within α-space until the instability threshold was crossed. This process

will now be followed for zero-net-current loops too. However, this time the random

walks will be spatially correlated. In fact, it will be possible to vary the correlation be-

tween the inner and outer parts of the loop. Basically, it is more likely that the twisting

will be fairly uniform across the loop (i.e., the change in α1 is similar to the change in

α2).

When a loop begins its random walk (i.e., when it emerges from beneath the pho-

tosphere) it is assigned a random starting position within the stable region of α-space

equilibria (i.e., the loop may have some initial twist). However, it is more likely that

the initial twist will be small and that the initial value of α2 will be similar to (or corre-

lated with) the initial α1-value. Furthermore, the change in α-coordinates that occurs

whenever the loop steps through α-space, in response to photospheric driving, should

also be correlated. The initial α1-coordinate of the walk is chosen from a normal dis-

tribution centred on zero. A standard deviation is chosen such that the probability of

the initial α1-value representing an unstable configuration is negligible. Similarly, the

initial α2-coordinate is chosen such that the mean is the initial α1-coordinate.

The step values, δα1 and δα2, are determined by assuming a step size, λ, and δα1 ≈

δα2. Hence, δα1 is also chosen from a normal distribution, but this time the mean is λ
√

2

and δα2 is chosen such that the mean is δα1. As the standard deviation of the normal

distribution used to select δα1 and δα2 is decreased, the range of threshold crossings
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Figure 5.7: The stability region for a loop of aspect ratio 20 is demarcated by instability

thresholds (solid lines) and Bz reversal lines (short dashed lines). The loop configurations

along the threshold have single-signed twist (black) or reversed twist (grey). The relaxation

line (long dashed) comprises the points within the stability region where α1 =α2.

narrows. In other words, the walks follow the α1 =α2 line more closely. A standard

deviation of 0.1 will be used for the simulations presented in this chapter, since this

value restricts the threshold crossings to points where the twist is single-signed; see

Figure 5.7. Correlated1 walks therefore are predisposed to maintaining the realism

of loop configurations, since it is expected that in general photospheric motions do

not create loops that have reversed twist. Four of the six marginally-unstable loops

simulated in Chapter 4 have single-signed twist; loops A and B have reversed twist.

Contrary to the Bz profiles of Appendix B.2, the axial field at the loop footpoints

should not change during the random walk or during relaxation. The reason for this

discrepancy is that preservation of the footpoint axial field introduces a z dependency

— the field becomes 2D. However, if the length of the loop exceeds its radius, a 1D

field approximation, such as the one used by the model presented here, still remains

adequate for a substantial portion of the loop. Zweibel and Boozer (1985) and Brown-

ing and Hood (1989) show that the z dependence is confined to thin boundary layers

near the footpoints. Hence, the difference in energies for loops represented by 1D and

2D fields is negligible especially if L/Rb > 10 (see also Robertson et al. (1992); Loth-

ian and Browning (2000)). Dalmasse, Browning, and Bareford (2011, in preparation)

1The reader may prefer drunk and sober to uncorrelated and correlated.
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have investigated a simpler loop, having just a core and outer layer (with a conducting

wall at r = 1), by calculating the energy releases according to Taylor relaxation for a

representative sample of threshold configurations. This was done using both 1D and

2D fields, with the latter maintaining the axial field at the footpoints. The resulting

energy releases differ by less than 1% between the 1D and 2D cases.

Figure 5.7 shows that a loop might cross a Bz reversal line before it reaches the

instability threshold. If this happens, the loop is discarded and the simulation resumes

with a new loop that has a stable α-configuration. Once a loop reaches the instability

threshold, it becomes linearly unstable. At this point, the field releases energy and

transitions to a lower energy state defined by Taylor relaxation: helicity is conserved

and the α-profile relaxes to a single value.

5.2.3 Energy Release Calculation

In Chapter 3, a loop with net current was relaxed such that the α-profile became invari-

ant over the range 0–RB . Hence, the relaxed state always represented a threefold radial

expansion of the threshold state (i.e., from Rb to RB), the relaxation encompassed both

the loop and the potential envelope. Numerical simulations (Browning et al. 2008)

indicate that this is a good model for loops with net current. However, for loops with

zero net current, the instability is more radially confined (Section 4.2.3) and the recon-

nection activity is correspondingly localised; it does not extend to the outer boundary

(Hood et al. 2009).

This chapter will allow the relaxation radius, Re , to be anywhere in the range

Rb (=1) ≤ Re ≤ RB (=3). If Re = RB , complete relaxation is attained, as previously con-

sidered (Browning and Van der Linden 2003; Browning et al. 2008); otherwise re-

laxation is localised. α is constant between 0 and Re and the fields in the remaining

envelope (where α= 0 and Re ≤ r≤RB) are fixed so that they do not change during

relaxation. This maintains current neutralisation, albeit via an infinitely thin current-

neutralising surface. Axial flux is conserved, such that ψ (over 0–Re) of the threshold
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state is equal to ψ (over 0–Re) of the relaxed state. K/ψ2 is conserved in an identical

manner (in Chapter 3, conservation was always over 0–RB and since the total axial flux

was normalised to 1, conserving K/ψ2 was identical to conserving K). Likewise, the

energy release is the energy of the threshold state over 0–Re minus the energy of the

relaxed state over the same radial range. In fact, the energy of the remaining potential

envelope is unchanged, so that the energy release could also be taken over the entire

volume (0–RB); similarly, the envelope has zero helicity before and after relaxation.

The scheme described above is known to be compatible with the results of non-linear

MHD simulations, see Section 4.3.1.

5.3 Distribution of Energies and Coronal Heating Con-

siderations

As with Chapter 3, the main task here is to calculate the distribution of magnitudes

of the sequence of heating events generated by random photospheric driving. First, it

must be shown how various properties vary along the instability threshold.

5.3.1 Helicity and Energy

The left plot of Figure 5.8 plots the total helicities of the threshold states. A total helic-

ity (or flux) is one calculated over the range 0–RB , i.e., the loop and envelope. None of
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Figure 5.8: Total helicity (left) and total (dimensionless) magnetic energy (right) along the 1D

representation of the instability threshold (L/Rb = 20).
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the threshold states has sufficient helicity for the relaxed state to feature helical modes

(Taylor 1986), and so all relaxed states are cylindrically symmetric. The left plot of
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Figure 5.9: αe (left) and energy release (right) along the 1D representation of the instability

threshold (L/Rb = 20). These properties have been calculated for two relaxation radii, Re = Rb

(dashed) and Re = RB (solid). When Re = RB , αe is of O(10−2) and so the corresponding plot

appears very close to the αe = 0 line.

Figure 5.9 confirms that each threshold state corresponds to a relaxed state. Both of the

graphs in Figure 5.9 feature two plots; the dashed line represents minimum relaxation

(Re = Rb) and the solid line represents full relaxation (Re = RB). The right plot shows

that, in general, δW is affected by Re (although, there is one part of the threshold where

the energy release is insensitive to relaxation radius); hence, the energy distributions

in the next section are calculated for minimum and maximum relaxation radii.

The energies shown in Figure 5.8 (right) and Figure 5.9 (right) are given as di-

mensionless quantities; using Equation 3.35 and assuming typical values, Rcn = 1 Mm

(coronal radius) and Bcn = 0.01 T (mean axial coronal field), the dimensionalised en-

ergy values are 6× 1029 δW erg.

5.3.2 Flare Energy Distributions

An expression for the energy flux is derived by considering the loops in the ensem-

ble as spatially separated but flaring simultaneously. All the energy input from the

photosphere is dissipated, in a long-term time average over many events, since the

instability threshold limits the accumulation of stresses within the coronal magnetic
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field. The energy flux, F, is repeated here for ease of referral;

F =
81
2
π

µ0
RcnB2

cn
1

Nτ
1

105

105∑
i=1

δW , (5.2)

where N is the average number of steps taken to reach the threshold and τ, is the time

taken for α to change by λ/Rb and λ is the step length. A derivation based on the axial

twist (Section 3.3) gives the following relationship between τ and λ;

τ =
L
2
λ

Rb

Rft

vθ
, (5.3)

where, as before, Rft is the footpoint radius and vθ is the photospheric flow speed. A

step time equivalent to a granule life time of order 103 (Zirker and Cleveland 1993)

is obtained for λ= 1, L = 20 Mm, Rft = 200 km and vθ = 1 km s−1. The step time has

a linear relationship with the loop length, τ= 100(L [Mm]). Applying the previously

used values for Bcn and Rcn, gives a dimensional flux of (108/Nτ)
∑
δW erg cm−2 s−1.

This expression is applicable to active regions.

’Nanoflare’ Distributions

Examination of Figure 5.10 yields three key points. First, the total energy released

increases with aspect ratio, but the average step count, N, decreases. This is expected

since loop volume increases with aspect ratio, whereas the size of the stability region

shrinks; see Figure 5.1. Second, as indicated before (Figure 5.9, right), increasing

the relaxation radius increases the energy released. And third, correlated walks mean

higher step counts. However, whether or not there is also an increased energy release

depends on the relaxation radius.

If Re = Rb (= 1), the energy release from correlated walks is reduced compared to

the uncorrelated distributions, whereas complete relaxation, Re = RB (= 3), leads to an

increased energy release. This less-than-straightforward point is consistent with the

plot that shows the variation in energy release along the threshold for both values of

Re ; see Figure 5.9 (right). A correlated walk would favour crossings around threshold

point 90; when Re = Rb the energy release is almost at its lowest for this part of the
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threshold, whereas the opposite is the case when Re = RB . This is also true for the

thresholds applicable to loops of aspect ratio 10 and 30.

For loops of aspect ratio 10, a correlated walk produces a distribution that has

a high-energy cut off — this feature is an artefact of the simple two-α model. It is

caused by the fact that when L/Rb = 10, the relaxation line intersects the Bz reversal

line before the instability threshold (Figure 5.1).
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Figure 5.10: Flare energy distributions for a 105 loop ensemble, with each loop undergoing

one relaxation event. The relaxation radius (Re) associated with each event is Rb for the top

two distributions and RB for the bottom two. The plots on the left correspond to uncorrelated

random walks, those on the right to correlated driving. Both walk types have step length λ= 1.

The distribution curves are colour-coded according to aspect ratio: red denotes L/Rb = 10,

black L/Rb = 20 and blue L/Rb = 30. In addition, two properties are displayed for each plot,∑
δW, the total energy release (dimensionless) and N, the average number of steps taken to

reach the threshold.

Calculating the dimensional heat fluxes (Equation 5.2) shows that the flux is weakly

dependent on aspect ratio. Further examination reveals that any dependence on aspect

ratio can only come from
∑
δW, which is determined by the coordinates of the in-

158 CORONAL HEATING BY KINK INSTABILITIES



5.3: DISTRIBUTION OF ENERGIES AND CORONAL HEATING
CONSIDERATIONS

stability threshold. δW incorporates a length factor in units of the loop radius, i.e.,

(L/Rcn) δw = δW, where δw is the dimensionless energy release per unit of dimension-

less length. Substituting the full expression for the step time (τ= (λ/2)(L/vθ)(Rft/Rcn))

into Equation 5.2 gives

F =
81π

105µ0

Rcn

Rft

1
Nλ

B2
cnvθ

105∑
i=1

δw ; (5.4)

again, applying previously used values, this simplifies to

F = (106/N)
∑
δw erg cm−2 s−1. The length terms cancel and the ratio Rcn /Rft is

effectively a constant.

For distributions derived from uncorrelated walks and minimal relaxation (Re = Rb),

F ≈ 3–4× 106 erg cm−2 s−1. Using correlated walks instead, diminishes the fluxes to

0.9–2× 106 erg cm−2 s−1. Increasing the relaxation radius to RB will reverse this reduc-

tion and yield F ≈ 7–10× 106 erg cm−2 s−1. This last result is also true for distributions

based on uncorrelated walks and full relaxations. When Re = RB correlated walks do

lead to higher energy releases, however, these walks are longer and have higher step

counts, which means the flux remains roughly constant.
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Figure 5.11: The logarithm of the flare energy distributions in Figure 5.10. The grey diagonal

line in each plot is there for comparison; it has a gradient equal to the critical gradient for

coronal heating, -2.
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Finally, Figure 5.11 shows the natural logarithms of the flare energy distributions

presented in Figure 5.10. The distributions calculated from uncorrelated walks give

log plots that almost match the critical gradient for coronal heating. Although the log

plots of the correlated (Gaussian-shaped) distributions do not follow power laws, these

results have been included for completeness.

’Nanoflare’ Distributions Derived from Twist Space

Section 3.6.4 showed that the 2D α-space can be translated to a parameter space more

appropriate for photospheric driving. The instability thresholds of Figure 5.1 are re-

plotted in terms of 〈φ〉1/L and 〈φ〉1,2/L, the average magnetic twist (Equation 3.32)

per unit length over the core and over the outer layer respectively (earlier, the stability

space was represented in terms of twist boundary values; i.e., φ(R1) and φ(R2)). Figure
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Figure 5.12: The instability thresholds of Figure 5.1 have been translated to
(
〈φ〉/L

)
-space

(left); as before, the different colours represent the different aspect ratios and dashed lines

represent Bz reversal. On the right is plotted the variation in dimensionless energy release (per

unit length), achieved when Re = 1.5, along the section of threshold where 〈φ〉1 > 0 — threshold

point 1 is where 〈φ〉1,b has its lowest value. The filled grey circles indicate where 〈φ〉1 = 〈φ〉1,b ,

which is the grey diagonal line in the left plot, and the empty circles locate 〈φ〉1,b = 0.

5.12 (left) shows the results of such a translation – the vertical extents of the thresholds

now vary substantially with loop size. A beneficial side effect of this translation is that

correlated walks cease to be a problem for short loops (L/Rb < 20): for all three loop

sizes, the 〈φ〉1 = 〈φ〉1,b line intersects the threshold long before Bz reversal.
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5.3: DISTRIBUTION OF ENERGIES AND CORONAL HEATING
CONSIDERATIONS

The energy release distributions generated from
(
〈φ〉/L

)
-space are presented for

a relaxation radius of 1.5. As was discussed in Section 4.3.1 (Figure 4.17), modest

expansions attain most of the energy release achieved by maximal relaxation (Re = 3).

This property of diminishing returns is also confirmed when one compares Figure 5.12

(right) with Figure 5.9 (right). In general, if one adds up the energy releases along a

threshold, the sum for Re = 1 is 50% of the sum for Re = 3; however, this percentage

rises to almost 90% when Re = 1.5.

The dimensionlised energy fluxes (Equation 5.4) derived from Figure 5.13

are again independent of loop aspect ratio; and if Re = 1.5 the correlated flux

(2× 106 erg cm−2 s−1) is lower than the uncorrelated one (4× 106 erg cm−2 s−1). This
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Figure 5.13: Flare energy distributions for a 105 loop ensemble, with each loop undergoing

one relaxation event. The relaxation radius, Re , associated with each event is 1.5 and the step

length, λ, is 0.1π. The plots on the left correspond to uncorrelated random walks, those on the

right to correlated driving.

difference is easily understood if one looks at the correlation points (the filled grey cir-

cles) in Figure 5.12 (right) — the energies associated with these points coincide with

the peaks of the correlated distributions. Once again, the correlated walks are subject

to a standard deviation that prevents the loop from reaching a reversed-twist thresh-

old configuration. A consequence of this restriction is that correlated walks will not

encounter the high energy parts of the threshold.

The gradients of the corresponding log plots are slightly lower than the α-space

ones (Figure 5.14), which means the correlated distributions are closer in shape to that
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suggested by observations. Unfortunately, the energy fluxes generated by a modest
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Figure 5.14: The logarithm of the flare energy distributions for a 105 loop ensemble, with each

loop undergoing one relaxation event. The presentation of these plots follows the scheme used

for Figure 5.13. The grey diagonal line in each plot is there for comparison; it has a gradient

equal to the critical gradient for coronal heating, -2.

expansion do fall short of the required 1× 107 erg cm−2 s−1. This could be rectified by

increasing the mean axial field strength, Bcn, used in Equation 5.2, by a factor of
√

10;

or, by adopting some distribution of Bcn over the loop ensemble that accounts for the

shortfall. Increasing λ would also raise the energy flux.

5.4 Conclusions

The twisting has been assumed to be localised within the loop cross section, so that

the loop is always without net current (the azimuthal field vanishes at — and beyond

— the loop boundary). This work is genuinely studying individual loops, rather than

(unrealistically) allowing the potential envelope outside the loop to be twisted as the

loop evolves.

A distribution of heating events, or nanoflares, is obtained for a variety of con-

ditions. For spatially uncorrelated twisting motions, in which the motions may vary

strongly across the loop cross section, a power-law distribution of energy versus oc-

currence frequency is obtained, with a slope slightly steeper than the critical value of

-2 required for nanoflare heating to be effective (Hudson 1991). For strongly correlated
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twist motions, in which the twist in the outer part of the loop is close to that in the inner

core, a peaked energy distribution is obtained, with almost Gaussian shape. The for-

mer case reflects the distribution of available energies around the instability threshold,

whereas the latter is mainly determined by the allowable range of twist profiles. Note,

these distributions (Figures 5.10 and 5.11) are obtained for an ensemble of identical

loops: in reality, much broader distributions will result due to variations in axial field

strengths and photospheric driving. The true nanoflare distribution is a convolution

over more than one parameter.

The effect of loop aspect ratio has been found to have little impact on energy flux.

The higher volume of large aspect ratio loops is counteracted by the smaller stability

region (instability occurs at lower α-values). As the aspect ratio is increased beyond

30, the stability region is expected to reduce by smaller and smaller amounts, until the

region converges to a minimum area. This has been shown for constant-α loops; see

Figure 4 of Browning and Van der Linden (2003)). Hence, assuming that this expec-

tation is verified, the energy flux will be independent of aspect ratio (Equation 5.4),

assuming that the same axial field strength is applied to all members of the loop en-

semble. Presumably, there is a dependence between loop size and |Bcn|, so an ensemble

that features some distribution of field strengths will still depend (albeit indirectly) on

the aspect ratio.

One important consequence of considering loops with zero net current is that the

reconnection activity tends to be localised near the loop and thus relaxation is likely

to be incomplete (rather than including a large part of the surrounding potential field).

Considered here are two limiting cases: localised relaxation, in which only the loop

volume relaxes to a minimum energy (constant-α) state, and the surrounding poten-

tial envelope remains unaffected; and complete relaxation, in which the loop and the

potential envelope relax out to the external boundary. The latter is clearly the true

minimum energy state. The numerical simulations of Chapter 4 indicate an intermedi-

ate situation, but somewhat closer to the completely localised relaxation. In fact, the

loop reconnects with some of the surrounding axial field, but only to a limited extent.
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This is an important issue for understanding relaxation in the Sun, where the extent of

relaxation is not defined by conducting walls — in contrast with laboratory plasmas

(Taylor 1974). Future work will use numerical simulations to explore the transition to

instability, and the effects of continual driving.

The results presented here are based on a loop model that has a thin current-

neutralising layer (this approximates to a current sheet), in which the fields discon-

tinuously change at the loop edge. This choice allows the fields inside the loop to be

close to the previously studied two-α model of Chapter 3; thus, a comparison can be

made. Also, such fields correspond to twisting within an isolated flux source, whilst

the flux which surrounds the loop in the corona originates from untwisted separated

sources. Interestingly, the ideal instability threshold in this case is very similar to that

found for a close-fitting conducting wall at the loop edge, as originally used by Brown-

ing and Van der Linden (2003). This is because the thin current layer forces unstable

perturbations to vanish (almost) at the loop edge. In numerical simulations, the choice

of a thin current layer has consequences in allowing resistive modes to be significant;

although for realistic values of the resistivity (unattainable in simulations) the growth

rate of such modes is extremely slow. Preliminary studies have also been undertaken

with a thicker current-neutralising layer. In this case, a closed stability threshold curve

can be obtained, and the results are more similar to those presented in Chapter 3.
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6

Final Discussion

6.1 Summary

The primary aim of this work is to investigate the distribution of energy releases in

an ensemble of coronal loops driven by random photospheric footpoint motions, using

Taylor relaxation theory. A relaxation event is triggered whenever the loop becomes

unstable to an ideal kink instability; during this phase, current sheets form and sub-

sequently, rapid reconnection occurs. A distribution of events is built up by allowing

loop equilibria to evolve through a random walk, representing the effects of stochas-

tic footpoint motions, until the linear stability threshold is reached. The advantage of

the relaxation approach is that energy release is easily calculated for a wide family

of profiles, which is extremely difficult with 3D numerical simulations. Furthermore,

relaxation theory can better represent very high conductivities, which cannot be ac-

cessed by present day MHD codes. Of course, this approach can be extended to more

complex field models than the simple cylindrical coronal loop models used here.

Chapter 3 followed these ideas with a deliberately simplistic procedure: an en-

semble of release events was produced by a single loop, repeatedly encountering the

threshold for linear kink instability; or an ensemble of identically-sized loops were

each made to undergo a single instability. The energy-release distributions resulting
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from these two types of ensemble were found to be statistically stable for an ensemble

population size of 105. The distributions are broadly similar between ensemble types

and do not follow a simple power law. Although, the smallest flares are the most com-

mon - representing perhaps the elemental ’nanoflare’ — there is a second smaller peak

at higher energy, which is fitted by a power-law with an index of around -8, signif-

icantly higher than that required for coronal heating. These results were sufficiently

interesting to warrant further study. A number of ways to improve the realism of the

model were identified. Specifically, altering the loop model so that it would carry

no net current, which is the expected outcome of a loop that has been twisted at the

footpoints by spatially-localised photospheric motions.

A non-linear 3D MHD code was introduced (Section 4.1) and then applied to the

simulaton of particular zero-net-current loops. These loop configurations had been

identified by the linear analysis as being marginally kink unstable. The simulations

showed that the linear instability quickly enters a non-linear phase and magnetic en-

ergy declines sharply before leveling off. Furthermore, the amount of energy release

matched the amount predicted by Taylor relaxation. Evidence for helicity conservation

was presented and in all but one case, the level of helicity variation was estimated to

be smaller than the change in magnetic energy, by at least an order of magnitude. The

implication of this result is that energy diffusion is occuring on much smaller scales

than the global length scale; i.e., within the current sheets associated with magnetic

reconnection. Relaxation theory also predicts that the final relaxed state should have

a linear α-profile (that conserves helicity). The final field profiles (Figures 4.20–4.25)

confirmed this expectation and also revealed (together with the current magnitude plots

of Figure 4.14) that the property of zero net current was retained after the instability.

Typically, the loop expands radially, the field reconnecting with that present in the po-

tential envelope. This evidence was used to choose one of three relaxation scenarios,

that gave a more precise description of how helicity is conserved and energy release

determined.

The success of Chapter 4 in confirming the Taylor hypothesis, meant that it was
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worthwhile to return to the TRoLE model (Section 3.4). This time, ensembles of zero-

net-current loops for different loop sizes were investigated (Chapter 5). In addition,

a better representation of photospheric driving was included, alongside a more con-

strained process for Taylor relaxation. The resulting heat fluxes (dimensionlised for

active regions) reach 107 erg cm−2 s−1 for a radially-expanded relaxed loop, which is

just sufficient for coronal heating. The two types of photospheric driving, uniformly

random and correlated, yielded different distribution shapes. A power-law distribu-

tion with index around -2 was produced by the first type and the second produced a

Gaussian profile. The latter shape does not tally with observations of low-energy flares

(Figure 1.9) and is probably an artefact of using one value for the mean axial field (Bcn)

to dimensionalise the flare energy. In reality, a group of active-region loops will have

some distribution of mean axial field strengths, which could be expressed as a proba-

bility function, thereby incorporating a random element in the energy calculation. It

would be interesting to see if such a feature would alter the correlated distribution, so

that it was closer to a power-law profile. Otherwise, the Gaussian correlated profile

would suggest that uniformly random driving is the more realistic path to kink insta-

bility.

The calculation of the heat fluxes assumed 100% efficiency in the conversion be-

tween magnetic diffusion and heating. This is a reasonable assumption: the numerical

simulations show that a small fraction of the energy released (. 10%), is expressed

as kinetic energy; but, by the end of the simulation, kinetic energy has declined to a

negligible level. However, another way the energy release could be limited, is if the

unstable loop attains an equilibrium that is less than fully relaxed (i.e., the α-profile

remains non-linear) and still conserves helicity. There is perhaps, for some field con-

figurations, another constraint that decides the relaxed state, such as the topological

degree of the field line mapping between the ends of the loop, as investigated by Yeates

et al. (2010). They examined two braided magnetic field configurations (one based on

the simple pigtail braid and the other more complex). Both configurations underwent

turbulent relaxation, leading to a final state that conserved topological degree and was
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less relaxed than that predicted by Taylor theory — the final state for the pigtail braid

featured two flux tubes of opposite twist. Nevertheless, it is possible for the Taylor-

relaxed state and the state that preserves topological degree to coincide. This could

explain the level of agreement between the LARE3D simulations of Chapter 4 and

Taylor relaxation. Moreover, the agreement is strongest for those parts of the instabil-

ity threshold encountered by correlated photospheric driving.

6.2 Further Work

The previous chapter featured ensembles of loops, each one undergoing a single relax-

ation. This avoided having to resolve the issue of what happened to a loop afterwards.

Would it remain a viable loop, albeit with a smaller aspect ratio? Is there a threshold

value for the relaxed alpha (αe) below which the loop simply merges into the back-

ground field? The numerical data presented in Chapter 4 (Figure 4.14) clearly show

that relaxation is accompanied by loop expansion, and it would appear that the increase

in loop radius is some function of α1 and α2.

Another question is whether or not photospheric driving is a factor during the re-

laxation process; the TRoLE model assumes that it is not. The LARE3D code could

be used to help resolve this issue. It should be possible to choose a loop configuration

(i.e., a set of α-parameters) that is just inside the threshold for linear kink instability and

then, make the loop cross the threshold by applying a pre-determined velocity profile

(vθ) at both footpoints. Photospheric velocities are typically 1 km s−1, but in the corona

the loop is wider and so the tangential motions there will be approximately 10 km s−1.

Faster tangential velocities (∼ 100 km s−1) may need to be applied in order for the sim-

ulation to complete in a reasonable amount of time. If there is enough flexibility in

the initial parameters, LARE3D could be used to investigate the relationship between

driving speed and energy release. This code could also continue to apply photospheric

driving during the relaxation phase and show whether or not this had any consequences

for the final loop configuration.
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6.2: FURTHER WORK

Loop curvature has not been considered by this thesis. The linear stability analysis

(Section 3.2) and the TRoLE model require the magnetic fields to be solved analyti-

cally. If a loop is to retain its curvature, it can only be simulated numerically, which

means choices have to be made concerning loop parameters (e.g., length, radius and α-

profile). Fortunately, the work of Chapters 4 and 5, have uncovered those straightened

loop configurations that are kink unstable and are likely to be reached by photospheric

driving. These configurations could be adapted to include curvature and re-simulated

within LARE3D. This would reveal what affect, if any, curvature has on the energy

release precipitated by kink instability. A feature that improves the realism of the

loop model may not be important as regards kink instability and Taylor relaxation. In

essence, the results of this thesis can be used as a baseline against which the importance

of additional features can be judged.
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Appendix A

Loop Properties for All Values of α1

and α2

A loop is characterised by its α1 and α2 values. To calculate other properties (e.g.,

〈φ̃〉, K and W) it is first necessary to determine the axial fluxes and the magnetic field

coefficients. These equations differ depending on whether or not the loop has a current-

neutralisation layer, and on which of the α values is zero or non-zero. Expressions

for constant-α fields can be recovered by setting α1 =α2, which gives more familiar

formulae. The subscripts that accompany the quantity on the left hand side denote the

upper and lower radial bounds over which the quantity is calculated. For example, K0,1

is the helicity calculated over the loop core, which exists between R0 (the axis) and R1

(the core-outer layer boundary).

In each subsection, the expressions for a loop that has net current are presented first.

These expressions are followed by those that are required if a current-neutralisation

layer is inserted between the outer layer and the potential envelope. There is some

overlap between the two sets of equations; specifically, the expression used to calculate

a property over the range R1–R2 for the zero net current case is the same as that used

for the net current case over the range R1–Rb . (The auxiliary functions F0,1 and G0,1

are defined by Equations 4.29 and 4.30.)
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A: LOOP PROPERTIES FOR ALL VALUES OF α1 AND α2

A.1 Potential Loop: α1 = 0 and α2 = 0

A.1.1 Magnetic Field Coefficients

B3 = B2 = B1 (A.1)

C3 = C2 = 0 (A.2)

Current Neutralisation Layer

B4 = B1 (A.3)

C4 = 0 (A.4)

A.1.2 Axial Flux

ψ0,1 = πB1R2
1 (A.5)

ψ1,b = πB2

(
R2

b − R2
1

)
(A.6)

ψb,B = πB3

(
R2

B − R2
b

)
(A.7)

Current Neutralisation Layer

ψ2,b = πB3

(
R2

b − R2
2

)
(A.8)

ψb,B = πB4

(
R2

B − R2
b

)
(A.9)

A.1.3 Average Magnetic Twist

〈φ̃〉0,1 = 〈φ̃〉1,b = 〈φ̃〉b,B = 0 (A.10)
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A.1: POTENTIAL LOOP: α1 = 0 AND α2 = 0

Current Neutralisation Layer

〈φ̃〉2,b = 〈φ̃〉b,B = 0 (A.11)

A.1.4 Helicity

K0,1 = K1,b = Kb,B = 0 (A.12)

Current Neutralisation Layer

K2,b = Kb,B = 0 (A.13)

A.1.5 Energy

W0,1 =
LπB2

1

2µ0
R2

1 (A.14)

W1,b =
LπB2

2

2µ0

(
R2

b − R2
1

)
(A.15)

Wb,B =
LπB2

3

2µ0

(
R2

B − R2
b

)
(A.16)

Current Neutralisation Layer

W2,b =
LπB2

3

2µ0

(
R2

2 − R2
b

)
(A.17)

Wb,B =
LπB2

4

2µ0

(
R2

B − R2
b

)
(A.18)
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A: LOOP PROPERTIES FOR ALL VALUES OF α1 AND α2

A.2 Potential Core: α1 = 0 and α2 , 0

A.2.1 Magnetic Field Coefficients

B2 =
−π|α2|R1

2
B1Y1(|α2|R1) (A.19)

C2 =
π|α2|R1

2
B1J1(|α2|R1) (A.20)

B3 = B2F0(|α2|Rb) (A.21)

C3 = B2F1(|α2|Rb) (A.22)

Current Neutralisation Layer

B3 =
π|α3|R2

2
B2

(
σ2,3F1(|α2|R2)Y0(|α3|R2) − F0(|α2|R2)Y1(|α3|R2)

)
(A.23)

C3 =
π|α3|R2

2
B2

(
F0(|α2|R2)J1(|α3|R2) − σ2,3F1(|α2|R2)J0(|α3|R2)

)
(A.24)

B4 = B3G0(|α3|Rb) (A.25)

C4 = 0 (A.26)
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A.2: POTENTIAL CORE: α1 = 0 AND α2 , 0

A.2.2 Axial Flux

ψ0,1 = πB1R2
1 (A.27)

ψ1,b =
2πRb

|α2|
B2F1(|α2|Rb) (A.28)

ψb,B = πB2F0(|α2|Rb)
(
R2

B − R2
b

)
(A.29)

Current Neutralisation Layer

ψ2,b =
2π
|α3|

[
Rb B3G1(|α3|Rb) − σ2,3R2B2F1(|α2|R2)

]
(A.30)

ψb,B = πB4

(
R2

B − R2
b

)
(A.31)

A.2.3 Average Magnetic Twist

〈φ̃〉0,1 = 0 (A.32)

〈φ̃〉1,b =

σ2L
|α2 |

[
B1 − B2F0(|α2|Rb)

]
Rb B2
|α2 |

F1(|α2|Rb)
(A.33)

〈φ̃〉2,3 =
σ2LRb(B2J1(|α2|Rb) + C2Y1(|α2|Rb)) log(RB/Rb)

B2F0(|α2 |Rb )
2

(
RB

2 − Rb
2
) (A.34)
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Current Neutralisation Layer

〈φ̃〉2,b =

σ3LB3
|α3 |

[
G0(|α3|R2) −G0(|α3|Rb)

]
B3
|α3 |

[
RbG1(|α3|Rb) − R2G1(|α3|R2)

] (A.35)

〈φ̃〉b,B =
σ3LB3G1(|α3|Rb)Rb log(RB/Rb)

1
2 B4

[
R2

B − R2
b

] = 0 (A.36)

A.2.4 Helicity

K0,1 = 0 (A.37)

K1,b = σ2
2πLB2

2

|α2|

(
R2

b

(
F2

0(|α2|Rb) + F2
1(|α2|Rb)

)
−

2Rb

|α2|
F0(|α2|Rb)F1(|α2|Rb)

)

−σ2
2πLR2

1

|α2|
B1B2F0(|α2|Rb) (A.38)

Kb,B = 2σ2

[
LC3Rb

((
ψ0,b − πB3R2

b

)
log(RB/Rb) +

πB3

2

(
R2

B − R2
b

))]
(A.39)

Current Neutralisation Layer

K2,b = σ3
2πLB2

3

|α3|

(
R2

b

(
G2

0(|α3|Rb) + 2G2
1(|α3|Rb)

)
−

2Rb

|α3|
G0(|α3|Rb)G1(|α3|Rb)

)

−σ3
2πLB2

3

|α3|

(
R2

2

(
G2

0(|α3|R2) + G2
1(|α3|R2)

)
−

2R2

|α3|
G0(|α3|R2)G1(|α3|R2)

)

+σ3
2πLB3

|α3|

(
G0(|α3|R2) −G0(|α3|R2)

)[
2R2B2F1(|α2|R2)

(
1
|α2|
−
σ2,3

|α3|

)
+ B1R2

1

]
(A.40)

K3,4 = 0 (A.41)
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A.3: POTENTIAL OUTER LAYER: α1 , 0 AND α2 = 0

A.2.5 Energy

W0,1 =
LπB2

1R2
1

2µ0
(A.42)

W1,b =
LπB2

2

µ0

[
R2

b

(
F2

0(|α2|Rb) + F2
1(|α2|Rb)

)
−

Rb

|α2|
F0(|α2|Rb)F1(|α2|Rb)

]
−

LπB2
1R2

1

µ0
(A.43)

Wb,B =
Lπ
µ0

[
B2

3

2

(
R2

B − R2
b

)
+ C2

3R2
b log(RB/Rb)

]
(A.44)

Current Neutralisation Layer

W2,b =
LπB2

3

µ0

[
R2

b

(
G2

0(|α3|Rb) + G2
1(|α3|Rb)

)
−

Rb

|α3|
G0(|α3|Rb)G1(|α3|Rb)

−R2
2

(
G2

0(|α3|R2) + G2
1(|α3|R2)

)
+

R2

|α3|
G0(|α3|R2)G1(|α3|R2)

]
(A.45)

Wb,B =
Lπ
µ0

[
B2

4

2

(
R2

B − R2
b

)]
(A.46)

A.3 Potential Outer Layer: α1 , 0 and α2 = 0

A.3.1 Magnetic Field Coefficients

B2 = B1J0(|α1|R1) (A.47)

C2 = 0 (A.48)

B3 = B2 (A.49)

C3 = C2 (A.50)
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Current Neutralisation Layer

B3 =
π|α3|R2

2

(
σ1,3

R1

R2
B1J1(|α1|R1)Y0(|α3|R2) − B2Y1(|α3|R2)

)
(A.51)

C3 =
π|α3|R2

2

(
B2J1(|α3|R2) − σ1,3

R1

R2
B1J1(|α1|R1)J0(|α3|R2)

)
(A.52)

B4 = B3G0(|α3|Rb) (A.53)

C4 = 0 (A.54)

A.3.2 Axial Flux

ψ0,1 =
2πR1

|α1|
B1J1(|α1|R1) (A.55)

ψ1,b = πB2

(
R2

b − R2
1

)
(A.56)

ψb,B = πB1J0(|α1|R1)
(
RB

2 − Rb
2
)

(A.57)

Current Neutralisation Layer

ψ2,b =
2π
|α3|

[
Rb B3G1(|α3|Rb) − σ1,3R1B1J1(|α1|R1)

]
(A.58)

ψb,B = πB4

(
R2

B − R2
b

)
(A.59)
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A.3.3 Average Magnetic Twist

〈φ̃〉0,1 =

σ1LB1
|α1 |

[
1 − J0(|α1|R1)

]
R1B1
|α1 |

J1(|α1|R1)
(A.60)

〈φ̃〉1,b =
σ1LB1J1(|α1|R1)R1 log(Rb/R1)

1
2 B2

[
R2

b − R2
1

] (A.61)

〈φ̃〉b,B =
σ1LR1B1J1(|α1|R1) log(RB/R1)

B2
2

(
RB

2 − R1
2
) (A.62)

Current Neutralisation Layer

〈φ̃〉2,b =

σ3L
|α3 |

[
B2 − B3G0(|α3|Rb)

]
Rb B3
|α3 |

G1(|α3|Rb) − σ1,3R1B1

|α3 |
J1(|α1|R1)

(A.63)

〈φ̃〉b,B =
σ3LB3G1(|α3|Rb)Rb log(RB/Rb)

1
2 B4

[
R2

B − R2
b

] = 0 (A.64)

A.3.4 Helicity

K0,1 = σ1
2πLB2

1

|α1|

(
R2

1

(
J2

0(|α1|R1) + J2
1(|α1|R1)

)
− 2

R1

|α1|
J0(|α1|R1)J1(|α1|R1)

)
(A.65)

K1,b = σ1πLB2B1J1(|α1|R1)R1

(
R2

b − R2
1

)
+σ12πLB1J1(|α1|R1)R2

1

(
2

B1J1(|α1|R1)
|α1|

− B2R1

)
log(Rb/R1) (A.66)

Kb,B = σ1πLB2B1J1(|α1|R1)R1

(
R2

B − R2
b

)
+σ12πLB1J1(|α1|R1)R2

1

(
2

B1J1(|α1|R1)
|α1|

− B2R1

)
log(RB/Rb) (A.67)
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Current Neutralisation Layer

K2,b = σ3
2πLB2

3

|α3|

(
R2

b

(
G2

0(|α3|Rb) + G2
1(|α3|Rb)

)
− 2

Rb

|α3|
G0(|α3|Rb)G1(|α3|Rb)

)

−σ3
2πL
|α3|

(
B2

2R2
2 + B2

1J2
1(|α1|R1)R2

1 − σ1,3
2B2B1J1(|α1|R1)R1

|α3|

)

+σ3
2πLB3

|α3|

[
B2

B3
−G0(|α3|Rb)

][
2B1J1(|α1|R1)R1

|α1|
−
σ1,32B1J1(|α1|R1)R1

|α3|

+B2(R2
2 − R2

1)
]

(A.68)

K3,4 = 0 (A.69)

A.3.5 Energy

W0,1 =
LπB2

1

µ0

[
R2

1

(
J2

0(|α1|R1) + J2
1(|α1|R1)

)
−

R1

|α1|
J0(|α1|R1)J1(|α1|R1)

]
(A.70)

W1,b =
Lπ
µ0

[
B2

2

2

(
R2

b − R2
1

)
+ R2

1B2
1J2

1(|α1|R1) log(Rb/R1)
]

(A.71)

Wb,B =
Lπ
µ0

[
B2

2

2

(
R2

B − R2
b

)
+ R2

1B2
1J2

1(|α1|R1) log(RB/Rb)
]

(A.72)

Current Neutralisation Layer

W2,b =
Lπ
µ0

[
B2

3

(
R2

b

(
G2

0(|α3|Rb) + G2
1(|α3|Rb)

)
−

Rb

|α3|
G0(|α3|Rb)G1(|α3|Rb)

)
− B2

2R2
2 − B2

1J2
1(|α1|R1)R2

1 +
σ1,3B2B1J1(|α1|R1)R1

|α3|

]
(A.73)

Wb,B =
Lπ
µ0

[
B2

4

2

(
R2

B − R2
b

)]
(A.74)
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A.4 Entirely Non-potential Loop: α1 , 0 and α2 , 0

A.4.1 Magnetic Field Coefficients

B2 =
π|α2|R1

2
B1

(
σ1,2J1(|α1|R1)Y0(|α2|R1) − J0(|α1|R1)Y1(|α2|R1)

)
(A.75)

C2 =
π|α2|R1

2
B1

(
J0(|α1|R1)J1(|α2|R1) − σ1,2J1(|α1|R1)J0(|α2|R1)

)
(A.76)

B3 = B2F0(|α2|Rb) (A.77)

C3 = B2F1(|α2|Rb) (A.78)

Current Neutralisation Layer

B3 =
π|α3|R2

2
B2

(
σ2,3F1(|α2|R2)Y0(|α3|R2) − F0(|α2|R2)Y1(|α3|R2)

)
(A.79)

C3 =
π|α3|R2

2
B2

(
F0(|α2|R2)J1(|α3|R2) − σ2,3F1(|α2|R2)J0(|α3|R2)

)
(A.80)

B4 = B3G0(|α3|Rb) (A.81)

C4 = 0 (A.82)
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A.4.2 Axial Flux

ψ0,1 =
2πR1

|α1|
B1J1(|α1|R1) (A.83)

ψ1,b =
2π
|α2|

[
Rb B2F1(|α2|Rb) − σ1,2R1B1J1(|α1|R1)

]
(A.84)

ψb,B = πB2F0(|α2|Rb)
(
R2

B − R2
b

)
(A.85)

Current Neutralisation Layer

ψ2,b =
2πB3

|α3|
(RbG1(|α3|Rb) − R2G1(|α3|R2)) (A.86)

ψb,B = πB4

(
R2

B − R2
b

)
(A.87)

A.4.3 Average Magnetic Twist

〈φ̃〉0,1 =

σ1LB1
|α1 |

[
1 − J0(|α1|R1)

]
R1B1
|α1 |

J1(|α1|R1)
(A.88)

〈φ̃〉1,b =

σ2LB2
|α2 |

[
F0(|α2|R1) − F0(|α2|Rb)

]
B2
|α2 |

[
Rb F1(|α2|Rb) − R1F1(|α2|R1)

] (A.89)

〈φ̃〉b,B =
σ2LRb

[
B2J1(|α2|Rb) + C2Y1(|α2|Rb)

]
log(RB/Rb)[

B2F0(|α2 |Rb )
2

(
RB

2 − Rb
2
)] (A.90)
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Current Neutralisation Layer

〈φ̃〉2,b =

σ3LR2B3
|α3 |

[
G0(|α3|R2) −G0(|α3|Rb)

]
B3
|α3 |

[
RbG1(|α3|Rb) − R2G1(|α3|R2)

] (A.91)

〈φ̃〉b,B =
σ3LB3G1(|α3|Rb)Rb log(RB/Rb)

1
2 B4

[
R2

B − R2
b

] = 0 (A.92)

A.4.4 Helicity

K0,1 = σ1
2πLB2

1

|α1|

(
R2

1

(
J2

0(|α1|R1) + J2
1(|α1|R1)

)
− 2

R1

|α1|
J0(|α1|R1)J1(|α1|R1)

)
(A.93)

K1,b = σ2
2πLB2

2

|α2|

(
R2

b

(
F2

0(|α2|Rb) + F2
1(|α2|Rb)

)
− 2

Rb

|α2|
F0(|α2|Rb)F1(|α2|Rb)

)

−σ2
2πLB2

2

|α2|

(
R2

1

(
F2

0(|α2|R1) + F2
1(|α2|R1)

)
− 2

R1

|α2|
F0(|α2|R1)F1(|α2|R1)

)

+σ2
4πLB2

|α2|

(
F0(|α2|R1) − F0(|α2|Rb)

)[
R1B1J1(|α1|R1)

(
1
|α1|
−
σ1,2

|α2|

)]
(A.94)

Kb,B = 2σ2

[
LC3Rb

((
ψ0,2 − πB3R2

b

)
log(RB/Rb) +

πB3

2

(
R2

B − R2
b

))]
(A.95)
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Current Neutralisation Layer

K2,b = σ3
2πLB2

3

|α3|

(
R2

b

(
G2

0(|α3|Rb) + G2
1(|α3|Rb)

)
− 2

Rb

|α3|
G0(|α3|Rb)G1(|α3|Rb)

)

−σ3
2πLB2

3

|α3|

(
R2

2

(
G2

0(|α3|R2) + G2
1(|α3|R2)

)
− 2

R2

|α3|
G0(|α3|R2)G1(|α3|R2)

)

+σ3
4πLB3

|α3|

(
G0(|α3|R2) −G0(|α3|Rb)

)[
R2B2F1(|α2|R2)

(
1
|α2|
−
σ2,3

|α3|

)
+ R1B1J1(|α1|R1)

(
1
|α1|
−
σ1,2

|α2|
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(A.96)

Kb,B = σ32LB3G1(|α3|Rb)Rb

[(
ψ0,3 − πB4R2

b

)
log(RB/Rb) +

πB4

2

(
R2

B − R2
b

)]
= 0

(A.97)

A.4.5 Energy

W0,1 =
LπB2

1

µ0

[
R2

1

(
J2

0(|α1|R1) + J2
1(|α1|R1)

)
−

R1

|α1|
J0(|α1|R1)J1(|α1|R1)

]
(A.98)

W1,2 =
LπB2

2

µ0

[
R2

b

(
F2

0(|α2|Rb) + F2
1(|α2|Rb)

)
−

Rb

|α2|
F0(|α2|Rb)F1(|α2|Rb)

−R2
1

(
F2

0(|α2|R1) + F2
1(|α2|R1)

)
+

R1

|α2|
F0(|α2|R1)F1(|α2|R1)

]
(A.99)

Wb,B =
Lπ
µ0

[
B2

3

2

(
R2

B − R2
b

)
+ C2

3R2
b log(RB/Rb)

]
(A.100)
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Current Neutralisation Layer

W2,b =
LπB2

3

µ0

[
R2

b

(
G2

0(|α3|Rb) + G2
1(|α3|Rb)

)
−

Rb

|α3|
G0(|α3|Rb)G1(|α3|Rb)

−R2
2

(
G2

0(|α3|R2) + G2
1(|α3|R2)

)
+

R2

|α3|
G0(|α3|R2)G1(|α3|R2)

]
(A.101)

Wb,B =
Lπ
µ0

[
B2

4

2

(
R2

B − R2
b

)]
(A.102)
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Appendix B

Magnetic field profiles for a selection

of α-space points
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B.1 Net Current
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Figure B.1: The magnetic field profiles, Bz (solid) and Bθ (dashed), for the six α-space points

identified in the top left plot of Figure 3.4.
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B.2 Zero Net Current

The magnetic axial field, Bz(r), azimuthal field, Bθ(r), and magnetic twist, φ(r), pro-

files are presented for a selection of stable and unstable loop configurations, see Figure

B.2. The empty circles on the α1 =α2 line are the relaxed states of the unstable con-

-6

-4

-2

 0

 2

 4

 6

-4 -2  0  2  4

α
1

α
2

Figure B.2: The stability region for a loop of aspect ratio 20 is demarcated by instability

thresholds (solid lines) and Bz reversal lines (short dashed lines). The relaxation line (long

dashed) comprises the points within the stability region where α1 =α2. Stable configurations

are indicated by empty circles and unstable ones by filled circles.

figurations identified by the filled circles on the threshold. Both relaxed states have

a radius of 1.5. Figures B.5 and B.6 are arranged such that each threshold profile is

immediately to the left of the corresponding relaxed profile. The fields are constructed

such that B1 = 1.
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Figure B.3: The Bz (solid) and Bθ (dashed) profiles for some of the configurations (3 stable, 1

unstable) located in Figure B.2.
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Figure B.4: The magnetic twist profiles for some of the configurations (3 stable, 1 unstable)

located in Figure B.2.
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Figure B.5: The Bz (solid) and Bθ (dashed) profiles for the threshold and relaxed configura-

tions located in Figure B.2. For the second relaxed configuration (bottom right), the Bθ profile

is just above zero between r = 0.0 and r = 1.5.
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Figure B.6: The magnetic twist profiles for the threshold and relaxed configurations located

in Figure B.2.
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B.2.1 Relaxation Radius and Energy Release

This subsection shows how the energy release varies with relaxation radius for the

loop configurations identified by Figure 4.5, but not directly considered in Chapter 4;

namely Loops A, C, D and F. The energy releases have all been calculated according

to Relaxation Scenario 2, see Section 4.3.1.
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Figure B.7: The variation of energy release (δW) with relaxation radius (Re) for Loop A (left)

and Loop C (right).
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Figure B.8: The variation of energy release (δW) with relaxation radius (Re) for Loop D (left)

and Loop F (right).
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Appendix C

Miscellaneous Numerical Results

C.1 Energy

Here are shown the energy plots taken from the loop simulations (high resolution)

identified by Figure 4.5, but not directly considered in Chapter 4; namely Loops C,

D and F. The results for Loop A are not shown, since this simulation proved to be

numerically unstable.
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Figure C.1: Loop C, the temporal variation of magnetic energy (left column), internal en-

ergy (middle column) and the maximum current (right column). The critical current (i.e., the

threshold for anomalous resistivity) is indicated by the horizontal dashed line (right column).
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(middle column) and the maximum current (right column).
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Figure C.3: Loop F, the temporal variation of magnetic energy (left column), internal energy

(middle column) and the maximum current (right column).
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 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0  50  100  150  200  250  300  350  400

tA

Kinetic Energy

E

-8

-7

-6

-5

-4

-3

-2

-1

 0

 0  50  100  150  200  250  300  350  400

tA

Kinetic Energy Logarithm

lnE

Figure C.6: Loop F, the temporal variation of the kinetic energy (left column) and the natural

logarithm of kinetic energy (right column).

C.2 Helicity

Table C.1: Helicity at three times during the simulations of Loops C, D and F (Figure

4.5).

Loop Initial Instability Final

C 6.15 6.13 (t = 75tA) 6.15

D 10.54 10.54 (t = 105tA) 10.48

F 12.31 12.03 (t = 50tA) 12.22
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C.3 Final Field Profiles with Background Resistivity

Here are shown the final magnetic field profiles (Bx, By, Bz) taken from a first-quadrant

loop simulation (Section 4.3.2) with a background resistivity of 0.0001. The best-fit

analytical plots are also given.
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Figure C.7: First-quadrant loop: a comparison between the Bx magnetic field profiles obtained

numerically (red line) and analytically (black line). The latter is calculated from the αe and Re

that best fit the numerical plot, which is taken from the final frame (t = 400 tA) of the high

resolution LARE3D simulation. The comparisons are done for different z coordinates, z = − 5

(left column), 0 (middle column) and 5 (right column); and for different y coordinates, y = − 1
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Figure C.8: First-quadrant loop: a comparison between the By magnetic field profiles obtained

numerically (red line) and analytically (black line). See Figure C.7 for further details.
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Figure C.9: First-quadrant loop: a comparison between the Bz magnetic field profiles obtained

numerically (red line) and analytically (black line). See Figure C.7 for further details.
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