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Abstract
Advances in semiconductor technology have been driven by the continuous demands of

market forces for IC products with higher performance and greater functionality per unit

area. To date industry has addressed these demands, principally, by scaling down device

dimensions. However, several unintended consequences have undermined the benefits

obtained from the advances in technology, firstly, the growing impact of process

variations on interconnectivity delay, aggravated by the increase in the amount of

interconnectivity as circuit complexity increases. Overall, the difficulty of establishing

delay parameters in a circuit is adversely impacting on the attainment of the timing

closure for a design. Secondly, the increase in the susceptibility of the circuits , even at

ground level, to the effects of soft errors due to the reduction in supply voltages and

nodal capacitances, together with the increase in the number of nodes in a circuit as the

functionality per unit area increases.

The aim of this research has been to model and analyse the reliability of logic circuits

with regard to the impact of process variations and soft errors, and to finds ways to

minimise these effects using different process technologies such as fully depleted silicon

on insulator (FDSOI) and partially depleted silicon on insulator (PDSOI) technologies,

together with the implementation of different circuit architectures.

In view of the increased susceptibility of logic elements to the effects of process

variations and soft errors as device geometries are reduced, a logic element which is not

only widely used but also typical to asynchronous design is the Muller C-element, which

can be realised in a number of different circuit configurations. The robustness of various

C-element configurations implemented in different technologies with regard to the effects

of process variations and soft errors was examined using the design of the experiment

(DoE) and response surface (RSM) techniques. It was found that the circuits based on

SOI technology were more robust compared with bulk silicon technology. On the other

hand, from the circuit architecture perspective, the differential logic implementations of

C-element were found to be more resilient to the effects of process variation and soft

errors in comparison with the other C-element implementations investigated.
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Chapter 1

Introduction

1.1 Background

Since the invention and fabrication of the first Metal Oxide Semiconductor Field Effect

Transistors (MOSFET), it has become the basic building block in digital circuit

applications such as microprocessors and memories, resulting in low-cost, high

performance circuits having a high functional density.

In 1965, Gordon Moore predicted that the number of transistors in an integrated circuit

(IC) would approximately double every 2 years [1]. This prediction, the so-called

Moore’s law, then became the guiding principle for the microelectronics industry over

subsequent decades, as shown in Figure.1.1.

Figure 1.1: Illustration of Moore’s law: the number of transistors in the different
generations of Intel’s microprocessors against production years [2].

Since then, semiconductor technology has advanced through the use of dimensions and

voltage scaling, to create faster, lower power, and more densely packed devices, entering
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the ultra large-scale integration era (ULSI). The main motive behind these trends is

economic in nature, as demonstrated by Moore in 1965, According to Moore. integrated

circuits and device scaling are “the cheap way to do electronics”[3] even with the large

increase in the cost of  manufacturing tools to fabricate nanometre scale transistors. As an

example, the cost of lithographic steppers increased from $10,000 to $35 million which

resulted in an increase in manufacturing costs to $2-3 billion. Nevertheless, the cost of a

transistor has decreased by seven orders of magnitude during the last 40 years and it is

highly likely to continue to decrease for another decade [4].

Sections 1.2 of this Chapter present a review of device scaling methods and the

differences between them. Subsequent Sections 1.3.1, 1.3.2 and 1.3.3 of the Chapter

present a detailed review on the challenges faced as a result of scaling. The need for new

technologies and the potential of Silicon on Insulator (SOI) technology as a possible

candidate to overcome the scaling issues is discussed in Section 1.4.

 An outline of the contributions made in the thesis is given in Section 1.5; the Chapter

finishes with an organisational roadmap of the thesis in Section 1.6.

1.2 Device Scaling

Scaling can be obtained in two basic ways: by constant-field scaling and by constant-

voltage scaling. In constant-field scaling, the dimensions of the MOSFET are scaled by a

factor ‘S’, with the aim of preserving the magnitude of the internal electric fields,

especially in device channels. The power supply voltage is also scaled proportionately

with the device feature sizes. On the other hand, in terms of constant-voltage scaling, the

device dimensions are reduced by a factor of ‘S’ while the power supply is kept constant.

Table 1.1 compares the effects of constant-field scaling and constant-voltage scaling on

key MOSFET device parameters [5].

Constant-field scaling provides a good framework for device scaling without degrading

reliability. However there are several parameters such as the thermal voltage and the

energy gap of silicon material that can not be scaled with the reduced voltage and

dimensions, and poses challenges in terms of device design. Another important device

parameter which does not scale well is the threshold voltage. This constrains the lower

limit of power supply voltage since a guard margin between the two parameters is needed
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for reliable device operation. Other parameters that present a challenge to this method is

the scaling of leakage current and the sub-threshold slope.

Constant-field scaling also results in the largest decrease in the power-delay product of an

individual transistor. However, this requires a reduction in the power supply voltage

when the minimum feature size is reduced, making it a very difficult task to scale due to

the external limitations of the power supply.

One of the problems associated with constant voltage scaling is that the electric field in

the channel increases as the gate length is reduced, leading to velocity saturation,

mobility degradation, increased leakage currents and lower breakdown voltages which

may eventually cause serious reliability problems such as hot-carrier degradation, electro-

migration, and oxide breakdown.

Modifications of the constant-field and constant-voltage scaling have also been tried to

overcome the high field problems. For example, in both quasi-constant scaling [5, 6] and

generalised scaling [5], the device dimensions are scaled by a factor ‘S’ and the voltages

are scaled less aggressively by a different factor. This means that the electric field is

reduced and smaller compared to constant voltage scaling[5, 6].

Parameter Symbol
Constant-field

Scaling

Constant-voltage

Scaling

Gate length L 1/S 1/S

Gate width W 1/S 1/S

Electric Field ε 1 S

Oxide thickness Tox 1/S 1/S

Substrate doping Na S2 S2

Gate capacitance Cg 1/S 1/S

Oxide capacitance Cox S S

Voltage V 1/S 1

Current I 1/S S

Power P 1/S2 S

Power delay product P.∆t 1/S3 1/S

Table 1.1:The effects of constant field-scaling and constant-voltage scaling on key
MOSFET device characteristics [5].
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1.3 Scaling Challenges

Although the scaling of MOSFET devices has brought many benefits in terms of the

implementation of a single chip with regard to area, performance, cost and functionality,

there are still undesirable side-effects such as static power, process variability, and

reliability in terms of soft errors. The following sections discuss the challenges associated

with scaling in more detail.

1.3.1 Power Consumption

Since the introduction of CMOS technology in 1973, the problem of static power

dissipation was noticeable, but largely minimized by adopting CMOS technology in

implementing a logic gate, since it, ideally, only dissipates power as the logic circuit is in

the switching mode [7, 8]. However, continuous device scaling has increased the leakage

current of the device, leading to a large increase in static power dissipation which became

a significant portion of the power dissipation in CMOS circuits; this is evidenced by

Figure 1.2 which shows the active and standby (static) power consumption trends for

Intel processors realised in various technology generations [9].

Figure 1.2 :Active and standby power trends for Intel process technologies [9].

Different leakage current mechanisms are involved in MOSFET transistors [10], but the

two most dominant mechanisms are the sub-threshold leakage current and the gate
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leakage current. The sub-threshold leakage current is mainly caused by the continuous

reduction in the device threshold voltage to compensate for device speed loss when

scaling the power supply voltage. This in turn results in an exponential increase of sub-

threshold leakage current [10, 11].

The gate leakage current is relatively smaller in value compared to the sub-threshold

leakage current for older technologies. However, it is expected to become comparable to

the sub-threshold leakage current in deep nanometre nodes. Scaling the gate oxide into

sub-nanometre thickness in the range of 20 angstroms to less than 10 angstroms is limited

by quantum tunnelling effects which induce severe gate leakage currents. Alternative gate

dielectrics with higher permittivity are suggested as a means of reducing leakage current

and enabling continuous device scaling. However, many other challenges, including

integration processes, degraded silicon channel mobility and gate oxide reliability, still

need to be solved [12, 13].

Power dissipation is a major design challenge with regard to digital circuits that are

based on conventional silicon CMOS technology. This needs to be addressed in order to

meet the ever-growing demands for portable computing with high data rates, together

with the lack of significant improvements in battery technology [7].

Supply voltage scaling has emerged as the preferable technique for reducing power

consumption due to the quadratic relationship between supply voltage and dynamic

power consumption [5]. However, this is associated with severe compromises such as

increased circuit delay [5, 9, 14].

However, for applications such as wireless sensors, the circuit speed is generally

overridden by the requirement for low power consumption. The current research into

circuit designs with Si-based CMOS is struggling very hard to meet the criteria of low

power consumption while achieving a high-speed of operation [15, 16].

1.3.2 Process Variation

Another important issue associated with MOSFET scaling is the large increase in process

variations. With the continuous scaling of devices and interconnects, variations in key

device and interconnect parameters such as device threshold voltage (Vth), oxide

thickness (tox), wire width (WM), and wire height (H) are growing at an alarming rate [17-
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19].Subsequently, the performance of different die on the same wafer can vary widely,

resulting in a significant parametric yield loss, which directly translates into higher

manufacturing costs.

To demonstrate the impact of process variation on actual semiconductor products, Figure

1.3 shows the normalized distribution of the clock frequency and the static leakage

current of Intel microprocessors on a single wafer [20]. It can be seen that the variations

in device parameters have resulted in more than a 30% frequency spread and 20X

variation in the total leakage current of the chip. The highest operating frequency chips

have a wide leakage distribution while, for a given leakage current, there is a wide spread

in the frequency of the chips. The highest frequency chips with a large leakage current

and those low frequency chips with a reasonably high leakage current will have to be

discarded, affecting the overall yield and cost.

 The large distribution of the chip operating frequency also requires frequency binning in

which each chip has to be tested to find out its maximum speed and power before it can

be sold in the marketplace.  This is a very costly, time-consuming process. Furthermore,

as static power increases as a fraction of the total power consumption, the 20X variation

in leakage current results in a large increase in the variation of total power consumption.

In fact, it was reported that the variation in static power can result in a variation of total

power by as much as 50% [21]. As a result, a great yield loss is notably impacted on by

unmitigated parameter variations (i.e. parametric yield loss).

Figure 1.3: Frequency and leakage variations [20].
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In general, variations in device parameters are mainly caused by (1) the limitations of the

control of the manufacturing process (extrinsic causes of variations) and (b) fundamental

atomic-scale fluctuations in the scaled MOSFET (intrinsic causes of variations) [17].

The variations due to the limited controllability of the manufacturing process have

become extremely difficult to manage. This is because of the inability of the

semiconductor industry to improve manufacturing process tolerances as device

dimensions are scaled down [17]. For example, the patterning wave length (λ=193 nm),

which was adopted in 130nm technology node, is still used in the 65nm and even below

this technology node as can be seen in Figure 1.4. As a result, it is becoming

progressively more difficult to control the channel length of transistors using technology

scaling [17].
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Figure 1.4: Exposure wavelength () versus technology node generations [22].

The intrinsic causes of variations are also becoming a major problematic source of

variation, especially in future technologies since device dimensions are reaching a scale

involving silicon atomic distances. Therefore, a microscopic variation in the silicon

structure has a large impact on the performance of the device [23]. For example, the

threshold voltage of a MOSFET transistor relies profoundly on the dopant distribution

and the density in the channel region. As a result, the threshold voltage of transistors also

becomes a random variable [24].
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1.3.3 Single Event Upset

The continuous scaling of device features has also led to a huge reduction in the node

capacitances of integrated circuits and subsequently the charge stored. As a result, the

reliability of circuits is reduced in terms of the energetic particles strikes that induce soft

errors. In past technologies, this problem was limited to hostile environment applications

such as space; however the effects are now being observed at ground level. Moreover the

increased clock frequency and reduced supply of voltage requirements also aggravate the

tolerance of the circuits to radiation induced soft errors [25, 26]. It is also worth noting

that the occurrence of low energy particles is much higher than that of high energy

particles. Soft errors are a major threat in critical applications where reliability is the

central concern over performance and cost such as in biomedical or avionics applications.

Figure 1.5 compares the critical charge needed to cause a soft error in the SRAM and the

different combinational logic circuits. From Figure 1.5 it can be seen that the critical

charge of SRAM cells and logic circuits has dramatically decreased as technology scales.

However, the critical charge of logic circuits has fallen at a faster rate, making their

robustness to soft error a significant concern. Logic circuits are also more difficult to

harden than SRAMs. This is because most of the mitigation techniques have come with

large area overhead and latency penalties.

Figure 1.5 : Critical charge for SRAM, latch and logic circuits [27].
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1.4 Need for New Technology

All of the above-mentioned issues regarding device scaling has resulted in the

unpredictable behaviour of circuits and has severely degraded the reliability of digital

systems. The widespread use of modern VLSI systems has necessitated addressing these

issues during the system design phase, in order to improve system reliability and

resilience to radiation and process variations.

It is widely accepted on the part of the industrial community that device scaling cannot be

sustained for ever, and hence other approaches are needed to overcome the foreseeable

barriers associated with the reduction in device dimensions [15, 28]. Therefore new

device materials and circuit architectures are necessary to provide more solutions for

these concerns, and also to enable scaling for future electronic systems.

In this regard, silicon-on-insulator (SOI) MOSFET is a competitive candidate in order to

replace bulk silicon technology, especially for nanoscale circuit applications where the

requirements of low power and high-speed digital applications can be met [29]. This is

mainly because it provides a way to mitigate the devastating short channel effects in bulk

CMOS scaling. Further benefits of the SOI technology include higher drive currents and

hence produce smaller delays; the presence of the buried oxide insulation layer minimises

the leakage of current from the drain-source junctions to the substrate, and subsequently

reducing the static power consumption in the circuits.

In addition, the structure of  an SOI device is quit similar to that of bulk CMOS, hence

the fabrication process steps needed are almost identical to the bulk CMOS process

[29].Consequently, it can take advantage of the recent advances in manufacturing process

technology which have been introduced into bulk CMOS, such as strain silicon

techniques and high-k dielectrics. All of these render SOI technology as be a suitable

alternative for replacing the current silicon technology.
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1.5 Motivation and Research Goals

In this chapter, we have provided an overview of scaling which is the predominant

mechanism that has been employed in the semiconductor industry in the last few decades

to improve device performance, increase the functionality per unit area. The challenges

associated with scaling such as static power, process variability, and reliability in terms

of soft errors are discussed. We have emphasised that the process variations in

semiconductor manufacturing has become more of a concern and is seen to be a generic

challenge to all deep submicron devices which reduces the yield of circuits. Moreover,

scaling has undermined the immunity of circuits to energetic radiation particle strikes.

The need for a new technology to overcome these barriers is highlighted and, in this

regard, SOI technology is proposed as a potential candidate to overcome the variability

and the reliability challenges.

The main goals and contributions of this thesis are outlined as follows:

 In order to bridge the gap between the manufacturer and the designer, models for

device and circuit performance parameters as a function of process variation

parameters have been build using statistical techniques such as Design of

Experiments (DoE) and Response Surface Modelling (RSM).

 The exploration of SOI technology as a possible solution to overcoming the

performance barrier in terms of process variations at device and circuit levels.

 The investigation of the impact of circuit architecture as a way of reducing the

impact of process variations on circuit-level design metrics. In this work, various

C-element circuits were considered and were also used as test vehicles due to

their importance in asynchronous circuit design.

 The proposal of a new method to identify the most dominant devices in a circuit

that have the greatest influence on the circuit performance under process and

operating condition variations.

 A demonstration of the ability of the proposed technique to reduce the impact of

process variation on the variability of circuit performance metrics.

 The analysis the robustness of various C-element implementations towards soft

errors in terms of key circuit design parameters.
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 The exploration of the efficiency of SOI technology over bulk silicon in terms of

improving circuit reliability in terms of single event upsets (SEUs).

1.6 Thesis Organisation

The subsequent chapters in this thesis describe in detail the goals outlined in the previous

section.

Chapter 2 offers a review of the sources and different types of variation including inter-

die, intra-die, systematic and random variations. The impact of these variations is

explored and how they propagate and affect the performance at both device and circuit

levels. Methodologies and approaches used for modelling variability such as the Worst

Case-corner Analysis method, Monte Carlo technique, Sensitivity Analysis approach and

Statistical Static Timing analysis are discussed.

To overcome the effects of process variations and their impact on overall circuit

performance and yield, the need for new device materials and circuit architecture is

highlighted. Silicon on Insulator (SOI) technology, in this regard, is discussed as a

possible candidate. The advantages of SOI over current bulk silicon technology in terms

of performance and scaling capability are discussed. Thereafter, several different SOI

devices namely fully depleted FDSOI and partially depleted PDSOI, and their structural

and behavioural differences are reviewed.

In Chapter 3 there is an introduction to the Design of Experiments (DoE) and Response

Surface Modelling (RSM) statistical techniques. Different experimental designs such as

full-factorial design, fractional factorial design, screening design and response surface

designs are described. These statistical techniques were utilized to explore the potential

of FDSOI and PDSOI along with bulk silicon in terms of process variations. The TCAD

process and device simulations in this work were carried out using SPROCESS and

SDEVICE [30] for the calibration of the device characteristics to the experimental results,

and AURORA [31] (a parameter extractor) was used to extract compact models for the

technologies investigated. First, eighteen process parameters arising from different

process steps were identified as the important and uncontrolled sources of variation. The

DoE-based screening experiment was then used to obtain the most significant process
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parameters influencing the key set of the device compact model parameters such as

threshold voltage for both NMOS and PMOS devices. RSM was then performed on these

significant parameters and second order models for threshold voltage for each technology

were developed as a function of the process parameters. Model validation was performed

using a residual-analysis test and R-squared statistics were generated for all the models

generated.

In Chapter 4, the response surface methodology is extended to the circuit-level, studying

the impact of process variations and environmental operating conditions on various C-

element circuits. The extracted variations in threshold voltage of both NMOS and PMOS

devices realised on the technologies investigated, were considered along with power

supply voltage and gate length variations. Subsequently, RS models were developed and

used to perform response surface analysis for circuit performance metrics such as power

and delay, to give useful information about the sensitivity of each metric with respect to

the process parameters under consideration. The influence of circuit architectures on

performance variation in terms of dynamic and static power consumptions and circuit

delay was also investigated. A relative comparison between circuits based on FDSOI,

PDSOI and bulk silicon in terms of delay and power was subsequently undertaken.

An in-depth analysis of the behaviour of the circuits under process variations was

demonstrated by studying the impact of process variations on transistor channel currents.

The investigation was carried out by measuring the maximum current in each transistor

under process variation during the circuit operation. Using this method, it was possible to

first, explain why the circuit topology plays a significant role in performance variation;

second to identify which transistors make the most significant contribution to the final

performance variation; and third to target those transistors to minimise their impact on

performance variability by resizing their gate widths.

In Chapter 5, several aspects related to the single event upsets (SEUs) and their impact on

VLSI circuits are reviewed, namely the charge deposition and the collection mechanisms

involved, and the impact of technology scaling on the radiation tolerance of VLSI circuits.

Thereafter, the impact of key design parameters such as threshold voltage, power supply

and width ratio on the resilience of various C-element circuits is investigated. The RS

technique is utilised to give useful measures with regard to the sensitivity of the resilience
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of the circuit to radiation particle strikes with respect to the key parameters under

consideration.

The use of different materials and device structures, such as FDSOI and PDSOI

technologies, in order to reduce the impact of radiation particle strikes at device level is

explored. A comparative study of soft error analysis of different C-element circuits is

included, while the effectiveness of the differential logic with an inverter latch

implementation of the C-element in terms of the prevention of soft errors is highlighted.

Finally, Chapter 6 concludes the thesis with a summary of the results and possible

directions for future work in this area.
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Chapter 2

Process Variations and Variability Modelling

2.1 Background

In this chapter a detailed review is given of the sources and different types of process

variations, including inter–die and intra-die. Systematic and random variations are

introduced in Section 2.2 and the impact of these variations on the device and circuit

levels is explored in Section 2.3. In the latter section the different general approaches and

methodologies used to understand and address process variations are also examined,

pointing out their strengths and weaknesses. The traditional techniques, such as Worst

Case Analysis, Monte Carlo technique, as well as a brief introduction to DoE and RSM,

Sensitivity Analysis and the Statistical Static Timing Analysis technique are given in

Section 2.4.

Finally, the potential of SOI technology over bulk silicon is reviewed in Section 2.5 as a

possible candidate for future MOSFET devices in order to overcome the increased effect

of process variations due to scaling and their impact on circuit performance and yield.

Thereafter, several different SOI devices, namely PDSOI and FDSOI and their structural

and behavioural differences are reviewed, followed by the challenges associated with SOI

technology.

2.2 Process Variations: An Introduction

Although the topic of process variation is sometimes considered as a new challenge

associated with technology scaling, the problem of variation has been addressed for more

than 40 years. In 1961, Shockley studied and analysed the random fluctuation in junction

breakdown [1]. In 1974, Schemmert and Zimmer presented a number of process
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parameters which can be tuned and optimised in order to minimise the threshold voltage

sensitivity of a transistor, pointing to the systematic variations in transistor threshold

voltage [2].

With technology moving towards the nanometre regime, process variability due to the

fabrication steps or random variations from dopant fluctuations becomes an increasingly

critical concern [3-5]. Finding ways to minimise the impact of the problem of these

variations will remain a major challenge for future technology nodes. The contribution of

fabrication process steps dominates the electrical parameter variations of a device with

aggressive device scaling such as oxidation, ion implantation, lithography and chemical-

mechanical planarization (CMP). Moreover, the effects of random variations in circuit

operating conditions such as the temperature and the power supply voltage (Vdd)

increases dramatically as the circuit clock frequency increases [5]. This has led to

significant variations in the circuit performance and increased yield degradation which

affects production costs.

The performance of a circuit is basically governed by the linear and non-linear electrical

behaviour of its individual devices. Variations in electrical characteristics of these

devices make the performance of the circuit deviate from its intended values and can

cause performance degradation and even erroneous functionality.

Figure 2.1 shows the level of abstraction in a system design and the corresponding

variability factors which will subsequently impact on the overall system performance

metrics ultimately affecting yield and cost of the product.

The physical deviation of manufacturing processes such as implantation dose and energy

cause a variation in device structure and doping profile. These variations together with

the environmental variation sources affect the electrical behaviour of device and

eventually result in performance metric variations of the circuit. All of these variation

sources ultimately propagate their negative influence on the overall performance of a

system manufactured on a chip (SoC).
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Figure 2.1: An illustration of the effect of the process and environmental factors on
the device, circuit and system on chip (SoC) [6].

According to ITRS [7], as the device dimensions are scaled down together with novel

process steps added to improve performance in the deep sub-micron devices, the number

of process variants affecting the device and circuit performance increases. The variation

is also expected to worsen for the sub-65nm technology nodes.

Table 2.1 demonstrates the relative variation of thresholds of NMOS devices for different

technology nodes.

L(nm) Nominal Vth(mV) Relative change from the

nominal (%)

250 450 4.7

189 400 5.8

130 330 8.2

90 300 9.3

65 280 10.7

45 200 16

Table 2.1 : Impact of process variation on threshold voltage for different technology
nodes [8].
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The variations will strongly impact the performance metrics of a circuit, such as delay,

dynamic power and static power consumptions, which may exhibit greater variability

leading to the degradation of yield, increased cost and time to market in modern

technologies and their applications.

From a circuit designer perspective, the process variations can be classified into two

broad types [8, 9]: inter-die variations and intra-die variations. In the following sections a

detailed distinction between these sources of process variation will be discussed.

2.2.1 Inter-die Variations

Inter-die (i.e., die-to-die referred to as D2D) variations refer to the deviation of a device

or circuit parameter that has the same value across a single die, and hence can represent

the variations that occur from die-to-die, wafer-to-wafer and lot-to-lot, as shown in

Figure 2.2. The inter-die variations of a process parameter can be expressed as a random

variable as given in Equation 2.1 [10].

P = Pnom + ∆Pinter  (2.1)
where Pnom is the nominal value of the process parameter under consideration and Pinter is

a random variable with a zero mean value and usually represented by a Gaussian

distribution with a given standard deviation; Pinter has a single value for all components

on the die.

Device to DeviceWafer to wafer Die to dieLot to lot

Inter-Die Variations Intra-Die Variations

Device to DeviceWafer to wafer Die to dieLot to lot

Inter-Die Variations Intra-Die Variations

Figure 2.2: An illustration of inter-die and intra-die variations [6].
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In circuit design, the inter-die variation is regarded as a shift in the mean or expected

value of a parameter equally across all devices on any one die. For example, the inter-die

variation in a parameter such as threshold voltage (Vth) changes its value in the same

direction (increasing or decreasing as shown in Figure 2.3) for all transistors in a die

leading to a variation in the performance metrics of a circuit such as delay and leakage

current. Thus, the inter-die variation does not cause a mismatch between different

transistors in a die.

Figure 2.3: An example of the die-to-die distribution of NMOS Ids variability

(systematic component) [11].

At design time it is usually assumed that each inter-die variation factor is due to different

physical and independent sources [8, 10], since the circuit designer typically has no

knowledge about where the chip will be placed on the wafer.

Examples of the major sources of the inter-die variation is due to materials and gas flow

variation (linear variation) or due the wafer spin process and exposure time (radial

variation) variations [8].

2.2.2 Intra-die Variations

Intra-die variations are those occur within a single die and cause device parameters to

deviate from their intended or designed values across different locations in the die (i.e.

spatially correlated). Therefore the intra-die variations of a process parameter can be

expressed as a random variable as given in Equations 2.2 and 2.3 [10].
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P = Pnom + ∆Pinter +∆Pintra(xi,yi ) (2.2)

P = Pnom + ∆Pinter +∆Pspatial(xi,yi ) + ∆Prandom,i  (2.3)

where ∆Pspatial represents intra-die variation that consists of a spatially correlated

component which is a function of the location on the die and the ∆Prandom represents a

random component which has no correlation with the other devices and normally can be

considered as a single random variable for each device.

Historically, the effect of intra-die variations was negligible in the older technology

generations. However, as technology moves towards a nanometre regime, it has become

noticeably comparable to, and in some cases larger than, inter-die variations. As an

example for the 130 nm technology node, these variations add up to around 30% of the

overall performance variations [8].

There are two major sources of intra-die variations in terms of their origin, namely wafer

level variations and layout-dependent variations [9]. The wafer level variations originate

due to effects such as lens aberrations and result in bowl-shaped or other known

distributions over the entire reticle [10]. Therefore, it can result in small trends which

represent the spatial range across the die.

While the layout-dependent or die-pattern variations are due to lithographic and etching

techniques used during process fabrication including process steps such as Chemical

Mechanical Polishing (CMP) and Optical Proximity Correction (OPC), these

dependencies create additional variations which have become a major threat in circuit

fabrication. For example, two interconnected lines designed identically in different parts

of the same die may result in lines with different widths, due to photolithographic

interactions and plasma etch micro-loading [9, 10].

Intra-die variations have two main contributors: systematic and random variations [12].

This distinction is extremely useful for circuit designers because the impact of systematic

variations can be minimised and even removed by adapting a suitable circuit design while

random variations will inevitably impact the design margins in a negative manner and

need to be thoroughly investigated.
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2.2.3 Systematic and Random Variations

The systematic variations are mainly introduced during different process fabrication steps

and they are caused by some known predictable phenomena during the manufacturing of

the device. Gate length variability is an example of a systematic variation, which results

in a systematic shift of their values across a reticle due to effects such as changes in the

stepper-induced illumination and imaging non-uniformity due to lens irregularities [13].

Systematic variations are also considered as correlated and deterministic variations. For

two transistors in close spatial proximity, these variations do not result in large

differences in the transistors electrical characteristics [13-16].

On the other hand, random variations are due to the random and unpredictable

phenomena in the semiconductor fabrication process such as channel doping fluctuation.

The random variations are difficult to characterise and can cause a significant mismatch

between the adjacent transistors [9, 14].

Random variations in some processes or environmental parameters can have spatial

correlations, whereby parameter fluctuations of an individual transistor in a die are

remarkably close in nature to those in spatially adjacent transistors but may vary

significantly from the transistors that are far away [13]. Since the compensation of

random variations is difficult, these variations pose a great challenge to achieving ultra

Deep Sub-Micron (DSM) CMOS circuit design with an acceptable yields [8].

As the technology approaches the nanometre scale, the number of dopant atoms becomes

less and small variations in their number and actual location can result in a large variation

in device performance. These variations are true random variations with no correlation

across devices and represent one source of intra-die random variations. Figure 2.4 shows

the impact of location variations of 170 dopant atoms in a device channel on the

threshold voltage of the MOSFET.

Such random variations can also result from a group of other sources, such as lithography,

etching, Chemical Mechanical Polishing (CMP) etc. Despite the fact that their impact is

small, it is likely to grow as process parameters are scaled down.
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Figure 2.4: Random dopant location-induced threshold voltage fluctuation (the
devices have 170 dopant atoms in the channel of the device) [17].

2.3 The Impact of Process Variations
2.3.1 Impact of Process Variations on Transistor Parameters

In a digital integrated circuit, a transistor is normally used either to charge or discharge a

capacitive load (C) and the required time determines the performance of the transistor as

given in Equation 2.4. For simplicity, we use the saturation current equation for a

MOSFET as shown in Equation 2.5, where μ is the mobility of a charge carrier through

the channel of the device, Cox is the gate oxide capacitance, W and L are respectively the

width and length of the transistor, Vth is the device threshold voltage, VGS is the voltage

bias between gate and source and α is the velocity saturation index where alpha is

typically around 1.3 for short channel devices. Despite the fact that this equation is

idealised and neglects important details in modern transistors, it is sufficient to illustrate

the impacts of the main variation sources on key transistor parameters.
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Table 2.2 shows the MOSFET parameters and relevant process steps that directly

influence each of those parameters. It is clear that a single process step can affect

multiple transistor parameters, and thus decoupling the effects of one variation source

from another is extremely difficult.

Device parameter Relevant process step

μ Ion implantation, diffusion , annealing, stress

Cox Gate oxide formation

W,L Etching, lithography

Vth Ion implantation, gate oxidisation, annealing,

etching, lithography

Table 2.2: MOSFET parameters and their relevant process steps.

The effects of variations of the parameters shown in Table 2.2 on key electrical

parameters of a device are discussed in the following sections.

2.3.1.1 Carrier Mobility (μ)

Mobility refers to the ability of the carriers (electrons or holes) to travel through the

channel of a MOSFET in response to an applied electric field. It can be mathematically

expressed as in Equation 2.6.

*m
q  (2.6)

 where q is the electron charge, τ is the mean free time between carrier collisions and m is

the effective mass of carriers (electron and hole). The mobility of carriers in the channel

of a MOSFET device is also given as a function of the doping concentration as shown in

Figure 2.5 since the doping concentration determines the mean free time between

collisions (τ), and to a less significant degree, the effective mass ( *m ).
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Figure 2.5 : Electron and hole mobility versus doping density for bulk Si [18].

However, in modern technology processes, strain engineering of a device channel, either

by using local techniques such as nitride liners (contact-etch-stop-liner) and silicon

germanium in source/drains, or global techniques such as SiGe virtual substrates, also

affect the device mobility by either stretching or compressing the silicon lattice which in

turn reduces the effective mass of a particular charge carrier [32].

Therefore, the mobility of carriers in the device channel is mainly determined by any

manufacturing process step that affects doping concentration and the magnitude of stress

in the channel. In this regard, the dose and energy of ion implantation and annealing

temperature directly influence mobility since these process steps primarily determine

doping concentrations.

Intentional and unintentional stresses in the channel, whether by introduced stress

engineering techniques or due to proximity to Shallow Trench Isolation (STI), can have

significant impacts on MOSFET mobility. Mobility enhancement greater than 10% over

unstrained silicon has been achieved [19]. Even unintentional stresses such that are

induced due to STI can cause intra-die mobility variations of a few percent depending on

the transistor distance to the STI edge [20].

 Recent reports based on the characterisation of mobility in advanced processes indicates

a relatively large variation (σμ∕μμ =21%), where σμ∕μμ represents the coefficient of

mobility variation, and may be due to fluctuations in the intentional stresses introduced in
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these processes and layout variations [21]. It is also worth mentioning that the interface

mobility of carriers is affected by the nature of the adjacent layers and surface roughness

such as gate oxide. This results in the reduction of mobility and adds another source of

variations that is directly reflected to the mobility of the carriers [2].

2.3.1.2 Gate Oxide Capacitance

Gate Oxide Capacitance (Cox) is the capacitance that is formed by the silicon oxide

between the polysilicon in the gate stack and the channel of the MOSFET. Equation 2.7

shows that the oxide capacitance is determined only of the oxide thickness (tox) and the

dielectric constant of silicon dioxide or other gate insulator.

ox

ox
ox t

C 
     (2.7)

The formation of gate oxide using thermal growth of silicon dioxide or silicon nitride is a

relatively well-controlled process step during device fabrication.

However, with gate oxide, thicknesses are scaled to atomic level on the order of five

atomic layers (10˚A). A small change in one atomic layer can greatly impact on not only

the oxide capacitance, but also the threshold voltage and mobility of the MOSFET device

[22]. A small variation in the thickness of just one atomic layer would result in a 20%

variation in the gate oxide thickness. Controlling this variation becomes extremely

difficult due to physical limitations at this atomic scale.

The effective gate capacitance is inversely proportional to the oxide thickness; therefore

any change in this is directly translated to a variation in the drive current of the device. In

addition, the gate leakage current is exponentially dependent on the oxide thickness by

the Fowler-Nordheim tunnelling mechanism [23-25]. As a result, the variation in oxide

thickness can have a catastrophic impact on the static power in modern process

technologies.

At the 65nm node and beyond, the gate leakage current can become comparable to or

even greater than the channel leakage current. Moreover, NMOS transistors have more

gate leakage than PMOS transistors because the effective mass of electrons is much less

than that of holes, thus making the probability of tunnelling in NMOS devices much

higher. One solution to improve this situation and minimise gate leakage has been
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implemented by Intel. They have recently started to use a "high-k" gate dielectric,

hafnium dioxide (HfO2), to allow using thicker gate oxides while maintaining oxide

capacitance and gate control over the channel, but reducing gate leakage by three orders

of magnitude [26, 27]. Moving to a new gate oxide material not only reduces gate

leakage currents but also reduces the impact of variability on Cox due to the much larger

physical oxide thickness. However, variations in the oxide of "high-k" stacks interfaces

are still problematic and can also affect performance [28].

2.3.1.3 Threshold Voltage

The threshold voltage of a MOSFET is defined as the gate-to-source voltage (VGS) that is

required to form an inversion layer in the channel at the interface between the gate oxide

and the silicon surface under the gate, thus allowing a current to flow from the source to

drain terminals of the transistor. The threshold voltage is one of the key device

parameters in CMOS technology, since it allows transistors to act like switches and hence

is a suitable device to perform logic operations.

 As shown in Equations 2.4 and 2.5, threshold voltage plays a major role in device

performance metrics. Not only does it determine the ‘on’ state current of a transistor, but

also it has an exponential impact on the leakage current. Threshold voltage variation has

therefore always received a great deal of attention in the circuit design community.

Threshold voltage is also one of the most difficult transistor parameters to control for a

number of reasons. Firstly, as shown from Equations 2.8 and 2.9, the threshold voltage is

determined only by the doping concentration (Na) and the oxide capacitance (Cox),

therefore it is clear that the interaction of many processing steps can largely contribute to

the variability in threshold voltage. Secondly, due to the aggressive scaling of device

features, the variation behaviour of threshold voltage has become mostly random due to

Random Dopant Fluctuation (RDF) in the ion implantation and thermal annealing steps.

As a result, it is incredibly difficult to develop mitigation techniques to manage or reduce

the variation in threshold voltage. These along with the process step variations means the

threshold voltage becomes the least-controlled key parameter and accounts for 30% of

the sources of variation in circuit performance [22].
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 where f is the Fermi potential, Na is the doping concentration, ni is the intrinsic carrier
concentration in Si, T is the absolute temperature, k is Boltzman’s constant and q is the
electron charge.
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 where Vfb is the flat-band voltage; VSB is the source-body voltage; f is the Fermi
potential, Cox is the oxide capacitance and s is the permittivity constant of silicon.

Pelgrom et al. reported that the threshold variations are also dependent on the device area

[29] (i.e. gate length and width) and also proportional to the separation distance between

two adjacent devices (D) as shown in Equation 2.10, which is called Pelgrom’s model.

Therefore, as the device dimensions are reduced, the control of threshold voltage

becomes more and more difficult.
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  where AVth is the area proportionality constant and SVth is the distance coefficient that has

to be determined through measurements.

Most recently, Asenov et al. refined Pelgrom's model based on numerical simulations and

formulated an empirical model of threshold voltage variations as a function of the

fundamental transistor parameters such as doping concentration (Na), oxide thickness (tox)

and transistor dimensions [42]. The model is described by Equation 2.11 [17, 30]:

LW
Nt aOX

Vth .
1019.3

4.0
82  (2.11)

Threshold voltage variation significantly limits the ability to design accurate analogue

circuits such as amplifiers or comparators, which generally necessitate good device

matching. However, under process variation they show considerable amounts of offset

voltage.
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In digital circuits, threshold voltage variation is important in two respects. Firstly is the

variation can reduce design margins of the digital circuits and may result in faulty circuit

operation. Secondly the exponential impact of threshold voltage on leakage current

variations. In recent years, a number of mitigation techniques have been used to reduce

inter-die variations due to threshold voltage. As an example, Tschanz et al. [31] used

body bias to adaptively adjust the threshold voltage of the devices in the circuit.

Techniques such as this can greatly reduce the inter-die and intra-die variations due to

threshold voltage and therefore improve the yield of the circuit.

However, for low-power applications, where the voltage of the power supply is very

close to the threshold voltage, the impact of variation is large and thus threshold

variations jeopardise circuit operation and cannot be dealt with at circuit level.

2.3.1.4 Transistor Dimensions (W, L)

Form the saturation current of the MOSFET in Equation 2.5, it is clear that the width (W)

and length (L) of a transistor are critical in influencing the current and thus performance.

To increase the drive current, the width of the device must be increased or its gate length

(L) decreased. Increasing the gate width, in general, is not as effective as decreasing the

length, since it will also increase the load capacitance. While shrinking gate length not

only increases the saturation current, it also reduces gate capacitances and increases

transistor density as well. Therefore (L) is continually reduced in order to pursue

improvement in performance, making it the most vital dimension in a transistor today.

A large number of processing steps contribute to the overall variation in gate length and

width. These factors include the wafer mask, exposure time, etching process, spacer

definition, source/drain implantation and even the environment during the manufacturing

process. Of these factors, the primary sources of variation are the steps involved in the

photolithographic and plasma etch processes which are considered as systematic

variations and hence can be compensated, and random variations such as line-edge

roughness.

Due to the fact that (W) is often larger than (L), the variation in channel length is

generally a major concern in device manufacturing (with the exemption of the shortest

width transistors). Equations 2.4 and 2.5 show the impact of the transistor gate length on
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the delay. Any variation in channel length is directly reflected in device delay which is

directly proportional to the channel length. In addition, shrinking the device channel

length is physically limited by the patterning wave length ( λ=193 nm for 45 technology

node), therefore patterning a very short channel length below this wavelength becomes

extremely difficult to control leading to an increase in gate length variation [32].

2.3.2 The Impact of Process Variation on Performance of Circuit

At circuit level, the variation in transistor parameters affects performance metrics

differently and depends on a variety of factors, together with circuit implementation,

logic style and the region of transistor operation. Additionally, the impact of variation in

a particular parameter is different for different performance metrics such as power

consumption and delay.

Tables 2.3 and 2.4 demonstrate the impact of the variation in the transistor parameters on

common digital blocks, such as adders based on a 90nm process. The data was obtained

using the Monte-Carlo simulation method [22]. Table 2.3 shows the variability in delay

and power as a function of different circuit implementations, whilst Table 2.4

decomposes the overall variation into contributions from individual parameters. It is also

noticeable that the variations in threshold voltage and channel length contribute most

seriously to the overall variation in delay and power consumption of the circuit.

Circuit style Delay Variability

(σ∕μ) (%)

Power Variability

(σ∕μ) (%)

Static CMOS 6.1 4.1

Pulsed-Static CMOS 6.5 5

Domino 6.6 4.3

Table 2.3: Circuit-style impact on delay and power variability [22].

However, it should also be noted that temporal sources of variation, especially Vdd

variations, are not included which also considerably contributes to the performance

metrics variation.
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Parameter Delay (σ∕μ) Power(σ∕μ)

tox 1-2 % 1-2 %

W <<1 % 0.5-1 %

L <3 % < 2 %

Vth 2.5-6 % 1.75-4.75 %

Table 2.4: Contributions of key transistor parameters of variation on delay and
power variation [22].

2.4 Analysis Methods for Studying Variability

Digital circuits are traditionally designed in such a way that the manufactured circuits

should meet the performance specifications such as speed and power consumption under

all operating conditions. However, the statistical fluctuations in the semiconductor

fabrication processes have resulted in undesirable variations in circuit performance. The

excessive spread of circuit performance can lead to a significant yield loss and hence can

increase the unit cost of the product. Therefore it is necessary to understand and model

manufacturing process variations for the prediction of device and circuit performance and

also to provide enough information for circuit designers in order to minimise the impact

of parameter variation on the circuit performance and maximise the yield.

In the following Sections, the different general techniques and methodologies used to

handle the impact of process variations in circuit design are briefly reviewed, pointing out

their strengths and weakness.

2.4.1 Worst Case-corner Analysis

Worst Case-corner Analysis (WCA) was one of the most common and widely-practiced

techniques used to verify circuit performance under process variation. This was mainly

because of its efficiency in terms of computational time and design efforts.

In this approach, numbers of NMOS and PMOS parameters are used to assess the circuit

performance at the nominal and the worst and best extremes of the process corners [33].
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 However, the correlation between different device parameters is neglected [34], thus

possibly leading to the use of worst case models that are extremely unlikely or even

physically impossible to occur.

 This is illustrated in Figure 2.6, which shows a scatter plot of the NMOS and PMOS IDsat

measurements over numerous wafer lots. It is clear that the corners, which here are fast–

slow and slow–fast (FS and SF), rarely occur.

TT: Typical-Typical

FF: Fast-Fast

SS: Slow-Slow

FS: Fast-Slow

SF: Slow-Fast

TT: Typical-Typical

FF: Fast-Fast

SS: Slow-Slow

FS: Fast-Slow

SF: Slow-Fast

Figure 2.6 : Process variation map for N and P-MOSFET devices [8].

Moreover, with the increase of the impact of local process variation (intra-die variations)

where process parameters tend to randomly fluctuate in any direction within the die [8],

the WCA faces serious limitations for modelling due to its inability to partition the effect

of localised variation between devices based on corner models [8, 33].

The shortcoming of considering unrealistic process combinations leads to overdesign and

makes it harder for circuits to meet their design specification, especially as design

margins become smaller with the continued trends in scaling. It is also worth mentioning

that the use of WCA does not give enough information about the robustness of the design

to the effects of process variations [14, 33].
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2.4.2 Monte Carlo Analysis Technique

The Monte Carlo (MC) technique was first introduced and applied by Metropolis and

Ulam in 1949 [35]. The technique is based on iteratively evaluating the response of the

deterministic model using sets of random numbers as inputs within certain specified

ranges [36]. The simulation flow for the technique is shown in Figure 2.7 [37] .

Despite the results being valuable and the accuracy being good in this technique, it is

computationally expensive, especially when a large number of variables are required to

be involved such as in studying the impact of parameter variation in semiconductor

processes [37]. However, the accuracy of the estimated results could be traded-off against

computation times.

For each input variable

generate random num bers

Simulate

Com putation of output
param eters

End of iterations

Distribution of output
param eters

Yes

No

Com putationally inefficient

Affects the accuracy

For each input variable

generate random num bers

Simulate

Com putation of output
param eters

End of iterations

Distribution of output
param eters

Yes

No

Com putationally inefficient

Affects the accuracy

Figure 2.7: Monte Carlo analysis (flow diagram) [37].

 A further disadvantage of this approach, because of the random nature of the sampling

technique involved in MC, is that a set of independent input samples sometimes can leave

large regions of the design space unexplored leading to underestimations of the design

space [36].It is also worth noting that the MC method is suitable for simulating both local
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and global variations, in contrary to the worst case corner method where the local

variations cannot be considered.

Cheng et al., [38] has demonstrated a MC-based circuit simulation methodology to study

the impact of random dopant fluctuations on an SRAM cell. The MC-based approach is

used to collect the intrinsic parameter fluctuation information into compact model sets

and thereafter the impact of random device doping on SRAM static noise margins, read

and write characteristics was studied.

2.4.3 Design of Experiments and Response Surface Modelling
(DoE/RSM)

Design of Experiments (DoE) and Response Surface Modelling (RSM) are well-

established branches of statistics which have been successfully adopted since the 1920s in

many manufacturing fields such as the chemical and aeroplane industries [39, 40].

In these techniques, a systematic method for experiment planning is used in order to

conduct the experiments in an efficient way and enable designers to construct empirical

models from which the output responses can be determined as a function of the input

factors or parameters.

Response Surface Modelling methodology is a combination of mathematical and

statistical methods which are useful in developing analytical models and the analysis of

problems in which a response of interest is affected by several input variable factors and

the aim is to optimise this output response [39]. The response is usually represented

graphically by a surface.

For a given system with an output response, y, and a vector of independent input

variables, x, considered in planned experiments, the relationship between x and y is given

by Equation 2.12.

 )()( xfxy    (2.12)

  where ε represents a normal distribution random error with a zero mean value and

constant standard deviation σ.

Applying RSM techniques, an approximate or predictive value of the unknown f(x)

function can be built and expressed as g(x) given in Equation 2.13.
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)()( xgxy   (2.13)

The resulting RSM model of ( y ) can be either in a form of a linear or a polynomial

function. The linear models are typically obtained by designing a two-level fractional

factorial experiment [39].
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A second order polynomial is most commonly used to model larger variations to account

for all two-parameter interactions
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 where, in Equations 2.14 and 2.15, k is the number of input variables, xi is the ith input

variable and β is the RSM coefficient which is calculated using least squares regression

analysis to fit the response approximation y .

In general, the methodology adopted to model a circuit for the analysis of the effects of

variability using the DoE/RSM techniques consist of a three step process including

screening, model building and model analysis.

The screening step is usually adopted to identify the most significant parameters

influencing the output response and thus reduce the input design space if there are a large

number of parameters to be modelled. In screening, design techniques such as fractional

factorial and Plackett-Burman (PB) design [39] along with other techniques are used to

screen out the input parameters that influence the output response significantly.

In the second step, an approximation model is constructed based on the most significant

(screened) parameters using a suitable RS design method such as central composite

design (CCD), Box-Behnken [39] etc.

The decision on type of DoE plan is based on the polynomial order of the model, the

number of parameters, and the model accuracy requirements. The number of simulation

runs that are needed to build a quadratic model is typically less than one hundred runs

when considering 10 to 12 input parameters for the MOSFET device implemented on the

current technology. Subsequently, it reduces the runtime complexity compared to the
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Monte-Carlo technique. In other words, the power of DoE/RSM techniques over the MC

approach is its computational efficiency and reduced run time with acceptable accuracy.

The RSM technique, along with other variability modelling techniques, can also be used

in the optimization of semiconductor manufacturing processes and hence the yield as

reported in various investigations [14, 41, 42].

Aoki et al., [43] has illustrated the use of the DoE/RSM technique for device optimization

and accurate prediction of process sensitivity in device performance. They have applied

this methodology for the optimization and calculation of statistical variations for a 0.5μm

MOSFET using a two-dimensional device simulator. Device performance parameters

such as threshold voltage, output conductance, and drain current have been studied with

respect to some device parameters such as gate length, oxide thickness, source/drain

doping concentration, and substrate doping concentration.

2.4.4 Sensitivity Analysis

Sensitivity analysis is a method that is used to determine how “sensitive” the output of a

model is to changes in the value of the input parameters and to changes in the structure of

the model. This technique is suitable for studying the impact of one set of input

parameters, for example, geometrical parameters.

The sensitivity analysis for a linear function of (X) is performed by propagating the

variance from X to Y as expressed in Equations 2.18 and 2.19.

)( XXfYY   (2.18)
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 whereΔX andΔY are the standard deviations of the parameters X and Y respectively. If

ΔY has small deviation value then it can be approximated by a normal distribution

variance as follows [9]:
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The sensitivity approach can be used for analytical-based modelling approaches or even

along with other modelling approaches. Blaauw et al.,[44] presented the concept of

statistical sensitivities which are used to perform sensitivity analysis based on statistical

optimization of delay, power and leakage power. The optimization is performed by

utilizing a combination of the existing statistical static timing analysis and sensitivity

calculation approach. The disadvantage of a sensitivity-based approach is that it is unable

to model the non-linear or interactive effects between the parameters.

2.5 Need for Silicon on Insulator Technology

The semiconductor industry is driven by the continuous scaling of device feature sizes.

However, at the nanometre scale, the performance and yield of bulk silicon technology is

greatly degraded due to short channel effects, the increase of process variation effects and

the reduced immunity to single event upsets induced by radiation particles. Therefore the

silicon technology is almost reaching its physical limits and the era of bulk MOSFET is

nearing its end.

Silicon-On-Insulator (SOI) technology, in the view of scaling barriers such as the

increased effects of process variation and the reduced immunity to single event upsets, is

gaining large attention to be the next driver of technology scaling due to its capability of

providing more speed, less power consumption and enhanced scalability as demanded by

the future CMOS generations.

Comparing both bulk CMOS and SOI technologies, it was reported that CMOS circuits

realised by SOI can work at a 20-35% higher speed than their bulk counterparts, and 2-4

times less power consumption when running under the same operating conditions [45].

Research on SOI technology dates back to 1960s [46],when this technology was adopted

in military and space applications due mainly to its robustness to radiation-induced soft

errors. However, the high cost of manufacturing SOI wafers has been the main barrier to

their widespread growth and prevented them from entering volume production.

Today, with the continuous market demands for higher speed and lower power

consumption devices, the potential advantages of SOI look more attractive and help it

find its way into the semiconductor roadmap [47].
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In recent years, most of the semiconductor companies have either utilized or considered

SOI technology as a potential solution to device performance improvements. IBM, AMD,

Sony Group and Toshiba have already adopted SOI for cell processors and ST

Microelectronics have also switched to using SOI wafers.

Several SOI device structures varying from single gate to multiple gate structures have

evolved such as planer SOI, double-gate SOI, FINFET and so on, and the topic of current

research.

It is fair to say that Moore’s law which has driven the past device scaling will continue to

be alive when SOI technology is adopted into mainstream manufacturing.

2.5.1 Silicon on Insulator Advantages over Bulk Silicon

The SOI substrate consists of a silicon film, usually in the range of tens to hundreds of

nanometres thick, isolated from the substrate by a relatively thick layer of silicon dioxide

or a suitable insulating material, usually, called buried oxide. Figure 2.9 shows a cross

Section of a SOI device.

Substrate

Buried Oxide (BOX)

Source Drain

Gate

Silicon Layer

Gate dielectric

Substrate

Buried Oxide (BOX)

Source Drain

Gate

Silicon Layer

Gate dielectric

Figure 2.8: Cross Section of a MOSFET device realised on SOI technology.

The SOI device has the advantage of its small source/drain junction capacitance which

provides high-operating speeds, less power consumption and higher device reliability.

One of the major advantages of the SOI technology is the suppressed short channel
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effects which means that the SOI device has a steeper sub-threshold slope which in turn

can be translated into higher drive current(Ion) and less source/drain leakage current (Ioff).

The vertical isolation from the silicon substrate, by the Buried Oxide (BOX) and the

lateral isolation by the shallow trench oxide, provides this technology with three

significant advantages over the conventional bulk silicon technology. Firstly, the latch-up

[48] and cross-talk between devices which are prominent in bulk silicon devices are

eliminated [49]. Secondly, the immunity to soft errors due to radiation particles,

especially in SRAM circuits [48], is increased. Thirdly, there is flexibility in using

different voltages on different devices without any need to add extra processing steps for

triple wells as in bulk silicon. In addition, the same circuit design methodologies

employed in bulk silicon can also be applied to SOI devices [48].

With semiconductor process technologies moving down into the nanometre regime, the

inherent benefits of SOI technology in reducing junction capacitance, suppressing the

short-channel effects, reducing leakage and increasing soft error immunity become more

and more attractive as an alternative technology to current bulk silicon technology.

2.5.2 Silicon on Insulator Devices

Depending on the active body thickness of the silicon layer, the SOI MOSFET operation

can be classified into two types, namely fully-depleted SOI (FDSOI) and partially-

depleted SOI (PDSOI) [47].

In partially-depleted SOI devices, the silicon layer is thick enough so that the depletion

region under the channel does not reach the silicon body-Buried Oxide (BOX) interface.

This results in the creation of a floating region (without charges) and may lead to floating

body effects such as the presence of kink in the Id-Vd characteristics, and the activation of

the lateral parasitic bipolar transistor. Therefore, a proper design is essential to minimise

the floating body effects.

In a fully-depleted device, the depletion region under the channel extends up and covers

the whole silicon layer providing a better coupling between the gate and the inversion

layer in the channel, which in turn improves the device drive current.

The FDSOI transistors have several advantages over the PDSOI counterparts. The FDSOI

has the highest gains and faster circuits as well as the highest level of radiation immunity
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and better sub-threshold swing [48]. It also is free from kink effects in the current voltage

characteristics.

In order to distinguish between the fully and partially depleted SOI MOSFETs, a

coefficient (α) is introduced to represent the total capacitance that is formed from the gate

capacitance and the capacitance of the silicon and the buried oxide layers as shown in

Figure 2.10 [50]. The value of “α” is governed by the Equations 2.21 and 2.22 for FDSOI

and PDSOI devices respectively [48, 50].

Figure 2.9 : A simplified capacitive network of (a) a fully depleted and (b) a partially
depleted SOI MOSFET.
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where Cox1 and Cox2 represent the gate oxide and the buried (BOX) capacitances

respectively. Cdepl and Csi are the capacitances that relate to the depletion region of the

PDSOI and that of the thin film silicon respectively. The coefficient α also describes the

efficiency of the coupling between the gate and the channel of the device.

Typically, this coefficient is very small and close to zero for FDSOI , while it is around

0.3-0.5 for PDSOI and bulk silicon [50].

Moreover, the value of α increases when reducing device sizes, this means that the

driving controllability of the gate is also reduced with α alpha reduction.

(a) (b)
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The saturation current and transconductance can be also expressed in terms of α for a

long channel SOI device as in Equations 2.23 and 2.24 [50]
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where W and L are the width and the length of the gate of the transistor, μ is the carrier

mobility, Vgs is the gate to source voltage, and Vth is the threshold voltage.

From Equations 2.23 and 2.24 it can be concluded that for a given technology node, the

FDSOI devices have a better transconductance and current drive compared with PDSOI

or bulk devices. This is mainly because α is smaller in the case of FDSOI technology.

Despite the potential benefits of SOI technology such as its high performance and low

power consumption, the wide adoption of SOI technology still faces both real and

perceived challenges. In the past, the main barrier which prevented SOI technology being

used to be in mainstream CMOS fabrication industry is controlling the silicon layer or

silicon dioxide layer quality, which in turn means a higher cost of SOI wafers. The key

materials quality issues are firstly the continuity uniformity of the BOX thickness,

secondly, thickness uniformity of the active silicon layer and thirdly the defects in silicon

layer. Moreover, the presence of the defects in the BOX layer may increase the number

of defects and threading dislocations in top silicon layer.

2.6 Summary

This chapter reviews the sources and different types of process variations, including

inter–die and intra-die. The impact of these variations on the device and circuit levels is

explored. The different approaches and methodologies used to handle the impact of

process variations in circuit design are also examined, pointing out their strengths and

weaknesses. The traditional techniques, such as Worst Case Corner Analysis, Monte

Carlo technique (MC), as well as a brief introduction to DoE and RSM, Sensitivity
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Analysis and the Statistical Static Timing Analysis technique are reviewed. The DoE and

RSM techniques can provide a reasonable balance between accuracy and the

computational efficiency as compared to the MC simulations by limiting the number and

hence the complexity of simulations. Finally, the need for new process technology to

overcome the scaling associated barriers such as SOI technology is highlighted. The SOI

technology is discussed as a possible candidate for future MOSFET devices in order to

overcome the increased effect of process variations due to scaling and their impact on

circuit performance and yield.
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Chapter 3
Variability Analysis of Compact Model
Parameters of Bulk Silicon and SOI Technologies

3.1 Background

The different statistical techniques used to model and analyse variability have been

reviewed in Chapter 2. Two techniques such as DoE and RSM have been commonly used

to model variability and to optimise the manufacturing process in many industrial fields

such as chemicals, aerospace, etc. These techniques have also been used in this research

to model process variability in the semiconductor field because of their computational

efficiency compared to the Monte Carlo (MC) method.

This chapter continues with an introduction to the DoE approach in Section 3.2 which

includes a review of a range of two-level DoE categories such as full factorial design,

fractional factorial design, and screening design. The Response Surface (RS) design has

been used since it has this capability to fit a second order or curved surface. This design

is discussed in Section 3.2. Together with several variants such as Central Composite

Design (CCD), Face Centred Central Composite Design (FCCC) and Box-Behnken are

illustrated. In Section 3.4, these statistical techniques are utilised to model the impact of

process variations with regard to 60 nm devices realised by FDSOI, PDSOI and bulk

silicon technology processes on key electrical device parameters, and are used to analyse

the effect process variability on the device characteristics.

Previous research works had focused on the investigation of the effect of process

variations at device level using different process technologies such as FDSOI as in [1, 2]

and FinFET as in [3], however most of those works have not studied the impact of those

effects on the compact model parameters of the devices and the circuit levels. This

chapter aims to model and analyse the impact of the effects of process variations on key

compact model parameters of SOI and bulk silicon devices such as threshold voltages

(Vth0) for both NMOS and PMOS devices.

Finally, the chapter is concluded in Section 3.5 with a summary of the results.
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3.2 Design of Experiments

Design of Experiments (DoE) is an established branch of statistics which has been widely

adopted since the 1920s in many manufacturing fields such as the chemical industry in

order to obtain quality and yield improvements [4-6].

In this technique, a systematic method for experiment planning is used in order to run the

experiments efficiently, and to help the designer to construct empirical models with

regard to which responses of interest can be determined as a function of the input factors

or parameters. As an example, Xu et al. used statistical based experimental designs to

optimise the medium of an important medical microorganism [7].

The advantage of DoE over other statistical techniques such as the Monte-Carlo

technique (MC) is that they are much more computationally efficient, easier to develop

and it is possible to build a model that can be used for predicting variability instead of

performing exhaustive simulation or experimental runs.

In general, the DoE method is divided into three main categories: full factorial, fractional

factorial, screening and response surface (RS) designs [4, 5]. In the following sections,

the main DoE methods will be discussed in more detail.

3.2.1 Full Factorial Design

Full factorial design is one of the most basic techniques in experimental design. In this

method, all of the possible combinations of the main parameters or factors and their

interactions are considered. Two-level factorial designs are the most widely used method

for modelling main effects and interactions as they need a smaller number of

experimental runs compared to higher order factorial designs. In two-level designs, each

parameter has two levels,‘high value (+1)’ and‘low value (–1)’, and 2k number of

experiments is required to incorporate all the possible combinations of the k factors.

Figure 3.1 shows a geometrical representation of a three parameter (x, y, z) with two-

level full factorial design. Here, eight (23) experimental runs are required to consider the

main effects (x, y, z), the two-factor interactions (xy, yz, xz), while the three-factor
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interaction is (xyz) and (- xyz). Table 3.1 shows the factorial design matrix for two-level

of 3 factors.

Figure 3.1: Two level full factorial design for three factors (k=3) [8].

ParameterRun

x y z

Labels

1 -1 -1 -1 -(xyz)

2 1 -1 -1 x

3 -1 1 -1 y

4 1 1 -1 xy

5 -1 -1 1 z

6 1 -1 1 xz

7 -1 1 1 yz

8 1 1 1 xyz

Table 3.1: Design matrix for 23 factorial designs.

One of the most popular factorial designs is the three-level full design, such as a 3k

factorial design, which is widely used to model the quadratic effects of curved surface

responses. The three levels are referred to as low, intermediate and high, and the number

of runs for k factors is 3k factorial runs which are required in order to capture the impact

of all of the main effects, and their interactions in terms of an output response.
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Despite this design giving more accurate results, it is computationally inefficient when

using a large number of factors, since the experimental size increases exponentially with

the number of factors, and hence is too expensive to run.

3.2.2 Fractional Factorial Design

As the size of the experiment increases exponentially with the number of factors in a full

factorial design, e.g. for k=10 factors, this will require 210 =1024 experiments or runs.

The use of fractional factorials designs can be considered as a solution by taking a

fraction of the full factorial design, and hence achieving accuracy with fewer runs

compared to the full factorial designs. In these designs, for k parameters, the number of

experimental runs are 2k-q, where the term 2-q is the considered fraction and q < k. Figure

3.2 shows a half-fraction of the two-level fractional factorial design for three factors

(k=3) and a design matrix for a half-fraction of the 23 factorial design is shown in Table

3.2.

Figure 3.2: Two level fractional factorial design for three factors (k=3) [8].

ParameterRun

x y z

Labels

1 1 -1 -1 x

2 -1 1 -1 y

3 -1 -1 1 z

4 1 1 1 xyz

Table 3.2: Design matrix for half fractional of a 23 factorial design.
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Despite the reduction in the number of runs (design points), the aliasing and design

resolution are considered to be the key issues in these designs.

The aliasing of an effect is when the impact of factors in a design cannot be distinguished

separately from one another. For example, in the 23 full factorial design as shown in

Figure 3.1, all the main effects (x, y, z), all two factor interactions (xy, yz, xz) and the

three factor interaction (xyz) are considered. However, in the 23-1 fractional factorial

design shown by the solid dots in Figure 3.2, the main effects (x, y, z) are aliased or

confounded with the two factor interactions (xy, yz, xz). These aliased effects cannot be

estimated independently unless all but one of the aliased effects are known or assumed to

be negligible.

The design resolution describes the extent to which the effects are aliased or confounded

with other effects. The higher the resolution of a fractional factorial design, the less the

impact of aliasing, but more simulation runs are required. In general, Designs with

Resolution III, IV and V are most commonly used [4, 5].

3.2.3 Screening Design

In the screening designs, the fractional factorial designs (2k-q) are commonly used to

identify or screen the most significant factors when the number of factors is too large to

assess the higher order effects, and hence reduces the number of the input factors to the

system to be investigated.

Screening designs of an experiment are usually carried out in the early stages of the

experimentation phase, when it is likely that the output response of a system is dominated

or driven primarily by the main effects and their low-order interactions, and it is assumed

that the higher order of multiple factor interactions have negligible or no effect on the

responses of interest. The significant factors in a system are then investigated more

thoroughly, either using full factorial or RSM designs as the next phase in the

experimentation.

One of the most commonly used techniques for screening is the Plackett-Burman (PB)

design [9] which is considered as a 2-level fractional factorial design with a class of
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Resolution III. Using the Plackett-Burman (PB) design, it is efficient to run N

experiments for studying k=N-1 factors.

The Plackett–Burman designs have also the following orthogonal property where for any

given two columns in the N experiment design matrix, there are N/4 plus signs (+1) and

N/4 minus signs (-1) in the first column corresponding to N/2 plus signs in the second

column. Similarly, for N/2 minus signs in the second column, there will be N/4 plus and

N/4 minus signs in the first column [10].

Table 3.3 shows that for a PB design for 11 parameters, only 12 runs are required. The

design matrix is built first by constructing the first column according to the PB design [9].

A second column is then generated from this first one by shifting the elements of the

column down by one position and moving the last element (+1 or -1) into the first

position. In a similar manner, the third to the eleventh columns are constructed from the

following column. Finally, a row of lower values (-1) is added as part of the design,

hence completing the design.

Runs x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11

1 1 -1 1 -1 -1 -1 1 1 1 -1 1

2 1 1 -1 1 -1 -1 -1 1 1 1 -1

3 -1 1 1 -1 1 -1 -1 -1 1 1 1

4 1 -1 1 1 -1 1 -1 -1 -1 1 1

5 1 1 -1 1 1 -1 1 -1 -1 -1 1

6 1 1 1 -1 1 1 -1 1 -1 -1 -1

7 -1 1 1 1 -1 1 1 -1 1 -1 -1

8 -1 -1 1 1 1 -1 1 1 -1 1 -1

9 -1 -1 -1 1 1 1 -1 1 1 -1 1

10 1 -1 -1 -1 1 1 1 -1 1 1 -1

11 -1 1 -1 -1 -1 1 1 1 -1 1 1

12 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1

Table 3.3: PB design for 11 factors.
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3.3 Response Surface Designs

The Response Surface (RS) design is normally used to overcome the disadvantages of the

full factorial design by mathematically modelling or fitting a second order function of

curved response surfaces.

With a full factorial design, two level factorial designs (2k) are not able to fit curved

surfaces, as three distinct values for each factor are required to fit a quadratic function.

However, while using higher levels, such as a 3k design, it is not computationally

efficient to model a curved or quadratic relationship.

RS designs are actually a two-level design (2k) with added centre and axial points, where

the centre and axial points are used to obtain an indication of the curvature and fit of a

quadratic function.

 The Central Composite Design (CCD) [9-11] and the Box-Behnken designs [10, 12] are

the most widely used RS designs [4, 5].

In a CCD design, the curvature of a response is estimated by combining a two-level

factorial or fractional-factorial design with centre points (all the values of a parameter are

at their midrange) and axial points. In other words, a CCD is a modified first order design

augmented with a number of centre and axial points, making the design very efficient for

estimating a second order curvature.

The number of centre runs (nc) and the distance (α) of the axial point are considered as

design specifications of the CCD [4]. Figure 3.3 shows a geometrical representation of

the CCD for k=2 factors, with 2k, i.e. 4 factorial points and 2k, i.e. 4 axial points, and one

centre point.
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Figure 3.3: A geometrical representation of CCD for k=2 factors.
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A Face Centred Central Composite design (FCCC) can be constructed by setting α =1,

where the locations of the axial points will be on the centres of the faces of the square.

Figure 3.4 shows a FCCC design with k=3 factors. Here 2k, i.e. 8 factorial points, 2k, i.e.

6 axial points, and one centre point are required.

Figure 3.4: A geometrical representation of FCCC design for three factors (k=3) [8].

The Box-Behnken design is another type of computationally cost-effective response

surface technique. The Box-Behnken design contains three levels of the input parameters

design but does not contain an embedded factorial or fractional factorial design. As

shown in Figure 3.5, these designs do not have any extreme points at the vertices of the

cube as seen in both the CCD or FCCC designs.

The advantage of this is that running extreme points, which might be difficult or

expensive, is not needed to model a curve response. However, compared to the CCD,

some accuracy will be lost due to high uncertainty of prediction near the vertices.



55

Figure 3.5: A geometrical representation of Box-Behnken design for k=3 factors [8].

 After choosing an appropriate design, the next step in the RS modelling approach

involves estimating or modelling the response parameter as a function of the input

parameters.

3.3.1 Response Surface Modelling

Response Surface Modelling (RSM) is a combination of mathematical and statistical

methods which are valuable for developing analytical models and for the analysis of

problems in which the response of interest is governed by several input variables, and the

aim is to optimise this output response. The response is usually represented graphically

by a surface plot.

For a given system with an output response, y, and a set of independent input variables, x,

in a planned experiment, the relationship between x and y is given as in Equation (3.1):

 )()( xfxy             (3.1)

 where ε represents a normal distribution random error with zero mean value and constant

standard deviation σ.

 Applying RSM techniques results in an approximation or prediction of the unknown f(x)

function, referred to as y , which can be built and expressed as g(x) in Equation (3.2):

)()( xgxy              (3.2)

The subsequent RSM model of y can be in the form of a linear or polynomial function.
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The first-order models, sometimes called main effects models, are typically obtained by

designing a two-level fractional factorial experiment. The first order models approximate

the response surface over a small range of input factors, where the curvature of y is

assumed to be negligible. The form of the first-order model is given in the following

equation:





k

i
ii xxy

1
0)(       (3.3)

However, if the curvature in the response surface is sufficiently pronounced, the first

order model is inadequate, even when considering the effect of the interaction terms. In

this situation it is more likely to require a second- order model in order to account for the

large response curvature due to the increased effect of input interactions.

In addition, a second order polynomial is most commonly used to model larger variations

to account for all two-parameter interactions:
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where, in equations (3.3) and (3.4), k is the number of independent input variables, xi is

the ith input variable, and β is the RSM coefficient which is calculated using least squares

regression analysis to fit the response approximation y .

In general, the methodology involved in using the DoE/RSM techniques consists of three

steps involving screening, model building and model analysis.

The screening step is usually utilised in order to identify the most significant parameters

that influence the output response, and thus reduces the number of variables in the input

design space if there are a large number of parameters to be modelled. In screening,

design techniques such as fractional factorial, PB design, along with other techniques, are

used to screen out the input parameters that influence the output response significantly.

In the second step, an approximation model is constructed based on the most significant

(screened) parameters, using a suitable RS design method such as CCD or Box-Behnken.

Finally, the RS models obtained are often analysed using graphical plots such as contour

and surface plots.
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3.4 Variability Modelling

A statistical approach based on TCAD and statistical techniques to model the impact of

process variation effects on the device performance metrics for 60 nm NMOS and PMOS

devices realised by strained FDSOI, PDSOI and the bulk Si processes, is presented in this

section. The general methodology for studying variability is shown in Figure 3.6 and

involves three main steps: parameter screening, model building and model analysis and

validation. The methodology begins with the identification of uncontrollable process

variation parameters which influence the output response investigated, in terms of a set of

compact model parameters of the device. This is followed by the TCAD process and

device simulations, the calibration of the device electrical characteristics with the

experimental data, and the extraction of the compact model parameters of nominal

devices.

The compact model parameters chosen in this work were the Vth0 for both NMOS and

PMOS transistors, where Vth0 represents the threshold voltage for long channel devices at

zero bias voltage [13, 14].

The reason for choosing Vth0 for both NMOS and PMOS transistors as the design

parameters among numerous other compact model parameters is that they show a strong

statistical relationship with circuit performance metrics. In addition, they abstract

complex physical process variation phenomena into a single number, and are commonly

used as a design variable, both in digital and analogue designs, and hence bridge the gap

between design and manufacturing processes.

Subsequently, a statistical screening process is performed if the number of process

parameters to be investigated is large. Screening provides information about the statistical

significance of process variation parameters from an initial large set of parameters, hence

it reduces the number of process parameters to be modelled.

However, if the number of parameters to be modelled is not large, RSM is performed

directly without any screening.

In the RSM step, the simulation experiments are designed to thoroughly investigate and

model the output responses in terms of the initially identified process parameters, or the

most significant process parameters obtained from screening.
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The target of the RSM in this work is the compact model parameters (Vth0) for both

NMOS and PMOS devices that give an insight into electrical device performance.

Finally, the RSM model validity is assessed in terms of statistical residual analysis [4]. In

addition, the response surface plots are generated to visualise and study the behaviour of

device responses under various process variations.
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Figure 3.6 : Flow chart of variability analysis utilized by DoE and RSM statistical
techniques.

3.4.1 TCAD Simulations

Three types of state of the art technologies are investigated in this work. To begin with,

strained fully depleted silicon on insulator (FDSOI) devices designed for high

performance applications were first calibrated with experimental data using the TCAD

Sentaurus package [15]. Here, the gate length was 60nm, the thickness of the active

silicon body was 16 nm, and the buried oxide thickness (BOX) was 145 nm. The gate
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dielectric was composed of a thin layer of oxide (0.5 nm) with 2.5 nm of high-k dielectric

gate material (HfO2) to reduce the gate leakage. Figure 3.7 shows a cross section of the

60 nm FDSOI NMOS transistor (nominal case).

The electrical measurements of were performed using an Aglient 4155C semiconductor

parameter analyzer connected to a cascade microtech probe station (semiautomatic probe

station) through an Aglient E52550A low leakage switch mainframe. The measurements

were programmed and controlled using a computer. The drain current–gate voltage

characteristics of FDSOI (NMOS) devices were obtained by measuring the drain current

as a function of gate voltage, where the gate voltage is swept from 0 volt to 1 volt while

the drain voltage is kept at 0.1 volt and 1 volt respectively. While the output

characteristics (Id–Vd) of device were characterised by connecting the source and

substrate body of the transistor to the ground .The drain voltage is then swept from 0 to 1

volt, while the gate overdrive voltage is stepped from 0 to 1 volt.

The calibration of the process and device simulator was performed by using the data

available such as the device feature sizes. The doping profile in the device was adopted

form a technical example of 60nm SOI in Sentaurus package [15]. The electrical

characteristics obtained was fitted to that of the measured ones by iteratively tuning the

doping values such as doping dose and energy of different process steps in order to match

the measured data. For example, the threshold voltage adjustment doping dose and

energy were used in order to fit the simulated threshold voltage with that extracted form

measurements.
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Figure 3.7 : A cross section of the 60 nm FDSOI NMOS transistor (nominal case).
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 The second type of CMOS devices investigated was based on strained partially depleted

silicon on insulator technology (PDSOI), where the silicon and the buried oxide thickness

were 100 nm and 300 nm respectively.

Additionally, strained bulk NMOS and PMOS transistors with the same gate length and

gate material were simulated for comparison, in order to investigate the possible

advantages of FDSOI and PDSOI MOSFETs over bulk silicon with regard to process

variation.

Silicon nitride layer (or contact etch stop liner (CESL)) was used as a dual stressor to

increase the stresses in the channel for both the N and P type MOSFETs. A compression

stress of 1.6 GPa to improve the hole mobility in the PMOS device was used, while a

tension stress of 1.6 GPa was incorporated in the case of the NMOS device. The goal of

the high-k dielectric was to continue the reduction of the effective oxide thickness (EOT),

while keeping the gate leakage current under control.

In the process simulation, all necessary physical models were incorporated with the

intention of defining and using the necessary models for a realistic simulation of the

process and device conditions. The basic model for the complete process simulation

consisted of a diffusion model with charged point defects, a transient dopant clustering

model, a three-phase segregation model and a mechanical stress model, including the

thermal and lattice mismatch as well as intrinsic stresses [16].

For an adequate simulation of the electrical performance of short channel MOSFETs, the

correct choice of the device simulation models is important. The simulations included a

hydrodynamic carrier transport and quantum corrections based on the density gradient

model [16]. The mobility models included high-k dielectric enhancements to the

Lombardi mobility model [16] to simulate the mobility degradation at the high-k

dielectric interface with oxide in the gate stack. An important part of this work was the

incorporation of quantum mechanical effects within the simulation modules developed

for the NMOS and PMOS devices. This was necessary to determine the device

characteristics more accurately.

To account for the mechanical stress effect on the electrical performance of the devices

investigated based on SOI and bulk technologies, such as carrier mobility, threshold

voltage and leakage current, the deformation potential model [16] was used. The



61

enhancement in terms of carrier mobility due to the carrier redistribution in the bands,

inter-valley scattering, and stress-induced electron mobility, as well as the Intel stress-

induced hole-mobility models [16], was also included.

Figure 3.8 shows the drain current-gate voltage (Ids-Vgs) characteristics for simulated and

experimental data under nominal process and operating conditions.

Figure 3.8: Id-Vgs simulated and calibrated characteristics for NMOS (FDSOI)
process at Vds=0.1 and 1 Volts.

The compact models for the investigated technologies, SOI and bulk silicon (BSIMSOI

[13] and BSIM3 [14] ), were then extracted for the nominal NMOS and PMOS devices

using I-V data under different bias conditions and for different device geometries using

AURORA which is a parameter extraction and optimisation program that can fit

analytical models to electrical data (either measured directly from a real device or

simulated using TCAD) by varying one or more of the model parameters. A good match

of gate and drain characteristics between the analytical models obtained with the compact

model and the measured characteristics can be seen in Figure 3.9.
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Figure 3.9: Compact model calibration of (a) gate characteristics and (b) drain
characteristics for the nominal NMOSFET (FDSOI).

To study and analyse the impact of process variability on the compact model parameter

(Vth0) of the investigated technologies, eighteen process parameters, shown in Table 3.4,

were identified as potential sources of uncontrollable variation at different process steps

for the devices based on FDSOI, PDSOI and bulk silicon technologies. The process

parameters chosen were the same for both the NMOS and the PMOS devices.

All the process parameters were varied by ±10% of their mean values (i.e. the same

standard deviations). However the process temperatures during the different

manufacturing steps were set at ±10 o C from the nominal. This is mainly because the

temperature values are very high and, in practice, would not drift in the range of ±10%.

As shown in Table 3.4, the ‘-1’ and ‘1’ signs correspond to the -10% and +10%

deviations respectively, assuming that the range of variation (± 10% and ±10o C)

correspond to ±3σ variation. The assumption of a ±3σ variation is consistent with those

adopted in previous research work [10, 17, 18].

(a) (b)
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Table 3.4 : Process parameters for variability study of 60 nm NMOS realised by
strained FDSOI process.

Nominal
level
value

Low
level
value

High
 level
value

Symbol Description Unit

0 -1 1
x1 Gate oxide thickness nm 0.5 0.45 0.55
x2 High-k dielectric thickness nm 2.5 2.25 2.75
x3 Buried oxide (Box)

thickness
nm 145 130.5 159.5

x4 Silicon layer thickness nm 16 14.4 17.6
x5 CESL layer thickness nm 40 36 44
x6 Intrinsic-Stress GPa 1.6 1.44 1.76
x7 Threshold voltage

adjustment implantation
dose

atoms/cm2 2e13 1.8 e13 2.2 e13

x8 Threshold voltage
adjustment implantation

energy

KeV 25 22.5 27.5

x9 Halo implantation dose atoms/cm2 7.7e13 6.93e13 8.47e13

x10 Halo implantation energy KeV 25 22.5 27.5
x11 Substrate doping (Nsub) atoms/cm2 1e17 0.9 e17 1.1e17

x12 Source/drain implantation
dose

atoms/cm2 1.5e15 1.35e15 1.65e15

x13 Source/drain implantation
energy

KeV 0.6 0.54 0.66

x14 Heavily doped drain
implantation dose

atoms/cm2 7.5 e15 6.75e15 8.25e15

x15 Heavily doped drain
implantation energy

KeV 7.5 6.75 8.25

x16 Threshold voltage
adjustment temperature

˚C 1050 1040 1060

x17 Spike annealing
temperature

˚C 950 940 960

x18 Laser annealing
temperature

˚C 600 590 610
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3.4.2 Plackett-Burman Parameter Screening

Parameter screening is a crucial step with regards to identifying the most significant

process parameters which will produce the greatest fluctuation in device electrical

performance. Hence, it is extremely useful in understanding which manufacturing steps

require greater control and focus.

Due to the fact that performing RSM analysis for a large input space requires a very large

number of experimental runs (in the order of (2n+2n+1), where n is the number of

parameters [4] , so it becomes computationally inefficient, as is the case with the Monte-

Carlo technique. In other words, screening analysis is adopted to overcome the deficiency

of the RSM techniques by reducing the dimensionality of the input space. Therefore,

RSM is followed by the screening step, wherein the relatively insignificant input

parameters are eliminated, since not all the input variables are influential with regard to

the output response to the same degree.

Plackett-Burman (PB) screening [4], due to its computational efficiency, was used to

screen and identify the most dominant input parameters from an initial set of eighteen

(18) process parameters. For the PB design in which k=18, the number of runs required,

N, was 20. Table 3.5 shows the subsequent PB design matrix built using Minitab [19].

Twenty process and device simulations and compact model extractions were undertaken

as part of the PB screening process, and the key device model parameters (Vth0 ) for both

NMOS and PMOS devices were used to evaluate the screening experiment as output

responses.
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Process Parameters
Runs

x1 x2 X3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14 x15 x16 x17 x18

1 1 -1 1 1 -1 -1 -1 -1 1 -1 1 -1 1 1 1 1 -1 -1

2 -1 1 -1 1 1 -1 -1 -1 -1 1 -1 1 -1 1 1 1 1 -1

3 -1 -1 1 -1 1 1 -1 -1 -1 -1 1 -1 1 -1 1 1 1 1

4 1 -1 -1 1 -1 1 1 -1 -1 -1 -1 1 -1 1 -1 1 1 1

5 1 1 -1 -1 1 -1 1 1 -1 -1 -1 -1 1 -1 1 -1 1 1

6 1 1 1 -1 -1 1 -1 1 1 -1 -1 -1 -1 1 -1 1 -1 1

7 1 1 1 1 -1 -1 1 -1 1 1 -1 -1 -1 -1 1 -1 1 -1

8 -1 1 1 1 1 -1 -1 1 -1 1 1 -1 -1 -1 -1 1 -1 1

9 1 -1 1 1 1 1 -1 -1 1 -1 1 1 -1 -1 -1 -1 1 -1

10 -1 1 -1 1 1 1 1 -1 -1 1 -1 1 1 -1 -1 -1 -1 1

11 1 -1 1 -1 1 1 1 1 -1 -1 1 -1 1 1 -1 -1 -1 -1

12 -1 1 -1 1 -1 1 1 1 1 -1 -1 1 -1 1 1 -1 -1 -1

13 -1 -1 1 -1 1 -1 1 1 1 1 -1 -1 1 -1 1 1 -1 -1

14 -1 -1 -1 1 -1 1 -1 1 1 1 1 -1 -1 1 -1 1 1 -1

15 -1 -1 -1 -1 1 -1 1 -1 1 1 1 1 -1 -1 1 -1 1 1

16 1 -1 -1 -1 -1 1 -1 1 -1 1 1 1 1 -1 -1 1 -1 1

17 1 1 -1 -1 -1 -1 1 -1 1 -1 1 1 1 1 -1 -1 1 -1

18 -1 1 1 -1 -1 -1 -1 1 -1 1 -1 1 1 1 1 -1 -1 1

19 1 -1 1 1 -1 -1 -1 -1 1 -1 1 -1 1 1 1 1 -1 -1

20 -1 -1 -1 -1 -1 -1 -1 -1 1 -1 -1 -1 -1 -1 -1 -1 -1 -1

Table 3.5: PB design matrix for k=18, N=20

The statistical analysis of the responses was subsequently performed using Pareto

analysis. This analysis compares the relative magnitude of the influence of all the main

input parameters on the output responses, and arranges them in order of the decreasing

absolute value of the effect. The statistical significance of each input then can be

identified.
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A Pareto chart is a bar chart which lists all the factors according to the potential impact of

their effects on the output response, ranging from the strongest to the weakest. All factors

with demonstrate an effect above the dotted line have a significant influence on the

response. This line is calculated by Minitab using the significant level alpha (α) which

shows the maximum probability at which one could be wrong in making a statement

about the significance of a factor. In other words, the confidence level, 100(1-α) %

actually refers to the probability that the statement is correct [19].

The Pareto analysis of effects for the compact model with parameters Vth0 (NMOS) based

on FDSOI, PDSOI and bulk Silicon, are shown in Figures 3.10, 3.11 and 3.12

respectively.
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Figure 3.10: Pareto plot of the most significant process parameters on the Vth0 of
FDSOI-NMOS device.
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Figure 3.11: Pareto plot of the most significant process parameters on the Vth0 of
PDSOI-NMOS device.
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Figure 3.12: Pareto plot of the most significant process parameters on the Vth0 of
Silicon-NMOS device.

The Pareto analysis of the effects for the compact model parameters Vth0 (PMOS) based

on FDSOI, PDSOI, and bulk Silicon are shown in Figures 3.13 through Figure 3.15

respectively.
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Figure 3.13: Pareto plot of the most significant process parameters on the Vth0 of
FDSOI-PMOS device.
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Figure 3.14 : Pareto plot of the most significant process parameters on the Vth0 of
PDSOI-PMOS device.



69

x5
x18
x11
x15
x12
x10
x14
x13

x6
x17
x16

x1
x7
x9
x2
x8

76543210

Te
rm

Standardized Effect

Figure 3.15 : Pareto plot of the most significant process parameters on the Vth0 of
Silicon-PMOS device.

From the Pareto plots of Vth0 of the NMOS and PMOS devices based on FDSOI

technology, it can be seen that the silicon layer thickness (x4) and the buried oxide

thickness (x3) have an influential role on the threshold voltage of the devices. It can also

be seen that the effect of the process parameters is not the same for both the NMOS and

PMOS devices. This might be explained by the use of different dopants and stressors in

the case of PMOS with regard to NMOS devices.

Focussing on the PDSOI devices, it can be seen that the Vth0 sensitivity for both NMOS

and PMOS devices to the SOI structural features (i.e. silicon layer thickness and buried

oxide thickness) is minimal and the doping related processes such as the threshold

voltage adjustment implantation dose and the halo dose have become the dominant

parameters. This overcomes the problem associated when using chemical mechanical

polishing (CMP) and lithography in terms of controlling the thin silicon layer in FDSOI

technology.

In the case of silicon technology, it can be seen from the graphs in Figures 3.12 and 3.15,

that the dominant process parameters that need to be controlled to reduce the impact, are

those related to gate oxide and high k dielectrics, and the doping related process steps, in

particular those used for adjusting the threshold voltage of the devices.
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From Pareto plots shown in Figures 3.10-3.15, it can also be seen that the halo

implantation dose (x9) plays an important role in controlling Vth0 of NMOS device for

both FDSOI and PDSOI technologies, while it has a minimum effect on Vth0 of PMOS

devices. This is in contrary to silicon devices, where the halo implantation step becomes

an influential step that affects Vth0 for both NMOS and PMOS devices as can be seen

from Figures 3.12 and 3.15. This might be explained by the presence of buried oxide

(BOX) and silicon layers which might affect on the doping profile in SOI devices and

hence their Vth0 Values.

Table 3.6 summarises the most significant process steps that influence Vth0 for the FDSOI,

PDSOI, and Silicon technologies for both NMOS and PMOS devices.
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Technology/Device type NMOS PMOS

FDSOI

Halo implantation dose (x9)

Silicon layer thickness (x4).

Buried oxide thickness (x3).

Gate oxide thickness (x1).

Source/drain implantation

energy (x13).

High-k dielectric thickness

(x2).

Halo implantation energy (x10).

Threshold voltage adjustment

implantation energy (x8).

Silicon layer thickness (x4).

Threshold voltage adjustment

implantation dose (x7).

Threshold diffusion temperature

(x16).

High-k dielectric thickness (x2).

Gate oxide thickness (x1).

PDSOI

Threshold voltage adjustment

implantation energy (x8).

Gate oxide thickness (x1).

Halo implantation energy (x10)

High-k dielectric thickness

(x2).

Threshold voltage adjustment

implantation dose (x7).

Halo implantation dose (x9).

Threshold voltage adjustment

implantation energy (x8).

Threshold voltage adjustment

implantation dose (x7).

Heavily doped drain implantation

energy (x15).

High-k dielectric thickness (x2).

Gate oxide thickness (x1).

Silicon

Threshold voltage adjustment

implantation energy (x8).

Threshold voltage adjustment

implantation dose (x7).

Halo implantation energy (x10).

Gate oxide thickness (x1).

High-k dielectric thickness

(x2).

Threshold voltage adjustment

implantation energy (x8).

High-k dielectric thickness (x2).

Halo implantation dose (x9).

Threshold voltage adjustment

implantation dose (x7).

Table 3.6: The most significant process parameters that impact Vth0 for both NMOS
and PMOS devices based on FDSOI, PDSOI, and bulk silicon.
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Having identified the most significant process parameters for the device responses in the

screening steps for all technologies investigated in terms of the compact model parameter,

namely (Vth0), the RS models for these compact model parameters, in terms of the

significant process parameters, were subsequently built. The FCCC design was used to

investigate process variability, and to build second order RS models of the responses.

3.4.3 Response Surface Modelling for the Device Responses

After the process parameters were identified from the PB screening analysis as

significantly influencing the compact model parameters in terms of responses, a second

order RSM procedure was performed on these significant parameters. An FCCC design

for k significant parameters with 2k factorial runs, 2k axial runs and one centre run

requires, in total, (2k +2k+1) runs. As an example, 143 process and device simulations

have been performed to generate a second order RSM for Vth0 of an FDSOI-NMOS

device with k=7. The second order model was obtained by a regression technique using

the simulation results. It is in the form of equation (3.4) and given by equation (3.5).
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In a similar manner, the RSM models for Vth0 of an NMOS device realised by PDSOI and

bulk silicon technologies are given by Equations (3.6) and (3.7) respectively.
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The RSM models were also generated for Vth0 of PMOS devices realised by FDSOI,
PDSOI and bulk silicon technologies, the models are given by Equations (3.8), (3.9), and
(3.10) respectively.
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Having built the second-order variability models for the compact model parameters of the

devices, a variability analysis was performed on each of the responses with respect to the

process parameters of each device, and are described below.

3.4.4 Variability Analysis of the Compact Model Parameters

The variability analysis was carried out for all the devices responses based on the model

equations. The analysis was performed using the RS plots such as contour and three

dimensional (3D) surface plots. Where, in a surface plot, the response surface is viewed

as a three-dimensional (3D) plane, and the response is represented as the functional

relationship with respect to two input parameters of interest, while all the other

parameters are held at their nominal values.

Figure 3.16(a) shows the response surface for Vth0 for an FDSOI-NMOS device as a

function of gate-oxide and high-k dielectric thickness, while the other significant

parameters are kept at their nominal values. The impact of gate-oxide thickness and high-

k dielectric on the Vth0 is obvious from the response surface plot. At low levels of gate-

oxide and high k thicknesses corresponding to thinner gate-oxide and high-k dielectrics



74

thicknesses, the threshold voltage has decreased. However at higher levels, the Vth0 has

increased by almost 16%, it can also be seen that the curvature is reduced when using

thicker high-k dielectric thickness.

Figure 3.16: Response surface for Vth0 (FDSOI-NMOS) with respect to(a) gate-oxide
thickness and high-k dielectric thickness (b) silicon layer thickness and halo
implantation dose.(c) silicon layer thickness and buried oxide (BOX) thickness.

In Figure 3.16(b), the response surface for Vth0 of the FDSOI–NMOS device as a

function of the halo implantation dose and the silicon layer thickness, while the other

significant parameters are kept at their nominal values. The impact of silicon layer

thickness on the Vth0 is large, as can be seen from the response surface plot. For thinner

values of silicon layer thickness, the threshold voltage is low. However, the curvature

between the low and the nominal values is large, while for higher value of the silicon

layer thickness, the Vth0 curvature is reduced. This means that adopting a thicker silicon

layer can reduce the impact of the silicon layer thickness variation on the threshold

voltage.

In a similar manner, the response surface for Vth0 of the FDSOI–NMOS device as a

function of halo implantation dose and silicon layer thickness is shown in Figure 3.16(b).

The impact of silicon layer thickness and buried oxide thickness (BOX) on the Vth0 is
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large, and gives a variation of almost 25% as shown in Figure 3.16(c). However, this

impact can be minimised when using higher values of silicon layer thickness.

Figure 3.17(a) shows the response surface for Vth0 of the PDSOI–NMOS device as a

function of gate-oxide thickness and high-k dielectric thickness, while the other

significant parameters are kept at their nominal values. The impact of gate-oxide

thickness and high-k dielectric on Vth0 is obvious from the response surface plot. At low

levels of gate-oxide and high k thicknesses corresponding to thinner gate-oxide and high-

k dielectric, the threshold voltage has decreased. However, at their high levels, Vth0 has

increased by almost 9%.
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Figure 3.17: Response surface for Vth0 (PDSOI-NMOS) with respect to gate-oxide
thickness and high-k dielectric thickness (b) threshold voltage adjustment
implantation energy and threshold voltage adjustment implantation dose.

Figure 3.17(b) shows the response surface for Vth0 of the PDSOI–NMOS device as a

function of threshold voltage adjustment implantation energy and threshold voltage

adjustment implantation dose. The impact of these parameters on Vth0 is large, and the

variation of Vth0 under these conditions is almost 14%.

Figure 3.18(a) shows the response surface for Vth0 of the bulk silicon–NMOS device as a

function of gate-oxide thickness and high k thickness. The impact of gate-oxide thickness

and high-k dielectric thickness on Vth0 is apparent from the response surface plot. The

variation in Vth0 ranges by almost 9 % in response to gate-oxide and high k dielectric

thicknesses variations.

(a) (b)
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Figure 3.18: Response surface for Vth0 (bulk silicon-NMOS) with respect to (a) gate-
oxide thickness and high-k dielectric thickness (b) threshold voltage adjustment
implantation energy and dose.

In addition, as can be seen from Figure 3.18(b), the variation of Vth0 relative to variations

in the threshold voltage adjustment implantation energy and threshold adjustment dose is

almost 17%.

RSM analysis was also performed for Vth0 of the PMOS devices realised by different

technologies. Figures 3.19(a) and (b) show the RS plots for the PMOS device based on

FDSOI technology. It can be seen that the silicon layer thickness, as with FDSOI-NMOS,

is dominant and causes large variations in Vth0 (PMOS). However, adopting higher silicon

layer values can reduce the variation due the small curvature of Vth0 as shown in Figure

3.19(a).

In Figure 3.19(b), lower threshold values can be achieved when using thinner gate oxide

and high-k dielectric. However, they have a great influence on the total variation in Vth0

(PMOS).

(a) (b)
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Figure 3.19: Response surface for Vth0 (FDSOI-PMOS) with respect to (a) silicon
layer thickness and high-k dielectric thickness (b) gate-oxide thickness and high-k
thickness.

Figure 3.20(a) shows the response surface for Vth0 of the PDSOI–PMOS device as a

function of threshold voltage adjustment implantation energy and dose. It can be seen

from the RS plot that the impact of these process parameters on Vth0 is large and is

mainly due to the variations in the threshold voltage adjustment implantation energy.

Moreover, the impact of both gate oxide thickness and high-k dielectric thickness on Vth0

of the PDSOI–PMOS is large as shown in Figure 3.20(b).
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Figure 3.20: Response surface for Vth0 (PDSOI-PMOS) with respect to threshold
voltage adjustment implantation dose and threshold voltage adjustment
implantation energy (b) gate-oxide thickness and high-k dielectric thickness.

In the case of the silicon device, Figure 3.21(a) shows the response surface for Vth0 of the

PMOS device with respect to threshold voltage adjustment implantation energy and

threshold voltage adjustment implantation dose. The impact of these parameters on Vth0 is

large, especially due to the energy of the implantation.

(a) (b)

(a) (b)
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The impact of the high-k dielectric thickness variation on Vth0 (PMOS) is large as can be

seen in Figure 3.21(b), while the variation in the threshold implantation dose shows less

impact on the threshold voltage of the PMOS-Silicon device.
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Figure 3.21: Response surface for Vth0 (Silicon-PMOS) with respect to (a) threshold
voltage adjustment implantation dose and threshold voltage adjustment
implantation energy (b) threshold adjustment implantation dose and high-k
dielectric thickness.

In general, from the results obtained using DoE/RSM, it is possible to improve device

yield by optimizing the process parameters such as silicon layer thickness and buried

oxide thickness in order to reduce their impact electrical characteristics of the device.

Moreover, RSM models can bridge the wide gap between the circuit designer and the

device manufacturer and hence can improve both circuit performance and yield.

Table.3.8 compares the mean (μ) and (σ) values of Vth0 for both NMOS and PMOS

devices realised by FDSOI, PDSOI, and bulk silicon technologies.

It can be seen from Table 3.8 that the NMOS and PMOS devices realised in FDSOI

technology have the lowest threshold voltage mean values compared to PDSOI and bulk

silicon devices, however in terms of the effect of process variations, the FDSOI devices

show the highest standard deviations (σ) of Vth0 for both NMOS and PMOS devices

compared to PDSOI and bulk silicon counterparts. It can also be seen that the variation in

PMOS devices is much higher compared to NMOS devices for all technology

investigated.

The variation in the threshold voltage of PMOS bulk silicon is the lowest compare to

FDSOI and PDSOI devices. However, the PMOS–bulk silicon device has higher mean

value of the threshold voltage in comparison to FDSOI and PDSOI devices.

(a) (b)
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Table 3.7: .The μ , σ, minimum and maximum values for Vth0 for both NMOS and
PMOS devices realised by FDSOI, PDSOI, and bulk silicon technologies.

3.4.5 Models Validity of the Device Responses

In this work, the accuracy of the response surface models were checked and verified

using the ‘goodness’ of the second-order fit, such as R2 (R-square) and R2
adj  (adjusted R-

square) statistical measures [4, 5], where R2 is a statistical measure which indicates how

close the regression line is to the actual data points. The R2 value can be increased by

incorporating additional parameters into the model which may not be statistically

significant. Hence, models with large R2 values can give an undesired fit, and hence a

poor estimation of the output response. R2
adj is a modified R2 for the number of terms in

the model. In contrast to R2, R2
adj becomes smaller when unnecessary terms are added to

the model. Tables 3.8 presents the resulting model fits obtained for the device compact

model parameters (Vth0) for both NMOS and PMOS devices. It can be seen that the R2

and R2
adj values are very close to 100% for all responses. This is desirable and therefore

ensures that the models accurately highlight the variability due to process fluctuations.

Vth0Device Type Technology

μ σ Min Max

FDSOI 0.2463 0.039 0.147 0.333

PDSOI 0.3695 0.029 0.29 0.453NMOS

Silicon 0.3975 0.0362 0.307 0.4733

FDSOI -0.3192 0.0707 -0.408 -0.236

PDSOI -0.3562 0.061 -0.506 -0.239PMOS

Silicon -0.3957 0.049 -0.531 -0.29
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Vth0Device Type Technology

R2 R2
adj

FDSOI 97.58% 96.79%

PDSOI 94.09% 90.84%NMOS

Silicon 97.93% 96.05%

FDSOI 98.88% 97.11%

PDSOI 98.53% 96.99%PMOS

Silicon 98.38% 96.10%

Table 3.8: The R2 and R2
adj values for Vth0 both NMOS and PMOS devices realised

by FDSOI, PDSOI, and bulk silicon technologies.

3.5 Summary and Conclusions

An overview of DoE and RSM techniques has been presented in some detail in this

chapter. The different experimental design methods such as factorial, screening and RS

designs have also been discussed.

A statistical methodology based on the DoE and RSM techniques with the aid of TCAD,

has been utilised to study and analyse process variability in state of the art technologies,

namely strained fully depleted silicon on insulator, strained partially depleted silicon on

insulator and strained bulk silicon, all with high-k dielectrics in the gate stack.

The process and device simulations were first performed, followed by the calibration of

the device characteristics to the experimental results, and suitable compact models have

then been extracted.

The PB screening technique has been used to characterise and screen the most dominant

process parameters from an initial set of 18 which have greatest influence on the device

compact parameters. The screening step improves the computational efficiency for the

second order RSM by reducing size of the input space, and also helps in identifying input

parameters that need to be kept under control.

Second-order RSM models, using FCCC design, were subsequently developed to model

the device response parameter (Vth0) and evaluate the variability. A thorough RSM



81

investigation has been undertaken through response surface plots, using the models

obtained for the device compact model parameters as functions of the process variants.

It was found that the variation in silicon layer thickness greatly impacts on the threshold

voltage (Vth0) for both NMOS and PMOS devices based on FDSOI technology. However,

this sensitivity is largely mitigated when using PDSOI technology.

The threshold voltage adjustment implantation dose and energy, along with gate-oxide

thickness and high-k dielectric thickness, are found to be the most influential and

common process parameters for most of the threshold voltage responses based on the

technology investigated.

The MOSFET devices realised in FDSOI technology were found to have the lowest

threshold voltage mean values compared to PDSOI and bulk silicon devices, however in

terms of the effect of process variations, the FDSOI devices show the highest standard

deviations (σ) of Vth0 for both NMOS and PMOS devices compared to PDSOI and bulk

silicon counterparts.

 It was also found that the variation in PMOS devices is much higher compared NMOS

devices for all technology investigated.

The variation in the threshold voltage of PMOS bulk silicon is the lowest compare to

FDSOI and PDSOI devices. However, the PMOS–bulk silicon device has higher mean

value of the threshold voltage in comparison to FDSOI and PDSOI devices.

The models obtained can be used for optimisation and process control purposes in the

semiconductor manufacturing environment.

Finally, the accuracy of the models has been successfully examined and the goodness of

fit, R2 and R2
adj are close to 100% for most of the models in terms of the device responses

with regard to all the technologies investigated.
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Chapter 4
An Analysis of the Effect of Process Variations on

Performance of C-Element Structures

4.1 Background

In this chapter, the response surface methodology is extended to the circuit-level, by

studying the impact of process variations and environmental operating conditions on

various C-element circuits. The extracted variations in terms of threshold voltages of both

NMOS and PMOS devices realised by the technologies investigated in Chapter 3, are

considered, together with the gate length of the devices and power supply voltage

variations. Subsequently, RS models are developed and used to perform response surface

analysis for circuit performance metrics such as dynamic and static power consumptions

and propagation delay; subsequently giving useful information about the sensitivity of

each metric with respect to the process parameters under consideration. The influence of

circuit architectures, together with different process technologies on performance

variations in terms of dynamic and static power consumption and circuit delay, is also

investigated. A relative comparison between circuits based on FDSOI, PDSOI and bulk

silicon in terms of delay and power consumption is subsequently undertaken.

An in-depth analysis of the behaviour of the circuits under process variations was

undertaken by studying the impact of process variations on transistor channel currents.

The investigation was carried out by measuring the maximum current in each transistor

under process variations during circuit operation. Using this method, it was possible to

first, explain why the circuit topology plays a significant role in performance variation;

second to identify which transistors make the most significant contribution to the final

performance variation; and third to target those transistors in such a way as to minimise

their impact on performance variability by resizing their widths.

The DoE and RSM is utilised to investigate the direct impact of manufacturing process

steps on the performance of circuits based on the technologies investigated. This is done
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with the aim of determining and identifying the critical process parameters that need to be

under control and hence finding ways to reduce their effect on performance and on the

yield of a circuit.

4.2 Process Variation

As technology scales down to the nanometre regime, the effects of semiconductor

process variations are an increasingly significant and critical factor in the design of high

performance CMOS circuits. Furthermore, as the process steps involved in the

manufacture an IC becomes more complex as the overall circuit performance is now

more sensitive to the underlying statistical process variations. Hence a precise knowledge

of the effects of process variations is emerging as an integral part of the design

methodology.

This variation negatively impacts on circuit performance, and generates design

specifications which are harder to meet, resulting in functional and parametric yield loss.

Moreover, with technology scaling, these problems are becoming increasingly critical

due to the tighter design requirements. Novel process steps are used in the nanometre

regime to enhance the performance of the device and of circuits, such as the introduction

of high –k dielectric and strained silicon technologies. However, this has also increased

the number of process variants affecting the device and circuit performance. Hence there

is a need to understand and model manufacturing process variations for the prediction of

device and circuit performance as a result of such variations.

On the other hand, accommodating effects of a random nature in process parameters on

circuit functionality has become a major design challenge in the ultra DSM technology

regime. Therefore new material and device structures are required to minimise the

variation effects. In this regard, SOI technology can be seen as a possible candidate as a

means of improving the resilience of circuits to performance variation, and hence to

increase its yield. Another way of combating the effect of variations, is the use of

different circuit architectures. As an example consider a logic element which is not only

widely used, but also peculiar to asynchronous design, namely the Muller C-element,
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which can be realised in a number of different configurations. In view of the increased

uncertainty of logic elements with regard to the effects of manufacturing processes and

environment variations as device geometries are reduced, this chapter reports on the

analysis of the robustness of various C-element configurations implemented in different

technologies, with regard to the effects of process variations.

4.3 The C-Element

In recent years a great deal of research and effort has demonstrated the potential of

asynchronous circuits through many low-power and high-speed applications. For

example, The Philips research group had designed a fully asynchronous error corrector

for the digital compact-cassette (DCC) player which consumed only a fifth of the power

in a similar synchronous version [1]. Some of the advantages of asynchronous circuits are

high speed, low power consumption, design modularity, and freedom from clock skew.

One of the most basic circuits that is frequently used in asynchronous design as a control

circuit is the C-element [2]. For example, the C-element played an important role in the

micro pipeline of the ARM microprocessor [2] .

In 1959, David E. Muller introduced the C-element circuit. Consequently, the C-element

circuit is often referred as the “Muller C-element” [3]. A C-element has two inputs and

one output and its function can be described as follows: If both inputs have the same

logic level 0/1, then the output becomes 0/1; otherwise the output is maintained at the

pervious logic level. Figure 4.1 shows the commonly used schematic of the C-element.

The function of the C-element can be described in terms of a Boolean function of its

inputs and output as in Equation (4.1).

a

b
C

a

b
C

Figure 4.1: The schematic diagram of the C-element.

babaCC  )( (4.1)
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In asynchronous circuits, the C-element is often referred as a Join or Rendezvous element

[2] and it could be expressed as an AND operator of events, where the event could be a

rising or falling transition. Thus, it only produces an output transition (event) when both

inputs have arrived.

In the following section, a brief view of the implementations of the C-elements studied is

presented. This includes the dynamic implementation, the static implementation (standard,

weak feedback, resistive weak feedback and symmetric configurations), and the

differential implementations of the C-element.

4.3.1 C-Element Configurations

Figure 4.2(a) shows the dynamic implementation of the C-element. This consists of the

basic parts of all the C-element implementations discussed below. The other static and

differential implementations of the C-element differ only in terms of preserving the

output logic level when the inputs are different.

The implementation of the C-element with weak feedback inverter, as shown in Figure

4.2(b), has been introduced by Martin [6]. The circuit contains a weak inverter in order to

create a latch to maintain the output logic level when the inputs do not match. The reason

for choosing a weak inverter is to allow changes in the output of the latch, and to reduce

the inherent resistance of the latch to switching its logic state. For a proper circuit

operation, certain width sizes must be imposed on the transistors.
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Figure 4.2: Implementation of the C-element: (a) dynamic, (b) weak feedback, (c)
resistive weak feedback (d) standard and (e) symmetric [4, 5].

Figure 4.2(c) shows the resistive implementation of the C-element which can be

considered as a modified version of the weak feedback implementation. The weak

inverter has two more transistors. The additional transistors, namely N5 and P5 which act

as resistors to reduce the current flow from the weak inverter during the switching, and

hence improving the charging and discharging mechanism of the C  node and improving

circuit performance.

The standard implementation of the C-element, shown in Figure 4.2(d), was first

presented by Sutherland [7] and is often used in high-speed micro pipelines [2]. In this

implementation of the C-element, transistors N1, N2 and N3 are the main pull down

devices, while P1, P2 and P3 are the main pull up devices. Meanwhile, the transistors N4,

and P4 form the necessary feedback inverter to maintain the output logic value when both

inputs do not match. Therefore these transistors have to be reduced in size as much as

possible, to reduce their loading effect on the performance of the circuit. In addition, as

can be seen from Figure 4.2(d), this implementation can be considered as a modified

version of the weak feedback implementation, where the weak feedback inverter is

controlled by the transistors N5, N6, P5 and P6, and only connect the weak inverter to the

power supply and the ground when the inputs of the circuit do not match.
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The symmetric implementation of the C-element, which is shown in Figure 4.2(e) is

presented by Van Berkel [8]. In this implementation, the output is preserved through a

feed-back conducting path of three transistors in the pull-up or pull-down networks. If the

inputs are different and the output is low, the conducting path to retain the output node

value consists of either P1, P5 and P6 or P4, P2 and P6. In a symmetrical way, when the

output is high, the output is held to the previous value by the path which consists of either

N1, N5 and N6 or N2, N4 and N6. If both inputs are similar in terms of logic value, the

parallel PMOS transistors contribute to the rise time of the output, while the parallel

NMOS transistors contribute to the fall time of the output.

Figure 4.3(a) shows the basic differential logic, and an inverter latch implementation of

the C-element (DIL) [5]. It is composed of two pull-down networks consisting of NMOS

devices, and an inverter latch formed by the transistors PFL, NFL, PFR and NFR.

When both inputs ( ba , ) are high, then C becomes low, and C is pulled up by the

PMOS device of the right hand side inverter of the latch, PFR. In a similar manner, when

the inputs are low, then C becomes low and C is pulled up by the PMOS device of the

left inverter of the latch, PFL. However, when the inputs do not match ( ba  ), the

inverter latch maintains the previous state of the output. One of the main drawbacks of

this particular implementation is that it suffers from a large rising delay due to the weak

PMOS devices of the inverter latch which are responsible for pulling up the C and the

C nodes.

Another possible modification of this implementation is DILP as shown in Figure 4.3(b).

The DILP implementation is intended to reduce the rising delay of the basic DIL

implementation by adding two pull-up networks composed of PMOS devices.
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Figure 4.3: Differential logic with an inverter latch implementations of the C-
element (a) DIL and (b) DILP.

All C-element circuits can be considered as modified versions of the basic

implementation, which is the dynamic implementation as shown in Figure 4.2(a). The

difference between them is only by way of preserving the output when the inputs have

different logic values. The large variety of C–element implementations makes it a

suitable test vehicle to study the effects of circuit topologies on achieving a high level of

robustness against process variations, together with novel process technologies such as

SOI technology.

In the next sections, the analysis of the robustness to the effects of process variation of

the various C-element configurations (dynamic, static, and differential implementations)

realised in different process technologies, is presented.

4.4 C-Element Variability Analysis

The analysis associated with studying the impact of process variability on circuit

performance metrics, as demonstrated in Figure 4.4, is broadly divided into two parts

with the aim of, firstly, studying the impact of variation of a number of process

parameters of 60nm strained FDSOI, PDSOI and bulk silicon technologies on key

compact model parameter such as (Vth0) of both NMOS and PMOS devices, where Vth0

represents the threshold voltage for long channel devices at zero bias voltage. The reason

for choosing Vth0 for both NMOS and PMOS transistors as the design parameters among

numerous other compact model parameters is that they show a strong statistical

relationship with circuit performance metrics. In addition, they abstract complex physical



91

process variation phenomena into a single number, and are commonly used as a design

variable, both in digital and analogue designs, and hence bridge the gap between design

and manufacturing processes.

As previously motioned in Chapter 3, the variability analysis of the Vth0 was undertaken

using the Plackett-Burman (PB) screening technique in order to identify the most

influential process parameters on the Vth0 of both NMOS and PMOS devices

implemented in FDSOI, PDSOI, and bulk silicon technologies, Thereafter the RSM

technique is used to extract the spread of Vth0 for the devices investigated. Secondly,

studying the impact of process and operating condition variations on key performance

metrics of a circuit such as propagation delay, dynamic power, and static power. The

extracted variations in Vth0 of the NMOS and PMOS devices for each technology, as

tabulated in Table 3.7, together with the variations of the gate length (10% of the mean

value) were considered.

The simulations were performed at supply voltages ranging from 0.81V to 0.99V for the

transistors under different process conditions.
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Figure 4.4: Flow chart of variability analysis.



92

Seven different C-element implementations were considered in this work, namely, the

dynamic, standard, weak feedback, resistive weak feedback, symmetric, DIL, and DILP

implementations. The width ratio of the PMOS to NMOS devices was chosen to be 2.5.

Figures 4.5 to 4.7 show the RS plots obtained for the key performance metrics of the

dynamic implementation of the C-element based on an FDSOI technology as it shows a

very high robustness to the effect of process variations.

From the surface plots of the propagation delay (Tpd) for the dynamic C–element

implementation under different process variation and operating conditions, it was found

that the spread in Tpd is large due to the variation in the device threshold voltages

compared to the gate length variation of the PMOS and NMOS devices.

In addition, it can be observed from Figure 4.5 that assigning higher power supply

voltages (Vdd) reduces the effects caused by variations in the threshold voltage of the

devices. It also can be seen that the use of low threshold voltage devices improves circuit

performance and yield (i.e. reduces variation). This can be explained analytically by

Equations 4.2 and 4.3 [9].

)( thdd

dd
pd VV

Vt


 (4.2)

1)( 









thdd

dd

th

pd

VV
V

V
t

(4.3)

where Vdd is the supply voltage, Vth is the threshold voltage of the device α and is a

parameter with a value between one and two, modelling the effects of velocity saturation.

At higher Vdd values, the delay sensitivity to threshold voltage variation decreases,

consequently, the delay distribution spread reduces.
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Figure 4.5: Surface plot of Tpd of dynamic C-element with respect to (a) the
variation of threshold voltage of P and NMOS devices at Vdd=0.81V (b) the
variation of threshold voltage of P and NMOS devices at Vdd=0.99V (c) the
variation of threshold voltage of the NMOS device and PMOS gate length (Lp) at
Vdd=0.81V (d) the variation of threshold voltage of the NMOS device and PMOS
gate length (Lp) at Vdd=0.99V.
Figure 4.6 shows the response surface plots of the dynamic power consumption for the

dynamic implementation of the C-element under different process variations (i.e.

threshold voltage and gate length variations of both NMOS and PMOS devices) and

operating conditions (Vdd).



94

1.500
65

1.525

1.550

1.575

0.30
60 0.35

0.4055 0.45

V thn(V
)

L
p (nm)

1.00

1.02

0.30

1.04

65 0.35

60 0.40

0.4555L
p (nm) Vthn(V)

-0.3

-0.4

0.60

0.66

0.72

0.30

0.78

0.35 -0.5
0.40

0.45

Vthn(V)

V thp
(V

)

-0.3

1.0
-0.4

1.1

1.2

0.30

1.3

0.35 -0.5
0.40

0.45
Vthn(V)

V thp
(V

)

Dynamic Power (μW)

Dynamic Power (μW)

Dynamic Power (μW)

Dynamic Power (μW)

(a) (b)

(c) (d)

1.500
65

1.525

1.550

1.575

0.30
60 0.35

0.4055 0.45

V thn(V
)

L
p (nm)

1.500
65

1.525

1.550

1.575

0.30
60 0.35

0.4055 0.45

V thn(V
)

L
p (nm)

1.00

1.02

0.30

1.04

65 0.35

60 0.40

0.4555L
p (nm) Vthn(V)

1.00

1.02

0.30

1.04

65 0.35

60 0.40

0.4555L
p (nm) Vthn(V)L
p (nm) Vthn(V)

-0.3

-0.4

0.60

0.66

0.72

0.30

0.78

0.35 -0.5
0.40

0.45

Vthn(V)

V thp
(V

)

-0.3

-0.4

0.60

0.66

0.72

0.30

0.78

0.35 -0.5
0.40

0.45

Vthn(V)

V thp
(V

)

Vthn(V)

V thp
(V

)

-0.3

1.0
-0.4

1.1

1.2

0.30

1.3

0.35 -0.5
0.40

0.45
Vthn(V)

V thp
(V

)

-0.3

1.0
-0.4

1.1

1.2

0.30

1.3

0.35 -0.5
0.40

0.45
Vthn(V)

V thp
(V

)

Vthn(V)

V thp
(V

)

Dynamic Power (μW)

Dynamic Power (μW)

Dynamic Power (μW)

Dynamic Power (μW)

(a) (b)

(c) (d)

Figure 4.6: Surface plots of dynamic power of the dynamic C-element with respect
to (a) the variation of threshold voltage of P and NMOS devices at Vdd=0.81V (b)
the variation of threshold voltage of P and NMOS devices at Vdd=0.99V (c) the
variation of threshold voltage of the NMOS device and PMOS gate length (Lp) at
Vdd=0.81V (d) the variation of threshold voltage of the NMOS device and PMOS
gate length (Lp) at Vdd=0.99V.

From the surface plot of the interaction between the threshold voltage of the PMOS and

NMOS devices at different power supply voltages, as shown in Figure 4.6(a) and (b), it

can be seen that the variation in the dynamic power consumption of the dynamic

implementation of the C-element cab be largely minimised by applying a lower power

supply voltage. However, this compromises the circuit performance in terms of

propagation delay and its spread.

The surface plots of the static power, in Figures 4.7 show that the threshold voltage

variation plays a significant role in static power variations. The use of higher threshold

voltage reduces the variations, however, this negatively affects the circuit performance in

terms of propagation delay.

Consequently, trade-offs between variations in delay and static and dynamic power

consumptions can be made. Thus, the optimization of the threshold voltage and the power

supply is essential depending upon the application of the circuit, to ensure a high

performance and yield.
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Figure 4.7: Surface plots of static power of the dynamic C-element with respect to
(a) the variation of threshold voltage of P and NMOS devices at Vdd=0.81V (b) the
variation of threshold voltage of P and NMOS devices at Vdd=0.99V(c) the variation
of threshold voltage of the PMOS device and NMOS gate length at Vdd=0.81V (d)
the variation of threshold voltage of the PMOS device and NMOS gate length at
Vdd=0.99V.

All of other C-element implementations investigated were studied using the same RSM

methodology.

Figures 4.8 to 4.10 show the histogram plots for Tpd and the dynamic power and static

power of dynamic and static configurations respectively of the C-element based on

FDSOI technology.
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Figure 4.8: Histogram plots of propagation delay (Tpd) for dynamic and static
configurations of the C-element based on bulk silicon technology under process and
operating condition variations.

From Figure 4.8, it is clear that the symmetric and the dynamic implementations of the C-

element are more robust in terms of delay variations.

Regarding the weak feedback implementation of C-element, the presence of a weak

feedback inverter (the keeper) in the circuit degrades circuit tolerance to variation by

adding an extra source of variation through the feedback path into the final output.

However, as in the standard implementation, the feedback is controlled by the transistors

P5, P6, N5 and N6 as shown in Figure 4.2(d). Therefore, the weak feedback inverter is

only connected to the Vdd and the ground when the inputs are different, in order to help

maintain the previous logic state.

Another way to boost the weak feedback C-element is by adding transistors acting like

resistors, N5 and P5, to the weak feedback inverter as shown in Figure 4.2(c), to reduce

the impact of Vdd as a source of variation on the weak feedback path.

In terms of circuit resilience to dynamic power variations, it can be seen from Figure 4.9

that the dynamic implementation has the lowest mean and standard deviation values
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among the other static C-element implementations. In a similar manner as with delay

variation analysis, the results show that the weak feedback inverter is adding more

variation to the final power variation, and the modification of this path can reduce this

effect, either by controlling the weak inverter connection to Vdd and ground by the input

signals as in the standard implementation, or by reducing the impact of Vdd as a source of

variation on the feedback loop as in the resistive weak feedback implementation.

However, among the other circuits, the symmetrical implementation has the largest mean

and standard deviation values as shown in Figure 4.9, this can be explained by the fact

that the symmetrical implementation has larger number of transistors in comparison to

other C-element implementations (i.e. higher input capacitance), therefore the dynamic

power consumption is expected to be larger than that of their C-element counterparts.
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Figure 4.9: Histogram plots of dynamic power for the dynamic and static
configurations of the C-element based on bulk silicon  technology under process and
operating conditions variations.
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Figure 4.10: Histogram plots of static power consumption for the dynamic and static
configurations of the C-element based on bulk silicon technology under process and
operating conditions variations.

In terms of static power consumption under process variation, all of the dynamic and

static circuits have almost the same standard deviation value as shown in Figure 4.10.

This could be explained by the exponential dependence of the static power consumption

on the threshold voltage of the devices.

 Considering the differential implementation of the C-element realised in bulk silicon

technology, it can be seen from the appropriate columns in Tables 4.1-4.3 that the mean

and standard deviation values of the performance metrics are the lowest when compared

to the dynamic and static implementations of the C-element.

In similar manner, the variability analysis is applied to the C-element circuits based on

FDSOI and PDSOI technologies. It is observed that all C-element circuits realised on SOI

technology are more resilient to process variation, with higher performance metrics. At

the same time, the bulk silicon circuits are the worst in terms of performance metrics, and

are affected more by the effect of variations in threshold voltage, gate length and power

supply voltage.
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In addition, as can be seen from Tables 4.1 and 4.3, FDSOI circuits are more robust in

terms of propagation delay variations, and they show the lowest propagation delay

compared to PDSOI and bulk silicon circuits.

Moreover, the circuits based on PDSOI are more resilient to dynamic and static power

variations in comparison to FDSOI and silicon counterparts.

The results suggest that silicon on insulator technology (SOI) is a potential candidate to

improve a performance and yield of a circuit.

FDSOI PDSOI SiliconC-Element Circuit

μ σ μ σ μ σ

Dynamic 43.36 8.66 52.81 12.39 130.43 46.59

Weak Feedback 49.04 8.83 59.62 13.9 151.85 58.39

Resistive weak Feedback 45.3 8.88 55.63 13.03 140.62 50.53

Standard 45.19 8.55 55.63 12.57 138.64 50.21

Symmetric 41.03 8.44 51.3 12.8 129.89 43.1

DILP 23.473 5.108 29.64 7.35 67.1 16.73

DIL 29.029 5.398 38.33 11.29 110.24 45.34

Table 4.1: Propagation delay (Tpd) (ps) for different C-element implementations
under process and operating conditions variation.

FDSOI PDSOI SiliconC-Element Circuit

μ σ μ σ μ σ

Dynamic 0.506 0.133 0.356 0.091 1.285 0.257

Weak Feedback 0.603 0.161 0.411 0.109 1.554 0.349

Resistive 0.545 0.145 0.386 0.102 1.376 0.272

Standard 0.546 0.149 0.376 0.099 1.425 0.315

Symmetric 1.078 0.274 0.799 0.194 2.56 0.549

DILP 0.479 0.122 0.334 0.093 1.226 0.264

DIL 0.269 0.081 0.209 0.0532 0.873 0.181

Table 4.2: Dynamic power consumption (μW) for different C-element
implementations under process and operating conditions variation.
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FDSOI PDSOI SiliconC-Element Circuit

μ σ μ σ μ σ

Dynamic 49.34 55.52 7.27 7.55 41 75.6

Weak Feedback 45.34 55.72 8.09 8.63 44.3 81.8

Resistive 42.99 52.83 7.52 8.04 41 75.6

Standard 43.63 53.52 7.74 8.23 42.6 78.7

Symmetric 50.25 58.22 11.21 11.64 50.6 93.1

DILP 31.78 38.3 5.589 5.738 27.3 49.33

DIL 29.3 37.7 2.803 3.672 6.86 12.5

Table 4.3 : Static power consumption (nW) for different C-element implementations
under process and operating conditions variation.

4.5 Transistor Current Variation Analysis and
Optimization

For further analysis on circuit behaviour under process variation, the impact of process

variations on channel current that pass through each transistor in a circuit was studied.

The investigation was carried out by measuring the maximum current in each transistor

under process variation during a circuit’s operation. Using this method, it was possible to

first, explain why the circuit topology plays a significant role in performance variation,

second, identify which transistors make the most significant contribution to the final

performance variation, and finally target these transistors in order to minimise their

impact on performance variability, by resizing their widths.

In order to compare the performance of the circuits investigated under process and

operating condition variations, the N1, N2, N3 and P1, P2, P3 transistors that form the

basic dynamic implementation of the C-element were considered in this study.

Figure 4.11 shows a histogram plot of the maximum current in the transistors that make

up a dynamic implementation of the C-element.
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Figure 4.11: Histogram plots of maximum current of transistors composing the
dynamic C-element implementation under process and operating condition
variations.

By comparing the standard deviation over the mean values (σ/μ) of the current in the

input transistors of a C-element (i.e.N1, N2, P1, P2), tabulated in Table 4.4, it can be

observed that the transistors P1,P2 in the weak feedback C-element implementation have

a larger (σ/μ) of the channel current values compared to their counterparts in the dynamic

implementation of C-element. This explains the higher variation in both delay and power

consumption compared to the dynamic implementation of the C-element. In other words,

the presence of the weak feedback inverter in these implementations has degraded the

circuit performance and its resilience towards variation, compared to the dynamic C-

element implementation.

It was also observed that controlling the weak feedback inverter, as in the standard and

resistive weak feedback implementations, reduces the standard deviation of the mean

values (σ/μ) of the current in the input transistors of a C-element (i.e.N1, N2, P1, P2) as

shown in Table 4.4, in comparison to the weak feedback implementation of the C-

element. Therefore, this improves its robustness in terms of process variation.

From Table 4.4, it can be seen that the transistors N2, N1 have larger (σ/μ) values

compared to transistors P1, P2 which means that they contribute more to the final delay

variations.
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Circuit /Transistor P1 P2 P3 N1 N2 N3
Dynamic 0.291 0.282 0.439 0.345 0.395 0.352
Standard 0.333 0.32 0.378 0.333 0.377 0.363

Resistive Weak Feedback 0.306 0.293 0.443 0.331 0.378 0.361
Weak Feedback 0.339 0.319 0.382 0.342 0.387 0.37

Symmetric 0.263 0.224 0.387 0.355 0.388 0.349

Table 4.4: The standard deviation over the mean values (σ/μ) of the current of
common transistors composing the dynamic and static implementation of the C-
element under process and operating condition variations.

Table 4.5 shows the mean (μ), standard deviation (σ), and standard deviation over mean

(σ/μ) values of the maximum current of the transistors in the weak feedback

implementation of the C-element. It can be seen that the transistors N1 and N2 have the

lowest current mean values compared to the input transistors (P1, P2) of the C-element,

i.e. the highest σ/μ values. This means that the N1 and N2 transistors significantly

contribute to the large variation in the propagation delay of the weak feedback C-element.

Transistor μ(mA) σ(mA) σ/μ
P1 0.33 0.112 0.34
P2 0.35 0.1124 0.32
P3 0.155 0.059 0.38
P4 0.063 0.017 0.27
N1 0.21 0.071 0.34
N2 0.19 0.077 0.39
N3 0.197 0.073 0.37
N4 0.042 0.011 0.25

Table 4.5: The mean, the standard deviation, and standard deviation over mean
values of the current of transistors composing the weak feedback implementation of
C-element under process and operating condition variations.

Having identified the most dominant devices in terms of the circuit performance metrics,

it is now possible to reduce the variations in performance by varying their widths.

The weak feedback and the standard and weak feed back implementations of the C-

element are used as test vehicles to prove the concept of variability analysis based on the
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channel current of transistors and on the ability to improve the robustness of the circuit

with regard to process variations.

As observed from the above results in Tables 4.4 and 4.5, the transistors N1 and N2 in the

weak feedback implementation are the dominant devices that largely contribute to

performance variation, in particular, the propagation delay (Tpd) of the circuit, since they

have lower current values. One way of increasing the mean value of the current in N1 and

N2 is by doubling their original widths.

It can be seen from Figures 4.12-4.14, that when doubling the width of the N1, N2

transistors, the propagation delay of the weak feedback implementation of C-element is

reduced in terms of the mean and standard deviation values by 17.5% and 23.6%,

respectively, however the dynamic power consumption is increased in terms of the mean

and standard deviation by 7.3% and 6.5%, respectively. The static power consumption

remained almost the same.

Another way to improve the circuit performance and its robustness to the effects of

process variation is by reducing the impact of loading on the input transistors of a C-

element. This can be done by reducing the width of the transistors that compose the weak

feedback inverter and the output inverter (P3, N3).

Figures 4.12-4.14 show that the improvements in circuit performance and its robustness

to variability that can be obtained by resizing the width of the output inverter (P3, N3) to

half of their original widths. The mean and standard deviation values of the propagation

delay has reduced by 13% and 18%, while mean and standard deviation values of the

dynamic power consumption has reduced by 25.2 % and 27.5%, and the values of the

static power has also been reduced by 34.6% and 34.9%, respectively.

Similarly, reducing the width of the transistors which compose the weak feedback

inverter, can slightly improve the mean and standard deviation values of the propagation

delay and the dynamic power consumption by 8% and 12% and 9%, 9.3%, respectively,

while the static power consumption remains almost unchanged.

Finally, by increasing the width of transistors (N1, N2), together with reducing the size of

the transistors that compose both the output inverter and weak feedback inverter (i.e.

reduce the loading effect), it is possible to improve the circuit performance and its

robustness to the effects of process variations in terms of propagation delay, dynamic
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power and static power consumptions. From Figures 4.12-4.14, it can be seen that the

mean and standard deviation values of the propagation delay has reduced by 30.2% and

40% respectively, while mean and standard deviation values of the dynamic power

consumption has reduced by 23.6% and 30% respectively and the values for the static

power consumption has been also reduced by 38.6% and 39%.
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Figure 4.12: Optimisation of the propagation delay (Tpd) the weak feedback
implementation of the C-element under process and operating conditions.
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Figure 4.13: Optimisation of the dynamic power consumption of the weak feedback
implementation of the C-element implementation under process and operating
condition variations.
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Figure 4.14: Optimisation of the static power consumption of the weak feedback
implementation of the C-element implementation under process and operating
condition variations.

The optimisation of the propagation delay (Tpd) of the standard implementation of C–

element was also undertaken using the same approach. Table 5 shows the improvements

that can be achieved in terms of the performance of the circuit and its robustness to the

effect of process variations. It can be seen that by doubling the width of transistors N1,

N2, together with the reduction of the size of the loading transistors, it was possible to

reduce the mean values of the propagation delay, dynamic power and static power by

almost 25%, 18.6 % and 38%, respectively. While the standard deviation values are also

reduced by 30.7%, 31% and 38.3%, respectively.

Propagation

Delay(ps)

Dynamic

Power(μW)

Static

Power(nW)

Circuit Modification

μ σ μ σ μ σ

Standard implementation 138.64 50.21 1.4252 0.3147 42.6 78.7

Resizing N1,N2 120.52 41.93 1.5876 0.3378 42.7 78.7

Resizing P3,N3 123.37 42.71 1.0608 0.2201 27.3 50.17

Resizing weak inverter transistors 136.50 48.81 1.3685 0.2973 41.7 77

Resizing N1,N2 and loading transistors 104.55 34.79 1.1595 0.2266 26.42 48.5

Table 4.6: The mean (μ) and standard deviation (σ) values of the propagation delay,
dynamic power and static power consumptions for standard implementation of C-
element.
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4.6 Process - Circuit Variation Analysis

In this section, the design of experiment and response surface methodologies are

extended to investigate the direct impact of manufacturing process steps on the

performance of circuits based on the technologies investigated. The aim is to determine

and identify the critical process parameters that need to be controlled, and to find ways to

reduce variability in terms of the sources, hence improving the performance and the yield

of the circuit.

To study and analyse the impact of process variability on the key performance metrics of

a circuit, such as propagation delay, dynamic power, and static power, eighteen process

parameters, - shown in Table 3.4 - and the gate length of the device, referred as (x19),

were identified as potential sources of uncontrollable variations during different

manufacturing process steps for the devices based on FDSOI, PDSOI and bulk silicon

technologies. The process parameters chosen were the same for both the NMOS and the

PMOS devices.

All the process parameters were varied by ±10% of their mean values (i.e. the same

standard deviations). However the process temperatures during the different

manufacturing steps were set at ±10o C from the nominal. This is mainly because the

temperature values are very high and, in practice, would not drift in the range of ±10%.

Plackett-Burman (PB) screening [10], due to its computational efficiency, was used to

screen and identify the most dominant input parameters from an initial set of nineteen

process parameters. For the PB design of k=19 parameters, the number of simulation runs

required, N, was 20.

Twenty process and device simulations, compact model extractions and circuit

simulations were undertaken as part of the PB screening process, and key performance

metrics of the circuit such as the propagation delay, dynamic power, and static power

consumptions were considered as output responses in order to evaluate the screening

experiment.

The statistical analysis of the responses was subsequently performed using Pareto

analysis. This analysis ranks the relative magnitude of the influence of all the main input



107

parameters on the output responses, and arranges them in order of the decreasing absolute

value of the effect. Hence the statistical significance of each input can then be identified.

The Pareto analysis of the performance metrics for the standard implementation of C-

element based on FDSOI are shown in Figures 4.15 to 4.17 respectively.
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Figure 4.15: Pareto plot of the most significant process parameters that impact on
the propagation delay (Tpd) of the standard C-element based on FDSOI technology.
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Figure 4.16 : Pareto plot of the most significant process parameters that impact on
the dynamic power consumption of the standard C-element based on FDSOI
technology.
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Figure 4.17 : Pareto plot of the most significant process parameters that impact on
the static power consumption of the standard C-element based on FDSOI
technology.

From Figures 4.15 to 4.17, it can be seen that the variations in silicon layer thickness (x4)

largely contributed to the variations in the performance metrics of the standard

implementation of the C-element.

In addition, the gate length variation (x19) mainly impacts on both the propagation delay

and the dynamic power consumption of the standard implementation of the C-element

based on FDSOI technology.

Moreover, the static and dynamic power consumptions of the standard implementation of

the C-element is affected by other common sources such as the threshold voltage

adjustment implantation energy (x8), the halo implantation dose (x9) and source and drain

implantation dose (x12).

Having identified the most significant process parameters for the circuit responses in the

screening steps, the response surface analysis method for circuit performance metrics was

performed to obtain useful information about the sensitivity of each metric with respect

to the process parameters under consideration.

The RS plots obtained for the performance metrics for the standard implementation of the

C-element based on FDSOI technology are shown in Figures 4.18 to 4.20.
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Figure 4.18: Response surface for the propagation delay of the standard C-element
based on FDSOI technology with respect to gate-length and silicon layer thickness
variations.
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Figure 4.19: Response surface for the dynamic power consumption of the standard
C-element based on FDSOI technology with respect to (a) gate length and silicon
layer thickness (b) silicon layer thickness and threshold voltage adjustment
implantation energy.
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Figure 4.20: Response surface for the static power consumption of the standard C-
element based on FDSOI technology with respect to (a) threshold voltage
adjustment implantation energy and halo implantation dose (b) silicon layer
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From Figures 4.18 and 4.19(a), it can be seen that the gate length variation largely

impacts on the propagation delay and on the dynamic power consumption of the circuit in

comparison with the variation in silicon layer thickness.

The variations in dynamic power consumption can be reduced when using longer channel

devices. However, this adversely impacts on both the performance of the circuit in terms

of propagation delay, and dynamic power consumption.

The static power consumption can be significantly minimised by adopting lower values

of threshold voltage adjustment implantation energy, as shown in Figure 4.20 (a). This

helps to reduce the sensitivity of the static power of the circuit to the halo implantation

dose variations. However this might impact on the propagation delay of the circuit as can

be seen in Figure 4.21, where the propagation delay becomes more sensitive to the halo

implantation dose at lower values of threshold voltage adjustment implantation energy.
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Figure 4.21: Response surface for propagation delay of the standard C-element
based on FDSOI technology with respect to threshold voltage adjustment
implantation and halo implantation dose.

Figure 4.20 (a) shows the impact of the silicon layer thickness and the source and drain

implantation dose on the static power of the circuit investigated. From this figure it can

be seen that the thicker the silicon layer, the lower the static power consumption. This

can be explained by the large impact of silicon layer thickness on the threshold voltage of

the FDSOI devices as demonstrated in Chapter 3 which, in turn, influences the static

power of the circuit.
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The Pareto analysis of the performance metrics for the standard implementation of the C-

element based on PDSOI technology are shown in Figures 4.22 to 4.24.
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Figure 4.22: Pareto plot of the most significant process parameters that impact on
the propagation delay (Tpd) of the standard C-element based on PDSOI technology.
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Figure 4.23: Pareto plot of the most significant process parameters that impact on
the dynamic power consumption of the standard C-element based on PDSOI
technology.
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Figure 4.24: Pareto plot of the most significant process parameters that impact on
the static power consumption of the standard C-element based on PDSOI
technology.

From the Pareto plots for the key performance metrics of the standard C-element based

on PDSOI technology, it can be seen that the gate length (x19) and the threshold voltage

adjustment implantation energy (x8) largely contribute to the variations in propagation

delay and dynamic power consumption of the standard implementation. At the same time,

the static dynamic power consumption of the circuit investigated is largely affected by

the threshold voltage adjustment implantation energy (x8) and the gate oxide thickness

(x1).

Figures 4.25 to 4.27 show the RS plots obtained with regard to the propagation delay and

the dynamic power and static power consumptions of the standard C-element realised by

PDSOI technology, respectively.
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Figure 4.25 : Response surface for propagation delay of the standard C-element
based on PDSOI technology with respect to gate length and threshold voltage
adjustment implantation energy variations.
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Figure 4.26: Response surface for dynamic power consumption of the standard C-
element based on PDSOI technology with respect to gate length and threshold
voltage adjustment implantation energy variations.
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Figure 4.27: Response surface for static power consumption of the standard C-
element based on PDSOI technology with respect to gate oxide thickness and
threshold voltage adjustment implantation energy variations.
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From Figures 4.25 and 4.26, it can be seen that the gate length variation (x19) largely

impacts on the propagation delay and the dynamic power consumption of the standard C-

element based on PDSOI technology.

While the static power consumption is significantly influenced by threshold voltage

adjustment implantation energy (x8) and gate oxide thickness (x1), as shown in Figure

4.27, it can be seen that the static power consumption of the circuit investigated is

reduced when using low threshold voltage adjustment implantation energy.

The sensitivity of the static power of the circuit to the threshold voltage adjustment

implantation energy can be reduced by increasing the gate oxide thickness. However this

will compromise the circuit performance in terms of delay and dynamic power

consumption.

In a similar manner, the analysis was performed for the standard implementation of the

C-element. Figures 4.28 to 4.30 show the Pareto analysis of the performance metrics for

the standard implementation of the C-element based on bulk silicon technology.
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Figure 4.28: Pareto plot of the most significant process parameters that impact on
the propagation delay (Tpd) of the standard C-element based on bulk silicon
technology.
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Figure 4.29: Pareto plot of the most significant process parameters that impact on
the dynamic power consumption of the standard C-element based on bulk silicon
technology.
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Figure 4.30: Pareto plot of the most significant process parameters that impact on
the static power consumption of the standard C-element based on bulk silicon
technology.
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Figure 4.31: Response surface for propagation delay of the standard C-element
based on bulk silicon technology with respect to gate length and high-k dielectric
thickness.
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Figure 4.32: Response surface for dynamic power consumption of the standard C-
element based on bulk silicon technology with respect to gate length and halo
implantation energy.
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Figure 4.33: Response surface for static power consumption of the standard C-
element based on bulk silicon technology with respect to gate length and halo
implantation dose.

From the RS plots for the standard C-element based on bulk silicon technology, it can be

seen that the gate length (x19) variation largely impacts on the propagation delay and the

dynamic and static power consumption of the circuit.

The impact of the variations in gate length (x19) and high-k dielectric thickness (x2) on the

propagation delay of the circuit is shown in Figure 4.31. It can be seen that the use of a

shorter gate length can largely reduce the sensitivity of the propagation delay in terms of

the high-k dielectric thickness variations, as well as reducing the values of both

propagation delay and dynamic power consumption of the circuit.

From Figure 4.33 it can be seen that the variations in gate length (x19) and halo

implantation dose (x9) largely impact on the static power consumption of the circuit.

However, in contrast to the propagation delay of the circuit, the use of a longer gate

length reduces the sensitivity of static power consumption to the variation in the halo

implantation dose.

Considering the results obtained for each of the process technologies investigated, it can

be seen that the gate length and the silicon layer thickness variation dominates the

performance metrics of the circuit based on FDSOI technology, in terms of the

propagation delay and dynamic power consumption, while this sensitivity to silicon layer

thickness variation in the case the circuit based on PDSOI is largely minimised.
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In the case of the circuit based on bulk silicon, the performance metrics are significantly

influenced by gate length variations and the halo implantation process steps.

Finally, form the results of standard implementation of C-element based on all process

technologies investigated, it can be seen that the gate length is a common source of

process variation. Therefore, it is necessary to find ways and methods of reducing gate

length variation in order to reduce its impact from the early stages of process

manufacturing on the key performance metrics and yield.

4.7 Summary and Conclusions

The DoE/RSM methods were utilised in order to study the impact of process variability

in FDSOI, PDSOI, and bulk silicon technologies on propagation delay and the static and

dynamic power consumption of different C-element configurations.

The threshold voltage variations for both N and PMOS devices have a significant role in

terms of variations in delay and power, and optimisation of threshold voltage must be

applied to reduce its variations. Assigning higher power supply voltages and using lower

threshold voltage devices improves the circuit performance in terms of delay variations.

However, trade-offs between the variation in delay and power must be considered.

 It was found that the dynamic implementation of the C-element is more robust in terms

of process variations compared to the other implementations in terms of power

consumption and delay variations.

The presence of the weak feedback inverter in the weak feedback, standard and resistive

weak feedback implementations, has degraded the circuit performance and its resilience

towards variation compared to the dynamic C-element implementation. It also was

observed that controlling the weak feedback inverter, as in standard and resistive weak

feedback implementations, improves its robustness to the effects of process variations.

The differential implementation of the C-element shows much more robustness to

process variation in comparison to the static and dynamic implementations of the C-

element in terms of the performance metrics investigated.

It was found that all C-element circuits realised in an SOI technology are more resilient

to process variations with higher performance metrics compared to their counterparts
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based on bulk silicon. The SOI technology (FDSOI and PDSOI) has been explored in

terms of process variations. It can be concluded that the SOI technology has the potential

to reduce the impact of process variations over silicon based circuits.

In depth variability analysis was performed by analysing the current variation of each

transistor in the circuit. Using such methods helps to explain the influence of circuit

topology on performance variability and to identify the most dominant devices on circuit

performance variability. Hence, by optimising the size of such devices, it is possible to

reduce their impact on performance variability.

The direct impact of the manufacturing process steps on the performance of standard

implementation of a C-element circuit based on the technologies investigated, was

undertaken with the aim of determining and identifying the critical process parameters

that need to be controlled, and to find ways to reduce the variability in terms of the

sources, hence improving the performance and yield of a circuit.

It was found that the gate length and the silicon layer thickness variations dominate the

performance metrics of circuits based on FDSOI technology in terms of the propagation

delay and dynamic power consumption. At the same time, this sensitivity to silicon layer

thickness variation in the case circuits based on PDSOI has been largely reduced.

In the case of circuits based on bulk silicon, the performance metrics are significantly

influenced by gate length variations and the halo implantation process steps.

It was found that the impact of gate length variation on the propagation delay and the

dynamic power consumption of the circuit studied is commonly significant in terms of

process parameters for all the process technologies investigated.

Therefore, new methods are required for minimising the impact of gate length variation,

during the early stages of process manufacturing and circuit design on the key

performance metrics and yield.
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Chapter 5

Single Event Upset Analysis of C-Element Circuits

5.1 Background

In this chapter, several aspects related to the single event upsets (SEUs) and their impact

on VLSI circuits are reviewed, namely the physical origin of radiation particles, the

charge deposition and the collection mechanisms involved, and the impact of technology

scaling on the radiation tolerance of VLSI circuits. SEU mitigation techniques are also

briefly discussed.

Thereafter, the impact of key design parameters such as threshold voltage, power supply

and width ratio on the resilience of various C-element configurations are investigated.

The RS technique is utilised to give useful measures with regard to the sensitivity of the

resilience of the circuit to radiation particle strikes with respect to the key parameters

under consideration such as threshold voltage, power supply voltage, and width ratio.

The use of different materials and device structures such as FDSOI and PDSOI

technologies, in terms of the reduction of the impact of radiation particle strikes at device

level, is explored. A comparative study using soft error analysis of different C-element

circuits is included; the effectiveness of the differential logic with an inverter latch

implementations of the C-element in terms of the prevention of soft errors is highlighted.

Finally, the chapter is concluded with a summary of the results.

5.2 Radiation Particle Strikes

The continuous scaling of device features has led to a huge reduction in the node

capacitances of integrated circuits, and subsequently in the charge stored. As a result, the

reliability of circuits is reduced in terms of the energetic particle strikes that induce soft

errors. In previous technologies, this problem was limited to hostile environment

applications such as space. However, the effects are now being observed at ground level.
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In fact, the first recorded incident with regard to radiation particles inducing upsets in

space (four upsets in 17 years of satellite operation) was reported in 1975 [1]. However,

just four years later, soft errors were also observed at ground level [2]. Since then, with

technology scaling, many cases of soft errors have been observed with regard to both

space and terrestrial electronics [3].

In addition, the increased clock frequency and reduced supply of voltage requirements

have also aggravated the intolerance of electronic circuits to radiation-induced soft errors

[4, 5]. It is also worth noting that the incidence of low energy particles is much greater

than that of high energy particles [6]. Soft errors are a major threat in critical applications

where reliability is the central concern rather than performance and cost, such as in

biomedical or avionics applications.

In general, single event upsets in microelectronic circuits are caused when radiation

particles such as protons, neutrons, alpha particles, or heavy ions hit sensitive regions

(typically reverse-biased p-n junctions) in digital circuits. The particle strikes can deposit

a charge at the affected node, resulting in a voltage pulse or glitch, which in turn can

result in a soft or transient error.

Radiation particle strikes are a very problematic issue for memories (latches, SRAMs,

and DRAMs) as they can directly change the stored logic state of a memory element,

resulting in a single event upset (SEU) [2, 7]. Although radiation-induced errors in

sequential elements will continue to be problematic for high performance circuits, it is

expected that the soft errors effects in combinational logic circuits will dominate future

technology nodes [3, 8, 9]. Figure 5.1 compares the critical charge needed to cause a soft

error with regard to the SRAM and the different combinational logic circuits. From

Figure 5.1 it can be seen that the critical charge of SRAM cells and logic circuits has

dramatically decreased as technology scales. However, the critical charge of logic circuits

has fallen at a faster rate, making their robustness to soft error a significant concern.

Logic circuits are also more difficult to harden than SRAMs. This is because most of the

mitigation techniques have come with large area overhead and latency penalties.
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Figure 5.1: Critical charge for SRAM, latch and logic circuits [8].

The upset mechanism in logic circuits is different from that of memory, as it depends on

many factors such as the drive strength of the gate, the fan out capacitance of the gate,

clock speed, and logic depth.

In a logic circuit, a voltage glitch due to a radiation particle strike can propagate to the

input(s) of a memory element, which might result in an incorrect value being latched,

leading to single or multiple upsets.

The propagation of the voltage glitch caused by a radiation particle strike in a logic

(combinational) circuit depends on three masking factors as follows [3, 9]:

 Electrical masking: this occurs when a voltage glitch is attenuated by subsequent

gates in the logic path. Such masking can minimise the voltage magnitude of a

glitch, resulting in a small voltage value which cannot cause any soft errors.

 Logical masking: this occurs when there is no functionally sensitive path from

the node in the circuit (where a radiation particle may strike) to the input(s) of the

memory element.

 Temporal masking: this occurs when a voltage glitch induced by a radiation

particle strike reaches the inputs of a circuit at an instant far from the latching

window of the sequential elements of the circuit. Temporal masking is only

affected by the operational frequency of the circuit.
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5.3 Physical Origin of Radiation Particles
In space, the main source responsible for soft errors in the electronic applications are

cosmic rays, often referred to as galactic cosmic rays, which are high-energy charged

particles composed of protons, electrons, and heavier nuclei [3].

Apart from cosmic rays particles, protons caused by solar events, and those trapped in the

radiation belts of the earth, are other sources of protons present in the atmosphere of the

earth which are also capable of inducing SEUs in a circuit [3].

SEUs are also known to be caused by alpha particles emanating from the naturally

available radioactive elements present on the surface of the Earth, and might also

originate from radioactive contaminations in IC packaging materials [3, 10]. Recently,

flip-chip packages have been recognised as a source of radiation particles (from the Pb-

Sn solder bumps) [11]. This expands the problem of developing hardening techniques

against radiation, because a source of radiation particles is extremely close to the die.

Moreover, on the surface of the earth, neutrons that induced upsets have been found to be

very problematic. Several studies have reported that the neutrons from cosmic rays are a

significant source of soft errors for SRAMs operating at the ground level [3, 8].

5.4 Charge Deposition Mechanisms

 In VLSI designs, the radiation particles can deposit charges on the nodes of a circuit

through two mechanisms: direct ionization and indirect ionization, depending on the type

of the radiation particles [3].

Direct ionization is the process of generating electron-hole pairs in a semiconductor

material due to radiation particles. When a radiation particle strikes a semiconductor

material, it passes through the material. Along its path it loses its energy, leading to the

generation of electron-hole pairs. The energy released by radiation particles is often

described by linear energy transfer (LET) value [3]. LET (MeV-cm2/mg) determines the

energy transferred to the target material (for electron–hole pair generation) by the

radiation particle per unit length, normalized by the density of the target material - such
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as silicon - in VLSI designs. This also corresponds to the amount of charge per unit

length deposited by the radiation particles.

Heavy ions and alpha-particles mainly deposit charge in a semiconductor by the direct

ionization mechanism. However, light particles such as protons and neutrons do not

deposit enough charge by direct ionization to cause a single event upset.

Indirect ionization is a process that occurs when high-energy and light particles such as

protons and neutrons pass through a semiconductor material, and collide with nuclei,

resulting in the production of secondary particles such as alpha-particles or heavy ions.

The resulting particles then deposit their charge near the impact area by the direct

ionization mechanism. The charge deposited by such indirect ionization is strongly

dependent on the location and the angle of the incident strike.

5.5 Charge Collection Mechanisms

There are three major mechanisms involved in the collection of charges which cause

SEUs, namely, drift, diffusion and funnelling mechanisms. These are depicted in Figure

5.2.
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Figure 5.2: Charge deposition and collection caused by a radiation strike [12].
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When a particle strikes a sensitive region in a circuit such as a reverse biased p/n junction,

most of the hole-electron pairs induced by the strike can be collected by the drift

mechanism due to the presence of the strong electric field in the reverse biased junction,

leading to a high current in a short period of time at the junction contact.

The funnelling process then assists in collecting the charge by extending the depletion

region, and thus increases the junction electric field. This leads to more charge collection

as shown in Figure 5.3 which shows electron concentration due to funnelling [3].

Thereafter the diffusion mechanism, mainly due to the concentration gradient of the

carriers, slowly collects the remaining carrier in the junction region, leading to a lengthy

collection time in comparison to the drift mechanism.

Some studies have reported that in a lightly-doped substrate, the dominant collection

charge mechanism is the drift process, whereas with higher doped substrates, both the

drift and the diffusion processes are responsible for charge collection [13, 14].

Figure 5.3: Electron concentration due to funnelling in an n+/p silicon junction
following an electron strike [3].

In deep submicron devices, another collection mechanism, ALPEN, is capable of causing

an SEU in a circuit [3]. ALPEN, or Alpha Penetration, occurs when a radiation particle

hits a MOSFET device in the form of a near-grazing incident, as shown in Figure 5.4.

The particles penetrate through both the source and the drain regions of an (off) MOS

transistor, resulting in a significant transient current that mimics the “on” state of the

transistor. Dodd et al. reported that the charge collection of an ALPEN mechanism, tends

to increase as the channel length decreases below 0.5 µm [13]. This increases the

susceptibility of future generation technology processes to radiation effects.
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Figure 5.4 : The ALPEN effect [15].

A further known effect is the bipolar transistor effect. This occurs when a particle strikes

an n-channel MOSFET transistor as an example, the holes generated by the particles are

attracted to the substrate leading to an increase in the substrate potential, which results in

effectively lowering the source/substrate potential barrier. The lowered potential barrier

makes the source inject electrons into the device channel, and hence these can be

collected at the drain terminal; this increases the particle-induced current. The bipolar

effect mimics the “on” state of the parasitic bipolar transistor where the source acts as the

emitter, the channel as the base region, and the drain as the collector. Scaling the channel

length largely decreases the base width of the parasitic bipolar transistor. Therefore this

effect becomes more prominent in scaled technologies [3, 13, 16].

5.6 Impact of Technology Scaling on the Radiation
Tolerance of VLSI Design

The continuous scaling of device features has led to a huge reduction in the node

capacitances of VLSI circuits. As a result, a small amount of charge deposited by a

radiation strike is sufficient to cause an SEU at the node. Moreover the increased clock

frequency and the reduced supply voltage requirement also aggravate the tolerance of the

circuits to SEUs [5, 17].
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The increased demand for reducing the gate length of the devices also increases the

impact of ALPEN and bipolar transistor effects which, in turn, increases the susceptibility

of the circuits to soft errors. Dodd et al. reported that the ALPEN effect can occur in

300nm gate length devices, even for normal incidences, and can lead to charge

multiplications [3]. It is also reported that the bipolar effect becomes more effective even

with light particle strikes, leading to direct ionization, and hence increases the efficiency

of the charge collection mechanism in advanced MOSFET structures [3].

Although technology scaling has a severe impact on reducing tolerance of circuits to

radiation, there are advantageous factors associated with scaling that improve the

radiation tolerance of circuits. The drain area reduction due the scaling helps to reduce

the probability of striking a sensitive transistor, as well as reduces the collection volume

of the drain depletion area. The reduction of the power supply voltage also reduces the

charge collection efficiency which helps to reduce the impact of soft error rates as a result

of scaling [3, 16, 18].

5.7 SEU Mitigation Techniques

The most fundamental method for hardening against SEU is to reduce the charge

collection volume in a device [19, 20]. This can be done be using an epitaxial substrate

instead of a bulk substrate and/or using extra doping layers [21]. Figure 5.5 illustrates the

reduction of the collected charge volume using an epitaxial layer compared to bulk

substrate.

Figure 5.5: An illustration of the charge volume reduction using an epitaxial layer
compared to bulk substrate.
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Another effective way of reducing the collection volume of the charge in silicon devices

is the use of SOI substrates [22]. In this case, as shown in Figure 5.6, the collection

volume is reduced since the thin silicon layer that forms the active device is isolated from

the substrate. This substantially reduces the SEU-sensitive area because the reverse-

biased drain junction area is limited to the depletion region between the drain and the

body of the transistor. The charge deposited underneath the buried oxide layer (BOX)

cannot be collected at the drain, as it is electrically isolated from the silicon substrate.

However, recent research has indicated that capacitive coupling across the BOX can lead

to unexpected charge collection in SOI devices [3, 23].
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Figure 5.6: An illustration of the charge volume reduction using SOI technology.

Improvements in SEU hardness can also be obtained at circuit-level, the circuit hardening

techniques aim to reduce single event upset effects by reducing the sensitivity of the gate

to SEUs. Circuit-level hardening techniques mostly involve SER prediction, duplicating

the sensitive gates [24], and sizing the gates to reduce SEU sensitivity [25, 26].

In the next sections, the analysis of the robustness to the effects of soft errors of the

various C-element configurations (dynamic, static, and differential implementation)

realised in different process technologies, is presented.

5.8 Analysis of Single Event Upset of C-Element
Circuits

The C-element configurations analysed, shown in Figure 5.7, comprise dynamic, standard

and weak feedback, resistive weak feedback and symmetric implementations [27, 28]. All

of the C-element circuits investigated can be considered to be modified versions of the
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simplest circuit, that is, the dynamic C-element shown in Figure 5.7 (a); subsequent

circuits differ only in terms of the method of preserving the output state when the inputs

have different logic values.
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Figure 5.7: Implementation of the C-element: (a) dynamic, (b) weak feedback (c)
resistive weak feedback (d) standard and (e) symmetric [27, 28].

In investigating the robustness of the various C-Element configurations to an SEU at

circuit level, simulations were undertaken with a particle strike modelled as a double

exponential current source [29] with a fast rise and slow fall time using equation (5.1).

).()( ba

tt

peakSEU eeItI 


      (5.1)

ba
peak

QI
 

 (5.2)

where Ipeak is the current pulse amplitude which is given in equation (5.2), τa is the

collection time constant, and τb is the ion-track establishment time constant.
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The current source is connected to the C  node as shown in Figure 5.7(a). This node was

selected because it has the strongest reversed biased pn junction (where the N1, N2 are

off) among the other nodes in the C-element circuit studied. This means that this node is

more susceptible to the effects of a particle strike on the circuit.

The time constant parameters τa and τb are taken as 250ps and 10ps respectively. The

peak of the current source is varied iteratively to find out the minimum amount of charge,

which causes the output node (C) to flip its logic value, and is referred to as critical

charge Qcrit.

The response surface modelling (RSM) technique was used to analyse the impact of

variations in the supply voltage (Vdd), the threshold voltage of both N and P MOSFET

devices and the width ratio (K= WP/Wn) on the value of the critical charge.

Figures 5.8 and 5.9 show how the variations in Vdd ,Vth for P and NMOS devices and

width ratio (K) affect the value of the critical charge in the dynamic implementation of

the C-element, as shown in Figure 5.7(a), realised in bulk CMOS technology.
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Figure 5.8: Surface plots of critical charge (Qcrit) of the dynamic C-element in terms
of variations of (a) the threshold voltage of PMOS devices and width ratio (K) (b)
the threshold voltage of PMOS devices and power supply voltage (Vdd).
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Figure 5.9: Surface plots of critical charge (Qcrit) of the dynamic C-element in terms
of variations of (a) the threshold voltage of PMOS and NMOS devices (b) the power
supply voltage (Vdd) and width ratio (K).

From the above results, it can be seen that assigning a higher power supply voltage

increases the value of Qcrit and hence increases the robustness of the circuit to soft errors.

The use of lower threshold voltages for PMOS devices improves the robustness of the

circuit with regard to soft errors. However, the threshold voltage of NMOS devices has a

very small impact on the Qcrit. Similarly, increasing the size of the pull–up transistors (P1,

P2) subsequently increasing the width ratio (K) improves the robustness of the circuits to

soft errors. This can be explained by expressing the current at node C as follows:

(t)(t)-iiti SEUonc )(    (5.3)

dt
dvCti c

cc .)(     (5.4)

where CC  is the capacitance at node C , and CV  is the voltage at node C , while

(t)i on represents the current required to charge up the node C and (t)iSEU which is given

in equation (5.1).

From equations (5.3) and (5.4), by increasing the strength of the restoring devices, in this

case the pull up network (P1, P2), it is possible to increase the rate of the removal of the

charge collected at a node, and hence reduce the sensitivity of the node to a single event

upset. In other words, it is possible to improve the robustness of circuit to soft errors by

(1) increasing the node capacitance. This can be done by connecting a capacitor to the

selected node. However this will degrade circuit performance; (2) increasing the driving
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strength, that is (t)ion of the restoring devices that supply charges to the node subjected to

a single event strike.

Another important factor to consider is the pulse width of the voltage glitch induced as a

result of a radiation practical strike, the propagation of the voltage glitch to the primary

outputs of the circuit can increase the pulse width resulting in pulse spreading [30]. This

will consequently increase the possibility of the soft error being latched in a memory

element. In addition, the increased pulse width of the voltage glitch reduces the efficiency

of the electrical and temporal masking in the logic circuits.
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Figure 5.10: Surface plots of pulse width of the dynamic C-element in terms of
variations of (a) the threshold voltage for N and P devices (b) the power supply
voltage (Vdd) and width ratio (K).and (c) the power supply voltage (Vdd) and the
threshold voltage of PMOS devices.

From the above results, it can be seen that the power supply voltage and the threshold

voltage of the PMOS devices have a major influence on the width of the voltage pulse,

while the sizing ratio and threshold voltage of NMOS devices have less impact on the

pulse width.
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It can also be observed that assigning a higher power supply voltage can significantly

improve the robustness to soft errors by reducing the induced pulse width and hence

reducing the rate of soft error from being latched in a memory element. In a similar

manner, the use of lower threshold voltage devices, especially PMOS devices, (i.e. ones

that improve the driving strength of the restoring devices) can reduce the width of the

pulse induced by a radiation strike.

One way to improve the robustness of circuits to soft errors is by using silicon on

insulator (SOI) technology. In this work, the impact of SEU on circuits based on FDSOI,

PDSOI and bulk silicon have also been studied.

The same analysis is undertaken for SOI technology. It is found that all circuits have

similar trends in terms of soft error robustness, and that the circuits based on FDSOI are

the most robust because the charge collection volume is less compared to those based on

PDSOI and on bulk silicon technologies. Therefore, it can be concluded that silicon layer

thickness is an important factor in SOI technology in that it determines the value of the

charge collection volume.

Figure 5.11 compares the minimum amount of charge, which causes the output node (C)

to flip its logic value (i.e. the critical charge (Qcrit )) of different C-element circuits based

on FDSOI, PDSOI and bulk silicon technologies.

Figure 5.11: Comparison of the critical charge (Qcrit ) of different C-element circuits
based on FDSOI, PDSOI and bulk silicon devices.
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From Figure 5.11, it can be seen that the symmetric implementation of the C-element

circuit is more robust in terms of soft errors since it requires a higher Qcrit to cause an

SEU. This is because the node C  is strongly pulled up by parallel transistors (Figure

5.7(e)), leading to an increase in (t)i on at node C  as in equation (5.3). When both inputs

are low, the transistors, P1 and P2, are in parallel with P4 and P5 respectively. This

means that the node C  is pulled up strongly in comparison to other C-element

implementations. At the same time, the other implementations have almost the same

drive current that supplies node C , and hence they have very close values to Qcrit.

Figure 5.12(a) shows the basic differential logic and an inverter latch implementations of

the C-element [31]. It is composed of two pull-down networks consisting of NMOS

devices, and an inverter latch formed by the transistors PFL, NFL, PFR and NFR.

When both inputs ( ba , ) are high, then C becomes low, and C is pulled up by the

PMOS device of the right hand side inverter of the latch, PFR. In a similar manner, when

the inputs are low, then C becomes low and C is pulled up by the PMOS device of the

left inverter of the latch, PFL. However, when the inputs do not match ( ba  ), the

inverter latch maintains the previous state of the output. As a result, the inverter latch is

only used for holding the output logic states when the inputs do not match.

Another possible modification of the DIL implementation is the DILP, shown in Figure

5.12(b). The DILP implementation is intended to reduce the rising delay of the basic DIL

implementation by adding two pull-up networks composed of PMOS devices.

After applying soft error analysis, it was found that in the C-element implementations

that use differential logic and an inverter latch, the output logic was unaffected by

particle strike on the C  node. This is independent of the amount of charge deposited at

the C  node, as shown in Figures 5.13 and 5.14.

In this implementation, if the node C  is hit by a particle radiation strike, then C  goes

from high to low. This makes the PMOS device (PFR) on the right hand side inverter of

the latch conduct and try to pull up node C (output of the C-element circuit). However,

because the transistors that are connected to the inverted inputs ( a , b ) are already

switched on (NR1, NR2), the charge supplied by the PMOS transistor due to the strike is
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discharged very quickly during the very small duration of the strike. It can also be seen

that the magnitude of the output voltage is very small in comparison to Vdd .

Moreover, as can be seen from Figures 5.13 and 5.14 that the effect of the deposited

charge Q from which the output voltage reaches its maximum value is higher for DILP

implementation compared to DIL implementation of C-element.
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Figure 5.12: Differential logic with an inverter latch implementations of the C-
element (a) DIL and (b) DILP.

Figure 5.13: Output voltage of (DIL) implementation of the C-element versus the
deposited charge (Q) by a particle strike.
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Figure 5.14: Output voltage of (DILP) implementation of the C-element versus the
deposited charge (Q) by a particle strike.

5.9 Summary and Conclusions

An overview of different aspects related to the single event upsets (SEUs) and their

impact on VLSI circuits has been presented in some detail in this chapter.

Soft error analysis on various implementations of the C-element has been carried out. The

analysis involved the RSM method for studying the impact of each of the threshold

voltages of NMOS and PMOS devices, power supply voltage (Vdd), the sizing ratio (K)

and their interaction on the critical charge (Qcrit) necessary to create a single event upset

(SEU) . It was found that the sensitivity of a node to a single event upset can be reduced

by increasing the drive strength of the restoring devices which, in turn, increases the rate

of removal of the charge collected at a node by a particle strike. This can be done by

reducing the threshold voltages of the devices and increasing the power supply voltage.

In a similar manner, the impact of threshold voltage, power supply, and the sizing ratio

on the width of the induced voltage pulse is analysed. It was found that the pulse width is

largely influenced by the power supply and the threshold voltage of the PMOS devices.

The pulse width can be reduced by adopting higher power supply voltages and lower

threshold voltage devices, hence improving the robustness circuits to soft errors.

The analysis of different C-element implementations subsequently permits a relative

comparison of Qcrit to be undertaken. The symmetric implementation of the C-element is
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found to be the most robust in terms of soft errors compared to the dynamic and static

implementations of the C-element.

The potential of silicon on insulator technology (SOI) in enhancing the resilience of a

circuit to soft errors has been explored. It is observed that circuits based on FDSOI

technology show higher tolerance compared to PDSOI and bulk silicon technologies.

Finally, The differential logic with an inverter latch implementations of the C-element

were found to be the most robust with regard to soft errors as they were unaffected by

radiation strikes and independent of the amount of charge deposited. This can be used as

a possible way to mitigate the impact of soft errors in asynchronous designs.
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Chapter 6

Conclusions and Future Work

This concluding chapter summarizes the main points presented in the thesis, and

highlights the important conclusions. This is followed by several key points with regard

to future work.

6.1 Summary

In the last few decades, VLSI technology scaling has prompted a rapid growth in the

semiconductor industry. With CMOS device dimensions descending into the nanometre

regime achieving higher performance and increased functionality per unit area in

integrated circuits has become much easier. However, the scaling trend raises new

challenges to circuit designers and process manufacturers. First, larger process parameter

variations in the current technologies cause a larger spread in the delay and power

distribution in the circuits, and results in parametric yield and cost loss. In addition,

ensuring the reliability of deep sub-micron (DSM) technologies against soft errors is a

significant challenge. Soft errors occur because of the combined effects of the particle

radiation strikes and the significantly reduced node capacitance of scaled technologies.

This thesis focuses on the issues related to process variations and reliability in deeply

scaled CMOS and SOI technologies. The aim of this research has been to model and

analyse the reliability of logic circuits with regard to the impact of process variations and

soft errors and to find ways to minimise these effects using different process technologies,

together with the implementation of different circuit architectures.

 The research can be divided into two parts, the first of which addresses the issues related

to the effects of process variation at device and circuit levels. Herein, the potential of SOI

technology, based on a statistical TCAD framework, is explored as a possible way to



143

reduce the variation effects on the power and performance distribution of a circuit;

modifications to the circuit topology are also considered as another route to improving

the robustness of a circuit to the effects of process variation. The second part deals with

the reliability of circuits investigating possible ways to reduce the effect of soft errors by

either adopting process technologies other than bulk silicon, such as SOI or by modifying

circuit design.

In Chapter 1, the background in terms of the scaling adopted in the semiconductor

industry in the last few decades to improve device performance, and to increase the

functionality per unit area was provided. The challenges associated with scaling such as

static power, process variability, and reliability in terms of soft errors were outlined. The

need for a new technology to circumvent these barriers was highlighted. In this regard,

SOI technology was proposed as a potential candidate for overcoming the variability and

the reliability challenges. The need for high yield and error resilient circuit architectures

was also highlighted.

A detailed review of the sources and different types of variation, including inter-die,

intra-die, systematic and random variations, was provided in Chapter 2. The effect of

these variations on the performance at both device and circuit levels was also explored.

Methodologies and approaches used to model variability such as the Worst Case-corner

Analysis method, Monte Carlo technique, the Sensitivity Analysis approach and

Statistical Static Timing analysis were reviewed.

Thereafter, the need of Silicon on Insulator (SOI) technology, in the view of the effects of

process variation and soft errors, was discussed as a possible candidate to overcome

scaling barriers. The advantages of SOI over current bulk silicon technology in terms of

performance and scaling capability were demonstrated. Subsequently, several different

SOI devices, namely fully depleted FDSOI and partially depleted PDSOI, and their

structural and behavioural differences, were reviewed.

In Chapter 3, a detailed introduction to the statistical techniques such as the Design of

Experiments (DoE) and Response Surface Modelling (RSM) was given, followed by an

analysis of the impact of process variations on key device parameters such as threshold

voltage of both NMOS and PMOS devices, as realised in FDSOI, PDSOI and bulk silicon

technologies. These techniques offer a reasonable balance between accuracy and
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computational efficiency as compared to the conventional Monte Carlo technique by

limiting the complexity of the simulation and modelling process.

The methodology implemented within the TCAD framework for characterizing process

variations incorporates three main steps, namely: screening, model building, and model

analysis. The methodology uses existing TCAD tools, namely, SPROCESS and

SDEVICE, for process and device simulations respectively, and AURORA for compact

model parameter extraction. PB screening has been used to characterize and identify the

most significant process parameters from an initial set of 18 parameters for the process

which would most likely influence the key device electrical characteristics such as

threshold voltage for both NMOS and PMOS devices realised in FDSOI, PDSOI and

bulk silicon technologies. Second order models for threshold voltage for each technology

were then developed as a function of the significant process parameters. The models

obtained can be used for optimisation and process control purposes in the semiconductor

manufacturing environment. Finally, model validation was performed using a residual-

analysis test, and R-squared statistics were generated for all the models developed.

In Chapter 4, the response surface methodology (RSM) was extended to the circuit-level,

by studying the impact of process variations and environmental operating conditions on

various C-element circuits which are not only widely used but also peculiar to

asynchronous design. Subsequently, the response surface analysis for circuit performance

metrics such as power and delay was undertaken, giving useful information about the

sensitivity of each metric with respect to the process parameters under consideration. The

influence of circuit architectures on performance variation in terms of dynamic and static

power consumptions and delay of the circuit was also investigated. A comparative study

on the behaviour of circuits based on FDSOI, PDSOI, and bulk silicon in terms of delay

and power, was subsequently performed.

The behaviour of the various circuit topologies under process variations was investigated

by studying their impact on transistor channel currents. The investigation was carried out

by measuring the maximum current in each transistor under process variation during the

operation of the circuit. Using this method, it was possible to firstly explain why the

circuit topology plays a significant role in performance variation; secondly to identify

which transistors make the most significant contribution to the final performance
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variation; and thirdly to target those transistors in order to minimise their impact on

performance variability by resizing the width of the dominant transistors.

The direct impact of the manufacturing process steps on the performance of the standard

implementation of the C-element circuit based on the technologies investigated, was

undertaken with the aim of determining and identifying the critical process parameters

that need to be controlled, and to find ways to reduce the variability in terms of the

sources, thereby improving the performance and yield of the circuit.

An overview of different aspects related to the single event upsets (SEUs) and their

impact on VLSI circuits was reviewed in Chapter 5, namely the charge deposition and the

collection mechanisms involved, and the impact of technology scaling on the radiation

tolerance of VLSI circuits. Thereafter, the impact of key design parameters such as

threshold voltage, power supply and width ratio on the resilience of various C-element

circuits was investigated.

The use of different materials and device structures such as FDSOI and PDSOI

technologies to reduce the impact of radiation particle strikes at device level was

explored. A comparative study of soft error analysis of different C-element circuits was

undertaken.

6.2 Conclusions

From the analysis of the impact of process variations on key device parameters such as

threshold voltage of both NMOS and PMOS devices, realised in FDSOI, PDSOI and bulk

silicon technologies, it can be concluded that:

 The variation in silicon thickness greatly influence threshold voltage (Vth0) for

both NMOS and PMOS devices based on FDSOI technology. However, this

sensitivity is mostly reduced when using PDSOI technology.

 The threshold adjustment implantation dose and energy, along with gate-oxide

thickness and high-k dielectric thickness, were found to be the most influential

and common process parameters for most of the threshold voltage responses

based on the technologies investigated.



146

 The MOSFET devices realised in FDSOI technology were found to have the

lowest threshold voltage mean values compared to PDSOI and bulk silicon

devices, however in terms of the effect of process variations, the FDSOI devices

show the highest standard deviations (σ) of Vth0 for both NMOS and PMOS

devices compared to their PDSOI and bulk silicon counterparts.

 It was also found that the variation in PMOS devices is much higher compared

NMOS devices for all technology investigated.

The analysis of the effect of process variations on the performance of various C-element

implementations realised in FDSOI, PDSOI and bulk silicon technologies, has resulted in

the following conclusions.

 The threshold variations in both N and PMOS devices were found to have a

significant role in terms of variations in delay and power consumption of a circuit.

Assigning higher power supply voltages and using lower threshold voltage

devices improves the circuit performance in terms of delay variations. However,

trade-offs between the variations in delay and power must be considered,

depending upon the application of the circuit.

 The circuit topology has a key impact on both the performance metrics of a circuit

and its robustness with regard to process variations. It was found that the dynamic

implementation of the C-element is more robust in terms of process variations

compared to the other implementations of the C-element in terms of delay and

power consumption variations.

 The presence of the weak feedback inverter in the weak feedback, standard and

resistive weak feedback implementations of a C-element, degrades the circuit

performance and its resilience towards variation, compared to the dynamic C-

element implementation. It also was observed that controlling the weak feedback

inverter, as in the standard and resistive weak feedback implementations,

improves its robustness in terms of the process and environmental variations.

 The differential implementation of the C-element shows much more robustness to

process variation in comparison to the static and dynamic implementations in
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terms of the performance metrics such as propagation delay and dynamic and

static power consumptions of the circuit investigated.

 From the process technology point of view, it was found that all C-element

circuits realised in the SOI technology (FDSOI and PDSOI) are more resilient to

process variations with higher performance metrics compared to their

counterparts based on bulk silicon. It can be concluded that the SOI technology

has the potential to reduce the impact of process variations over silicon based

circuits.

 The impact of process variations on the delay and dynamic power consumption of

the weak feed and standard implementations of a C-element were reduced by

using the variability analysis of transistor current method and varying the width of

the most influential transistors on the performance variation of a circuit. As an

example, In the weak feedback implementation, the mean and standard deviation

values of the propagation delay were reduced by 30.2% and 40% respectively,

while the dynamic power is reduced in terms of the mean and standard deviation

by 23.6% and 30% respectively and the values for the static power consumption

were also reduced by 38.6% and 39%.

 It was found that the gate length and the silicon layer thickness variations

dominated the performance metrics of circuits based on FDSOI technology in

terms of the propagation delay and dynamic power consumption. At the same

time, this sensitivity to silicon layer thickness variation in the circuits

implemented using PDSOI has been significantly reduced.

 In the case of circuits based on bulk silicon, the performance metrics were

significantly influenced by gate length variations and by the halo implantation

process steps.

 It was found that the impact of gate length variation on the propagation delay and

the dynamic power consumption of the standard implementation of the C-element

was commonly significant in terms of process parameters for all the technologies

investigated.
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Focusing on the results obtained from the analysis of soft errors robustness of various C-

element circuits implemented in different process technologies, it can be concluded that:

 The sensitivity of a node in a circuit to a single event upset can be reduced by

increasing the drive strength of the restoring devices which, in turn, increases the

rate of removal of the charge collected at a node by a particle strike. This can be

done by reducing the threshold voltages of the devices and increasing the power

supply voltage.

 The pulse width of the induced glitch due a radiation strikes is largely influenced

by the power supply and the threshold voltage of the PMOS devices. The pulse

width can be reduced by adopting higher power supply voltages and lower

threshold voltage devices.

 The analysis of different C-element implementations subsequently permits a

relative comparison of Qcrit to be undertaken. The symmetric implementation of

the C-element is found to be the most robust in terms of soft errors compared to

the dynamic and static implementations of the C-element.

 The differential logic plus an inverter latch implementation of the C-element was

found to be the most robust with regard to soft errors as they were unaffected by

radiation strikes and independent of the amount of charge deposited. This can be

used as a possible way to mitigate the impact of soft errors in asynchronous

designs.

 The potential of silicon on insulator technology (SOI) in enhancing the resilience

of a circuit to soft errors has also been explored. It was observed that circuits

based on FDSOI technology show higher tolerance compared to PDSOI and bulk

silicon technologies.
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6.3 Future Work

As CMOS VLSI technology in the nanometre regime continues to scale aggressively for

increased performance and integration density, designing reliable and robust devices and

circuits to mitigate the effects of particle strikes and process variations will, therefore,

continue to pose a challenge for future generations of technologists. The following

section highlights the possible key points for future work in this area.

 The DoE/RSM statistical techniques used in this work seem to be limited and

become inefficient when a large number of process parameters are considered

together with their interactions. Therefore, new statistical techniques and tools

need to be developed to perform the variability analysis of deep sub-micron

devices which are particularly vulnerable to process variability.

 The investigation of the impact of process variation on non-planar device

structures based on SOI technology such as FinFET and Nanowires as a possible

way to circumvent the variability challenge for future technology generations is

also a possible research area.

 Furthermore, as device dimensions are reduced, the random variations due to

dopant fluctuations and line edge roughness (LER) will have a profound effect on

devices and behaviours, and the subsequent yield of manufactured circuits.

Therefore, it is essential to be able to analyse the effect of process variations and

their impact on various aspects of overall circuit behaviour. However, present day

process/device models are too simplistic to accurately predict process/device

behaviour in terms of these variations. Consequently new process/device models

need to be developed to allow accurate variability prediction, together with the

use of 3D rather than 2D simulations of device structures.

 The investigation, is required, of the impact of temporal variability sources such

as the history effects in PDSOI technology and self heating, together with the



150

impact of transistor aging such as negative bias temperature instability (NBTI)

which affects the threshold voltage of PMOS devices.

 The investigation, is also required, of the impact of process variation and radiation

effects on sub-threshold digital circuits which have emerged as a low energy

solution for applications with strict energy constraints.

 The dramatic increase in leakage current combined with the large increase in

variability in highly scaled CMOS technologies, pose a major challenge for future

IC design. Therefore leakage reduction techniques should be investigated.
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Appendix A
The response surface (RS) plots of the threshold voltage (Vth0) for both NMOS and

PMOS devices realised by FDSOI, PDSOI and bulk silicon technologies.

A.1 RS plots of Vth0 for NMOS- FDSOI
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Figure A. 1: Response surface for Vth0 (FDSOI-NMOS) with respect to (a) halo
implantation dose and buried oxide (BOX) layer thickness (b) halo implantation
dose and halo implantation energy (c) silicon layer thickness and gate oxide
thickness (d) silicon layer thickness and source/drain implantation energy.
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A.2 RS plots of Vth0 for PMOS- FDSOI
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Figure A. 2 : Response surface for Vth0 (FDSOI-PMOS) with respect to (a) threshold
voltage adjustment implantation energy and threshold annealing temperature (b)
threshold voltage adjustment implantation energy and threshold voltage adjustment
implantation dose (c) gate oxide thickness and threshold annealing temperature (d)
threshold voltage adjustment implantation energy and silicon layer thickness.
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Figure A. 3 : Response surface for Vth0 (PDSOI-NMOS) with respect to (a) threshold
voltage adjustment implantation dose and gate-oxide thickness (b) gate-oxide
thickness and halo implantation dose (c) halo implantation dose and halo
implantation energy (d) threshold voltage adjustment implantation dose and high-k
dielectric thickness.
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A.4 RS plots of Vth0 for PMOS- PDSOI
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Figure A. 4 : Response surface for Vth0 (PDSOI-PMOS) with respect to (a) threshold
voltage adjustment implantation energy and threshold annealing temperature (b)
threshold voltage adjustment implantation energy and threshold voltage adjustment
implantation dose (c) threshold annealing temperature and high-k dielectric
thickness (d) silicon layer thickness and threshold voltage adjustment implantation
energy.

A.5 RS plots of Vth0for NMOS- bulk Silicon
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Figure A. 5 : Response surface for Vth0 (Silicon-NMOS) with respect to (a) gate-
oxide thickness and halo implantation energy (b) gate-oxide thickness and threshold
voltage adjustment implantation energy (c) threshold voltage adjustment
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implantation energy and halo implantation energy (d) threshold voltage adjustment
implantation dose and high-k dielectric thickness.

A.6 RS plots of Vth0for PMOS- bulk Silicon
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Figure A. 6 : Response surface for Vth0 (Silicon-PMOS) with respect to(a) threshold
voltage adjustment implantation energy and halo implantation dose (b) high-k
dielectric thickness and halo implantation dose (c) threshold voltage adjustment
implantation dose and halo implantation dose (d) threshold voltage adjustment
implantation energy and high-k dielectric thickness.
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Appendix B
The response surface (RS) plots key performance metrics (propagation delay, dynamic

power consumption and static power consumption) of the standard implementation of C-

element realised by FDSOI, PDSOI and bulk silicon technologies.

B.1 RS plots  of key performance metrics  of the standard
implementation of C-element realised by FDSOI technology
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Figure B. 1 : Response surface for propagation delay of  the standard C-element
realised on FDSOI technology with respect to (a) silicon layer thickness and buried
oxide (BOX) layer thickness (b) halo implantation dose and gate length (c) threshold
voltage adjustment implantation energy and halo implantation dose (d) halo
implantation dose and silicon layer thickness.
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Figure B. 2 : Response surface plots for dynamic power consumption of the
standard C-element realised on FDSOI technology with respect to (a) silicon layer
thickness and buried oxide (BOX) layer thickness (b) halo implantation dose and
threshold voltage adjustment implantation energy (c) halo implantation dose and
silicon layer thickness (d) threshold voltage adjustment implantation energy and
gate length.
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Figure B. 3 :Response surface plots for static power consumption of  the standard
C-element realised on FDSOI technology with respect to (a) halo implantation dose
and silicon layer thickness (b) threshold voltage adjustment implantation energy
and gate length (c) threshold voltage adjustment implantation energy and silicon
layer thickness (d) silicon layer thickness and buried oxide (BOX) layer thickness.
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B.2 RS plots  of key performance metrics  of the standard
implementation of C-element realised by PDSOI technology
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Figure B. 4 : Response surface plots for propagation delay of the standard C-
element realised on PDSOI technology with respect to (a) gate oxide thickness and
threshold voltage adjustment implantation energy (b) gate oxide thickness and gate
length (c) halo implantation dose and gate oxide thickness (d) threshold voltage
adjustment implantation energy and halo implantation dose.
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Figure B. 5 : Response surface plots for dynamic power consumption of the
standard C-element realised on PDSOI technology with respect to (a) threshold
voltage adjustment implantation energy and halo implantation dose (b) halo
implantation dose and gate oxide thickness (c) threshold voltage adjustment
implantation energy and gate length (d) gate oxide thickness and threshold voltage
adjustment implantation energy.



158

0

7 . 0

4

8

1 2

7 . 5 5 5

8 . 0 6 0

8 . 5 6 5

H a lo  im p la n ta t io n

d o se  (1 e 1 3 a to m s /c m 2)
G a te   le n g th  (n m )

S ta t ic  P o w e r  (n W )

2 8

2 60

5

2 4

1 0

5 5

1 5

6 0 2 2
6 5

T
h r e sh

o ld
  v

o lta
g e

im
p la

n ta
t io

n  e
n e r g y

(K
eV

)

G a te   le n g th  (n m )

S ta t ic  P o w e r  (n W )

0

4

5 5

8

1 2

6 0

0 . 4 5
6 5 0 . 5 0

0 . 5 5

G a te  o x id e  th ic k n e s s

(n m )

G
a te   le n g th  (n m

)

S ta t ic  P o w e r  (n W )

0

4

8

7 . 0
2 8

1 2

7 . 52 6
8 . 02 4

8 . 52 2
T h r e s h o ld   v o lta g e

im p la n ta t io n  e n e r g y
(K e V )

H a lo  im
p la n ta t io n

d o se (1 e1 3 a to m s /c m2 )

S ta t ic  P o w e r  (n W )

(a ) (b )

(c ) (d )

0

7 . 0

4

8

1 2

7 . 5 5 5

8 . 0 6 0

8 . 5 6 5

H a lo  im p la n ta t io n

d o se  (1 e 1 3 a to m s /c m 2)
G a te   le n g th  (n m )

S ta t ic  P o w e r  (n W )

0

7 . 0

4

8

1 2

7 . 5 5 5

8 . 0 6 0

8 . 5 6 5

H a lo  im p la n ta t io n

d o se  (1 e 1 3 a to m s /c m 2)
G a te   le n g th  (n m )

S ta t ic  P o w e r  (n W )

2 8

2 60

5

2 4

1 0

5 5

1 5

6 0 2 2
6 5

T
h r e sh

o ld
  v

o lta
g e

im
p la

n ta
t io

n  e
n e r g y

(K
eV

)

G a te   le n g th  (n m )

S ta t ic  P o w e r  (n W )

2 8

2 60

5

2 4

1 0

5 5

1 5

6 0 2 2
6 5

T
h r e sh

o ld
  v

o lta
g e

im
p la

n ta
t io

n  e
n e r g y

(K
eV

)

G a te   le n g th  (n m )

S ta t ic  P o w e r  (n W )

0

4

5 5

8

1 2

6 0

0 . 4 5
6 5 0 . 5 0

0 . 5 5

G a te  o x id e  th ic k n e s s

(n m )

G
a te   le n g th  (n m

)

S ta t ic  P o w e r  (n W )

0

4

5 5

8

1 2

6 0

0 . 4 5
6 5 0 . 5 0

0 . 5 5

G a te  o x id e  th ic k n e s s

(n m )

G
a te   le n g th  (n m

)

S ta t ic  P o w e r  (n W )

0

4

8

7 . 0
2 8

1 2

7 . 52 6
8 . 02 4

8 . 52 2
T h r e s h o ld   v o lta g e

im p la n ta t io n  e n e r g y
(K e V )

H a lo  im
p la n ta t io n

d o se (1 e1 3 a to m s /c m2 )

S ta t ic  P o w e r  (n W )

0

4

8

7 . 0
2 8

1 2

7 . 52 6
8 . 02 4

8 . 52 2
T h r e s h o ld   v o lta g e

im p la n ta t io n  e n e r g y
(K e V )

H a lo  im
p la n ta t io n

d o se (1 e1 3 a to m s /c m2 )

S ta t ic  P o w e r  (n W )

T h r e s h o ld   v o lta g e

im p la n ta t io n  e n e r g y
(K e V )

H a lo  im
p la n ta t io n

d o se (1 e1 3 a to m s /c m2 )

S ta t ic  P o w e r  (n W )

(a ) (b )

(c ) (d )

(a ) (b )

(c ) (d )

Figure B. 6 :Response surface plots for static power consumption of the standard C-
element realised on PDSOI technology with respect to (a) halo implantation dose
and gate length (b) threshold voltage adjustment implantation energy and gate
length (c) gate oxide thickness and gate length (d) threshold voltage adjustment
implantation energy and halo implantation dose.

B.3 RS plots  of key performance metrics  of the standard
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Figure B. 7 : Response surface plots for propagation delay of the standard C-
element realised on bulk silicon technology with respect to (a) halo implantation
energy  and halo implantation dose (b) halo implantation energy and gate length (c)
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halo implantation energy and high k dielectric thickness (d) halo implantation dose
and high k dielectric thickness.
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Figure B. 8: Response surface plots for dynamic power consumption of the standard
C-element realised on bulk silicon technology with respect to (a) halo implantation
energy and gate length (b) halo implantation energy and halo implantation dose (c)
halo implantation dose and gate length (d) gate length and high k dielectric
thickness.
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Figure B. 9 : Response surface plots for static power consumption of the standard
C-element realised on bulk silicon technology with respect to (a) halo implantation
energy and halo implantation dose (b) halo implantation energy and high k
dielectric thickness (c) halo implantation energy and gate length (d) halo
implantation dose and gate length.


