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Abstract 
 

Imaging sonar systems have become increasingly popular in numerous 

applications associated with underwater imaging. Though multibeam sonar 

systems have been used in a variety of applications, the cost of these systems 

limits their use. The reason for the high costs has been identified to the use of 

large number of hydrophone array elements and hence large number of associated 

analogue channels and analogue-to-digital converters (ADC) that are required in 

high resolution imaging. 

 

In this thesis, an imaging sonar system has been developed with as few as four 

array elements to minimise cost. The inter-element spacing between any two array 

elements was chosen to be much greater than half the wavelength. In order to 

avoid phase ambiguity associated with wide array element spacing, the time 

difference of arrival is determined. Hence, for this purpose a wideband chirp 

signal was used. The return signals were divided into range cells to determine the 

target range. The time difference of arrival was obtained by correlating the range 

cells. Using the time difference of arrival, the direction of arrival (DOA) angle 

was calculated. The image of the target being illuminated was formed using the 

calculated range and the DOA values. The image pixel intensity at any pixel 

position was determined from the correlation result between the range cells. A 

simulation model was built to test the theory developed. Simulations were 

performed for various inter-element spacing and for four different target profiles 

types. Two objective metrics (signal to noise (SNR) ratio and peak signal to noise 

(PSNR) ratio) and a subjective metric (Structural Similarity (SSIM) index) were 

used to determine the performance of the algorithm and image quality. 

 

Image formed from the simulations using two hydrophone elements showed the 

presence of artefacts in the form of correlation sidelobes. The SNR metric showed 

a low gain of -5dB on comparison against a test image. PSNR and SSIM ratio 

showed a constant image quality over all the array spacing. The number of array 

elements was increased and linear operation like averaging was applied. The 

results showed no improvement in the gain and image quality. 
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To overcome the problem of correlation sidelobes, a non-linear combining 

process has been proposed. Using the non-linear combining process it was found 

that the SNR showed an average gain of 10 dB on simulated data over the images 

formed without it. The PSNR and SSIM also showed a small increase in the 

image quality. The computational complexity of the proposed non-linear 

combining process was calculated by determining the number of multiplications 

and additions. The time taken to perform these operations on a SHARC ADSP 

21261 chip was calculated theoretically. The calculations showed the feasibility of 

using this algorithm on a digital signal processing (DSP) hardware. 

 

An experimental prototype was built and performance was tested during sea trials. 

The data obtained was processed using a computer. The experimental results 

verified that the processing algorithm was effective in a practical system.  
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Chapter 1 
Introduction 

 
 
1.1 Overview 
 
Multibeam sonar is one of the popular types of imaging sonar system which is 

widely used in applications where the scanning rate of mechanically scanned 

systems is considered too slow. Some of the examples where these systems are of 

utmost importance are profiling/bathymetry, seabed characterization and obstacle 

avoidance systems. These high resolution systems achieve better performance due 

to large number of receiver channels of the order of 100 to 200 with each channel 

having their own set of transducers, amplifiers, analogue-to-digital converters 

(ADC) etc. The construction of large number of analogue receiver channels is 

costly. Apart from the large number of analogue channels, the contemporary 

multibeam imaging sonar system requires dedicated hardware for data storage. 

This further adds to the cost of the system. With the application of imaging sonars 

being widespread in the areas of fishery, marine archeology etc it has thus been 

impossible to procure these high resolution systems. 

 

State-of-art signal processing chips are available at lower cost. The possibility of 

reducing the number of channels by giving more importance to processing is yet 

to be investigated. Thus the distinct advantage of using these low cost and 

powerful signal processing chips to its maximum capacity remains unexploited.  

 

The prime motivation and contribution of this research has been to build a cost-

effective imaging sonar system. The research has paved the way in building an 

imaging sonar system which is ultra-sparse which uses true time delay, 

stereoscopic and spatial-diversity techniques for forming the image of the target 

scene. The reduction in the number of channels is achieved through use of the 

novel algorithm developed. This reduction in the number of channels comes at the 

cost of increased computational complexity which allows the use of the modern 

signal processing chips to its maximum processing capacity. The low cost system 

built can be used for applications like profiling and for those applications where 

high resolution of multibeam system is not required.  
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1.2 Problem description 
 

Underwater imaging is an important technology for offshore oil/gas, scientific and 

military operations worldwide. Underwater imaging provides recognizable images 

of objects which are under water thereby providing a means to explore the marine 

environment, the knowledge of which is limited. In marine applications, the use of 

underwater imaging is growing because of significant untapped resources which 

are under the sea. Underwater imaging is used by the navy for the detection, 

identification and classification of approaching targets, mine detection, collision 

avoidance and navigation.  

 

For underwater imaging, non-acoustic methods like photography have been used 

and tested. To improve the optical visibility and imaging range, laser based 

imaging techniques like Light Detection and Ranging (LIDAR) are being 

researched [1 2 3 4]. But due to the high frequency of the optical signals, they 

experience severe attenuation in water [1]. These along with the scattering and the 

absorptive nature of the sea water degrade the visibility of optical imaging 

instruments [4]. Optical imaging methods can work well when the medium of 

transmission (water) is clear and hence turbidity is another issue which causes 

degradation of the optical images [5]. In [5] a comparison of the performance of 

an airborne LIDAR and multibeam sonar was performed. It was concluded in [5] 

that LIDAR was unable to fully identify high relief features and differentiate 

between fine and coarse sediments. Thus these non-acoustic imaging techniques 

are still in the development stage and are only expected to make an impact in the 

future [1, 5].   

 

SONAR remains the dominant technology for underwater imaging. SONAR is the 

acronym for SOund NAvigation and Ranging. There has been a lot of interest in 

the use of sound as a source for underwater imaging. This is because sonar has the 

advantage of long range visibility in water and hence is able to provide details of 

the objects that cannot be obtained using non-acoustic methods. A comparison of 

operational performance between acoustic and the non-acoustic methods of 

imaging is presented by Sutton in [6]. Sutton [6] in 1979 has shown that of the 
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methods available for underwater imaging, imaging using sonar provides the best 

results. 

 

Initially when developed, sonar had been considered as an instrument to indicate 

the position of the target. A number of researches have been performed on 

acoustic imaging techniques and improvements have been made over the past few 

decades in the areas of beamforming, data collection and fusion methods and 

imaging algorithms. With the improvements in the technology along with the 

advancement of signal processing techniques for the underwater imaging, it is 

now possible for the modern sonar systems to produce high resolution images of 

the seafloor, sunken objects etc. These developments in the sonar system 

technology have thus enabled to view the marine environment with improved 

clarity. Thus with the substantial progress in the field of acoustic imaging, sonar 

has matured from being a position indicator to being the most reliable system for 

underwater imaging.  

 

All researches performed on sonar systems have aimed at improving the imaging 

resolution of the system with less importance given to form a reasonable image by 

decreasing the number of channels. These improvements come at the cost of using 

a large number of projectors and hydrophones. In the multibeam system, 

beamforming algorithms are used to form narrow beams which are transmitted in 

desired directions and the returns are obtained from each specific direction. These 

returns are in turn processed to form an image. These highly directional beams are 

generated using large number of projectors and hydrophones. Some multibeam 

sonar systems are equipped with global positioning facility in order to determine 

the path of the sonar system and hence further improve the quality of the final 

image formed. A few examples of modern high resolution multibeam imaging 

sonar systems are given in table 1.1 below. This table has been formed by 

collecting the technical specifications of the common multibeam systems that 

have been used in number of researches. 

 

Table 1.1 shows that the multibeam systems have a small effective beamwidth as 

a result of beamforming but the number of transmitter and receiver channels is 

large. Building of these analog channels is very costly. Another matter of concern 
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is the storage of the data obtained from these channels which further increases the 

cost of the system. 

 

Multibeam Sonar 

System 

Operating 

Frequency 
Range 

 

Beamwidth 

 

Number of Channels 

 

Simrad SM2000 [7 

8] 

 

200 kHz 1000m 0.87o 
TX Channels ~ 80  

RX Channels ~ 80  

 

Reson Seabat 8101 

system [8] 

 

240 kHz 300m 1.5o  
TX Channels ~ 36  

  RX Channels ~ 176  

 

Table 1.1 Multibeam sonars and specifications 

 

It is thus attractive to aim for a system having qualities comparable to that of a 

high resolution multibeam system but at a lower cost. In order to build a cost 

effective system it is necessary to reduce the number of analogue channels in the 

high resolution systems. Thus it is required to design a system which is ultra-

sparse and whose processing algorithm is efficient enough to obtain an acceptable 

image. The modern beamforming algorithms are capable of producing highly 

directional beams only in the presence of large number of array elements. Using 

fewer array elements decreases the directivity thereby increasing the beamwidth 

which in turn would decrease the angular accuracy.  

 

The mainlobe width also depends on the length of the array. Increasing the 

spacing between the array elements increases the total array length but gives rise 

to grating lobes. Grating lobes occur when the phase shift between the adjacent 

elements is greater than -/+π or when the elemental spacing is greater than λ/2 [9]. 

The presence of grating lobes introduces ambiguity in the determination of DOA. 

Thus it is usual to keep the elemental spacing d < λ/2 [9]. In sparse arrays, the 

array elements are widely spaced. High resolution beamforming algorithms make 

use of the phase difference between the signals arriving at the hydrophone 

elements in order to determine their DOA. Hence, the existing algorithms would 
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hardly be of any use if the aim is to decrease the number of array elements to a 

sparse number. 

 

1.2.1 Focus into the problem – Literature Survey 

 

As discussed in the previous section, the cost of the imaging sonar system can be 

reduced by decreasing the number of hydrophone elements and hence the number 

of analogue channels available. Sparse arrays have been receiving a lot of 

attention lately due to the advantage it provides from the economic point of view.    

 

Investigation on the concept of array thinning or sparse arrays have been carried 

on for years [10 11 12 13]. Array thinning has been achieved by using a normal 

array with large number of elements and turning off certain elements and keeping 

the rest of the elements on. The elements to be switched on or off are selected 

based on conditions like low sidelobe level, minimizing grating lobes etc. Ant 

colony optimization algorithm is used in [10, 11] in order to switch the elements 

on or off.  In [12] evolutionary algorithms are applied in order to achieve the 

same. In [13] an adaptive method using linearly constrained minimum power 

method has been suggested for array thinning. All the methods described contain 

large number of elements but by switching on and off certain number of elements 

the processing load is reduced. Thus these array thinning procedures reduce the 

requirement of large processing power but do not reduce the number of channels 

in the array. Hence the cost of the array remains high.  

 

The sparse array have their array elements spaced wide apart to obtain a longer 

array but with small number of antenna elements. The angular resolution would 

be better for a longer array as angular resolution is inversely proportional to the 

array length. But when the array length and hence the number of array elements 

increases so does the cost. Decreasing the number of elements in order to form a 

sparse array would result in the formation of grating lobes. The problem of 

eliminating the grating lobes has been studied for decades. Array shading has 

been effectively used in decreasing the sidelobes but since the grating lobes occur 

at multiples of the mainlobe angles, shading is not useful in keeping the grating 

lobes down [14]. In many research publications the problem of grating lobes has 
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been overcome by unequal placement of the array elements [14 15 16]. In [16 17] 

it has been shown that unequal spacing of elements would bring down the grating 

lobes but the average spacing between the elements should be less than or equal to 

λ/2 where λ is the wavelength and also the total number of elements should be 

equal to a certain number. Researches have also been performed which use 

evolutionary algorithms to choose the array weighing using which lower sidelobe 

levels are attained [18]. In [19] evolutionary algorithm has been used to reduce the 

grating lobe by introduction of a small perturbation to the elemental positions of 

uniform linear array.  

 

The type of signal considered in the above cases is narrowband signal. 

Narrowband signals are one in which the bandwidth is small when compared to 

center frequency of the signal. They can also be defined as signals whose time-

bandwidth product is small. In the case of narrowband signals the time difference 

of arrival is translated to phase difference [20]. This is because in the case of 

narrowband signals the time taken for a significant change in the modulation 

envelope is large. Number of algorithms for the determination of DOA using 

narrowband signals is described in [21]. All the methods for the narrowband DOA 

estimation described in [21] make use of the phase difference and hence the 

sensors should be separated by a distance d < λ/2.  

 

In [22 23 24] 3D imaging sonar has been developed. Array thinning in [22 23 24] 

of a full array is achieved using simulated annealing process. The thinned planar 

array (containing 584 array elements) in which the elements were distributed in a 

circular pattern was used for imaging. It is found that even though the array is 

thinned the number of elements is still very large. 

 

1.2.2 Interferometry in sonar 

 

One other method that has become very popular during recent years is the 

interferometric method [25 26 27]. The inspiration for applying interferometry 

techniques to sonar for determining the DOA and hence depth information was 

drawn from the field of radar. The application of interferometry to these systems 
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came from the principle of stereoscopic photography [27]. The principle of 

stereoscopy is shown in the figure 1.1. 

 

When looked at the objects ‘a’ and ‘b’ from position Y they seem to be in a 

straight line and look as though they are a single object. But when parallax is 

introduced and then observed from the position X it is possible to resolve the 

objects ‘a’ and ‘b’. This is the principle which the human eye is based on where 

the eyes are separated by a small distance to introduce the parallax. In the case of 

radar or sonar, the parallax is obtained using receivers separated by a small 

distance. Some factors that led to the eventual development and the application of 

the interferometric methods to sonar have been discussed below. 

 

 

 

 

 

 

 

 

 

Figure 1.1 Principle of stereoscopic imaging [27] 

 

The usual side-scan sonar provides images of the seabed without any depth 

information [28]. This shortcoming was overcome with the development of 

multibeam sonar. As discussed in section 1.2, these systems are very costly.  To 

reduce the cost, interferometric technique is used along with side-scan sonar 

systems to yield a system which was more compact than multibeam systems. 

 

The interferometry effect is usually described with reference to Young’s 

experiment [29]. In this experiment, a monochromatic light source was diffracted 

into two by means of slits made in a cardboard. The slits act as two coherent 

sources of light. When light falls on paper screen it creates patterns at locations 

where two waves from the slits are superposed on each other. From Young’s 

a b 

X 

Y 



 8 

experiment it can be shown that the resulting intensity depends on the phase 

difference between the waves from the two sources. 

 

In the case of applying this principle to sonars, the slits made in the cardboard is 

replaced by receiver elements. Thus the most basic form of interferometric sonar 

consists of a transmitter and two hydrophones which act as receivers [30]. The 

transmitted acoustic wave travels and strikes the seabed and is received by the 

hydrophones. This results in a phase difference because of the difference in 

distance travelled to the hydrophones. From the phase difference measured, it is 

possible to determine the DOA and thus the angle at which the target is located. 

 

The first interferometric system using the interference patterns were based on the 

Lloyds mirror effect observed from the conventional side-scan sonar records [27, 

31]. Figure 1.2 shows the principle behind Lloyds mirror effect. The Lloyds 

mirror effect is noticeable due to interference between signals that are 

backscattered directly from the target and return signal reflecting off from the 

surface of the sea [27 31]. This effect is particularly noticeable when the sea 

surface is flat [27]. It was noted by Chesterman et al and by Heaton and Haslett 

that each fringe could provide useful information on the declination angle and 

hence depth can be calculated [27 31]. However, the Lloyds mirror effect is 

produced only when the sea surface is smooth and therefore this effect cannot 

always be noticed [27 31].  

 

In order to overcome this problem, Strubbs et al in 1974 introduced a more 

satisfying scheme for the formation of interference fringes [27]. They gave it the 

name ‘telesounding’. The operation of the telesounder is similar to that of side-

scan sonar except that it has a plane acoustic reflector which projects from its side 

and allows for the formation of more controlled fringes. The difficulty here is that 

the reflector projects out. Subsequently the idea of using two receivers stacked 

vertically to obtain depth from the interferometric fringes was put forward. The 

modern bathymetric system is shown in figure 1.3.  
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Figure 1.2 Lloyds mirror effect 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.3 Principle of operation of bathymetric system 

 

The interferometric fringes in the telesounding system are formed by the addition 

of signals received [31]. It was Denbigh who in his paper [31] in 1977 had 

suggested use of phase difference. In figure 1.3 the phase difference is calculated 

between the signals arriving at hydrophones H1 and H2. The method suggested 

had an advantage over the telesounder in that it could measure the depth 

instantaneously for every resolution cell of the side-scan sonar data record [31]. 

Thus the modern day bathymetric systems came into existence which [27 31] 
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Sea Surface 
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measure the declination angle by measuring phase difference as suggested by 

Denbeigh in [31].  

 

In [32 33] side-scan systems were used to mimic the operation of multibeam 

systems. Two signals projected into the medium add up when the signals are in 

phase with each other. When the signals add up constructive interference occurs 

and they form a maximum. The signals which are out of phase cancel each other 

and destructive interference takes place. Nulls are formed at points were the 

destructive interference takes place. The points where the constructive 

interference occurs serve as separate beams and behave as a multibeam system. 

 

The interferometric technique has been applied to a number of sonar applications. 

With its successful application to side-scan sonar, the technique has been applied 

to Synthetic Aperture Sonar (SAS) for achieving high resolution 3D imaging and 

a simulation model was reported in [34] together with its implementation in [35]. 

With its large number of applications, the use of interferometric principle has still 

not led to a cost effective system. 

  

The problem with using interferometry in determining the DOA is that it uses 

phase difference which would result in phase ambiguity if the array elements are 

spaced greater than λ/2. The interferometry technique is quite sensitive to phase 

and would cause severe errors if the phase difference is not accurately determined. 

Hence interferometry is a narrowband technique and thus for the reduction of 

phase ambiguity the receivers should be separated by less than half the 

wavelength. Hence interferometric technique is not suitable for application with 

sparse arrays. 

 

From the discussion above it is seen that high resolution sonars available use a 

large number of array elements for obtaining higher resolution. These high 

resolution systems have regular arrays which follow the basic wavelength 

criterion of array element placement i.e. d < λ/2.  
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1.2.3 Possible Solution 

 

Wideband signals are signals that have a large bandwidth over small time 

duration. Wideband signals are becoming popular [20, 21] and have been 

successfully used in high resolution imaging in radar [20, 21], tracking targets 

[20, 21] and detection of buried objects using seismic sensors [20, 21]. Wideband 

signals are preferred because they provide high resolution and better probability 

of detection in the presence of correlated noise [36]. DOA estimation available for 

wideband signals uses traditional narrowband approaches [20, 21]. Here the 

wideband signals are split into a series of narrowband signals and the DOA 

algorithms for narrowband signals are applied for each frequency [20, 21]. 

Wideband signals are split into a series of narrowband frequencies because the 

bandwidth of the signals is comparable to the center frequency and hence the 

relationship between the phase difference and time delay no longer holds [20, 21]. 

Thus the distance traveled dsinθ (d is the distance between the array elements and 

θ is the direction of arrival) cannot be approximated by phase as the phase is 

dependant on the wavelength λ.  

 

There has not been much research into the use of wideband signals with sparse 

arrays. The use of narrowband techniques for wideband DOA estimation would 

require the array elements to be separated by less than λ/2 failing which grating 

lobes would appear. The problem arising due to grating lobes like ambiguity, false 

detections/artifacts in the reconstructed scene might be resolved by the use of time 

difference of arrival to calculate the DOA instead of using the phase difference.  

 

Stereoscopic principle discussed in section 1.2.2 requires a parallax to be 

introduced between the sensors in order to determine the height of the object. 

Here two hydrophone elements are separated by a distance in order to obtain the 

parallax. Thus the same point on the target is viewed from different hydrophone 

positions. Stereoscopic technique requires the identification of the reference point 

where the height or depth is required to be calculated. For the DOA estimation, 

the target being insonified using wideband signal returns a unique pattern in the 

backscattered signal which are received by the receiver elements. The lead or lag 

time of the pattern in one signal with respect to the other would give the time 
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difference of arrival from which the DOA can be calculated. Correlation has been 

widely used for comparing the similarity between two received signals [37]. 

Depending on where the correlation peak occurs, the time difference of arrival can 

be obtained. Thus the reference point is the pattern that occurs in the signals 

received. An advantage of using the time difference of arrival is that the 

separation between the sensors does not require to be less than λ/2. 

 

Wide bandwidth signals provide a high range resolution as the range resolution is 

proportional to the signal bandwidth. It would be interesting to determine whether 

this high range resolution obtained due to large excess bandwidth can be traded 

off for a better angular resolution when using sparse arrays. 

 

From the survey presented in sections 1.2.1 and 1.2.2 it is clear that improvement 

of imaging resolution has been the main focus in the researches on imaging sonar. 

Sparse arrays have been used to decrease the processing power required at the 

time when the powerful signal processing chips where more expensive than the 

cost of building the receiver channels. The reduction in the price of these high 

performance chips has not been exploited to build systems with reduced number 

of channels. It is also clear from the discussion in section 1.2.1 and section 1.2.2 

that the use of sparse arrays have been widely investigated using narrowband 

signals.  

 

All the above factors directed this research in building a sparse array 2D imaging 

sonar system with as few receiver elements as possible. The problems like phase 

ambiguity etc. which arise resulting from the use of narrowband signals with 

sparse arrays prompted the use of very wide bandwidth signals where true time 

delay can be used for the determination of DOA of the signals. Thus it is desired 

to build an ultra-sparse array with as few as four elements which are spaced many 

wavelengths apart. Figure 1.4 tries to summarize the requirements of the problem 

diagrammatically 
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Figure 1.4 Basic design requirements 
 

 

1.3 Summary of research objectives 

 
Some of the important objectives of the imaging system being developed in this 

project are listed below: 

  

a) The imaging system should be capable of forming an image which 

could be easily recognized and interpreted by the operator. The 

performance of the imaging system is tested using simulation by 

forming the image and determining the SNR, PSNR and SSIM index 

of the image formed.  

 

b) It is one of the objectives of this research to keep the hydrophones to a 

minimal number. The use of an ultra sparse array with few hydrophone 

elements as low as four is investigated. The array element spacing is 

such that d >> λ. The number of projectors used for target 

insonification is one. The projector is considered to have a fan 
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beampattern. Minimizing the number of hydrophone channels is a key 

drive to keep the system cost down. 

 

c) Wide bandwidth signals have been used because of their ability to 

achieve high range resolution. It is desired to investigate whether this 

high range resolution available can be traded for obtaining a better 

angular resolution.  

 

d) Investigate techniques to determine multiple target angle of arrival 

from the same range cell. 

 

e) Since the properties of the ocean environment change quickly with 

time it is difficult to predict or derive a statistical model of the return 

signal. Hence it is one of the objectives of the research to keep any 

statistical model assumptions to a bare minimum. 

 

f) Test the algorithm developed using data obtained under realistic 

conditions. 

 

1.4 Thesis outline 
 

The structure of the thesis is discussed in the following paragraphs.  

 

Chapter 2 discusses the background related to sonar, the two different types of 

sonar in existence and the related equations. The chapter discusses the signals that 

are commonly employed in active sonar systems. The main components of a sonar 

system are described with the help of a block diagram. This chapter closes with 

the description of operation of common imaging sonar types along with their 

advantages and disadvantages. 

 

Chapter 3 describes the principle of different types of beamformers available. This 

chapter then discusses the drawbacks of these beamformers. The chapter then 
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describes the broadband and narrowband signals drawing a comparison between 

them. Finally the chapter describes the near-field and far-field conditions. 

 

Chapter 4 discusses the theory behind the DOA estimation used in this research. 

The novel correlation technique is explained and analysed, focusing particularly 

on the issues of data registration between hydrophones. The chapter also describes 

the fundamentals of digital image followed by the method of transition of raw 

data into an image. This chapter describes the signal processing method used in 

the research. The chapter closes with the explanation of the novel non-linear 

combining process developed.  

 

Chapter 5 explains the structure of the simulation model used in this research. The 

range resolution and angular resolution obtained using this method is also 

discussed. The chapter also describes the measurement metrics that are used in 

this research. 

 

Chapter 6 presents the simulation results and discusses the result obtained. 

 

Chapter 7 describes the hardware developed. The results of the experiments 

performed in real time are presented in this chapter. 

 

Chapter 8 concludes this research and presents the areas where future work could 

be performed related to this topic. 
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Chapter 2 
Background and Literature Review 

 

 

Acoustic imaging is accepted as the most reliable method for underwater imaging 

and has grown into a separate field by itself. In underwater imaging, the received 

sound signals are processed in order to investigate and explore unknown domains 

inaccessible to humans. Just like scattered light is used in building up the image of 

the scene in optical imaging, acoustic imaging uses sound scattered by the target 

to build up the image [1]. Image obtained by using acoustic method is not affected 

by the turbidity in water [1]. Developments in underwater acoustic imaging 

technology has made it possible to view the ocean environment, although with an 

accuracy of only a fraction of that obtained with radar imaging [38]. In this 

chapter, some of the basics of sonar are introduced. This chapter concludes with 

the description of a few existing imaging sonars. 

 

2.1  Sonar  
 

Sonar utilizes the fact that sound waves can propagate in water. Acoustic waves 

travel more effectively in water than the electromagnetic waves. This is because, 

in the case of electromagnetic waves, water being an excellent conductor of 

electricity, results in rapid dissipation of the electrical energy as heat [39]. Thus, 

electromagnetic waves experience greater attenuation than acoustic waves of the 

same frequency [39]. Optical imaging techniques are not suitable for the purpose 

of underwater imaging as they would be able to cover only small distances due to 

scattering and is also affected by the turbidity in water [1]. Due to these reasons 

sound is widely used for the exploration of the seas and hence the name Sound 

Navigation and Ranging.  

 

2.1.1 Principle of operation of sonar systems 

 

The fact that the sound wave can travel effectively through water makes it useful 

for detection and exploration. Sound propagates in water as a series of pressure 

fronts known as the compressional waves, i.e. they are transmitted in the form of 
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compression and rarefaction. Sound waves propagate through the water at local 

speeds (the speed of sound varies as the medium changes). The speed of sound in 

water has been determined to be approximately 1500 m/s. The speed is found to 

vary with salinity, temperature and pressure. The frequency of an acoustic wave is 

the number of pressure fronts that pass a fixed point per second. The relation 

between speed (c m/s), wavelength (λ m) and frequency (f Hz) is given by 

 

fc                 2.1 

 

When the speed of sound changes in the medium only its wavelength changes 

while its frequency remains constant. Therefore sound waves are usually 

expressed in terms of frequency rather than wavelength.  

 

Sound waves carry acoustic energy which can be detected using a hydrophone. 

The amplitude of the sound waves is related to the acoustic energy being 

transmitted and the energy is proportional to the square of the amplitude of the 

sound waves. As the sound wave travels through the medium it loses some of its 

energy. This loss is called attenuation. This is because energy transfer is not 

perfect and some of the energy is lost as heat. The attenuation level depends on 

the frequency of the sound waves. The higher the frequency the higher the 

attenuation and thus higher frequency sound waves can be used only for small 

distance applications. Low frequency sound waves would travel long distances 

without considerable loss in energy. A plot showing the attenuation coefficient 

and the frequency is shown in figure 2.4 in section 2.1.2.2. 

 

 Acoustic energy travelling through a medium gets interrupted if it encounters 

obstacles or if there is a sudden change in the medium in its path. This results in 

absorbtion, reflection or scattering of acoustic energy. The extent of absorbtion, 

reflection or scattering depends on the nature of the material or the medium. This 

scattered or reflected energy has to go back into the original medium through 

which it had been traveling and is called the ‘echo’. It is shown diagrammatically 

in figure 2.1. Thus if Z1 and Z2 are the specific acoustic impedances of the 

respective mediums as labeled in figure 2.1 then  
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111 cZ          2.2 

222 cZ          2.3 

 

where ρ1, ρ2 are the densities of the medium and c1, c2 are the velocities of the 

acoustic waves in the respective medium. From the above equation it is seen that 

acoustic impedances are related to the density of the medium. The reflection 

coefficient (rc) which determines the amount of energy that goes back into the 

medium1 is given by 

 

21
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         2.4 

 

The hydrophones which collect the reflected or scattered sound waves, convert 

them into electrical signals. These signals are further processed to obtain the 

range, the location and in some cases the image of the target which causes the 

echo. Thus in the terms of A.A.Winder [39] sonar can be defined as a ‘method or 

equipment for determining by means of underwater sound the presence, location 

and the nature of the objects’. 
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Figure 2.1 Sound traveling through a medium being interrupted by another 

medium 
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Sonar systems can be classified into two types depending on their mode of 

operation. They are a) Passive sonar and b) Active sonar. The principle of 

operation of both is described below. 

 

2.1.1.1 Passive sonar  

 

A passive sonar system listens to the sound transmitted by other objects and does 

not transmit any signal of its own.  The targets are considered to radiate sound 

with a certain signature or frequency by means of which it can be detected and 

distinguished [39]. Hence this becomes a detection problem to isolate the desired 

signal from noise which may have the same energy spectrum as the desired signal. 

A block diagram depicting operation of passive sonar is shown in figure 2.2. 

 

 

 

 

 

 

 

 

 

 

Figure 2.2 Principle of operation of passive sonar 

 

Passive sonar systems usually have large sonic databases which contain details of 

sounds produced by many common targets and mammals found in the sea. During 

processing of the return signals, the sonar system compares them with signatures 

stored in the database and associates them to known classes of ships, submarines 

etc. The final decision is dependant on the operator. 

 

2.1.1.2 Active sonar  

 

Active sonar systems send out well defined pulsed signals of particular 

frequencies in a desired direction. The signal transmitted illuminates the obstacles 
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in its path which scatter the signal. Scattered signals detected by the receiver are 

processed and then displayed. The operation of an active sonar system is shown in 

figure 2.3. The signal received contains not only the useful signal but also noise. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure 2.3 Principle of operation of active sonar 

 
When the transmitter and the receiver are located in the same place the sonar 

operation is called monostatic [40]. Most of the active sonar systems are 

monostatic. If the sonar’s transmitter and receiver are at a distance apart, their 

operation is said to be bistatic [40]. When either multiple transmitters or receivers 

are used with a separation between them the operation is said to be multistatic 

[41]. When active sonar is used to measure the depth, it is said to function as an 

echo sounder.  

 

Consider a pulse s(t) transmitted in water that hits a target and gets scattered. This 

echo is detected by the receiver after 2r/c seconds where r is the range, i.e. the 

distance between transmitter and target, and c is the velocity of sound in water. 

The factor of ‘2’denotes the two way distance travelled in case of a monostatic 

operation.  In other words, a pulse similar to the transmitted pulse is received after 

a delay of 2r/c which can be mathematically written as 
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where g(t) is the received signal and υ(t) is the noise. Equation 2.5 does not take 

into account various other factors like the attenuation, dispersion, multi-path 

reflections, etc, which have to be considered. 

 

2.1.2 Losses experienced by the signal while traveling through the medium 

 

The transmitted signal while travelling through the medium experiences a loss in 

energy due to a number of factors such as attenuation, spreading, multi-path 

reflections, etc. Some of the common causes of losses which affect the signal are 

described in the following paragraphs along with the relevant mathematical 

equations. The effects of these losses can be grouped together in a single equation, 

PLoss, which is expressed in decibels (dB). This can be described as the 

propagation loss which is the decrease in intensity of the radiated signal when it 

arrives at the receiver.  Thus 

 

dB
I
IP

r
Loss 








 0log10       2.6 

 

where I0 is the intensity of the signal at the source and Ir  is the intensity at the 

receiver. The intensity of the sound is always expressed relative to the reference 

intensity Iref (watts per square meter (Wm-2)) whose value is given by [42 43 44] 

 
2181067.0  WmIref      2.7 

 

The reference intensity can be defined as the intensity of the plane wave which 

has a RMS value of 1µPa [42 44]. 

 

The main contributors of the loss PLoss are the  

 

a) Spreading loss (SL) 

b) Attenuation (AT)   

 

Thus the total loss (PLoss) can be written as 
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TLLoss ASP         2.8 

 

where all the terms in equation 2.8 are in decibels (dB). Each of these losses is 

briefly explained in the following paragraphs. 

 

2.1.2.1 Spreading loss  

 

When the source is located in an unbounded and lossless medium, the power is 

radiated equally in all directions and will radiate spherically from the source. If 

the power of the source is given by P, then it is possible to write [42 44] 

 

IntensityAreaP         2.9 

     )(4 2 rIr          2.10 

 
where intensity is defined as power per unit area. I(r) is the intensity at distance r.  

Hence the spreading loss can be written as [42 44] 

 











)(
)1(log10

rI
ILoss               2.11 

 

Thus [42 44] 

 

 2log10)( rSLoss L          2.12 

     rlog20 dB       2.13 

 

2.1.2.2 Attenuation 

 

The propagation of sound in water is subjected to losses due to absorption. 

Absorption losses occur mainly due to two factors i.e. a) viscosity of the fluid and 

b) molecular relaxation [42]. Experiments carried out on these losses have 

resulted in empirical formula which relates them to frequency, salinity and depth. 

The total loss was expressed as an attenuation coefficient α with the units of 

dB/km. 
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The attenuation coefficient increases rapidly with frequency and changes with 

temperature. In order to calculate the loss it is necessary to multiply the range r (in 

km) with the attenuation coefficient α from the graph shown in figure 2.4. The 

formula for the attenuation loss, AT, is given as follows [42 44] 

      

)(dBrAT         2.14 

 
Figure 2.4 Attenuation coefficient vs. Frequency  

 

Figure 2.4 shows the plot between the attenuation coefficient α and frequency 

(kHz). The effects that are dominant at the various frequency ranges are shown in 

the figure.  From the figure 2.4 it is clear that as the frequency increases so does 

the attenuation coefficient and the attenuation. The graph in figure 2.4 is 

calculated using the equation 2.15 which gives the approximate value of the 

absorption coefficient [44 45] 
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The second term in equation 2.15 gives the contribution of relaxation due to boric 

acid and the third term gives the contribution of relaxation due to magnesium 

sulphate. The fourth term in the equation 2.15 gives an idea about the contribution 

of shear and bulk viscosity associated with fresh water. 

 

2.1.3 Target strength 

 

Target strength is the echo returned by an underwater target [43 44]. Target 

strength is the intensity of sound returned to the receiver by the target. It is 

defined as the ratio, in dB, of the reflected intensity at a distance of 1m from the 

target to that of the incident intensity. It can be given mathematically as follows 

[42 44]. 

 

  









i

r

I
ITS log10        2.16 

 

where Ir is the reflected intensity and Ii is the incident intensity. Target strength 

depends on the geometry and orientation of the target. 

 

2.1.4 Active sonar equation 

 

Previous sections discussed the various parameters required for obtaining the 

sonar equation. The sonar equation defines the received signal strength as a sum 

of the source level (SL dB), transmission loss (TL dB) from the source to the 

receiver and back and the target strength (TS dB) [42 44 46].  

 
 
 
 
 
 
 
 
 
 

 

Figure 2.5 Figure showing the various effects on the transmitted signal    
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Consider figure 2.5; the transmitter emits a signal with a source level SL dB. 

When traveling through the medium the emitted signal undergoes losses indicated 

as TL dB due to spreading and absorption which reduces the intensity of the 

signal. The remaining signal (SL-TL) dB hits the target and the signal which is 

reflected back into the medium depends on the target strength (TS dB). During its 

return journey towards the receiver it further undergoes transmission losses (TL 

dB) which may be the same if the system is monostatic. Thus the equation for the 

received signal level (RL dB) of active sonar can be given by the following 

equation [42 44] 

 

            dBTLTSTLSLRL       2.17 

     dBTSTLSL  2      2.18 

 

The transmission loss (TL dB) is the sum of the absorption losses and the loss due 

to spreading. If the noise level at the receiver is NL dB then the equation for the 

signal to noise ratio can be given as [42 44] 

 

 dBNLTSTLSLSNR  2     2.19 

 

Previously in section 2.1.2.1, source level was described as intensity which is the 

pressure per unit area. When the source level is calculated it is assumed that the 

sound from the source undergoes spherical spreading omnidirectionally. At 1m 

from the acoustic center (standard range) the source is surrounded by a sphere of 

surface area 4πr2 = 4π = 12.6m2. Thus if the power output is P watts then the 

intensity of the source at 1m is 







6.12
P W/m2. Hence the source level becomes 

[42] 

 













refI
PSL 6.12/log10        2.20  

 

Substituting the value of Iref from equation 2.7 
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  mParedBPSL 1@1..8.170log10                            2.21 

 

This gives the equation for the calculation of the source level. The source level is 

expressed as re.1µPa as the reference intensity is the intensity related to 1 µPa. 

 

2.1.5 Noise 

 

There are many sources of noise like the ambient noise, shipping noise, thermal 

noise, turbulence noise and the noise due to surface agitation [42 44]. All these are 

frequency dependant and would be dominant in a certain frequency range [42 44]. 

There are number of equations that have been hypothesized for determining the 

noise spectral level. The noise level can be calculated from the noise spectral 

levels (NSL dB re 1µPa). Thus the equation for the noise level is given by [42] 

 

 BNSLNL log10        2.22 

 

where B is the bandwidth of the signal in Hz. A plot showing the ambient noise 

i.e. the noise due to the sea is shown in figure 2.6. 

 
Figure 2.6 Ambient noise (Wenz Curves) [44] 

 

From figure 2.6 it is seen that the low frequency regions are affected by the 

shipping noise which varies from 2 to 200 Hz. As the frequency increases the 
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shipping noise rolls off and the noise region is dominated by the wind speed 

which occupies the frequency region from 200 Hz to 100 kHz. The very high 

frequency region is dominated by the thermal noise. In the very low frequency 

region the noise is dominated by seismic activity. 

 

2.2 Active sonar waveform types 
 

Active sonar systems transmit their own pulses. The signals that are most 

commonly used are the continuous wave (CW) and linear frequency modulated 

wave (LFM) or chirp [39 47]. The signals used depend on the application as well. 

In the following paragraphs each of these signals is explained briefly. 

 

2.2.1 Continuous wave pulse (CW pulse) 

 

The CW pulse is characterized by its amplitude, width and constant frequency. A 

CW pulse can be represented mathematically as 

 

),2sin()( fttCW   t0      2.23 

      ,0     t  

 

where Ω is the signal amplitude. The range resolution (the ability to distinguish 

between two targets in the same bearing but separated in range) that can be 

obtained using a CW pulse is given by 

 

2
cr              2.24 

 

where τ is the pulse length. In order to obtain a good range resolution it is 

necessary to decrease the pulse length and thus the range resolution depends on 

the pulse length [47]. The problem with the CW pulse is that when the signals 

from two targets, separated by a small distance, overlap it becomes difficult to 

determine which pulse arrived earlier. An example of CW signal is shown in 
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figure 2.7. The signal has a frequency of 250 kHz and is sampled at 1 MHz. 

Power spectrum of the CW signal is shown in figure 2.8.  

 

 
Figure 2.7 CW signal 

 
Figure 2.8 Power spectrum of the CW signal in figure 2.7 

 

The spectrum in figure 2.8 shows a peak at 250 kHz which is the center frequency 

of the signal.  
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2.2.2 Linear frequency modulated signals (LFM signals or CHIRP) 

 

The linear frequency modulated signals or chirp (Compressed High Intensity 

Radar Pulse) is a frequency modulated signal in which the frequency of the signal 

varies linearly with the time. The equation for a LFM pulse can be given as [48 

49] 

 

))
2

(2cos()( 0 ttfts         2.25 

 

where f0 is the start frequency, Ω is the signal amplitude and γ is the chirp rate 

which is calculated using the relation 

 

tff  0         2.26 

 

where f is the instantaneous value of the frequency. An example of a chirp signal 

is given in figure 2.9. 

 

 
Figure 2.9 Chirp waveform 
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Figure 2.10 Spectrum of the chirp signal in figure 2.9 
 
 

 
 

Figure 2.11 Spectrogram of chirp 
 

Figure 2.9 shows a chirp signal with a frequency sweep between 200 – 300 kHz in 

5ms time interval. The bandwidth of the LFM can be confirmed from the 

spectrum of the chirp which is shown in figure 2.10. The spectrogram in figure 

2.11 shows that the frequency of the chirp signal varies linearly w.r.t. time. 

 

Chirp signals are detected by correlating it with the copy of the signal that is 

transmitted. This process is called chirp compression. Compression of the chirp 
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signal would yield a processing gain of B.τ where B is the bandwidth of the chirp 

signal and τ is the duration of the chirp [50]. The range resolution in the case of a 

LFM signal is given by [49] 

 

B
cr

2
        2.27 

 

Thus from equation 2.27 it is seen that the range resolution does not depend on the 

pulse length. In case of a chirp signal, since the frequency of the pulse transmitted 

varies over the pulse length this acts as a signature. Thus, even when returns from 

two targets merge, the processing is able to distinguish between the two closely 

spaced temporal returns because of the signature. 

 

2.2.3 Other waveforms 

 

Apart from the signals mentioned above, there are other signals like the Non-

linear frequency modulated signals (NLFM) and the linear period modulated 

(LPM) signals [46] which are used in active sonar system. These signals are used 

for obtaining low range sidelobe level [51] and a good Doppler tolerance. The 

design of NLFM signals is complicated and the signal has to be designed for 

specific sidelobe levels [51]. NLFM signals by itself are no better Doppler 

tolerant than LFM but have to use hybrid methods (used in LFM) like shading, 

amplitude windowing etc to improve Doppler tolerance [51]. In [51] a hybrid 

NLFM signal is designed in order to obtain the advantages of NLFM i.e. low 

range sidelobes and also to obtain Doppler tolerance. As mentioned it can be seen 

from [51] that the design of such a waveform is rigorous. Also designing signals 

with low sidelobe level would  hardly be a solution as we are considering a 

complex target as a collection of point targets and even if the sidelobe level is 

down, the final image formed may have significant sidelobes (unless the 

waveforms are perfectly orthogonal where they match only when perfectly 

aligned). Whereas Linear period modulation signals (also called hyperbolic 

frequency modulation) are very Doppler tolerant [51]. In the absence of Doppler 

the performance of LFM and LPM are similar [51]. Doppler frequency comes into 

account only when the sonar platform is in motion. In this project, it is desired to 
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build sonar from the basic principles for a sparse array and hence we are 

concerned only with sonar on stationary platform. Hence further investigations 

into these waveforms are not made and would be considered as a part of future 

work. LFM forms a signal which can be obtained with ease with a function 

generator. Thus this project considers a broadband LFM chirp signal for analysis. 

Doppler can be tackled in these cases with the help of Doppler filters which can 

estimate the frequency range of the return signal. LFM signal itself is Doppler 

tolerant to a certain extent [51]. 

 

2.2.4 Ambiguity Function 

 

An ambiguity function is a two dimensional function of time-delay and Doppler 

frequency χ(t,f) showing distortion of the received pulse due to matched filtering 

at the receiver. The ambiguity function is determined by the properties of the 

pulse and the matched filter. The ambiguity function can be given by the equation 

[49] 

 

  dtetstsf tfi
D

D




 2* )()(,       2.28 

 

The ambiguity function reduces to autocorrelation between the signals when fD = 

0 and it reduces to the Fourier transform of the square of the pulse considered 

when τ = 0. When fD =0 and τ = 0 equation 2.28 gives the energy of the pulse. A 

few examples of the ambiguity function of some waveforms are given in figure 

2.12. 

 

From figure 2.12 it is found that for long CW pulse the Doppler ambiguity is 

small whereas for a short pulse the Doppler ambiguity is large. In case of a LFM 

pulse it is seen that small Doppler mismatches does not affect the detection. 

Ideally the ambiguity function should be of the form 

 

  )()(,  DD ff        2.29 
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Figure 2.12 Diagram of ambiguity function of different signals [39] 

 

2.3 Block diagram of a complete sonar system 
 

Figure 2.13 gives the block diagram of a sonar system. The block diagram would 

be generic for all the equipments and only differs in the way in which the data is 

collected and returns are processed. In this section some of the basic functions 

performed by the units in the block diagram are discussed briefly. 

 

The function of the hydrophones is to convert the received pressure signals into 

electrical signals suitable for processing. Most of the hydrophones available today 

are made of piezo-electric materials which convert mechanical energy into 

electrical energy and vice-versa. 

 

The signal processing unit consists of amplifiers, filter, beamformer and matched 

filter. The function of each of these blocks is described. 
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Figure 2.13 Block diagram of a sonar receiver system 

 

2.3.1 Amplifier  

 

The transmitted signal experiences losses and attenuation and hence the signal 

received at the receivers would be very small. The function of the amplifier is to 

amplify the signal at the receiver to the required level.  

 

2.3.2 Filter 

 

The signals received by the hydrophones not only contain the desired signal but 

also other signals at various other frequencies. Since in an active sonar system a 

signal of a specific frequency or a range of frequencies are sent out, it is necessary 
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to separate the desired signal from unwanted noise signals. For this purpose a 

bandpass filter is used which allows a range of frequencies to pass through. When 

a signal is applied to the filter only those frequencies within the passband are 

allowed to pass through. 

 

2.3.3 Beamformer 

 

Beamforming can be defined as a process which enhances signals impinging on 

array from a particular direction. Thus beamforming techniques coherently sum 

the signal arriving from a particular direction. There are number of beamforming 

methods and these are further discussed in Chapter 3. 

 

2.3.4 Matched Filter 

 

The technique of matched filtering provides optimum linear processing of the 

received signals [52 53]. Matched filter utilizes the knowledge of transmitted 

signal to detect the existence of reflected targets [53]. Matched filters are linear 

filters whose impulse response can be obtained such that they maximize the signal 

to noise ratio (SNR) at the output [53 54]. Matched filter processing converts the 

desired signal received at the receiver with noise additions into a form that can be 

used to distinguish the presence of desired signals in presence of noise. Thus the 

probability of detection of the matched filter is related to the SNR rather than the 

exact waveform of the signal [54]. Consider figure 2.14 

 

 

 

 

 

 

 

Figure 2.14 Matched filter operation 

 

Let s(t) be the transmitted signal and n(t) be the AWGN noise added. It is required 

to maximize the SNR at the output. If the Fourier transform of the transmitted 
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signal is S(ω) then  the output signal at to, where to is the signal delay,  is given by 

[53] 
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where H(ω) is the Fourier transform of the filter response. The mean squared 

value of noise which is independent of time is [53] 
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where 
2

oN
 is the power spectral density of noise.  The SNR at the output is given 

by [53] 
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If A(ω) and B(ω) are two complex signals then according to Schwarz inequality 

[53] 
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And the equality holds iff  

 

)()( *  kBA          2.34 

 

where k is a constant. Using 2.33 and 2.34 in equation 2.32  
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where E is the signal energy. Thus it is shown that the filter response is maximum 

if 

  
otjekSH   )()( *         2.36 

 

Taking inverse Fourier transform of equation 2.36 yields 

 

)()( * ttksth o          2.37 

 

2.3.5 Image processing 

 

Sonar image processing is another area that has been gaining importance. Image 

processing is required for improving the quality of the image formed. It is 

sometimes necessary to have an experienced operator in order to interpret the 

target returns.  In the case of automating the process of detection and target 

identification, image processing plays an important role. In case of autonomous 

underwater vehicles (AUV), it is required for the collision avoidance, for seafloor 

characterization, etc. Thus image processing techniques can help the operators 

who are less experienced in deciding what to look for. 

 

2.4 Imaging sonars 
 

In this section, principle of operation behind few imaging sonars are discussed. 

Advanced radar imaging algorithms have been applied to the sonar domain since 

similar principles apply except that now acoustic signals are involved.  
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2.4.1 Side scan sonar 

 

Many active sonar systems with different configuration have been designed but 

one that has gained popularity is the side scan sonar [43 55]. It can be considered 

as the traditional method of imaging the seafloor using very short pulses. Here a 

transducer array is mounted on a towed towfish which sends out the acoustic 

pulses called the pings. The arrays are mounted in such a way that the acoustic 

pulses are transmitted towards the sides [56]. When a ping is transmitted, it travels 

and strikes the sea bed and gets scattered. After transmitting the pulse, the 

transducer goes into the receive mode to receive scattered signals. The image is 

built up one line at a time. Thus the signal is transmitted continuously from the 

either sides of the towfish and the strength of the return signal which is recorded 

is used to form the image of the scene being illuminated. 

 

2.4.1.1 Advantages  

 

1) The image produced is of high quality. 

 

2.4.1.2 Disadvantages  

 

1) Must be moved and cannot look in the forward direction.  

2) They are sensitive to motion.  

3) Does not have the capability to provide accurate information of the depth. 

 

2.4.2 Synthetic aperture sonar 

 

Synthetic aperture sonar, based on the principle of synthetic aperture radar, has 

grown in popularity by producing a number of promising results in sea floor 

mapping applications [57 58 59]. Synthetic aperture sonar (SAS) illuminates the 

area to be imaged by sending out acoustic pulses. The platform on which the array 

elements are mounted moves along a heading direction and the respective 

received signals are added coherently, hence the name ‘Synthetic Array’.  
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2.4.2.1 Advantages 
 
1) Generates a large aperture by coherent addition of received signals. 
 
 
2.4.2.2 Disadvantages 
 

1) Medium instability which arises due to change in pressure, temperature and 

salinity gives rise to phase ambiguities [59 60 61]. 

2) Slow mapping rate in order to avoid ambiguity in range and azimuth. 

3) Sensitive to platform motion. 

 
2.4.3 Doppler Sonar 

 

Doppler sonar is based on the principle that the signal which is transmitted to or 

received from a moving object experiences a change in frequency [62]. 

Underwater vehicles need to have an accurate knowledge of their position. This 

becomes necessary when vehicles remain under water for longer durations. In 

Doppler sonar, the vehicle’s velocity is calculated relative to the sea floor. The 

transmitter transmits a high frequency narrow beam signal and estimates the 

center frequency of the returned signal. The transducer generates four beams each 

at 60 degree depression angle, which are arranged facing opposite directions. By 

calculating the Doppler shift in the frequency it is possible to determine the 

velocity of the vehicle. In [62] it has been shown that the Doppler sonar can be 

used to build a navigational system which determines the coordinates of an 

underwater vehicle relative to a reference system.  

 

2.4.4 Blazed array sonar 

 

Blazed array sonar was invented by R Lee Thompson and W J Zehner [63]. In 

blazed array sonar, a broadband signal is dispersed in frequency. The dispersed 

beam forms independent acoustic beams which are transmitted. The transmitted 

acoustic beam is such that each frequency determines a particular direction. The 

received signals combine at the receiver but each frequency in the received signal 

has angular information embedded in it. Image is formed through time-frequency 

or time-scale processing. Thus this process is a frequency steered acoustic 
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beamforming. Blazed array sonars have been used for the purpose of two 

dimensional imaging. They have also been used along with the synthetic aperture 

sonar for three dimensional imaging [64]. This technology has been licensed to 

Blueview Technologies and some of the practical results could be seen in [65]. 

 

2.4.4.1 Advantages 

 

1) Blazed array sonar has the angular information embedded in each of the 

return frequencies. Thus they can form the image by using time-frequency 

transforms without any other complicated processing techniques. 

 

2.4.4.2 Disadvantages 

 

1) The blazed array sonar covers only a narrow swath. In order to have a large 

area covered, it is required to have two such arrays fixed in such a way so 

that it can cover a wide swath. With such an array it is difficult to obtain a 

good orientation. 

 

2.4.5 Multibeam sonar 

 

Multibeam sonar uses high resolution beamforming techniques in order to steer 

the beam to a particular direction. Multibeam sonar uses separate arrays for 

transmission and reception [66]. The transmitter array consists of hundreds of 

elements which produces pencil like beams in each direction [66]. The receiver 

array interrogates each direction illuminated by the transmitted acoustic pulses for 

an acoustic return and collects the backscattered data. Multibeam sonar records 

data in the form of elevation and acoustic backscatter. Multibeam sonar is usually 

mounted on the ship’s hull.  

 

2.4.5.1 Advantages 

 

1) The advantage of the multibeam sonar is that they have 100% bottom 

coverage.  

2) They have the ability to cover large areas in a short period of time.  
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3) Their resolution is independent of the speed of the vessel.  

4) In multibeam sonar, the complication which arises from the towing is 

reduced.  

5) Improved coverage in areas which are difficult to survey. 

 

2.4.1.5 Disadvantages 

 

1) As the multibeam system uses a large number of transducers, the cost is very 

high. 

2) Multibeam system requires special software and dedicated hardware for 

processing and storing. 

 

2.5 Summary 
 

In this chapter, the basics of sonar have been introduced. The two broad 

classifications of sonar are then discussed. The working of active sonar along with 

the equations which govern them is then explained in detail. Some of the common 

types of active sonar waveforms are then discussed. From the discussion of the 

other types of signals available, it was found that NLFM require rigorous design 

and LPM signals have the same performance as the LFM signal when platform 

motion is not considered. The ambiguity function discussed in the next section 

showed that LFM chirp is Doppler tolerant to a certain extent. 

 

A block diagram of a generic sonar system was presented. The functionality of 

each block in the block diagram is described with the beamforming block to be 

discussed in Chapter 3. This chapter concludes with a brief discussion on the 

working of few imaging sonars along with their advantages and disadvantages. 

Understanding the sonar basics and working of different imaging sonars is 

required in order to build the sonar simulation model. 
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Chapter 3 

Direction of Arrival (DOA) Estimation – Some Existing 
Techniques 

 
 

In signal processing, direction of arrival (DOA) denotes the direction in which the 

propagating waves arrive at the receiver. DOA estimation has been studied for a 

number of years and finds application in diverse fields. In this section some of the 

literature of DOA associated with sonar is presented. DOA is usually estimated 

using the beamforming techniques.   

 

Beamforming can be compared to spatial filtering which helps in detecting signals 

coming from specific direction while attenuating the signals from the other 

directions. There are number of beamforming methods which can be classified 

under two general heading  

 

i) Mechanical beamsteering and 

ii) Electronic beamforming 

 

3.1 Mechanical beamsteering 
 

In mechanical beamsteering, a single directional element or sensor array 

connected in parallel is rotated either mechanically or manually to the required 

direction. The signals arriving from that direction are processed in order to 

determine if the information contained is useful.  

 

3.2 Electronic beamforming 
 

Electronic beamforming is a process by which the signals from the array sensors 

are combined coherently by weighing, delaying and summing the signals in order 

to enhance the detection process [67]. Electronic beamformer can be considered 

as a spatial filter which concentrates the beam in a particular direction [68]. The 

electronic beamforming process can be sub-classified as spectral methods and 
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parametric methods.  The spectral methods can be further classified as 

conventional beamforming and high resolution beamforming.  

 

3.2.1 Conventional beamforming 

 

The conventional beamforming includes the delay and sum beamformer. In this 

type of beamformer, appropriate time delays are inserted and the signals arriving 

from a particular direction are added coherently. The inserted time delay is 

proportional to the DOA and hence can be determined.  This helps to reinforce the 

signals coming from a particular direction while the noise contribution is reduced. 

A simple delay and sum beamformer is shown in figure 3.1 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1 Delay and sum beamformer 

 

Thus the output y(t) in the delay and sum beamformer can be written as [69] 
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that by adjusting ti in equation 3.1, the signals from various directions can be 

aligned and coherently added [69] 
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θ is the steering angle.  

 

3.2.2 High resolution beamforming 

 

For applications that demand high resolution it is not possible to use conventional 

beamforming technique. Other types of high resolution beamforming methods are 

available for this purpose. The main idea behind this type of beamformer is to 

localize the signal coming from a particular direction by maximizing the power in 

that direction. Thus the array response is the linear combination of weighed 

outputs from the sensors. This can be mathematically explained as follows [70] 

 
Let x(n) =[x1(n) x2(n)……………….. xn(n)]T be the inputs. 
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where s(n) is the signal impinging on the array and υ(n) is the added noise. The 

vector a(θ) is called the steering vector and is given by the equation [70]  
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Suppose there are M signals impinging on the array then equation 3.3 can be 

written as 
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where  

 

 )(...)()()()( 321 M aaaaA     3.6 

 

θ1, θ2, ….., θM are the DOA of the M signals impinging on the array and s(n) is a 

matrix containing M signals. Let y(n) be the output of the beamformer. Then the 

relation between output and input is given by [70] 
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or,  
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wH is the weight vector and the superscript H represents the Hermitian transpose. 

The power P(w) is calculated from the following equation [70] 
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where N is total number of samples and R̂ is the data covariance matrix [70]  

 

   



N

i
nn

N 1
)(1ˆ HxxR       3.12 

 



 46 

This forms the basis of the principle behind most of the high resolution 

beamformers. Different beamformers use different values of the weight vector w.   

 

3.2.2.1 Minimum Variance Distortionless Response (MVDR) 

 

The goal of MVDR beamformer is to optimize its response so that the output 

contains minimum contributions due to the noise and the signals arriving from 

direction other than the required directions. [70 71]. For this purpose it is required 

that the weights in equation 3.11 are chosen so that the signals arriving from the 

required direction is passed on with a specified gain. Thus the MVDR weights can 

be obtained using the following criterion 
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Thus the weight matrix is obtained to be [68 71 72] 
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Substituting equation 3.14 in equation 3.11 
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3.2.2.2 Eigen-Vector beamforming 

 

The equation for this type of beamformer can be obtained by modifying the 

equation for the MVDR beamformer. The data covariance matrix can be written in 

the form [73 74] 
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where qi, {i = 1,2,3….n} are the eigen values and the corresponding eigen vectors 

are given by vi, {i = 1,2,3….n}. The data covariance matrix is partitioned into 

signal subspace and noise subspace matrices [73 74]. Equation 3.16 can be written 

as  
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where Vs and Qs are the eigenvectors and eigenvalues of signal subspace. Vn and 

Qn are the eigenvector and eigenvalues of noise subspace. The noise subspace is 

orthogonal to the signal subspace and hence orthogonal to the steering vectors 

which lie in the signal subspace [73 74]. Hence  
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One advantage of decomposing the R̂ matrix into eigenvectors and eigenvalues is 

that the inverse of the covariance matrix is the inverse of its eigenvalues. The 

eigenvectors of the covariance matrix and its inverse are the same. It should be 

noted from equation 3.19 that only the noise subspace is considered. Writing the 

equation of the beamformer in terms of noise subspace values as in equation 3.19 

improves the angular resolution [73]. The disadvantage of this method is that it 

requires knowing the number of sources in order to divide the matrix into signal 

and noise subspace [74]. 

 

3.2.2.3 MUSIC algorithm 

 

The Multiple Signal Classification is also a noise subspace frequency estimator 

method [21]. The Music algorithm can be obtained by further modifying the 

equation for the Eigen Vector type of beamforming. The equation for the Music 

algorithm can be obtained by making the eigen values of the noise Qn = I thus 

making it simpler so that it is not necessary to calculate the inverse. Here the 
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smallest eigen values which correspond to noise are set to unity which causes it to 

whiten those portions of the signal that do not correspond to the signal [73]. 

MUSIC has the same resolution capability as that of eigen vector beamformer. 

The equation for the power spectrum of MUSIC can be given as [73 74 75 76] 
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Thus it is possible to determine the DOA (θ) of the signal by finding the peak of 

the Music spectrum. MUSIC is popular for its generality i.e. they can be applied 

to arbitrary but known configurations of the array [77]. The problem with MUSIC 

is that the array has to be calibrated [77]. MUSIC is found to underperform at very 

low SNRs [77].  

 

3.2.2.4 ESPRIT 

 

Estimation of Signal Parameters via Rotational Invariance Technique (ESPRIT) is 

another high resolution DOA determination technique. The method of 

determining the DOA using this technique can be described as follows. ESPRIT 

algorithm assumes that the N element array is divided into identical subarrays 

each having elements N1 and N2 [77]. The individual elements in each subarray 

can have arbitary responses provided that each one have an identical twin or 

doublets in the companion subarray [77]. The doublets are assumed to be 

separated by a distance d. The signal received given by the equation 3.5 can be 

written as [77] 
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where A1(θ) and A2(θ) are the array manifold vectors for the subarrays. Where  
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where First and Last indicates the first and last rows of the A(θ) matrix. Thus [70 

77] 

 

   ΦAA 12         3.23 

 

where Φ is a diagonal matrix with elements 



 sin2 mdj

e  where m = 1…M.  

 

If Vs is the eigenvectors of the M largest eigenvalues of the received signal auto-

covariance matrix, it can be shown that [70 77] 
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where T is some full rank matrix. Writing V2 in terms of V1  

 

ΦTTVV 1 12       3.25 

ΨVV 12         3.26 

 

where  

 

ΦTTΨ 1        3.27  

 

Thus [70 77] 

 

Φ = TΨT-1        3.28 

 

Thus, since Φ and Ψ are related by a similarity transformation, the eigenvalues of 

Ψ must be equal to the diagonal elements of Φ. Furthermore, the columns of T 

are the eigenvectors of Φ [70 77]. Thus the DOA can be estimated from the 

eigenvalues of Ψ.  
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ESPRIT uses the underlying data model just like MUSIC but overcomes the 

disadvantages of MUSIC by using the constraint of displacement invariance [77] 

i.e. sensor occurs in matched pairs. It can be seen that the equation for 

determining the value of DOA is independent of A(θ) and hence calibration of the 

array is not required. ESPRIT is less sensitive to array imperfections than MUSIC 

[77].  

 

3.2.3 Parametric beamforming 
 

The parametric method of beamforming uses the fact that the medium behaves 

non-linearly in the presence of two high pressure sound levels [44 78 79 80 81 82 

83]. This non-linear nature of the medium is used to generate the sum and the 

difference frequencies [44 78 79 80 81 82 83]. As the high frequencies are 

attenuated faster, the sum components are absorbed by the medium and the result 

would contain the difference component [44 78 79 80 81 82 83]. They have a very 

narrow beam which is as narrow as or narrower than the primary sources that are 

used for its generation. The sidelobe level is very small [44 78 79 80 81 82 83]. 

The beamwidth at the difference frequency depends on the two high primary 

frequencies and the absorption coefficient of the medium at these frequencies [44 

83].    

 

3.3 Evaluation of beamforming techniques 

 

The disadvantage of mechanical beamformers is that they are slow. Hence there is 

a possibility that by the time these arrays are manually rotated to the required 

direction any useful signals would be lost.  

 

The conventional delay and sum beamformer requires a large number of time 

delay elements to steer the beam. This would make it bulky. The resolution of this 

beamformer depends on the length of the array and hence they cannot be used to 

form a narrow beam [77]. This beamformer cannot resolve signal coming from 



 51 

electrical angles less than 
N
2  [77]. This is the weakness of the method and hence 

this beamformer cannot be used for high resolution purposes.  

 

The high resolution beamformers provide good resolution in determining the 

DOA. But in spite of all the advantages it offers, they have their own limitations. 

One major disadvantage is that these beamformers require the estimation of auto 

covariance matrix. The estimation of this matrix is more accurate if there are large 

number of signal samples. With improper estimation the performance of these 

arrays degrades and it might also result in the cancellation of the desired signal. 

The high resolution obtained using these beamformeer is due to large number of 

array elements. As stated in Chapter 1 one of the main objective of this work is to 

reduce the cost of the hardware and by having hundreds of transducers it becomes 

contradictory to our objective.  

 

As discussed in section 3.2, the high resolution beamformers require the array to 

be calibrated. The Eigen-Vector and MUSIC beamformer achieves better 

resolution by using the condition that the signal and noise subspace are orthogonal 

to each other. Thus the knowledge of number of sources is required to divide the 

auto-correlation matrix into signal and noise subspace. Thus if the number of 

sources are not known in advance, the performance of these beamformers 

degrades.  

 

The high resolution beamformers are mainly used in narrowband signal 

applications. In the case of broadband signals, they have to be treated as a 

combination of narrowband signals [20, 21]. Thus the application of these high 

resolution beamforming methods to broadband signals demands large memory 

requirements. This is a distinct disadvantage when it is required to analyse data at 

sea-trials. All the beamformers discussed suffer from ambiguity in determination 

of DOA if the separation between the array elements is greater than
2
 . 

 

The drawback of parametric array principle is that it is difficult to generate 

complicated waveforms [83]. Parametric arrays are not suitable for multibeam 
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operations [83]. Another problem with this type of beamformer is that only a 

small portion of the acoustic power generated at the primary frequencies appears 

at the difference frequency [44 82 83]. Increasing the power in primary 

frequencies in order to increase the difference frequency power would result in 

cavitation [44 82]. Another disadvantage of parametric sonar is that it requires a 

highly linear amplifier at high powers [84]. 

 

3.4 Broadband signals vs Narrowband signals 
 

The active sonar systems available assume that the signal used is narrowband. 

Many problems like range resolution etc which arise due to the use of narrowband 

signals can be avoided by the use of broadband signals. There is no standard 

definition to classify the signal as narrowband or broadband. The best way to 

classify a signal as narrowband or broadband is using their fractional bandwidth. 

Fractional bandwidth can be defined as the ratio of bandwidth to its center 

frequency. The definition of fractional bandwidth is given mathematically as 

follows [85] 

 

)(
)(2

lh

lh

ff
ffFB




        3.29 

 

where FB is the fractional bandwidth, fh is the higher side frequency; fl is the 

lower side frequency. Thus the signal can be classified as a broadband signal if 

the ratio exceeds a certain value otherwise it is considered as a narrowband signal. 

 

Bandwidth can be defined as a spectral region where most of the signal energy is 

concentrated. For detecting targets at long distances, sufficient energy should be 

backscattered from the target. Increasing the transmitted signal power is one way 

to make certain that sufficient energy returns from the target. For narrowband 

signals, the peak power transmitted can be increased by using a pulse with a very 

long duration. Though increasing the pulse width increases the amount of 

detectable energy scattered by the target, this would in turn further degrade the 

range resolution, as the range resolution depends on the pulse length of the signal. 
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Broadband signals can be of long duration. The range resolution of the broadband 

signals depends on the bandwidth of the signal used. Hence the range resolution 

of the broadband signals is not affected by the increase in the signal length. 

 

Thus the use of narrowband signals presents a trade off between reliable detection 

and better range resolution. Both factors are important and hence it would be 

advantageous to use signals with greater bandwidth.  

 

3.4.1 Comparison of broadband signals with narrowband signals 

 

Table 3.1 provides a comparison between broadband signals and narrowband 

signals. 

 

Broadband Signals Narrowband Signals 

Time delay processing: Because the 

center frequency is comparable to the 

signal bandwidth, phase difference 

cannot be used to determine DOA. 

Thus time difference has to be used and 

this aids in avoiding problems like 

phase ambiguity.  

Phase shift processing: Narrowband 

signals uses phase shift between the 

received signals to determine DOA. 

Using phase difference gives rise to 

phase ambiguity if the phase difference 

between the signals is outside ±π  

Rich Target Returns: The target returns 

contain information regarding the target 

at different frequencies.  

Simple target returns: The bandwidth 

of the narrowband signals being very 

small, the amount of information 

returned is also small.  

Wideband signals  provide better noise 

immunity [86] 

 Susceptible to noise 

Large bandwidth enables the pulse 

energy to be distributed over the range 

of frequencies and hence the pulse 

length can be short. 

Narrowband signals require a longer 

duration to have the same amount of 

energy as that of the broadband signals. 

Table 3.1 Comparison of broadband and narrowband signals 
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3.5 Near-field and Far-field 
 

In most of the cases, for the purpose of ease in calculation, it is usually assumed 

that the target which backscatters the signals is situated in the far-field. The 

echoes from the targets situated in the near field would be spherical and hence the 

assumption of the return signals to be a plane wave would lead to the necessity of 

applying error-corrections.  

 

In [87], definition of near-field and far-field is given as  

 

dfieldNear 20        3.30 



22dFieldFar         3.31 

 

where d is the aperture length which is the distance between the two hydrophone 

elements and λ is the wavelength. The wavelength of a chirp signal whose 

frequency varies linearly from 200 kHz-300 kHz is calculated at the center 

frequency fc. The distance d (aperture length) between the array elements is 

assumed to be 0.3m. Thus the center frequency fc is calculated using the formula, 
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       3.32 

 

   From the relationship between the velocity, frequency and wavelength,  

 

fc           3.33 

           
cff

c 1500
         3.34 

   = 0.006m        3.35 

 

Thus according to far field definition [87], the near-field ends at 2d i.e. 0.6m and 

the far-field begins at 
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22dFieldFar          3.36 
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The explanations of near-field and far-field are diagrammatically shown in figure 

3.2 and figure 3.3 respectively. Figure 3.2 and figure 3.3 shows how the sound 

waves reflected from a target located at the near-field and the far-field would 

appear at the receivers. When the target is located in the near-field, it is seen that 

the sound waves arriving at the receivers cannot be considered as a plane wave. 

But when the target is located in the far-field, the separation between the two 

receivers is very small when compared to the distance to the target and hence the 

points on the spherical surface impinging on the two receivers can be considered 

close enough in order to approximate them into a plane wave. Thus in the case of 

a 0.3m aperture spacing the far-field is supposed to start at 30m and therefore any 

acoustic waves backscattered from a target beyond 30m can be assumed as plane 

waves. Returns from a target at the near-field can be processed by taking into 

account the spherical nature of the returned signals. 

 

 

 

 

 

 

 

 

 

Figure 3.2 Near-field 
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Figure 3.3 Far-field 

 
 
3.6 Summary 
 
This chapter explains the key DOA algorithms available in literature.  It was 

found from the literature that these beamforming algorithms work well for 

narrowband signals due to their reliance on processing using phase difference. In 

order to use these beamformers with broadband signals, the signals have to be 

divided into narrowband signals and considered separately. Applying these 

beamformers to the sparse array considered in this project, the problem of phase 

ambiguity would arise as the array used has elements separated by d >>λ. It was 

also found that these high resolution beamformers require reliable estimation of 

the noise correlation matrix which is possible only in the presence of large 

number of array elements. With the number of array elements in this project very 

small, the estimation of the covariance matrix would be prone to errors. For these 

reasons the existing high resolution algorithms was found unsuitable for this 

project. 

 

Broadband signals and their comparison with narrowband signals are presented in 

the next section. The chapter concludes with the explanation of the near and far 

field criterion which is useful for classifying whether the backscattered signal 

arriving at the receivers from the target can be approximated to plane waves. 

Target 

Far-Field (>2d2/λ) 

d Rx1 Rx2 
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Chapter 4 
Direction of Arrival Estimation and Image Formation  

 

 
From the description of beamforming processes in chapter 3, it is clear that most 

work is based on narrowband assumption. Hence the spacing between the array 

elements cannot be greater than λ/2.  It has been noted in [30 86 87] that widely 

spaced array elements have more tolerance in measurements and hence more 

accuracy. But widely spaced array elements would give rise to phase ambiguity. 

Thus for wider array element spacing time difference of arrival has to be used. 

 

Using broadband signals it is possible to accurately determine the time difference 

of arrival of signals between two receivers. Thus with broadband signals, 

problems which arise due to phase ambiguities can be avoided. Hence widely 

spaced receiver elements can be used  thus guaranteeing better performance [30 

86 87]. Keeping in view the other advantages of broadband signals over 

narrowband signals, the use of broadband signals was selected. 

 

4.1 Structure of receiver 
 
Figure 4.1 shows the block diagram of the receiver structure used in this research. 

Figure 4.1 shows the receiver structure having two channels. 

 
Figure 4.1 Structure of receiver 
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Figure 4.1 shows the structure of a receiver having two channels. The signals 

from the hydrophones are passed on to the receiver processing block. The receiver 

processing block contains i) Bandpass filter ii) Matched filter and iii) Time 

Varying Gain (TVG). As described in Chapter 2, section 2.3, the hydrophones 

convert pressure signals impinging on them into electrical signals. The signals 

from each hydrophone then pass through the bandpass filter where unwanted 

signals are removed.  

 

4.1.1 Matched filter operation 

 

Let the transmitted signal be s(t). As described in Chapter 2 section 2.3.4, the 

impulse response of the matched filter is  

 

)()( * tTsth         4.1 

 

The signals considered in this project are real signals. Therefore the impulse 

response of the matched filter would be time reversed form of the transmitted 

signal. Let xMF1(t) and xMF2(t) be the matched filter responses from the channel 1 

and channel 2. Therefore, 
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where )(~
1 ts and )(~

2 ts  are the signals obtained after passing through the bandpass 

filter. Matched filtering provides a processing gain of Bτ where B is the bandwidth 

of the transmitted signal and τ is the signal duration. For a wide bandwidth signal 

the time bandwidth product is always greater than unity. Processing gain can also 

be defined as the ratio of the signal duration before compression to that after 

compression.  

 

Consider a chirp signal sweeping from 200 kHz – 300 kHz in 5ms. The bandwidth 

of the signal is 100 kHz. The time bandwidth product is  
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5005100  mskHzτB        4.4 

 

Thus there is a processing gain of 500. This is demonstrated using figure 4.2 to 

figure 4.5. 

 

 
Figure 4.2 Spectrogram of a 100 kHz bandwidth chirp signal  

 

 

Figure 4.3 Matched filter output 
 

Figure 4.4 Matched filter output in 

dB 
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Figure 4.5 Matched filter output in dB showing 3 dB point 

 

Figure 4.5 is the expanded version of matched filter output in dB in figure 4.4 

showing the 3 dB point. The mainlobe size is approximately 12.5 samples. The 

sampling frequency used was 1 MHz. Thus the size of compressed pulse (at -3 

dB) is 12 µs. The compression ratio is 
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which is almost equal to the time bandwidth product. Thus it is seen that the pulse 

is compressed by a factor determined by the compression ratio.  

 

4.1.2 Time Varying Gain (TVG) 

 

Because of the spreading losses the signal peaks formed after the matched 

filtering process would be very small. In order to compensate for the loss a TVG 

amplifier is applied to the output of the matched filter. The gain of the TVG 

amplifier varies with time. From section 2.1.2.1, the loss due to spherical 

spreading is proportional to square of the distance travelled by the signal. Hence 

to compensate for the spherical spreading loss, the gain of the amplifier varies as 



 61 

the square of the distance travelled to the target.  The gain of the amplifier can be 

given by the following equation. 
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In the above equation r(t) is the distance travelled by the signal. Equation 4.7 

gives the square of the distance travelled to the target. The travel time t can be 

determined by 

 

F
nt           4.8 

 

where n is the sample number and F is the sampling frequency. Applying the 

TVG to the matched filter output in equation 4.2 and equation 4.3, 
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)()()( 22 txtGtx MFTVG        4.10 
 
 
where xTVG1(t) and xTVG2(t) are the outputs of the TVG amplifier. This output is 

then used as the input to the beamforming block. The variation of the gain of TVG 

amplifier w.r.t. time is shown in figure 4.6. Figure 4.6 shows time in milliseconds 

(ms) along the X axis and gain along the Y axis.   

 

The process of estimating the DOA and image formation is described in the next 

section. 
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Figure 4.6 Time varying gain 

  

4.2 Direction of arrival (DOA) estimation for broadband signals 
 

In this section the relation governing the DOA estimation is described. Also the 

method used in the project to determine the DOA and the target range is explained 

in detail. 

 
4.2.1 Equation to determine DOA 

 

The transmitter receiver geometry for the purpose of deriving the relationship 

between DOA and the time difference of arrival is shown in figure 4.7. The 

assumption made is that the target is located far enough so that the signals arriving 

at the receivers Rx1 and Rx2 can be considered as a plane wave i.e. it is assumed 

that the target is located in the far-field.  
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Figure 4.7 Transmitter-Receiver geometry 

 

Let PT be a point target at a distance of r metres from the transmitter Tx. Let Rx1 

and Rx2 be the two receivers which are at a distance d apart. The condition for far-

field (2d2/λ) <<r is assumed making it possible to treat the signals arriving at the 

receiver as plane waves. θ is the DOA and is the angle made by the plane waves 

with the array axis. δx is the extra distance that has to be travelled by the plane 

wave in order to reach the receiver Rx2. 

 

The distance δx can be written as 

 

 tcx           4.11 

 

where δt is the time taken to travel the extra distance of δx and c is the speed of 

sound in water which is 1500m/s. 

 

In order to define δt it is necessary to define the sampling time. Let T be the 

sampling interval and let nd be the difference in number of samples due to δx. 

Thus the equation for δt can be written as 

δx 

θ 

S 

Rx1 Tx Rx2 

PT 

r 

d 
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)( TTnt d         4.12 

 

where T is the error due to finite clock accuracy. Assuming a high sampling 

frequency equation 4.12 can be written as  

 

Tnt d         4.13 

 

Substituting equation 4.13 in equation 4.11, δx can be written as 

 

Tcnx d         4.14 

 

The far-field assumption makes it possible to assume the triangle S-Rx1-Rx2 in 

figure 4.7 to be a right triangle with the angle S to be 900. Thus from the right 

triangle S-Rx1-Rx2,  

 

d
x sin         4.15 

 

d
Tcnθ dsin         4.16 

 

From the above equation, it is possible to calculate the DOA of the signal. Hence  

 







 

d
Tcnd1sin        4.17 

 

Thus, by knowing the separation between the receivers, the speed of sound in 

water, the sampling interval and the difference in number of samples due to the 

extra distance δx traveled in order to reach the receiver Rx2, it is possible to 

determine the DOA of the signal. In the above equation all the parameters are 

known except the value of nd that has to be determined. It is assumed that the 

sampling frequency is high so that the error in the determination of nd is low. nd is 
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proportional to the delay time of one signal w.r.t the other and hence its value is 

determined using correlation which is explained in the following paragraphs. 

 

4.2.2 Correlation 

 

Correlation can be defined as a mathematical process of comparing one signal 

with the other or more signals in order to establish the similarity between them 

[87 88]. The process of correlation involves successive shifting of signals and 

then finding the comparison of the signal for each shift. Thus correlation is a way 

to determine the presence of a signal pattern in a noisy background. If there are 

two signals xTVG1(t) and xTVG2(t) then the correlation process can be written 

mathematically using the following equation 

 

 


T

TVGTVGTss dttxtx
T

R
0

21 )()(1lim)(      4.18 

 

which can be written as  

 







n

TVGTVGss lnxnxlR )()()( 21      4.19 

 

where Rss(l) is the correlation result. In the above equation, l determines the 

amount of lag or lead in the signal. When the two signals are similar a peak is 

formed whose position is dependent on the amount of lead or lag between the 

signals.  

 

The relationship between correlation and convolution can be given by using 

equation 4.20.  

 

)()()( 21 nxnxnR TVGTVGss        4.20 
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The result from the correlation will have both positive and negative peaks. In 

order to determine the delay an absolute value function is applied to the result 

which is expressed as 

 

)l(R)l(R ssss 1        4.21 

 

From equation 4.19 when two signals are correlated, the first signal is searched 

for presence of a pattern similar to that in the second signal. This can be 

performed by introducing delay in the second signal and sliding it over the first 

signal. If these signals are outputs from two hydrophone elements then the 

position of the peak could be used to obtain the value of the delay of one signal 

w.r.t the other. Thus from the above equations, the lead or lag l gives the number 

of samples, nd, by which the plane wave arriving at one hydrophone leads or lags 

the signal arriving at the other hydrophone. 

 

It is possible to group the correlation result under three cases. In the first case, the 

signals arrive at both the receivers simultaneously. In the second case, the signal 

which arrives at Rx1 leads the signal arriving at Rx2. The third case is where the 

signal which arrives at Rx1 lags behind the signal arriving at Rx2. The following 

paragraphs examine each of these cases in more detail with some examples for 

correlation. 

 

Case 1: Signals arriving at both the receivers simultaneously 

 

When signals arrive at the receivers Rx1 and Rx2 at the same time they are in phase 

with each other. Thus the correlation peak would be formed at the center of the 

correlation result which corresponds to zero delay. This configuration of the target 

and the receivers is shown diagrammatically in figure 4.8. 
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Figure 4.8 Signals arriving at the same time 

 

For the purpose of demonstration, the correlation of a simulated random signal is 

shown in figure 4.9. A random signal is chosen as the returns from the target for a 

broadband signal would be more or less like that of a random signal. The number 

of samples assumed was 600.  

 

 
 

Figure 4.9 Correlation result of the signals arriving at the same time 
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The length of the correlated signal is given by  

 

121  LLL                   4.22 

     1600600                    4.23 

     1199  samples long                 4.24 

 

where L is the total length of the correlated result, L1 and L2 are the lengths of the 

signals being correlated. Since the signals arrive at the receivers at the same time, 

the peak would be formed at the center. It could be verified that the total length of 

the result is 1199 samples and the peak would be formed at 600th sample. 

 

Case 2: Signal arriving at receiver Rx1 before Rx2 

 

The configuration for which the signal arriving at Rx1 leads Rx2 is shown 

diagrammatically in figure 4.10. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.10 Signals arriving at Rx1 before Rx2  
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When the signals arrive at the receiver Rx1 before Rx2 then the signal which 

impinges on Rx1 leads Rx2 by certain amount of time which can be determined by 

a shift in the peak’s location. Thus the peak would not be formed in the center of 

the result but would be moved.  

 

In order to demonstrate this case, the same signal used in case 1 is used but the 

second signal which reaches receiver Rx2 is given a small delay of 100 samples in 

order to show the movement of the peak away from the center. The result is 

presented in figure 4.11. 

 

 
Figure 4.11 Correlated result of the signals with the signal arriving at Rx1 

leading that arriving Rx2 by 100 samples 

 

The length of the signal is 600 samples each. From equation 4.22 the length of the 

correlated result is  

 

16002 L        4.25 

      1199  samples long      4.26 

 

Thus if the signals had arrived at the same time the peak should have been at the 

center i.e. at 600th sample but from figure 4.11 we find that the peak is located at 

the 500th sample which indicates that the signal reaches Rx1, 100 samples earlier 
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than Rx2. Therefore, when the peak shifts to the left of the center it means that the 

receiver on the left (Rx1) receives the signals sooner than the receiver on the right 

(Rx2). 

 

Case 3: Signals arriving at receiver Rx2 before Rx1 

 

When the signals arrive at the receiver Rx2 before Rx1 the peak forms to the right 

of the zero lag correlation peak. In order to demonstrate this case, the signal which 

arrives at receiver Rx1 is given a delay of 100 samples. The result is presented in 

figure 4.12. Both the signals have a length of 600 samples each and from the 

previous calculations the length of the result would be 1199 samples. Here the 

peak would be moved to the right by 100 samples and would be formed at 700th 

sample. From figure 4.12 it is seen that since the signal arrives at Rx2 before Rx1 

the peak is shifted to the right and that the peak is formed at 700th sample which 

conforms to the calculation. 

 

 
Figure 4.12 Correlated result of the signals with the signal arriving at Rx2 

leading that arriving Rx1 by 100 samples 

 

An integrator in the form of lowpass filter is applied to the output obtained after 

taking the absolute value of the correlated result. The lowpass filter smoothens the 
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results and forms distinct peaks. Consider a low pass filter with a impulse 

response of hLP(n). Mathematically the output from the lowpass filter is given by 

 

)()()( 1 lRlhlR ssLPLP               4.27 

 

where RLP is the output after passing through the low pass filter. As an example a 

low pass filter is applied to smoothen the correlated signal in figure 4.9 and the 

result is given in figure 4.13.  The passband of the lowpass filter applied depends 

on the signal bandwidth. 

 

 
Figure 4.13 Low Pass Filtered Output 

 

4.2.3 Determination of number of delay samples ‘nd’ 

 

From equation 4.17 the only parameter that has to be determined is the value of nd 

which represents the number of delay samples. Thus knowing nd it is possible to 

determine the DOA. In section 4.2.2, the process of correlation was discussed. It 

was also shown with simulation examples that when two signals with no delay are 

correlated, the correlation peak is formed at the center (zero lag) and the peak gets 

shifted in case there is a delay in the signal received by either of the receivers. 

Thus using this method it is possible to determine the delay samples and hence the 

DOA of the signal from equation 4.17. 
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In this project it has been assumed that the complex target is made up of number 

of point targets. Thus each point target backscatters the signal which strikes them 

and the signal obtained on each of the hydrophone is a combination of all the 

signals from each of the point targets. Hence the signal from each of the complex 

target should form a signature that allows identifying the target uniquely. Since 

the correlation process determines the similarity between the return signals, it is 

considered as the suitable method to determine the similarity between the return 

signatures from the complex target which is received by a pair of receivers. 

Passing the hydrophone output through matched filter will result in a unique range 

profile of the target. Hence the process of determining the delay becomes that of a 

pattern recognition process which forms a pattern to be compared. Thus by 

determining the position of the peak formed due to the match in signatures from 

the target, it is possible to determine the delay samples. 

 

The principle behind which the determination of DOA is based in this research 

can be stated as follows: 

 

 If one transmits a signal, with bandwidth many times greater than the reciprocal 

of the required range resolution, then most practical targets will produce a 

“complex” echo, whose autocorrelation has a distinguishable peak and whose 

cross-correlation with other targets is reduced. This being the case, it is possible 

to deduce the existence of multiple, angularly separated targets from the cross-

correlation of portions of the signal received on two channels.  

 

Figure 4.14 gives the block diagram of the beamforming that shows the procedure 

for determining nd. In figure 4.14, the output from the hydrophones after passing 

through the receiver processing block produces the signals xTVG1(n) and xTVG2(n). 

The peak detection block in figure 4.14 is used to determine the correlation peak 

which gives the value of nd, the number of delay samples. 
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Figure 4.14 Block diagram of the process for determining ‘nd’ 
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In figure 4.14, Channel 1 and Channel 2 in the receiver processing block consist 

of the bandpass filter, matched filter and TVG amplifier. Thus by determining the 

delay samples nd, and with the knowledge of the sampling interval T it is possible 

to determine the delay time δt from which it is possible to obtain the DOA. 

 

4.2.4 Determination of Range ‘r’ 

 

In section 4.2.3, the method for determining the number of lead or lag samples in 

order to determine the DOA was discussed. In the case where there is a single 

point target, it is possible to determine the range by finding the position of the 

peak from the matched filter output. This gives the delay between the sending out 

of the signal and the return signal which represents the two way travel time. Also 

the DOA can be determined using the method described.  

 

The processing described in figure 4.14 would be suitable in the case of a single 

point target. Consider the case when there are number of targets in the path of the 

transmitted signal. All the targets in the signals path would provide a significant 

backscatter of the transmitted signal. Each target in the signal path forms a pattern 

which uniquely represents the target. Since the target is made of a collection of 

point targets, applying matched filter to the received signal would result in the 

formation of target range profile. Using the process described in figure 4.14, the 

matched filter outputs are correlated for determination of nd. If the received 

signals are correlated as a whole in order to determine the direction of arrival, the 

range information is lost. Also correlation of the received signals as a whole 

would cause the formation of multiple lead and lag peaks. Hence the range and 

DOA information becomes ambiguous. An illustration of the same is provided in 

section 4.2.9. 

 

To overcome the problem mentioned above, it would be useful to divide the signal 

from the receiver processing block into range cells and consider small ranges at 

one time. For greater accuracy in range determination it is desirable to make the 

range cells as small as possible. By dividing output signal into range cells it is 

possible to determine simultaneously the range at which the target lies with a 
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certain amount of accuracy and also the corresponding DOA. The process of 

division of signals into range cells is shown in figure 4.15.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.15 Division into range cells 

 

Thus the signal is divided into small range cells which contain fewer samples. The 

number of samples in each range cell is calculated using the range cell size 

chosen. The calculation of number of samples in each range cell is given in 

section 4.2.5. The range cell obtained from signal of one channel is correlated 

with the corresponding range cell from the signal of the other channel. The 

correlated result gives the angular samples. The number of angular samples to be 

chosen is given in section 4.2.6. The lead or lag is calculated for each of the 

angular samples chosen. If the size of each range cells is xr meters and if there are 

NI  range cells to the target, the range is calculated using the equation  

 

rI xNr          4.28 

The process is described using figure 4.16, figure 4.17 and figure 4.18. Figure 

4.16 shows the outputs of two channels xTVG1 and xTVG2. The numbers in each cell 

indicate the samples in the signal. Let xr, the range cell size, corresponds to l 

samples. Thus samples 1 to l form the first range cell as indicated in figure 4.18, 

samples l+1 to 2l form the second range cell and so on.  The samples 1 to l from 

the first range cell of xTVG1 and xTVG2 are correlated. The correlated result gives the 
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angular cell samples. The correlated result is passed through an absolute value 

function and lowpass filter and stored as the first row of an array (figure 4.17 

shows the correlation of ith range cell from signal 1 and signal 2). Similar 

operation is performed on subsequent range cells and stored in the corresponding 

rows of the array. The center column of the array corresponds to the zero lag. A 

peak in the angular cell indicates the presence of a target in the particular range 

cell. The position of the peak w.r.t the zero lag indicates the amount of lead or lag 

between the signals. The array obtained after correlation of the range cells is in the 

r-θ format. As each range cell is considered, a variable i is incremented by one in 

order to keep track of the number of range cells considered. In the figure 4.18, the 

array formed has NI rows thus NI range cells. The range is obtained using equation 

4.28. Number of samples from the zero lag point of each row of the array gives 

the value of nd. The DOA can be calculated using equation 4.17.   

 

 

 

 

 

 

 

 

 

Figure 4.16 Receiver outputs shown with cells marked 

 

 

 

 

 

 

 

 

Figure 4.17 Angular cell values from range cells 
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Figure 4.18 Process of dividing into range cells and correlation (rθ matrix)  

 

Thus it is possible to determine the DOA from the cross-correlation procedure and 

the range by the division of the signals into range cell. From the process above it 

is seen that the range resolution is sacrificed in order to obtain the DOA. The 

entire procedure is shown as a block diagram in figure 4.19. 

 

When there is an overlap of p% between two range cells, then the equation for the 

determination of range is 
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Overlapping of range cells is performed to avoid the case when a target lies in the 

ith range cell in one of the received signals whereas the same part of the target lies 

in the (i+1)st range cell of the other signal. Thus for a 50% overlap, samples 1 to l 

become the first range cell, samples l/2+1 to 3l/2 become the second range cell, 

samples l to 2l become the third range cell and so on. For a monostatic system the 

value of r obtained using equation 4.28 or 4.29 is the two way travel distance.
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Figure 4.19 Block diagram for determining ‘nd’ after dividing into Range cell
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4.2.5 Number of samples in a range cell 

 

 If the signal is divided into range cells of xr meters, the number of samples (nRC) 

that constitute a range cell is given by the equation. 

 

 
c
Fxn r

RC          4.30 

 

where F is the sampling frequency in Hz. For a p% overlap, the ith range cell can 

be written as 

 

  iLLixmx TVGiTVG :11)(_1   i = 1……NI, m=1……nRC  4.31 

 

where  













  RCnproundL

100
1            4.32 

 

Similarly xTVG2 can be divided into range cells using equations 4.31 and 4.32. 

 

4.2.6 Number of angular cells in the ith range cell 

 

The number of angular cells corresponding to the ith range cell chosen is another 

factor that has to be calculated. For a particular beam angle it is necessary that the 

right number of correlated data samples is considered rather than taking all the 

samples obtained from correlation. Consider figure 4.20. 

 

In figure 4.20, the transmitted signal is assumed to have a beamwidth of 2θb. This 

means that the signal illuminates an area covered by the corresponding beam 

angle. Thus, while determining the DOA it is enough that the search is limited 

from 0o to half beam angle θb on one side. This is repeated on the other side as 

well.  There is no interest in looking at signals which lie outside the angle θb on 

both sides. 
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Figure 4.20 Beam angle and receivers 

 

The DOA thus varies from θb to 0 on one side and then from 0 to θb on the other. 

Since the maximum angle of arrival is θb on each side, the maximum delay that is 

possible on each side would be corresponding to the angle θb. This can be 

determined as follows.  

 

Thus for half-beam angle of θb, rearranging equation 4.16 

 

c.T
)d.sin(θn b

d_max        4.33 

 

Thus after correlating each of the corresponding range cells, it is enough to 

consider nd_max samples on each side of the correlation result from the zero lag, 

which corresponds to the half-beam angle. Thus the useful data for the formation 

of the image should lie within 2nd_max samples as shown in figure 4.21. Hence for 

all the samples which lie within the maximum limit of the samples NA = 2nd_max 

the DOA is calculated. 
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Figure 4.21 Diagram showing the maximum number of useful samples 

 

4.2.7 Algorithm steps for determining the rθ matrix and flowchart 

 

The steps involved in determining the rθ matrix is presented in this section. The 

algorithm presented combines the procedure explained from section 4.2.4 to 

section 4.2.6. 

  

Step 1) The number of samples in each range cell is calculated using equation 

4.30. Initialize a range cell counter i =1. 

Step 2) Get the ith range cell from the signals obtained from the Channel 1 and 

Channel 2. 

Step 3) Correlate the ith range cell of the signal from Channel 1 with the 

corresponding range cell of signal from Channel 2. Increment the 

counter i. 

Step 4) Calculate the number of angular cell samples using equation 4.33 and 

store them into an ith row of the array. 

Step 5) If all the samples from the signals have been considered then Stop 

otherwise go to Step 2. 

2nd_max 

n=0 n = nd_max n = nd_max 

Zero lag 
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Figure 4.22 Flowchart of the algorithm 

 

An illustration of the process of determining the range and DOA is presented in 

section 4.2.9. 

 

4.2.8 Mathematical explanation of the entire procedure 

 

When a received signal is matched filtered, a peak is formed at the range where 

the target occurs. Since the target is modeled as a collection of point targets, each 

of the point target whose dimension is greater than the signal wavelength λ 

backscatters the incident signal. The signals received would be a collection of all 
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the signals from each point on the target. When a matched filter is applied to the 

received signal, a collection of peaks are formed. Since the matched filter peaks 

are formed at the range where the point targets are located, these peaks form a 

distinct target profile of the target being imaged. When correlation is performed, 

these target profiles are matched. Depending on the shift of the samples from the 

zero lag point, DOA is determined. Thus the determination of DOA is narrowed 

to pattern matching technique. Hence ith row of the rθ matrix can be 

mathematically written as  

 

 )()()( _2_1 mxmxmh iTVGiTVGLPi rθ     4.34 

 

 

 

 

 

 

 

 

Figure 4.23 Explanation of the equation 4.34 in parts 

 

where xTVG1_i and xTVG2_i are the ith range cells obtained using signals from 

Channel1 and Channel2. The symbol  is used to indicate correlation. Figure 

4.23 shows the entire procedure followed in obtaining the ith row of rθ matrix.   

xTVG1_i and xTVG2_i contain target profiles which are obtained after matched 

filtering of received signal. The correlation between them gives the lead or lag in 

the signatures. The correlation is performed using fft operation.  

 

4.2.9 Illustrating range and delay determination procedures 

 

A chirp signal with frequency varying from 325 kHz to 425 kHz is transmitted. 

The signal is sampled with a sampling frequency of 1 MHz. Two hydrophone 

elements Rx1 and Rx2 separated by a distance of 0.4m receive the backscattered 
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signal. The signals at the receivers outputs are shown in figure 4.24 and figure 

4.25. 

 
Figure 4.24 Receiver output Rx1 

 
Figure 4.25 Receiver output Rx2 

 

In figure 4.24 and figure 4.25, signal 2 arrives at the receivers Rx1 and Rx2 at the 

same time. Signal 1 arrives at Rx1 before Rx2 by 102 samples. Similarly signal 3 

arrives at Rx2 before Rx1 by 80 samples. The output after applying matched filter 

and TVG to the receiver Rx1 and Rx2 outputs are shown in figure 4.26 and figure 

4.27.  
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Figure 4.26 Matched filter output from Rx1 

 
Figure 4.27 Matched Filter output from Rx2 

 

The output obtained by correlating the signals in figure 4.26 and figure 4.27 

without dividing it into range cells is given in figure 4.28. 
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Figure 4.28 Correlation between Rx1 and Rx2 without dividing into range 

cells 

 

Here similar target clusters (explained further in Chapter 5) are placed at different 

distances. Thus the signals while correlating matches with itself and the other 

arriving signals. Hence a number of peaks are formed in the correlated output. 

Determining the delay and hence the DOA is difficult from this correlated output. 

There are only three target clusters but in figure 4.28 seven peaks are seen. This is 

using the receiver model in figure 4.14. 

 

The signals are now divided into range cells and then correlated. The signals from 

the matched filter output of Rx1 and Rx2 are divided into range cells of 0.75m. 

Hence 
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c
Fxn r

RC 500
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       4.35 

 

Therefore each range cell will have 500 samples. Each range cell of Rx1 is 

correlated with the corresponding range cell of Rx2 i.e. first range cell of Rx1 is 

correlated with the first range cell of Rx2 and so on. If there is a match then a peak 

is formed. The position of the peak from the zero lag (in this case 500th sample) 

gives the number of delay samples and hence the DOA can be calculated from the 
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delay samples. From the matched filter outputs in figure 4.26 and 4.27, the first 

signal arrives at 347th range cell. Thus correlating between the 347th range cell of 

receivers Rx1 and Rx2 the following result is obtained. 

 
Figure 4.29 Correlation between 347th range cell of Rx1 and Rx2 

 
Figure 4.30 Correlation between 347th range cell of Rx1 and Rx2 magnified 

around the correlation peak 

 

Figure 4.29 and figure 4.30 shows the same plot but figure 4.30 is magnified 

around the area where the peak is formed. The length of the correlation result 

should be 999 samples. Since the signal 1 arrives at the receiver Rx1 earlier than 

Rx2 by 102 samples, the peak would be formed at 398th sample position. It is 
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found from figure 4.30 that the peak is formed at the 398th sample. This means 

that Rx1 leads Rx2 by 102 and hence the DOA is 22.48o. Using equation 4.28, the 

range is given by 

 

mxNr rI 25.26075.0347        4.36 

 

This was verified from the knowledge of target coordinates which gave 260m. 

This gives the two way travel distance as the system considered is monostatic. 

 

Signal 2 occurs in the 374th range cell. The result of correlation between the 374th 

range cell of Rx1 and Rx2 is shown in figure 4.31 and figure 4.32.  

 

 
Figure 4.31 Correlation between 374th range cell of Rx1 and Rx2 
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Figure 4.32 Correlation between 374th range cell of Rx1 and Rx2 magnified 

around the correlation peak 

 

From figure 4.32 it is seen that the peak is formed at  500th sample which is the 

zero lag position. This indicates that the signal arrives at Rx1 and Rx2 at the same 

time. The range can be calculated in the same way as in equation 4.36 which was 

then verified using the target coordinates. 

 

Similarly figure 4.33 and figure 4.34 shows the result of correlating the 447th 

range cell where signal 3 occurs.  

 
Figure 4.33 Correlation between 447th range cell of Rx1 and Rx2 
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Figure 4.34 Correlation between 447th range cell of Rx1 and Rx2 magnified 

around the correlation peak 

 

Correlating the 447th range cell of Rx1 and Rx2 a delay of 80 samples is obtained. 

Since the correlation peak is formed on the right side of the zero lag, the signal 

arriving at Rx2 leads that arriving at Rx1.  

 

4.2.10 Resolution in the calculation of range 

 

The algorithm divides the returns into range cells of xr meters. Objects that lie 

within the range cell are taken to be at the distance where the range cell is located. 

Thus, there is a maximum error in the measurement of range equal to xr meters. 

Let rM and rA be the measured and actual range at which the target is present. The 

measured range can be given as  

 

IrM Nxr          4.37 

 

where NI is the total number of range cells to the target when there is no overlap. 

Consider figure 4.35. 
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Figure 4.35 Diagram showing actual and measured ranges 

 

Thus the error e between the measured and actual range is  

 

AM rre          4.38 

 

  r1rIrIr xxNxNxe       4.39 

 

where xr1 is the distance from the edge of previous range cell to the target. Thus 

 

r1r xxe          4.40 

 

Thus from the above equation it is possible to write 

 

0(e)lim
r1r xx




        4.41 

 

and hence AM rr   

 

The above equation states that smaller the range cell size more closer the 

calculated range would be to the actual range. When there is an overlap of p% 
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between the range cells, the error e in range determined is reduced. This can be 

shown as follows. 

 

IrM Nxpr 





 

100
1        4.42 

 

Let e1 be the error obtained when the range cells are overlapped. 
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where  m  is the smallest distance greater than m and obtained with same range 

cell and without overlap. 
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Let 
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From equation 4.40 and 4.46, equation 4.45 can be written as 

 

    RR eeeee 1       4.47 

 

From equation 4.46 it can be found that the error eR is always negative. Thus 

equation 4.47 states that overlapping the range cells would reduce the error in 

range and would provide a better estimation of the target range. 
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4.3 Image formation 
 

The DOA and the range at which the target lies are determined by obtaining the 

time difference of arrival of the signals at each of the hydrophones. By knowing 

the range and the DOA, the position of individual pixels in the image can be 

obtained using the basic trigonometric formulas. The method of image formation 

is described in the following paragraphs.  

 

4.3.1 Digital image 

 

This section defines the structure of a digital image. A digital image can be 

represented by a function f(x,y) which is a two-dimensional matrix. The value at 

the location (x, y) provides the intensity of the pixel at that particular location 

[89]. The image is represented in the matrix form using the following equation 

[89] 
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yxf    4.48 

 

Thus in equation 4.48, the continuous image is written in the discrete form as a 

MxN array where each array element represents a discrete sampled value from the 

continuous image.  

 

4.3.2 Equation for image formation 

 

This section deals with equations involved in image formation i.e. determination 

of the position of the pixel in f(x,y).  The process of formation of rθ matrix 

requires two hydrophone elements. Thus for image formation, response from a 

pair of hydrophones is required. 
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Figure 4.36 Diagram showing two receivers and the DOA 

 

Consider figure 4.36. The figure shows the receiver geometry for the received 

signal along with the DOA marked. The DOA is determined by the process 

described in section 4.2. The triangle Rx1-S-Rx2 is a right angled triangle at S and 

hence 

 

 0
21 90SRxRx       4.49 

 

The image coordinates have to be obtained with reference to Rx2 in the above 

case. Figure 4.36 is simplified and redrawn with the axis located at Rx2 in figure 

4.37. The value of range r can be determined from the number of range cells to 

the target. 

 

From figure 4.37 the X and Y coordinates of the image can be deduced by 

considering Rx2-PT, which represents the range r, as the resultant. Using the basic 

trigonometric relation it is possible to split Rx2-PT into its x and y components. 

From figure 4.37 
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Figure 4.37 Simplified figure showing the resolving of the image coordinates 

 

  090         4.50 

 

Therefore  

 

cos.rY          4.51 

sin.rX          4.52 

 

The X and Y components are reversed when compared to the normal Cartesian 

coordinate system because in the case of the image the rows correspond to the X 

values and the columns correspond to the Y values considering the image as a two 

dimensional matrix. 

 

4.3.3 Determination of pixel intensity 

 

In section 4.3.2 the scheme to determine the image from the coordinate obtained 

was described. The location of the pixel is not the only desired value for the 

formation of the image. Apart from the coordinate values it is necessary to decide 

on the value of the pixel intensity at a particular coordinate.  
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In this section, determination of pixel intensity at the coordinates chosen is 

described. A brief explanation of the process in the form of a block diagram is 

shown in figure 4.38. It is known that the received signal is matched filtered in 

order to detect the positions of the returns. The output of the matched filter would 

give the signal energy. Then the matched filtered signal passes through the TVG 

amplifier block in order to compensate for the spreading losses. In figure 4.38 the 

blocks named Channel 1 and Channel 2 includes these operations. In the 

beamforming process, the matched filtered signals from two channel blocks are 

divided into range cells and cross-correlation is performed in order to determine 

range and DOA. The result obtained would thus be square of energy as can be 

shown from the following equations and the pixel intensity is taken to be the 

square root of that result. Thus if  

 

(m)Emx 1TVG1_i )(   m = 1……nRC    4.53 

 

(m)Emx 2TVG2_i )(   m = 1……nRC    4.54 

 

where xTVG1_i and xTVG2_i are ith range cells of the match filtered signals from 

Channel 1 and Channel 2. Since matched filtering involves correlation of the 

signal with itself, the TVG amplifier output would be energy signal as indicated 

by equations 4.53 and 4.54. Correlating equation 4.53 and equation 4.54 would 

give squared of energy signal. Thus, 

 

   )()()( 21 mEmEkET      k = 1……NA    4.55 

 

    )()( kEk Tirθ        4.56 

 

where rθi are the values in the ith row of the rθ matrix. 
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Figure 4.38 Determination of pixel intensity 

 

4.3.4 Forming image from the coordinate values 

 

The image mapping process is described below. Let V be a pixel value in the rθ 

matrix. This pixel value has to be mapped on to the image matrix. Knowing the 

row and column in which the chosen pixel is located in the rθ matrix, the range 

and DOA can be calculated. The image coordinates can be obtained using 

equation 4.51 and equation 4.52. The X value determines the row in which the 

pixel to be mapped is located in the image matrix. The Y value determines the 

column in which the pixel is located from the center column of the image matrix. 

The exact positions of the pixel i.e. the coordinates of the pixel on the image is 

obtained using the formula which is given under three cases. 

 

Case 1: Correlation peak on the left of the center point in rθ matrix 

 

Let XPT and YPT be the image coordinates for the pixel obtained using equation 

4.51 and equation 4.52. Let Xc and Yc be the center row and column of the image 

array.  
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In a matrix form, it can be described as follows in the form of the following 

equation. 

 





























0..000
0..00
0..000
0..000
0..000
0..000

),(

V

YXf PTPT

     4.59 

 

where V is pixel intensity at the pixel position. The determination of this value is 

explained in section 4.3.3. 

 

Case 2: Correlation peak on the right of the center point in rθ matrix 

 

YYY cPT          4.60 

XX PT          4.61 

 

As in equation 4.59, after determining the X and Y coordinates, the value at these 

coordinates are placed in the appropriate position in the image matrix.  

 

Case 3: Correlation peak at the center point in rθ matrix  

 

cPT YY          4.62 

XX PT          4.63 

 

The image matrix can be obtained in the same way as the above two cases. 

 

4.3.5 Modified flowchart of the process  

 

In this section the flowchart in figure 4.22 is modified based on the new additions 

to the processing explained in sections 4.3.2 to 4.3.4. The modified flowchart is 

shown in figure 4.39.  
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Figure 4.39 Modified flowchart with additional processing features 
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4.4 Multiple Direction of Arrival Estimation using Sparse 

Arrays 
 

The previous sections dealt with theory for forming an image of the target scene 

using an array with two hydrophone elements. A summary of the steps involved in 

the image formation using two hydrophone elements are as follow: 

 

1) Divide signals into range cells. 

2) Determine the rθ matrix by cross-correlating between the range cells. 

3) Map the elements of the rθ matrix into an image array.  

 

4.4.1 Shortcomings of using two element array 

 

The steps above show that the rθ matrix, obtained from the cross-correlation of 

range cells, is mapped without any additional processing to form the image 

matrix.  However the cross-correlation between the signals is not ideal. Also since 

the target returns not being orthogonal, cross-correlation gives rise to unwanted 

artifacts in the form of correlation sidelobes. As a result, when the rθ matrix is 

mapped to form the image, these cross-correlation artifacts are also mapped into 

the image array. This would result in the inability to distinguish between true 

targets and artifacts. Thus if there are multiple targets in the same range cell but at 

different angular direction it would be impossible to distinguish between them and 

they might look as a single target spread across the corresponding range cell.  

 

4.4.2 Alternative signal processing techniques to determine DOA and their 

shortcomings 

 

One way to avoid the problem of artifacts is to use modern beamforming methods. 

But as discussed and described in Chapter 3, these are not suitable as the array 

under investigation is a very sparse whose array elements are separated by many 

times the signal wavelength. Another problem is that for these beamformers to 

work effectively, they require a large number of array elements and hence a large 
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number of channels which nullifies the very purpose of this research. As a result 

of this modern beamformers were not used in this research.  

 

Another method that could be used and has been the hot topic of research in 

recent days is the independent component analysis (ICA). ICA is a blind signal 

deconvolution technique. Blind signal deconvolution is a process by which a set 

of signals are separated from its mixture without any knowledge of the signal 

statistics or the mixing process [90]. Thus if there are two or more returns in a 

signal, ICA would be able to separate these returns. Thus by finding the time 

delay between these components, the DOA can be estimated. The major problem 

here is that ICA is dependant on the signal statistics. The signals from different 

sources are assumed to be independent which might not be the case. In the case of 

underwater imaging, it is impossible to determine the statistics of the target 

returns. ICA requires the knowledge of number of targets in order to separate the 

signal mixture into independent components. Another problem that is encountered 

is that ICA requires the number of array elements to be greater than or equal to the 

number of targets. For these reasons it was decided not to use ICA.  

 

This section investigates processing techniques to minimize the artifacts in the 

image formed; to make the image formed less ambiguous and to allow recognition 

of genuine targets. There are numerous signal processing or mathematical 

methods available in the literature. But keeping in view the objectives of the 

research, the processing methods that have been investigated here are such that 

they could be implemented with minimal hardware channels thereby reducing the 

system cost. 

 

An image of the target scene is formed by combining the information from a 

couple of hydrophone elements. In the parlance of this research, one-look of the 

target scene is obtained using a couple of hydrophone elements. Thus, multi-look 

processing involves forming a processed image by fusing data obtained using 

more than two hydrophone elements. This section begins with determining the 

number of looks that can be obtained for number of hydrophone greater than two. 
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4.4.3 Number of images formed from K hydrophone elements 

 

In this section, the number of images that can be formed from K hydrophone 

elements is calculated. From the image formation algorithm that was described in 

previous sections, it is known that an image is formed by combining the output of 

2 hydrophone elements. The number of images that can be formed from 3 

hydrophone elements is shown diagrammatically in figure 4.40. 

 

 

 

 

 

 

 

 

Figure 4.40 Number of images formed from 3 elements 

 

In figure 4.40, three hydrophone elements Rx1, Rx2 and Rx3 form an array. The 

distance between two successive elements is d meters. An image is formed by 

suitably combining the outputs of 2 hydrophone elements which form a sub-array. 

From figure 4.40 it is seen that with 3 hydrophone elements, there are 3 sub-arrays 

that can be formed and hence 3 images can be obtained. Image1 is formed by 

combining Rx1 and Rx2  which forms the first sub-array in which the elements are 

separated by a distance d meters. Image2 is formed by combining Rx2 and Rx3 

which forms the second sub-array in which the elements are separated by a 

distance d meters. Finally Image3 is formed by combining Rx1 and Rx3 which is 

the third sub-array in which the elements are separated by a distance of 2d meters. 

Thus if there are K hydrophone elements then the number of sub-arrays and hence 

the number of images that can be obtained is given by  
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       4.64 
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From equation 4.64 it can be verified that for 3 elements, the number of images 

that can be formed is 3, for 4 elements that number of images that can be formed 

is 6 etc.  

 
4.4.4 Principle of multi-look processing 

 

The multi-look processing technique makes use of the spatial diversity principle. 

Spatial diversity principle exploits the fact that the signals received on different 

hydrophone elements are different as a result of spatial separation of the 

hydrophones. The signal from the hydrophone elements would be similar only at 

the locations where target signatures are present. Figure 4.41 explains the spatial 

diversity principle. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.41 Spatial diversity principle 

 

Figure 4.41 shows the acoustic waves emitted by the projector being 

backscattered after impinging on the target. Assume that four hydrophones are 

used. Since the hydrophones are spatially separated, the backscattered signals 

follow the path P1, P2, P3 and P4 to arrive at the hydrophones. Multi-look 

processing involves combining these signals in such a way so as to improve the 

SNR.  As the target returns follow different paths to each hydrophone elements, 

the noise signals would not correlate. However the target signature resulting from 

the interaction of the acoustic waves with the target remains unchanged. Thus the 
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cross-correlation between the noise present in the signal return would be minimal 

whereas that between the target signatures would be maximum. Increasing the 

receiver spacing can further decrease the noise cross-correlation.  

 

The elements of each sub-array formed from the main array views the target at a 

slightly different angle. This causes the correlation artifacts to be independent at 

the output of each sub-array.  By combining the outputs of the multiple sub-arrays 

suitably it is possible to reduce the correlation artifacts which are caused due to 

the non-orthogonality of the signals arriving at different hydrophone elements.   

 

The concept of multi-look processing can be summarized as follows: the gain 

obtained by the multi-look processing is maximal when the cross-correlation 

between the noise artifacts is minimal and the auto-correlation between the target 

signatures is maximal.  

 
4.4.5 Receiver structure modification to include multi-looks 

 

The receiver structure in figure 4.1 is for two channels. The structure has to be 

modified for multi-look processing with the inclusion of a block for data fusion of 

the data formed using pairs of hydrophone elements. The modified receiver 

structure is shown in figure 4.42.  Each channel in the receiver processing block 

contains a bandpass filter, a matched filter and TVG amplifier. 

 

Figure 4.42 shows the receiver structure with K hydrophone channels. With K 

hydrophones it is possible to form K-1 rθ matrices with the hydrophones having 

same array element separation.  Here processing is applied on the rθ matrices 

formed using equal elemental spacing. This is extended to all element 

combination and the process is explained in Chapter 6. The fusion process is 

performed by assuming that the target is located in the far-field.  
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Figure 4.42 Receiver structure modified 

 

4.4.6 Data Fusion 

 

This section discusses few data fusion methods that have been tested in this 

research. The results for the methods discussed are presented in Chapter 6 after 

describing the sonar simulation model. The data fusion is performed by keeping 

spatial diversity in mind. 

 

4.4.6.1 Averaging 

 

Mean or averaging is the first mathematical operation that is applied when looking 

for a processing technique that makes use of spatial diversity. This is also the first 

technique that was tried in order to remove the artifacts from the image. The 

averaging process is shown in figure 4.43. 
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Figure 4.43 Averaging process 

 

In figure 4.43 K-1 rθ matrices obtained using K hydrophone elements with an 

array spacing of d meters are combined. The resultant rθR matrix is obtained by 

averaging each element in K-1 rθ matrices. Mathematically this can be written as 
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rθ.....rθrθ     4.65 

 

Thus equation 4.65 shows that the averaging process performs a linear 

combination of the rθ matrices to obtain the resultant rθR matrix. 

 

4.4.6.2 Non-Linear Combining 

 

For the purpose of reducing clutter or artifacts which occur due to cross-

correlation, a novel combining algorithm was implemented. The algorithm works 

on the rθ matrix. Each row in the rθ matrix corresponds to a particular range cell 

and hence this algorithm is designed to fuse each row of the matrix into a single 

row of the resultant rθR matrix. rθ matrices formed by equally spaced elements 

are considered. Thus if there are K hydrophone elements then it is necessary to 

fuse K-1 rθ matrices obtained into a resultant rθR matrix which can be mapped 

into an image of the target scene.  
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The algorithm is based on the premise that the correlation artifacts in each range 

cell correlate poorly between the rθ matrices. This is because the hydrophone 

elements being spaced by several wavelengths apart each look of the sub-array 

forms a slightly different correlation sidelobe in corresponding range cells of the 

rθ matrices. The idea that each corresponding range cell of rθ matrices has 

different sidelobe is used to reduce the correlation sidelobes and obtain the 

resultant rθR matrix thus applying the principle of spatial diversity. In order to 

enhance gain it is necessary to combine the corresponding rows from the rθ 

matrix so as to bring down the unwanted artifacts to a minimum value. Thus 

instead of a linear combination of the array outputs to form an image, a non-linear 

approach is used to obtain a maximum gain in the image quality. The non-linear 

combining processing method developed is shown in figure 4.44. 

 

For the purpose of explanation it is assumed that there are K-1 rθ matrices 

available. In figure 4.44, the ith row of the rθ matrices is considered. The mean of 

the elements of the ith row of each rθ matrix is determined. In figure 4.44, µ1, µ2, 

…., µK-1 be the mean obtained using ith  row of the rθ matrices. Then the initial 

threshold β is determined by finding the average of all the means. Thus 

 

1K
µ....µµ

1K
ξβ 1K21







       4.66 

 

where ξ is the sum of the means from ith row of the rθ matrices. This threshold 

calculated is subtracted from the ith row of the rθ matrices and any value which is 

less than 0 is replaced by zero. Thus the following operation is performed 

 

 0,max βijj  rθU         4.67 

 

where j=1……K-1 and i is equal to the number of rows in the rθ matrix which 

depends on the number of range cells. The ith row is modified according to 

equation 4.67. After modifying the ith row of the array, the standard deviation of 

the modified row is determined. 
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Figure 4.44 Data fusion using non-linear combining 
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Thus  

 

 )( jj std U         4.68 

 

where j= 1……K-1. The threshold is modified by the addition of the factor σ 

which is given as  

 

1Κ
σ.....σσσ 1Κ21




        4.69 

 

Thus, 

 

σββnew          4.70 

 

The non-linear combining is performed on the rθ matrices using the following 

condition 

 

Wi =  max(rθi1-βnew,0)∩ max(rθi2-βnew,0)∩…… ∩ max(rθi(K-1)-βnew,0) 4.71 
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 rθrθ
rθ    4.72 

 

where rθiR is the resultant row of the final rθ matrix and NA = 2nd_max from 

equation 4.33. The ∩ operator in equation 4.71 is the and operation. Wi is a row 

vector. A column of Wi i.e. Wi(j) contains a value of ‘1’ if the corresponding 

column of ith row of all the rθ matrices is greater than the threshold. If the 

condition is false then the value of Wi(j)  is ‘0’. Thus values in matrix Wi is true or 

false. Hence the value at a pixel location of the resultant matrix depends on 

whether all the pixels at the corresponding pixel location are greater than the 

threshold in all the rθ matrices to be combined. If there is a target in the 

corresponding pixel location, it means that the target should be present in each of 

the considered pixel locations in all the matrices. If there is a high pixel in one of 

the matrix and the other matrices have a value less than the threshold in the 
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corresponding location, it would mean that the high pixel is due to the noise and 

not due to the target and hence a zero would be placed. 

 

The demonstration of the non-linear combining process is done by taking the 

result obtained from one range cell. Figure 4.45 shows the output of 250th range 

cell of three rθ matrices obtained using a four element array. Figure 4.45 is 

obtained without the application of the non-linear combining process.  

 

 
Figure 4.45 Result obtained for one range cell of a distributed target profile 

before the application of non-linear combining process to the rθ matrices 

 

It is seen from figure 4.45 that there are two target peaks in all the three rθ 

matrices while the rest are artifacts which are random. The result obtained after 

applying the non-linear combining process is shown in figure 4.46. From figure 

4.46, it can be found that the artifacts are removed and the peaks remain. This 

shows that the non-linear combining process works. 
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Figure 4.46 Result obtained for one range cell of a distributed target profile 

after the application of non-linear combining process to the rθ matrices 

 

4.5 Summary 
 

This chapter describes the receiver structure used in the project. On deriving the 

DOA equation it was found that the equation contained only one unknown 

parameter which was the delay between the signals received by the two receivers. 

Correlation, which is the process of determining the lead or lag of between two 

signals, is explained and used to determine the value of the delay.  The received 

signals were divided into range cells in order to determine the range. The divided 

range cells were correlated whose absolute value were passed through a lowpass 

filter and stored in an array. This array forms the rθ matrix. The center column of 

the rθ matrix corresponds to the zero lead or lag point. In the rθ matrix, the 

number of columns to the left of the zero lag point corresponds to the number of 

delay samples of the signal arriving at Rx2 w.r.t the signals arriving at Rx1. 

Similarly the number of columns to the right of zero lag point corresponds to the 

number of delay samples of the signal arriving at Rx1 w.r.t Rx2.  The process of 

determining the range and DOA was demonstrated for a point target cluster 

arranged in a way that each of the three cases i.e. signals arriving at the same time, 

signal arriving at Rx1 earlier than Rx2 and vice-versa was satisfied. The result from 
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the demonstration showed that the process can be used for the determination of 

range and DOA.  

 

The rθ matrix is then converted into an image by plotting on an XY grid after 

determining the corresponding X and Y locations in an array. The value of the 

pixel intensity at the location determined is based on the amplitude of the cross-

correlation result in the rθ matrix. The output of matched filtering of the received 

signals would be an energy signal as matched filtering is the cross-correlation of 

the signal with itself. Further cross-correlation between the two signals after 

dividing into range cells to determine the delay would provide a result which is 

squared of the signal energy. Thus the pixel intensity at a particular pixel location 

is the square root of the cross-correlated value. Thus in this chapter it is shown 

that using a broadband signal an image can be formed by dividing the return 

signal into range cells and determining the delay. 

 
After describing the theory for the image formation using two hydrophone 

elements, the receiver structure introduced for two element array was modified by 

the addition of a data fusion block. This block was added to reduce the correlation 

artifacts which would be obtained when the rθ matrix obtained using the two 

element array is mapped onto the image coordinates. The main aim of data fusion 

method is to use the rθ matrices obtained using multiple elements to form an 

image which has reduced artifacts. This chapter concludes after the presentation 

of two different types of data fusion methods whose performance has to be 

analysed.  
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Chapter 5 
Sonar Simulation Model 

 

In Chapter 4 the procedure to determine the range and DOA was described. The 

process of forming the image was developed and explained. The method to 

determine the intensity of each pixel in the image was also explained.  

 

Chapter 5 describes the simulation model used in this research. The simulation 

model is used to evaluate the theory. The simulation model would help to 

understand the flaws in the proposed theory and also provide ways to improve the 

theory to obtain better results.  Performing simulation would help in checking the 

theory before building the hardware. The simulation model is built using 

MATLAB. 

 

5.1 Simulation model and parameters 
 

The basic objective is to build an Imaging Sonar Simulation Model and test the 

theory developed. Figure 5.1 shows the entire Imaging Sonar Simulation Model 

which consists of the Sonar Transmission Block added to the receiver structure 

developed in Chapter 4. Thus the Imaging Sonar Simulation Model is divided into 

the following blocks  

 

i) Sonar Transmission Block 

ii) Receiver Processing Block 

iii) Beamforming Block 

iv) Signal Processing Block 

v) Image Formation Block 

 

The functions of receiver processing block, beamforming block and the image 

formation block were described in detail in Chapter 4. The processing block 

which has the data fusion block is developed in Chapter 4, section 4.4. In this 

chapter the components of sonar transmission block is described.  This block 

together with the other blocks described in Chapter 4 form the entire Image Sonar 

Simulation Model. 
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Figure 5.1 Imaging sonar simulation model  
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5.2 Sonar transmission block 
 

The sonar transmission block is divided into two blocks. They are 

 

i) Signal Generation Block  

ii) Environment Block 

 

5.2.1 Signal generation block 

 

For the purpose of signal generation it is necessary to decide on various 

parameters like the source level of the signal, the type of signal to be used for the 

application, frequency and time duration of the signal and the sampling frequency. 

The simulation model was developed in a way that the signal parameters can be 

adjusted. The parameters used for simulation are tabulated in table 5.1 

 

Source Level 194 db re 1µPa@1m 

Signal Type Linear Frequency Modulated Chirp 

Start Frequency 200kHz 

Stop Frequency 300kHz 

Pulse Duration 5ms 

Sampling Frequency 1MHz 

 

Table 5.1 Signal parameters 

 

A source level of 194 dB re 1 µPa @ 1m was chosen to match the characteristics 

of the transmit transducer and electronics available. The value is defined in dB for 

ease of calculation. The minimum sampling frequency required (Nyquist 

frequency) should be at least two times the highest frequency of the signal. 

Simulation was performed using a sampling frequency of 1 MHz which is about 3 

times the highest frequency of the chirp signal and hence satisfies the Nyquist 

criterion. The simulated received signals were not basebanded as the center 
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frequency is comparable to the bandwidth of the signal. Converting the signals to 

baseband would be useful only if the fractional bandwidth is very small and hence 

saving in terms of computation would be obtained.  The computational savings 

obtained here by converting the signals to baseband would be small and hence the 

signals were not converted to baseband. 

 

5.2.1.1 Range resolution 

 

Range resolution is defined as the ability to distinguish between two objects that 

are separated in range. The purpose of using a chirp signal was to obtain a good 

range resolution which is dependant on the bandwidth of the signal and is defined 

by the formula [44] 

 

B
cr

2
        5.1 

 

where B is the bandwidth of the LFM signal and Δr is the range resolution. Thus 

from the above equation it is seen that range resolution is better for large 

bandwidth signals. Thus from the above equation the range resolution for a chirp 

having a frequency sweep of 200-300 kHz is calculated to be 

 

mr 0075.0
101002

1500
3 


     5.2 

 

The result shows that by using a chirp signal the system should be able to 

distinguish between targets which are separated by 0.0075m in range. 

 

In this project as the received signals are divided into range cells, the range 

resolution would be less than the theoretical value given in equation 5.2. When 

there is no overlap between the range cells, two targets in the same range direction 

can be distinguished only if they fall in different range cells. Thus when there is 

no overlap, the range resolution is equal to the size of the range cell. When there 

is a p% overlap between range cells of size xr meters, then the range resolution 

will be equal to 
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rxpr 
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5.2.1.2 Angular resolution 

 

Angular resolution is defined as the minimum angular separation that is required 

between the targets so that they can be resolved. If the angular separation between 

the targets is less than the value given by angular resolution then the targets would 

appear as one.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.2 Receiver geometry for determining angular resolution 

 

In figure 5.2, PTA and PTB are two targets which are at angles θA and θB 

respectively. δxA and δxB are the extra distances traveled by the plane waves 

scattered by targets PTA and PTB respectively to arrive at receiver Rx2. Receivers 

Rx1 and Rx2 are separated by a distance d. From Chapter 4, section 4.2.1, equation  

4.15 

 

d
xA

A


 sin        5.4 

 

PTA 

PTB 

Rx1 Rx2 

δxA 

δxB 

θB 

θA 

d 



 118 

d
xB

B


 sin        5.5 

 

Subtracting equation 5.4 from 5.5, 
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By using the trigonometric relation, 
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Substituting equation 5.7 in equation 5.6 
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(θA-θB) is very small as the angular resolution is the smallest angular separation 

required to distinguish between two targets. Thus using the small angle 

approximation, 

 

222
sin 







 







  BABA θθθθ      5.9 

 

where Δθ is the angular resolution. Substituting equation 5.9 in equation 5.8, 
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where θs = 





 

2
BA θθ  is the look angle of the array. Hence, 
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where T is the sampling interval. nd_A and nd_B are the difference samples due to 

xA and xB respectively.   Thus equation 5.12 can be written as 
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where F is the sampling frequency. Since the considered waveform is a wide 

bandwidth signal and since the bandwidth is comparable to the frequencies used, 

the sampling frequency F can be written in terms of the bandwidth as   

 

BNF samp        5.14 

 

where Nsamp is chosen suitably in order to avoid aliasing. Thus  
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 . The value of Δθ is approximated to 
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where B is the bandwidth of the signal and d is the receiver spacing. The above 

equation shows that the angular resolution is a function of the array spacing d and 

the bandwidth B. Larger the values of B and d, smaller will be the value of angular 

resolution and hence better chances for the targets which are close together to be 

resolved. Also seen from equation 5.17 is that the angular resolution is dependant 

on the look angle of the array. Assume a receiver spacing of 0.3 m, bandwidth of 

100 kHz, and let θs be 300, angular resolution is given by 
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Thus in order for the two targets to be resolved they have to be separated 

approximately by 3.3o.   

 

5.2.2 Environment block 

 

The ocean environment model is divided into targets block, spreading losses block 

and noise block. The environment block is shown in figure 5.3 and the 

implementation is described in the following paragraphs. 

 

 

 

 

 

 

 

 

Figure 5.3 Model of environment 
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The chirp (LFM) signal generated interacts with each of these blocks. From the 

sonar equation in Chapter 2 it is seen that spreading loss occurs as the signal 

travels to the target and is backscattered from it. The system is monostatic and 

hence the spreading loss is assumed to be the same in both the directions as 

spreading depends on range. Spreading is assumed to be spherical and is 

proportional to the square of the distance travelled. Since the calculations are in 

dB the spreading loss is given by equation 2.13 in section 2.1.2.1. 

 

In this project a practical target is considered to be a collection of clusters of point 

targets. Each cluster is assumed vary randomly with a maximum radius of rc1 

meters. Each point target in the cluster is assumed to be spherical. The point 

targets which make up the cluster are assumed to be uniformly distributed within 

the cluster. The radius of each point target in the cluster is assumed to vary 

randomly (uniformly) with a maximum value of rc2 meters. When the position of a 

point target is defined within the cluster, a check is performed to make sure that 

the distance between the defined point target with the other point targets defined 

within the cluster is greater than or equal to the sum of their radii. If this condition 

is not satisfied it would mean that the two point targets under comparison are 

overlapping which is not possible. Hence if the condition fails a new position is 

defined and then the condition is checked again. The procedure is continued until 

a new position for the point target is obtained where the condition is satisfied. The 

procedure of forming the cluster is shown in flowchart in figure 5.4. 

 

In the flowchart, Dpj is the distance between the centers of the recently defined 

point target and jth point target already defined. Cp is the radius of the present 

point target defined and Cj is the radius of the jth point target. The number of point 

targets in a cluster is assumed to be Kpt. 

 

The point target clusters were distributed in a straight line pattern or a sine wave 

pattern in order to represent the straight surface or a surface in the form of a sine 

wave.  In order to obtain such surface patterns, the positions of center points of 

these profiles are determined. The center point act as the center of the cluster and 

the point targets are distributed around this center. Since each point target within 
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the cluster is spherical, target strength (TS) is calculated using the following 

formula [36]. 

 









2
log20 2

10
crTS  dB      5.21 

 

where rc2 meters is the radius of the point target. A single cluster which is made 

up of many point targets is shown in figure 5.5. The four different profiles that are 

generated are shown in figure 5.6, figure 5.8, figure 5.10 and figure 5.12. 

 

In order to calculate the signal backscattered from the cluster, consider the 

equation 2.18. The equation can be modified and written as 

 

iii TLTSRSSLRL       5.22 

 

where RS is the receiver sensitivity and RLi (in dB) is the received signal level 

from the ith point target. Thus the root mean square (rms) value of the signal 

amplitude (Vrms_i) received from a point target is 

 

20
_ 10

iRL

irmsV         5.23 

 

From equation 5.23, the peak value of the received signal from a point target is 

 

irmsiA VV __ 414.1       5.24 

 

The signal amplitude given by equation 5.24 is for a signal received from a single 

point target. The return signal is obtained by multiplying the amplitude VA_i with 

the equation of the signal (in this case a chirp signal). Depending on the distance 

to and from the point target, appropriate delay is inserted to the signal. Let yi(t) be 

the received signal due to ith point target in a cluster. Thus 
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Figure 5.4 Flowchart describing the formation of a cluster 
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Figure 5.5 Diagram showing a single cluster 

 

)()( _ iiAi ttChirpVty          5.25 

 

yi(t) is the return due to single point target and ti is obtained using the distance 

travelled. If there are Kpt point targets in the cluster and if there are Kc clusters 

then the total number of point targets (Ktot) in the entire target is 

 

cpttot KKK         5.26 
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        5.27 

 

where ytot(t) is the return from all the point targets and hence the return signal. 

This procedure is repeated for all available hydrophones. Thus by knowing the 

source level, the target strength and the spreading losses, it is possible to calculate 

the received signal strength and hence the received signal using the sonar 

equation.   

 

rc1 

Point Target of radius rc2 
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The coordinates of the point targets generated are stored in a file along with the 

radius of the point targets. From the generated coordinates, spreading loss and 

delays that have to be applied to the return signal can be calculated. The target 

strength of the target is calculated using equation 5.21 from the knowledge of the 

radius. This provides all the parameters for the generation of the received signal. 

 

Next described is the addition of noise. Noise in the ocean environment depends 

on various factors like the wind speed, shipping density, frequency of the signal 

used. There are many formulas that have been put forward from which the noise 

spectral level (NSL) is calculated. The NSL is calculated using the following 

formulas [40 91 92]         

 

 cfNSL 10log30171        5.28 

 

     03.0log60log265.020402 1010  ccs ffDNSL  5.29 

 

   4.0log40log205.7503 1010
2
1

 cc ffWNSL   5.30 

 

 cfNSL 10log20154        5.31 

 

where fc is the center frequency in kHz. Equation 5.28 is the noise spectral density 

due to turbulence (<10 Hz), equation 5.29 is the noise spectral density due to 

shipping (10 – 100 Hz), equation 5.30 is noise spectral density due to surface 

agitation (100 Hz – 100 kHz) and equation 5.31 is the noise spectral density due 

to thermal noise (>100kHz) [40 91 92]. The total NSL can be calculated using the 

equation [40] 
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The noise level is calculated using Chapter 2, equation 2.22 [40]. From the noise 

level obtained the noise power is calculated. Then using random numbers it is 
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possible to synthesize the Additive White Gaussian (AWGN) noise which is 

added to each of the hydrophone signals. Since the noise is random and 

independent for each of the hydrophones this procedure has to be repeated for 

each of the hydrophones. Thus the output of the receiver will become 

 

)()()( tυtyty totT         5.33 

 

where yT(t) is the signal obtained after the addition of noise and υ(t) is the noise 

generated. 

 

5.3 Receiver processing blocks 
 

The outputs obtained from the environment block are passed on to the receiver 

processing block. The receiver processing block was explained in Chapter 4, 

section 4.1.  Each channel in the receiver processing block involves the functions 

as shown in the figure 4.1. The filtering operation involves the implementation of 

a bandpass filter with a passband of 200 kHz-300 kHz which lies in the same 

range as that of the signal frequency used. Suitable finite impulse response (FIR) 

filter coefficients are designed using the in built sptool function in Matlab. The 

signal from the bandpass filter passes on to the matched filter. The operation of 

the matched filter and the pulse compression technique was described in Chapter 

4, section 4.1.1. TVG is explained in detail in Chapter 4, section 4.1.2. 

 

The output from the receiver processing block is applied to the beamforming 

block which is described in Chapter 4, section 4.2. The output from the 

beamforming block is applied to the image formation block whose 

implementation is described in detail in Chapter 4, section 4.3. The processing 

block which is in between the beamforming and image formation blocks is 

explained in Chapter 4, section 4.4 where multi-look processing is performed in 

order to fuse the outputs of multiple elements for obtaining a better output image. 



 127 

5.4 Forming reference binary image 
 

The image formed using the procedure described in Chapter 4 has to be verified in 

order to determine whether the image formed by the algorithm is representative of 

the target defined by the coordinates. It is also a desirable factor to check how 

much noise in the form of artifacts is present in the image formed. Hence a 

reference binary image is formed using the target coordinates which is of the same 

size as the final image formed using the image formation algorithm. The binary 

image is formed by switching the pixels on at the locations where the target is 

present whereas the other pixels are switched off. A binary image is formed 

because from the target coordinates as it is impossible to determine the true value 

of the pixels at a particular pixel location. The intensity of each pixel is a function 

of correlation of number of signals from various point targets. Thus a binary 

image which closely represents the true image is formed.  

 

 

Images formed from coordinates Binary Images 

 
Figure 5.6 Simulated Point target 

from Coordinates 

 
Figure 5.7 Binary Image of Simulated 

Point target 
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Figure 5.8 Sine Profile from 

coordinates 

 
Figure 5.9 Binary Image of Sine 

Profile 

 
Figure 5.10 Straight line profile from 

coordinates 

 
Figure 5.11 Binary Image of Straight 

line profile 

 
Figure 5.12 Distributed Target Profile 

from coordinates 

 
Figure 5.13 Binary Image of 

Distributed target profile 
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Figure 5.7, figure 5.9, figure 5.11 and figure 5.13 are the binary images formed 

for the target profiles considered, using the angular resolution of typical 

multibeam sonar. In order to form the reference images an angular resolution of 

1.5o is considered. A few examples of multibeam sonar along with their 

specifications are given in Table 1.1. The spreading of the targets away from the 

axis of the sonar array is the effect of angular resolution. 

 

5.4.1 Measurement Metrics 

 

Measurement metrics are required to quantify the performance of the algorithm 

developed. The image obtained using the algorithm developed has to be verified 

in order to check whether the simulated target and the target formed in the image 

by the imaging algorithm are in the same location. The amount of noise or any 

imaging artifacts that are present in the image formed using the imaging algorithm 

should also be measured.  

 

There are many techniques available in literature to determine the image quality. 

They can be broadly classified under subjective and objective measures. 

Subjective measures try to determine the image quality in a way the humans 

classify the image. The subjective measures can be further classified depending on 

how the image quality is determined [89]. They are i) Full Reference (FR) ii) No 

Reference (NR) iii) Reduced Reference (RR) methods [93]. In the FR and RR 

methods, full knowledge or partial knowledge of the original image is required for 

the calculation of the image quality measure [93]. NR models do not require the 

knowledge of the original image [93]. The NR models are application specific and 

are developed to measure the artifacts arising due to specific image processing 

application [93]. The subjective measures developed in order to determine the 

image quality are suitable for natural images. Thus if there is a set called images 

which contains all the images, then natural images form a subset of images. 

Images formed using the principles of radar, sonar etc do not come under this 

category [94]. The determination of subjective image quality measure is by itself a 

separate field of research [94].  
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The second type of image quality measure is the objective measure. The objective 

measure determines the image quality using techniques like signal-to-noise (SNR) 

ratio, Peak Signal to Noise ratio (PSNR) etc. The SNR, PSNR etc are full 

reference methods in that it requires the knowledge of the original image. In this 

project we have tried to use one full reference subjective measure and the 

objective measures. The measures used are described in the following paragraphs. 

 

5.4.1.1 Signal-to-noise ratio (SNR) 

 

Signal-to-Noise ratio is defined as the ratio of the total signal power to the noise 

power. In this research it is taken as the ratio of sum squared intensity of the 

signal area in the image to the sum squared intensity of noise area in the image. 

This measure gives an indication of the gain obtained as a result of the algorithm. 

The procedure to extract the intensities from the signal area and noise area is 

given below. 

 

The reference binary image formed contains zeros and ones. The binary images 

are formed by assuming an angular resolution of 1.5o. Thus in the binary image, 

ones are placed in the position where the target should appear and zeros are placed 

in other places. When the binary image is multiplied pixel by pixel with the image 

formed from the sonar simulation model, the resultant image would contain just 

the target. The signal power is calculated by squaring and summing the intensities 

of the pixels formed by the target. In order to determine the noise power, a 

complimentary image is formed by subtracting the binary image from unity. Thus 

in the complimentary image ones are placed in the position where there is a 

possibility of noise. The complimentary image would contain zeros in the position 

where the target was present. Multiplying this complimentary image pixel by 

pixel with the image from the simulation model would extract the noise. The noise 

power is determined in the same way as before. Let the reference binary image 

formed be represented as Iref, the complimentary image as IC and the image 

formed by the simulation model as ISim. The procedure described can be given as 

follows 
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5.4.1.2 Peak Signal-to-noise ratio (PSNR) 

 

PSNR of an image can be defined as the ratio of the squared of maximum possible 

value a pixel can take to the mean squared error between the reference and binary 

image. PSNR can be obtained using the following equation [95] 
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where IMax is the maximum possible value of pixel intensity in the image and 

MSE is the mean squared error. The PSNR is the common image quality metric 

that is used due to the ease of computation and tries to quantify the quality of 

image obtained [96 97 98].  

 

5.4.1.3 Structural similarity index (SSIM) 

 

SSIM is a subjective measure which tries to evaluate the image formed 

subjectively. SSIM has grown in popularity due to its simplicity and numerous 

researches are taking place [99]. SSIM was chosen because of these factors. SSIM 
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is a full reference technique. Although the subjective measures available are 

suitable only for natural images, in this research we have tried to determine the 

image quality subjectively.  

 

SSIM assumes that the Human Visual System (HVS) assesses the image using 

three parameters [100 101]. They are luminance, contrast and structure in the 

image [92 93]. Thus each parameter is calculated and the index obtained is the 

product of these three parameters [100 101]. Thus [100 101] 
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where l(A,B) is the measure of luminance, Ct(A,B) is the measure of contrast and 

st(A,B) is the structural measure. µA and µB are the mean of images A and B 

respectively. σA and σB are the variances of images A and B and σAB is the 

covariance between images A and B [100 101]. Dy is the dynamic range of the 

image, k1 and k2 are constants which are chosen by trial and error [100 101]. ε1, ε2 

and ε3 are very small constant values introduced in order to make the system of 

equation stable. The SSIM is obtained by multiplying equation 5.40, equation 

5.41 and equation 5.42 
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5.5 Computational Complexity 
 

This section contains an estimate of the computational complexity of the 

developed algorithm in order to show that the implementation of the algorithm is 

feasible on a digital signal processing (DSP) processor. The total computational 

complexity of the algorithm developed is calculated in this section. Fast Fourier 

Transform (FFT) is used to determine the correlation. It is assumed that FFT 

performed is a radix-2 FFT. Since the return signals are not converted to 

baseband, the FFT operation is performed on a real signal. The complexity of the 

algorithm would vary depending on the type of FFT algorithm that is 

implemented.  

 

5.5.1 Computational complexity of forming rθ matrices 

 

The complexity of an algorithm is the total number of multiplications and 

additions in the entire process. In forming rθ matrices since correlation is 

involved between the range cell data, the complexity of the process can be 

calculated by determining the complexity of correlation. Let d1(t) and d2(t) be the 

data to be correlated.  

 

 The correlation process involves the following steps 

 

1) Determine the FFT of the data to be correlated. Thus  

 

))(()( 11 tdfftfD         5.46 

 

))(()( 22 tdfftfD         5.47 

 

It is assumed that a M point fft is determined. 

 

2) Find the resultant by multiplying each element of D1(f) and D2(f). Thus   

 

)().()( 21 fDfDfD         5.48 
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3) Find the inverse of D(f) to determine the correlated result: 

 

))(()( fDifftfd         5.49 

 

Step 1 involves determining the fft of each data sequence. The number of 

multiplications and additions for one M point radix 2 fft is 

 

MMMultiofNumber 2log
2

__       5.50 

MMAddofNumber 2log__       5.51 

 

Step 1 involves taking fft of two data sequences. Thus the total number of 

operations in step 1 is 

 







  MMMMC 221 loglog

2
2      5.52 

 

C1 is the complexity in step 1. Step 2 involves performing M complex 

multiplications as D1(f) and D2(f) are complex numbers. Thus the complexity in 

step 2 is 

 

MC 22         5.53 

 

C2 is the complexity in step 2. Step 3 involves taking inverse fft of D(f) and hence 

one inverse fft operation. The number of multiplications and additions is same as 

performing a forward fft. Thus  

 







  MMMMC 223 loglog

2
     5.54 

 

C3 is the complexity in step 3. Thus the total complexity of one correlation 

process is 
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321 CCCC rθ       5.55 

 

MMMMMC 2loglog
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 rθ     5.56 

 

Crθ in equation 5.57 is the complexity of forming one range cell in rθ matrix. 

Suppose the return signal is divided into NI range cells then equation 5.56 is 

written as  

 
















  MMMMMNC I 2loglog

2
3 22rθ    5.57 

 

This above complexity is for 2 element array. Thus for K elements K-1 such 

operations have to be performed. Hence equation 5.57 can be modified as   
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2
3)1( 22rθ   5.58 

 

Thus equation 5.58 gives the total complexity for forming K-1 rθ matrices. 

 

5.5.2 Computational complexity of the image formation process 

 

The image formation process involves the calculation of the angle and placing the 

co-ordinate calculated at the correct pixel position. Assume that Kn samples are 

contained in the correlation result. Let the number of range cells be NI. Each 

operation has to be performed for Kn samples and NI range cells. The calculation 

of delay involves one multiplication and the calculation of DOA involves two 

multiplications. The decomposition to image coordinates involves multiplication 

of the range with the sine and cosine terms and hence involves 2 multiplications. 

The total number of addition would be one which is for the calculation of pixel 

position. Thus  
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In NKC 6IM        5.59 

 

where CIM is the total complexity of the image formation process. There would be 

one addition for the calculation of range from the range cells and hence a total of 

NI-1 additions. If there are K receiver elements then there would be K-1 such 

computations. Thus 

 

  116  KNNKC IInIM     5.60 

 

5.5.3 Computational complexity of the signal processing algorithm 

 

The result obtained by correlating the signals from range cell is further processed. 

If there are NI range cells then the processing algorithm would be called NI times. 

Initially the complexity of the algorithm for one range cell is calculated.  

 

Suppose there are Kn correlation samples then there would be Kn-1 additions and 

one multiplication for the determination of the mean value for a pair of receivers. 

Initial threshold calculation involves K-2 additions and one multiplication, K 

being the number of receiver elements. Thus for one range cell 

 

)1)(1(1  KKC nS       5.61 

 

where CS1 is the complexity of determining the mean.  

 

The comparing operation would involve Kn additions and Kn comparisons thus 

forming 2Kn operations. For one range cell of (K-1) rθ matrices, 

 

)1(22  KKC nS       5.62 

 

The determination of standard deviation of one range cell would involve 4Kn+2 

operations. In order to determine (K-1) standard deviations it is (K-1)(4Kn+2) 

operations. Adding the standard deviations obtained and determining the mean of 
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standard deviations for all the rθ matrices involves (K-1) operations. Determining 

the new threshold would involve one addition operation. Thus for one range cell, 

 

   KKKC n  2413S      5.63 

 

After this there are same number of addition and comparison operations as 

equation 5.62 and Kn(K-1) ‘and’ operations. Thus in the final stage and for one 

range cell there are 

 

      nnn KKKKKKC 331124 S    5.64 

 

  Thus the complexity of the signal processing algorithm for one range cell is 

 

   KKKCCCCC n  31014321 SSSSS  5.65 

 

For NI range cells, equation 5.65 can be written as 

 

   InI KNKKNC  3101S     5.66 

 

Cs is the total complexity of the processing algorithm developed. 

 

5.5.4 Complexity of Matched filtering 

 

No of taps per sample      = Ft  taps/sample  5.67 

 

     Let the number of samples in the return signal be KT 

 

Total number of operations CMt   =  FtKKT    5.68 
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5.5.5 An example of time taken by a SHARC ADSP  21261 processor 

 

The number of flops for a SHARC ADSP 21261 processor at 150 MHz is 

900MFLOPS. The calculations are preformed by assuming a 1.5 meter range cell 

with no overlap.  

 

Depth       = 200 meters 

Number of samples     = samples266667
1500

102002 6


  

Number of hydrophones K   = 4 

Number of samples in a 1.5m range cell = samples1000
1500

105.1 6


  

Number of points for fft M    = 1024 

Number of range cells  NI   ≈ 
1000

266667


amplesRangecells
esDepthsampl  

      ≈ 270 Range cells 

Number of correlation samples Kn  = 2048 samples 

 

Thus using equation 5.58, 5.60 and 5.66 

 

Crθ = 38983680 operations 

CIM = 9954087 operations 

Cs  = 1659230 operations 

Total = 65530077 operations 

 

Time taken = sec0729.0
10900

65530077
6 


  

 

In case of an overlap by 50% then the time taken would be double.  

 

Total number of matched filter operations ≈ 6×109 operations 

Time taken for matched filtering operation = sec67.6
10900

106
6

9
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It can be seen that the time taken for matched filtering operation is much more 

than that required for processing. Matched filtering has been efficiently 

implemented using DSP processor. Since the number of operations required for 

the total signal processing operation is much less than that of matched filtering 

operation the developed algorithm can be implemented using DSP processor. This 

can also be implemented using a PC loaded with a accelerated library containing 

optimized function which would take the same amount of time or would be faster. 

This shows that these operations are feasible to be performed using a DSP 

processor. 

 

5.6 Summary 
 

In this chapter various blocks which make up the Imaging Sonar Simulation 

Model is presented. The signal parameters are chosen to have a value to 

correspond to existing sonar. The signal was not converted to baseband because 

the saving would be less as the fractional bandwidth is large. The range resolution 

was shown to depend on the amount of overlap between the range cell and the 

range cell size. The angular resolution was seen to depend on the bandwidth, 

elemental separation and the look angle of the array. Greater the bandwidth and 

array element separation better would be the angular resolution. Smaller the look 

angle of the array better the angular resolution as cosine of smaller angles would 

tend towards 1. As the look angle of the array increases, cosine of the angle would 

be smaller than 1 and hence the angular resolution would be worse. 

 

The environment block consists of the targets, the spreading loss block and noise 

block. The targets here are considered to be a cluster of point targets. Different 

profiles like the sine profile, straight line profile and distributed target profile 

were generated. A point target cluster was also generated. The spreading loss 

which the signal undergoes was assumed to be spherical and hence loss varies as 

the square of the distance travelled. It was also found that in different ranges 

different kinds of noise exist whose spectrum level was given. From the spectrum 

level the noise level is calculated and the noise is added. 
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Various measurement metrics were discussed. SNR and PSNR both of which are 

objective metrics and SSIM which is a subjective metric was decided to be used. 

One reason for its choice is the simplicity in calculation and implementation. 

SSIM is chosen because it is a widely used and researched subjective metric and 

is supposed to judge the image quality close to that of a human visual system.  

  

The complexity of the algorithm developed was calculated in section 5.5. It is 

found that the algorithm is computationally very intensive. Thus by reducing the 

number of receiver channels, the algorithm tries to shift most of the computational 

load to the processor. The complexity of the developed signal processing 

algorithm and the matched filtering operation was calculated. It was seen that the 

complexity of signal processing algorithm was less than the complexity of 

matched filtering operation. The time taken to perform these operations on a 

SHARC ADSP 21261 processor was calculated. The calculations showed that the 

operations are feasible on a DSP processor. 

` 
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Chapter 6 

 Simulation and Results 
 

In Chapter 5, the sonar simulation model was described. The metrics to be used in 

order to determine the algorithm performance and image quality are   
 

1) Signal-to-Noise ratio (SNR) 

2) Peak Signal-to-Noise ratio (PSNR) 

3) Structural Similarity Index (SSIM) 
 

The metrics 1 and 2 are objective metrics. SNR is used to measure the gain 

obtained using the algorithm. PSNR is a measure of the image quality. The third 

metric is a subjective image quality metric. It should be noted that the subjective 

measures developed in order to judge the image quality are only suitable for 

images of natural scenes which is only a small subset of the set images. There has 

never been an attempt to use subjective metrics for evaluating images other than 

that obtained using normal photographic cameras. The simulations are performed 

without any addition of noise as at the frequencies used only thermal noise 

dominates. 

 

6.1 Image formed using two elements 
 

The images are formed using two hydrophone elements. There is no additional 

processing applied except the formation of rθ matrix and conversion of the matrix 

into an image. The following parameters are used for the simulation 
 

Signal 
Chirp Signal 
Duration    : 0.005 s 
Frequency  : 200 – 300 kHz  

Number of hydrophone elements 2 

Number of Sub Arrays 1 

Bandwidth 100 kHz 

Sampling Frequency (F) 1 MHz 

Processing No Processing 

Range cell (m) 0.375m, 0.75m, 1.5m, 2.25m 

Array Spacing (m) 0.1 m - 0.5 m  

Windowing No Windowing 

Beamangle 900 

Table 6.1 Simulation parameters 1 
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The simulation is performed for a point target, sine profile, straight line profile 

and distributed point target profile. The simulation was performed for four 

different range cell sizes 0.375m 0.75m, 1.5m and 2.25m.  

 

 
Figure 6.1 SNR of point target using 

simulation parameters 1 

 
Figure 6.2 PSNR of point target using 

simulation parameters 1 

 
Figure 6.3 SSIM of point target using 

simulation parameters 1 

 
Figure 6.4 Image formed – point 

target (0.3m array spacing, 2.25m 

range cell ) 

 

The results obtained for a point target using the simulation parameters in table 6.1 

are given in figure 6.1, figure 6.2 and figure 6.3. Figure 6.4 gives the image of the 

point target formed using an array spacing of 0.3m. A small rise is seen in SNR 

curve in figure 6.1 initially and then after 0.3m array spacing the rise is very 

small. This is because for smaller array spacing the target spread is greater and as 

the array spacing increases this spread decreases giving high energy. The PSNR 
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curve in figure 6.2 shows a small peak at 0.3m array spacing indicating that the 

image quality of the point target image is better than the rest of the spacing at an 

array spacing of 0.3m. The SSIM curve in figure 6.3 indicates that the subjective 

quality is constant for all the range cells i.e. for the human eyes there is no change 

or little change in the image quality. The SSIM is always between 0 and 1 with 

zero indicating bad quality image and one indicating a very good quality. The 

SSIM index for a point target is very close to one because for a point target the 

amount of correlation artifacts is very little as seen from figure 6.4. 

 
Figure 6.5 SNR of sine profile using 

simulation parameters 1 

 
Figure 6.6 PSNR of sine profile using 

simulation parameters 1 

 
Figure 6.7 SSIM of sine profile using 

simulation parameters 1 

 
Figure 6.8 Image formed – sine 

profile (0.3m array spacing, 2.25m 

range cell) 

 

Figure 6.5 shows the SNR of a sine profile. The curves indicate that SNR is better 

using a 2.25m range cell and the worst SNR is obtained for 0.375m range cell. 
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This is because when the range cell size is large, there is increased amount of 

profile signature in each range cell that can be compared. It is seen from figure 6.6 

and figure 6.7 of PSNR and SSIM that 2.25m range cell forms a better quality 

image. Figure 6.8 shows the image of the sine profile formed using a two element 

array. It can be seen from figure 6.8 that the correlation sidelobes distort the 

image. These sidelobes are formed because the return signals in the range cells 

compared are not orthogonal. All the curves show a slight peak at 0.3 m array 

spacing. 

 
Figure 6.9 SNR of straight line 

profile using simulation parameters 1 

 
Figure 6.10 PSNR of straight line 

profile using simulation parameters 1 

 
Figure 6.11 SSIM of straight line 

profile using simulation parameters 1 

 
Figure 6.12 Image formed – straight 

line profile (0.3m array spacing, 

2.25m range cell) 

 

The metric measures in figure 6.9, figure 6.10 and figure 6.11 obtained for 

straight line profile shows the same trend as the sine profile. All range cells except 
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0.375m range cell show a peak at 0.3m array spacing. The 0.375 m range cell 

shows a peak at 0.35m array spacing and then a fall and rise upto 0.5m array 

spacing. This could be due to two reasons 1) Profile characteristic or 2) the 

number of samples in the range cell is not enough to distinguish the targets at the 

profile ends and hence oscillates. Figure 6.12 shows the image formed for a 

straight line profile. From the image it seems that this could be the worst case 

condition as the profile cannot be distinguished from its artifacts. The PSNR and 

SSIM in figure 6.10 and figure 6.11 shows that the best image formed is using 

0.3m array spacing. 

 
Figure 6.13 SNR of distributed target 

profile using simulation parameters 1 

 
Figure 6.14 PSNR of distributed 

target profile using simulation 

parameters 1 

 
Figure 6.15 SSIM of distributed 

target profile using simulation 

parameters 1 

 
Figure 6.16 Image formed – 

distributed target profile (0.3m array 

spacing, 2.25m range cell) 
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The metric curves in figure 6.13, figure 6.14 and figure 6.15 show a small peak at 

0.25m array spacing. The SNR graphs of the profiles indicates that using a two 

element array there is not much gain obtained by increasing the array spacing. The 

correlation artifacts which is a matter of concern distorts the image formed. The 

PSNR and SSIM measures indicate that the image quality is the same for all the 

array spacing. 

 

6.2 Averaging 

 

In this section, simulation results obtained by combining multiple elements are 

presented. The averaging operation is performed on rθ matrices. Simulation 

parameters are presented in table 6.2. 

 

Signal 
Chirp Signal 
Duration    : 0.005 s 
Frequency  : 200 – 300 kHz  

Number of hydrophone elements 4 

Number of Sub Arrays 3 

Bandwidth 100 kHz 

Sampling Frequency (F) 1 MHz 

Processing Averaging 

Range cell (m) 0.375m, 0.75m, 1.5m, 2.25m 

Array Spacing (m) 0.1 m - 0.5 m  

Windowing No Windowing 

Beamangle 900 

Table 6.2 Simulation parameters 2 

 
Figure 6.17 SNR of point target using 

simulation parameters 2 

 
Figure 6.18 PSNR of point target 

using simulation parameters 2  
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Figure 6.19 SSIM of point target 

using simulation parameters 2 

 
Figure 6.20 Image formed – point 

target (0.3m array spacing, 2.25m 

range cell) 

 

The measurement metrics in figures 6.17, figure 6.18 and figure 6.19 show no 

change in comparison to the metric values obtained using 2 hydrophone elements. 

The correlation artifacts still exist. This can be seen from the graphs of the metric 

values for sine profile (figures 6.21, 6.22, 6.23), straight line profile (figures 6.25, 

6.26, 6.27) and distributed target profile (figures 6.29, 6.30, 6.31).  

 
Figure 6.21 SNR of sine profile using 

simulation parameters 2 

 
Figure 6.22 PSNR of sine profile 

using simulation parameters 2 
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Figure 6.23 SSIM of sine profile 

using simulation parameters 2 

 
Figure 6.24 Image formed – sine 

profile (0.3m array spacing, 2.25m 

range cell) 

 
Figure 6.25 SNR of straight line  

profile using simulation parameters 2 

 
Figure 6.26 PSNR of straight line 

profile using simulation parameters 2 

 
Figure 6.27 SSIM of straight line 

profile using simulation parameters 2 

 
Figure 6.28 Image formed – straight 

line profile (0.3m array spacing, 

2.25m range cell) 
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Figure 6.29 SNR of distributed target 

profile using simulation parameters 2 

 
Figure 6.30 PSNR of distributed 

target profile using simulation 

parameters 2 

 
Figure 6.31 SSIM of distributed 

target profile using simulation 

parameters 2 

 
Figure 6.32 Image formed – 

distributed target profile (0.3m array 

spacing, 2.25m range cell) 

 

It is also from the images of the profiles that the artifacts still exist. The averaging 

operation only performs smoothening in this case. This indicates that simple linear 

process like averaging is not enough to remove the artifacts formed.  

 

6.3 Non-Linear Combining 

 

In this section, the results obtained by combining the rθ matrices non-linearly 

using multiple direction of arrival process developed in Chapter 4, section 4.4.6.2 

is presented. The simulation parameters are given in table 6.3. 
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Signal 
Chirp Signal 
Duration    : 0.005 s 
Frequency  : 200 – 300 kHz  

Number of hydrophone elements 4 

Number of Sub Arrays 3 

Bandwidth 100 kHz 

Sampling Frequency (F) 1 MHz 

Processing Non-Linear Combining 

Range cell (m) 0.375m, 0.75m, 1.5m, 2.25m 

Array Spacing (m) 0.1 m - 0.5 m  

Windowing No Windowing 

Beamangle 900 

Table 6.3 Simulation parameters 3 

 
Figure 6.33 SNR of point target using 

simulation parameters 3 

 
Figure 6.34 PSNR of point target 

using simulation parameters 3 

 
Figure 6.35 SSIM of point target 

using simulation parameters 3 

 
Figure 6.36 Image formed – point 

target (0.3m array spacing, 2.25m 

range cell) 
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Figure 6.33 shows the gain obtained using the non-linear combining algorithm. 

The figure shows that the gain increases as the array spacing increases. The PSNR 

graph in figure 6.34 shows that the image quality increases until 0.25m spacing 

and then the increase in quality almost remains a constant. The SSIM index in 

figure 6.35 also shows a slight increase in the image quality till 0.2m array 

spacing and it remains a constant after that. Since these two measures the image 

quality, it becomes a constant because after 0.2m spacing the increase in image 

quality is not sensed by the human eye. These measures show that the algorithm 

has certainly improved the image.  

 
Figure 6.37 SNR of sine profile using 

simulation parameters 3  

 
Figure 6.38 PSNR of sine profile 

using simulation parameters 3 

 
Figure 6.39 SSIM of sine profile 

using simulation parameters 3 

 
Figure 6.40 Image formed – sine 

profile (0.25m array spacing, 2.25m 

range cell) 
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The SNR curves in figure 6.37 for a sine profile shows that the gain increases for 

the various array spacing except for 0.375m range cell where the gain starts to 

decrease after 0.4m spacing. As indicated in section 6.1, a similar decrease in the 

gain was seen in the case of straight line profile. If this decrease was due to the 

nature of the profile then it should have been seen in the case of all range cells. 

But this is seen only for 0.375m range cell. Thus this would indicate the case 

where the number of samples in the range cell is less in order to obtain good 

correlation and hence oscillates. The number of samples in a 0.375m range cell is 

250 samples. The maximum delay for a half beam angle of 45o for an array 

spacing of 0.4m is 0.4cos45 ≈ 0.282m ≈ 189 samples. The profile is well 

correlated if it is less than 189 samples but for the number of samples greater than 

189 the correlation decreases. Thus the range cell size should be chosen large 

enough to have sufficient samples for correlation. The PSNR and SSIM image 

quality metric in figure 6.38 and figure 6.39 for a sine profile shows that image 

quality increase until 0.25m array spacing and then there is a very slow decrease. 

The slow decrease indicates that there is not much difference in the image quality 

for array spacing greater than 0.25m.  

 
Figure 6.41 SNR of straight line 

profile using simulation parameters 3 

 
Figure 6.42 PSNR of straight line 

profile using simulation parameters 3 
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Figure 6.43 SSIM of straight line 

profile using simulation parameters 3 

 
Figure 6.44 Image formed – straight 

line profile (0.2m array spacing, 

2.25m range cell) 

 

The SNR of the straight line profile in figure 6.41 shows an increasing SNR trend 

except for 0.375m range cell size where oscillation due to lack of correlation is 

seen after an array spacing of 0.4m. The PSNR and SSIM image quality index in 

figure 6.42 and figure 6.43 shows that after increasing to a maximum at 0.2m 

array spacing, there is a decrease in image quality. 

 
Figure 6.45 SNR of distributed target 

profile using simulation parameters 3 

 
Figure 6.46 PSNR of distributed 

target profile using simulation 

parameters 3  
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Figure 6.47 SSIM of distributed 

target profile using simulation 

parameters 3 

 
Figure 6.48 Image formed – 

distributed target profile (0.3m array 

spacing, 2.25m range cell) 

 

The SNR curve for distributed target profile in figure 6.45 shows a similar 

oscillation in the case of 0.375m range cell with the gain decreasing from 0.4m 

array spacing. The PSNR and SSIM index for the distributed target profile in 

figure 6.46 and figure 6.47 indicates that the maximum occurs at 0.3m array 

spacing.  

 

It is seen that each profile gives a good image quality at different array spacing. 

Thus the choice of array spacing is profile dependant. Also in the case of the 

range cells, the image quality formed by 2.25m range cell gives the best result. As 

indicated, this should be because there is more signature of the profile when larger 

range cell is considered. But larger range cell would result in low range 

resolution. Thus it is a compromise between image quality and range resolution. 

 

6.4 Comparison of measurement metric for different number of 

hydrophone elements 

 

In this section, the measurement metrics obtained for different hydrophone 

elements are compared. Since the measurement metrics indicate best results for 

2.25m range cell, the comparison of metrics is performed for 2.25m range cell. 
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Figure 6.49 Comparison of SNR of 

point target 

 
Figure 6.50 Comparison of PSNR of 

point target 

 

 
Figure 6.51 Comparison of SSIM of point target 

 

Figure 6.49, figure 6.50 and figure 6.51 provides a comparison of the algorithms 

used and using different number of elements for a point target. SNR curves in 

figure 6.49 shows that the algorithm developed does provide a gain over the other 

methods. The averaging process is found to have the same response as with no 

processing. SNR curves for a 3 element array and 4 element array do not show 

much difference except for higher spacing elements. The PSNR and SSIM index 

image metric in figure 6.50 and figure 6.51 indicates that the gain obtained is 

small that it is least discernable to human eye.  
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Figure 6.52 Comparison of SNR of 

sine profile 

 
Figure 6.53 Comparison of PSNR of 

sine profile 

 

 
Figure 6.54 Comparison of SSIM of sine profile 

 

Figure 6.52, figure 6.53 and figure 6.54 provide a comparison for a sine profile. 

SNR curves in figure 6.52 show very little change in the gain at lower array 

spacing where as at higher array spacing the gain increases. The PSNR and SSIM 

index in figure 6.53 and figure 6.54 shows that the best image is obtained for 

0.25m array spacing. Though the gain obtained for a 0.5m array spacing is greater 

than that of 0.25m spacing PSNR and SSIM metric confirms that the image 

formed by 0.25m spacing would look much better and hence the peak at 0.25m 

spacing. The PSNR and SSIM index shows a very small improvement in image 

quality because while applying the final threshold given by equation 4.70 there 

might be a loss of targets because the threshold is very high. This is further 

investigated in section 6.10. 
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Figure 6.55 Comparison of SNR of 

straight line profile  

 
Figure 6.56 Comparison of PSNR of 

straight line profile 

 
Figure 6.57 Comparison of SSIM of straight line profile 

 

Figure 6.55, figure 6.56 and figure 6.57 provide a comparison of the metrics 

obtained for a straight line profile. It is seen in figure 6.55 that the gain increases 

after 0.3m spacing. Though the SNR curves shows a gain at higher array spacing 

the SSIM index shows that the image of straight line obtained for spacing higher 

than 0.4m is poorer than the averaging process. This is because the threshold 

which is automatically decided by the algorithm is too high and the targets might 

be missed due to this high level.  But since the artifacts are reduced, the SNR 

curve in figure 6.55 shows an improvement in gain although there is a loss of 

image quality as indicated by figures 6.56 and figure 6.57. 
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Figure 6.58 Comparison of SNR of 

distributed target profile 

 
Figure 6.59 Comparison of PSNR of 

distributed target profile 

 
Figure 6.60 Comparison of SSIM of distributed target profile 

  

Figure 6.58, figure 6.59 and figure 6.60 provide a comparison for a distributed 

target profile. SNR curve in figure 6.58 has the same trend with the gain 

increasing at higher array spacing. The PSNR and SSIM index in figure 6.59 and 

figure 6.60 indicates that the best image is obtained using 0.3m array spacing.  

 

6.5 Windowing 

 

Windows are used to reduce the sidelobes. Here windows are applied to check 

whether there is any improvement in the image quality as correlation process is 

involved. A window is applied to the data in each range cell before the correlation 

of the range cell from the signal on one hydrophone with the corresponding range 

cell of the signal from the other hydrophone. A hamming window was chosen 
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because they have low first sidelobe. The window was applied to all the profiles 

and the result obtained with 2.25m range cell is compared with when no window 

is applied. The simulation parameters are given in table 6.4. 

 

Signal 
Chirp Signal 
Duration    : 0.005 s 
Frequency  : 200 – 300 kHz  

Number of hydrophone elements 4 

Number of Sub Arrays 3 

Bandwidth 100 kHz 

Sampling Frequency (F) 1 MHz 

Processing Non-Linear Combining 

Range cell (m) 2.25m 

Array Spacing (m) 0.1 m - 0.5 m  

Windowing Hamming Window & No Window (Comparison) 

Beamangle 900 

Table 6.4 Simulation parameters 4 

 
Figure 6.61 SNR of point target using 

simulation parameters 4 

 
Figure 6.62 PSNR of point target 

using simulation parameters 4  

 
Figure 6.63 SSIM of point target using simulation parameters 4 
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Figure 6.64 SNR of sine profile using 

simulation parameters 4 

 
Figure 6.65 PSNR of sine profile 

using simulation parameters 4 

 
Figure 6.66 SSIM of sine profile using simulation parameters 4 

 

 
Figure 6.67 SNR of straight line 

profile using simulation parameters 4 

 
Figure 6.68 PSNR of straight line 

profile using simulation parameters 4 
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Figure 6.69 SSIM of straight line profile using simulation parameters 4 

 

 
Figure 6.70 SNR of distributed target 

profile using simulation parameters 4 

 
Figure 6.71 PSNR of distributed 

target profile using simulation 

parameters 4 

 
Figure 6.72 SSIM of distributed target profile using simulation parameters 4 
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The graphs for the measurement metrics for the point target (figures 6.61, 6.62, 

6.63), sine profile (figures 6.64, 6.65, 6.66), straight line profile (figures 6.67, 

6.68, 6.69) and distributed target profile (figures 6.70, 6.71, 6.72) does not show 

any improvement after the hamming window is applied. The values obtained for 

all the metrics for all target profiles either have the same value as when no widow 

is applied or are worse. This is because each cluster consists of very closely 

spaced point targets and applying a window to the data in the range cell would 

only suppress certain areas of the profile signature. As a result it is concluded that 

applying window degrades the image quality. 

 

6.6 Comparison by increasing signal bandwidth 

 

In this section the bandwidth of the chirp signal is increased from 100 kHz to 200 

kHz in order to check whether there is any improvement in the image quality. The 

simulation parameters are given in table 6.5. The simulation results are presented 

for 2.25m range cell and compared against the result obtained for a 100 kHz 

bandwidth signal for the same size range cell. Thus using a signal of bandwidth 

200 kHz the compression ratio of the matched filter is increased two fold. 

 

Signal 
Chirp Signal 
Duration    : 0.005 s 
Frequency  : 200 – 300 kHz, 200 – 400 kHz  

Number of hydrophone elements 4 

Number of Sub Arrays 3 

Bandwidth 100 kHz and 200 kHz (Comparison) 

Sampling Frequency (F) 1 MHz 

Processing Non-Linear Combining 

Range cell (m) 2.25m 

Array Spacing (m) 0.1 m - 0.5 m  

Windowing No Window 

Beamangle 900 

Table 6.5 Simulation parameters 5 
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Figure 6.73 SNR of sine profile using 

simulation parameters 5  

 
Figure 6.74 PSNR of sine profile 

using simulation parameters 5 

 
Figure 6.75 SSIM of sine profile using simulation parameters 5 

 
Figure 6.76 SNR of straight line 

profile using simulation parameters 5 

 
Figure 6.77 PSNR of straight line 

profile using simulation parameters 5 
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Figure 6.78 SSIM of straight line profile using simulation parameters 5 

 
Figure 6.79 SNR of distributed target 

profile using simulation parameters 5 

 
Figure 6.80 PSNR of distributed 

target profile using simulation 

parameters 5 

 
Figure 6.81 SSIM of distributed target profile using simulation parameters 5 

 

The metric plots for sine profile (figures 6.73, 6.74, 6.75), straight line profile 

(figures 6.76, 6.77, 6.78) and distributed target profiles (figures 6.79, 6.80, 6.81) 
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presented compares the various measurement metrics obtained for a chirp signal 

of bandwidth 200 kHz with that obtained for 100 kHz. The comparison is 

performed for a 2.25m range cell. PSNR and SSIM index curves show a slight 

improvement or in some cases no improvement in the image quality. Equation 

5.15 for angular resolution, 

 

 ssamp

d
dBN
ncθ





cos.

)(
      6.1 

 

The equation shows that angular resolution depends not only on the bandwidth 

and array spacing but also on Nsamp, which is the factor by which the bandwidth 

has to be multiplied for a suitable sampling rate. The angular resolution also 

depends on Δnd which is the difference in the difference samples from two targets. 

The simulation parameters show that the bandwidth is increased but the sampling 

frequency is kept constant. This causes Nsamp to be reduced thus keeping the factor 

BN
n

samp

d  same as when the bandwidth was 100 kHz and hence there is no 

improvement seen in the image quality. The SNR curves shows an increase in 

gain and this would be due to the matched filter processing gain obtained by using 

signal of bandwidth 200 kHz. This indicates that in order to have a gain in image 

quality the factor 
samp

d
N

n  should be kept constant.  

  

6.7 Comparison by increasing the sampling frequency 

 

In this section the sampling frequency is increased from 1 MHz to 5 MHz. Thus 

the sampling frequency is approximately 17 times the highest signal frequency 

available. By increasing the sampling frequency any small changes can be 

studied. The simulation is performed on the profiles considered and the 

comparison graphs are plotted for a 2.25m range cell using 1 MHz and 5 MHz 

sampling frequencies. The simulation parameters are given in table 6.6. 
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Signal 
Chirp Signal 
Duration    : 0.005 s 
Frequency  : 200 – 300 kHz 

Number of hydrophone elements 4 

Number of Sub Arrays 3 

Bandwidth 100 kHz 

Sampling Frequency (F) 1 MHz and 5 MHz (Comparison) 

Processing Non-Linear Combining 

Range cell (m) 2.25m 

Array Spacing (m) 0.1 m - 0.5 m  

Windowing No Window 

Beamangle 900 

Table 6.6 Simulation parameters 6 

 
Figure 6.82 SNR of sine profile using 

simulation parameters 6 

 
Figure 6.83 PSNR of sine profile 

using simulation parameters 6 

 
Figure 6.84 SSIM of sine profile using simulation parameters 6 
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Figure 6.85 SNR of straight line 

profile using simulation parameters 6 

 
Figure 6.86 PSNR of straight line 

profile using simulation parameters 6 

 
Figure 6.87 SSIM of straight line profile using simulation parameters 6 

 

 
Figure 6.88 SNR of distributed target 

profile using simulation parameters 6 

 
Figure 6.89 PSNR of distributed 

target profile using simulation 

parameters 6 
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Figure 6.90 SSIM of distributed target profile using simulation parameters 6 

 

The measurement metric graphs for the profile show that for higher sampling 

frequency of 5 MHz the curves have become much smoother than the one using 1 

MHz. The SNR and PSNR graphs do not indicate much change. The SSIM index 

shows an improvement at the lower array spacing. This is because the visual 

quality at low array spacing is improved at higher sampling frequency while at 

higher array spacing there is no significant improvement. The nature of the curves 

obtained using 5 MHz sampling frequency confirms the result obtained using 

lower sampling frequency of 1MHz. As there is no out of frequency noise added 

to the signal there is no chance of aliasing to occur. Thus sampling at higher 

frequency here only increases the accuracy in the determination of the angular 

position of the target. This can be explained using equation 6.1. Increasing the 

sampling frequency increases Δnd and Nsamp. This indicates that the ratio 
samp

d
N

n  

remains a constant.  With all the other parameters in the equation 6.1 constant, the 

image quality remains the same. 

 

6.8 Using all array combinations 

 

In all the simulations performed the number of subarrays formed using K 

hydrophone elements were K-1. Equation 4.64 in Chapter 4, section 4.4.3 gives 

the total number of subarrays that can be formed using K hydrophone elements. In 

this section, the non-linear combining process developed is applied to all the 

subarray combination and the result is investigated. 
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The DOA determination and processing algorithm assumes that the target is 

located in the far-field. Using this assumption, the look angle of each subarray 

remains the same. It has been shown in Chapter 5, section 5.2.1.2 that increasing 

the array spacing increases the angular resolution. Thus larger array spacing can 

be considered a higher sampled version of the smaller array spacing. Thus in order 

to combine rθ matrix obtained by two different array spacing, the smaller array 

spacing has to be interpolated to the larger array spacing. This can be performed 

as long as the far-field condition holds. But once when this assumption breaks 

down, the subarrays would be looking at the targets at different angles and hence 

the quality of image formed would be worse. The process of converting the result 

obtained using smaller spacing to that of a larger spacing is given in the block 

diagram in figure 6.91. 

 

 

 

 

Figure 6.91 Interpolating procedure 
 

Thus each row of the rθ matrix is upsampled by a factor of M then passed through 

a low pass filter. If the interpolation is not a exact factor then the process is 

performed by first interpolating and then decimation to obtain the correct factor. 

The interpolating factor is decided by the ratio of the effective array spacing to the 

array spacing under consideration. The effective array spacing is the distance 

between the first and the last element of the array. Thus if the effective array 

spacing is 0.6m and the array spacing under consideration is 0.4m then the 

interpolating factor is
2
3

4.0
6.0
 .  Thus to obtain a result equivalent to that of a 0.6m 

spacing with a 0.4m spacing array, it is required to interpolate by a factor of 3 and 

decimate by a factor of 2. The low pass filter will have a pass band which is 

equivalent to the signal bandwidth but the sampling frequency used for 0.4m 

spacing would be 3 times that used to filter each row of 0.6m array spacing. Using 

all array combinations, the receiver structure in figure 4.19 is modified by adding 

an interpolation block before the lowpass filter and a decimation block after the 

ith Correlated 
Range Cell ↑M Low Pass 

Filter ↓N 
Interpolated 

ith row of  
rθ matrix 
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lowpass filter. The rθ matrix thus formed will be equivalent to that obtained with 

the effective array spacing. The simulation parameters are given in table 6.7. 

Signal 
Chirp Signal 
Duration    : 0.005 s 
Frequency  : 200 – 300 kHz 

Number of hydrophone elements 4 

Number of Sub Arrays 6 

Bandwidth 100 kHz 

Sampling Frequency (F) 1 MHz 

Processing Non-Linear Combining 

Range cell (m) 1.5m, 2.25m 

Array Spacing (m) 0.1 m - 0.5 m  

Windowing No Window 

Beamangle 900 

Table 6.7 Simulation parameters 7 

 
Figure 6.92 SNR of sine profile using 

simulation parameters 7  

 
Figure 6.93 PSNR of sine profile 

using simulation parameters 7 

 
Figure 6.94 SSIM of sine profile 

using simulation parameters 7 

 
Figure 6.95 Image formed -sine 

profile (0.2m array spacing, 2.25m 

range cell) 



 171 

Figure 6.92, figure 6.93 and figure 6.94 show the measurement metrics for a sine 

profile obtained by combining all the elements. PSNR and SSIM index in figure 

6.93 and figure 6.94 shows that the best image formed is for 0.2m spacing for a 

2.25m range cell and 0.15m spacing for a 1.5m range cell.  After that the image 

quality index curve shows image degradation. The SNR graph in figure 6.92 show 

that the gain is increased until 0.3m array spacing and then there are oscillations. 

This is because in the case of array spacing greater than 0.35m the far field 

condition fails. Thus the SNR curve would indicate good result until about 0.3m 

spacing and after that it fails to reflect the true gain. This phenomenon can be seen 

in the rest of the profiles.  

 
Figure 6.96 SNR of straight line 

profile using simulation parameters 7 

 
Figure 6.97 PSNR of straight line 

profile using simulation parameters 7 

 
Figure 6.98 SSIM of straight line 

profile using simulation parameters 7 

 
Figure 6.99 Image formed-straight 

line profile (0.2m spacing, 2.25m 

range cell) 
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The phenomenon seen in the SNR curve of sine profile is also seen in the straight 

line profile in figure 6.96. PSNR and SSIM index in figure 6.97 and figure 6.98 

indicate the best image obtained for a straight line profile considering all array 

combination is by using an array spacing of 0.2m and a range cell size of 2.25m. 

The image formed in figure 6.99 for a straight line profile shows the loss of useful 

information.  

 
Figure 6.100 SNR of distributed 

target profile using simulation 

parameters 7 

 
Figure 6.101 PSNR of distributed 

target profile using simulation 

parameters 7 

 
Figure 6.102 SSIM of distributed 

target profile using simulation 

parameters 7 

 
Figure 6.103 Image formed - 

distributed target profile – (0.15m 

array spacing, 2.25m range cell) 

 

The metric curves for a distributed target profile in figure 6.100, figure 6.101 and 

figure 6.102 shows the same trend as shown by sine profile and straight line 

profile. 
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The PSNR and SSIM index of all profiles is seen to peak at lower array spacing. 

This is because the lower array spacing tries to achieve the angular resolution of 

higher array spacing. Here the higher array spacing would be the separation 

between the first and the last element of the array. It was seen previously that after 

a certain array spacing the image quality begins to degrade. This reason can be 

attributed to the lack of correlation in the range cells. This is because for large 

array spacing only a small part of the target lies in the same range cell and hence 

the strength of correlation decreases. When the received signals are divided into 

range cells there is also possibility that the target is not lying in the same range 

cell when the array spacing is large. The different peaks obtained for different 

range cells as seen in PSNR and SSIM index graphs gives this indication.  

 

The comparison of performance of a 4 element array with that of a 3 element 

array is for a 2.25m range cell for the profiles considered is given. Only the SSIM 

index and PSNR are compared. 

 

 
Figure 6.104 Comparison of PSNR of 

sine profile for all combinations 

 
Figure 6.105 Comparison of SSIM of 

sine profile for all combinations 
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Figure 6.106 Comparison of PSNR of 

straight line profile for all 

combinations 

 
Figure 6.107 Comparison of SSIM of 

straight line profile for all 

combinations 

 
Figure 6.108 Comparison of PSNR of 

distributed target profile for all 

combinations  

 
Figure 6.109 Comparison of SSIM of 

distributed target profile for all 

combinations 

 

The PSNR and SSIM index of the profiles for all array element combination 

shows that the image obtained using 3 elements is much better than that obtained 

using 4 element array. This is expected as before as for 4 element array the 

effective array spacing is greater than 3 element array. This shows that correlation 

decreases as the array spacing increases. This is because the time delay of arrival 

between the two elements is large. Thus when the signals are divided into range 

cells, the target would lie in one range cell of one signal whereas in the other 

signal the same target would be in a different range cell. When the array spacing 
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is small, the time delays between the elements are small and hence the two range 

cell compared will have the same target. 

 

6.9 Comparison between equal element spacing combination and all 

combination 

 

In this section, PSNR and SSIM index curves obtained by combining equal array 

spacing and that obtained by using all combinations are compared. A 3 element 

array using all possible subarray combinations is compared against a 4 element 

array. The comparison is given for sine profile, straight line profile and a 

distributed target profile. Another reason for the comparison of 3 element array 

with that of 4 element array is because the number of subarrays for all 

combinations of a 3 element array is 3 which is the same number of subarrays that 

is considered when only equally spaced elements are considered. 

 
Figure 6.110 Comparison of PSNR of 

sine profile with equally spaced 

elements and all combinations 

 
Figure 6.111 Comparison of SSIM of 

sine profile with equally spaced 

elements and all combinations 
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Figure 6.112 Comparison PSNR of 

straight line profile with equally 

spaced elements and all combinations 

 
Figure 6.113 Comparison of SSIM of 

straight line profile with equally 

spaced elements and all combinations 

 
Figure 6.114 Comparison of PSNR of 

distributed target profile with 

equally spaced elements and all 

combinations 

 
Figure 6.115 Comparison of SSIM of 

distributed target profile with 

equally spaced elements and all 

combinations 

 

From the metric graphs presented it can be seen that when the array spacing is 

greater than 0.25m the quality of images obtained using all combinations start to 

decrease. An array spacing of 0.25m indicates an effective array spacing of 0.5m 

in case when all the array combinations are taken into consideration. Thus the 

metric indicates that the image quality would start getting worse for an array 

spacing greater than 0.5m and with 2.25m range cell. It is also seen from the 

graphs that using all array spacing combinations, the image quality of 0.1m 

spacing is improved and is similar to image quality obtained using 0.2m array 
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spacing. This shows that lower array spacing tries to achieve the resolution of 

array spacing which is equivalent to the effective length of the array. 

 

6.10 Adjusting the threshold to improve image quality 

 

In all the above cases considered, the threshold was chosen according to the 

equation 4.66 and equation 4.70. It has been seen from the simulation results that 

the improvement in image quality is negligible. This factor was attributed to the 

high value of the threshold. In all the above cases the threshold was not 

controlled. In order to get better results equation 4.66 and 4.70 can be rewritten as 

 

1K
ξkβ


 1         6.2 

 

σkβkβnew 21                    6.3 

 

where k1 and k2 are constants. The values of these constants are determined by 

manual tuning. The simulations presented in the previous section assumed k1 = 1 

and k2 = 1. The PSNR and SSIM index for a sine profile and distributed target 

profile is presented. The value of k1 is increased from 0 to 1 in steps of 0.2 and the 

value of k2 is increased from 0 to 3 and the graphs are plotted. The simulation 

parameters are given in table 6.8. 

 

Signal 
Chirp Signal 
Duration    : 0.005 s 
Frequency  : 200 – 300 kHz 

Number of hydrophone elements 4 

Number of Sub Arrays 3 

Bandwidth 100 kHz 

Sampling Frequency (F) 1 MHz 

Processing Non-Linear Combining 

Range cell (m) 2.25m 

Array Spacing (m) 0.3 m  

Windowing No Window 

Beamangle 900 

Table 6.8 Simulation parameters 8 
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Only subarrays with equal spacing are considered.  

 

 
Figure 6.116 PSNR of sine profile 

using simulation parameters 8 

 
Figure 6.117 SSIM of sine profile 

using simulation parameters 8 

 
Figure 6.118 PSNR of distributed 

target profile using simulation 

parameters 8 

 
Figure 6.119 SSIM of distributed 

target profile using simulation 

parameters 8 

 

The PSNR and SSIM graphs in figure 6.116 and 6.117 for a sine profile show that 

the maximum image quality that can be obtained by this method. For k1 = 1 and k2 

=1 the image quality obtained for a sine profile is found to be less than the highest 

image quality that can be attained. The best image quality for a sine profile is 

attained with k1 = 0.6 and k2 = 1 which is one of the combinations of values. It can 

be seen from the graph that as k2 increases, k1 decreases and for any value of k1 

and k2, the maximum image quality attained is the same. This is the reason that 
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the curves show a very small improvement in image quality. The PSNR and SSIM 

index curves follow the same trend.  

 

For a distributed target profile, it can be seen from the PSNR and SSIM index 

curves in figure 6.118 and figure 6.119 that the value of the threshold chosen is 

close to the value which gives the best image quality. Thus the PSNR and SSIM 

curves in the simulations presented in the previous sections show a considerable 

improvement in the image quality. The images of the sine profile and distributed 

target profile formed by considering one of the best values of k1 and k2 is shown in 

figure 6.120 and figure 6.121. 

 

 
Figure 6.120 Image of sine profile by 

using k1 = 0.6 and k2 = 1 

 
Figure 6.121 Image of distributed 

target profile using k1 = 0.6 and k2 = 

1.5 

 

6.11 Summary 
 

This chapter presents the simulation results and tests the theory developed in 

Chapter 4. Three measures 1) SNR 2) PSNR and 3) SSIM was used.  The image 

quality of the images formed using two elements was found to be poor due to the 

presence of correlation artifacts. Hence to improve the image quality, the number 

of array elements was increased to four and averaging was applied. It was found 

that even by averaging the correlation artifacts did not reduce. Thus it was 

confirmed that linear operation was not suitable in removing the correlation 

artifacts. 
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The non-linear combining process was applied to all the target profiles 

considered. Applying the non-linear combining process found to improve the 

image. In order to improve the flexibility and to fine tune the non-linear 

combining process two variables were introduced into the equation which 

calculates the threshold. By adjusting these variables and fine tuning the algorithm 

the results were seen to improve. The algorithm was tested for further 

improvement in the image quality by applying hamming window. But it showed 

that windowing had no effect. The image quality remained the same or became 

worse. Increasing the bandwidth showed that for getting a good image quality, the 

ratio 
samp

d
N

n  should remain constant. Simulations performed by increasing the 

sampling frequency showed small improvement at lower array spacing but 

remained constant for higher array spacing. 

 

Simulation was then performed by using all available array combinations. The 

simulations showed that further the elements are away from each other, the range 

cells become less correlated. This indicates that the array spacing cannot be 

increased infinitely. The simulations presented in this chapter shows that the non-

linear combining process works well. 
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Chapter 7 
Experimental System Design and Results 

 

In chapter 6, simulation results were presented for the non-linear combining 

process. It was found that the non-linear combining process gives a better quality 

image. This algorithm was validated using both objective (PSNR) and subjective 

(SSIM) measures and the results were in good agreement with each other. Based 

on these results and observations, it was decided to perform real time experiments 

by building a hardware model incorporating the proposed algorithm.  

 

7.1 Experimental parameters 
 
The signal parameters used for experimental setup are given in table 7.1. 
 

Signal 
Chirp Signal 
Duration    : 0.005s 
Frequency : 325 kHz – 425 kHz 

Bandwidth 100 kHz 
Sampling Frequency 1 MHz 
Number of hydrophone elements 4 
Array Spacing 0.3 metres 
 

Table 7.1 Experimental parameters 
 
A chirp signal with a frequency sweep of 325 kHz to 425 kHz was used for the 

experimental setup. This is because the projector and hydrophone available in that 

frequency range. Thus the signal used has a bandwidth of 100 kHz which is same 

as the signal used for the simulation purposes. The following paragraphs 

summarize the various elements in the hardware setup. 

 

7.2 Transducer frequency response 
 

Due to budget constraints existing piezo-composite transducing hydrophones were 

used. The piezo-electric transducers have the ability to convert mechanical 

vibrations into electric signals and electric signals into mechanical vibrations.  

 

The frequency response of the transducer has to be studied in order to determine 

the operating range of the transducers. The frequency response was determined by 
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applying a signal to transducers which is immersed in a tank of water. This 

transducer acts as the projector. The electrical signal applied is converted to 

pressure signal by the projector and travels through the medium. Another 

transducer is connected to the scope and immersed in water. This transducer acts 

as the hydrophone. The input signal frequency applied to the projector was 

changed constantly. The signal frequency was changed by keeping the signal 

amplitude constant.  The signal produced by the hydrophone was noted. The 

experimental setup is shown in figure 7.1.  

 

 

 

 

 

 

 

 

Figure 7.1 Experiment setup to determine the frequency response of the 

transducer 

 
Figure 7.2 Frequency response of the piezo-electric transducer 

 

The region in the frequency response graph where the response is the maximum is 

the operating range where the transducer would operate efficiently. The response 

Signal Scope 

Water 

Hydrophone Projector 
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graph is shown in figure 7.2. Figure 7.2 shows that the transducer sensitivity is 

maximum in the frequency range 325 kHz – 425 kHz. Figure 7.2 indicates that at 

-3dB the bandwidth is 100 kHz. 

 

7.3 Projector channel 
 

The block diagram in figure 7.3 shows the main blocks of the projector channel. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.3 Block diagram of the projector channel 

 

The projector channel consists of a signal generator which is capable of 

generating a chirp signal sweeping between 325 kHz – 425 kHz. An agilent signal 

generator available was capable of generating the continuous chirp signal in the 

given frequency range. For the purpose of the experiment it was required to have 

a single chirp pulse of duration 0.005s. This is achieved by using a one-shot 

circuit and a logic circuit. The one-shot circuit is shown in figure 7.4. 
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Figure 7.4 One-shot using NOR gates [102] 

 

By choosing appropriate resistance and capacitance values for the circuit in figure 

7.4, the one-shot circuit can be made to output a pulse with time duration of 

0.005s. One-shot circuit is triggered using the sync output of the signal generator. 

The 0.005s pulse output is applied to the logic circuit which generates two 

outputs. One output is a 0.005s chirp signal whereas the other output is a 

complimentary pulse of duration 0.005s. Since the signal obtained from the signal 

generator is unipolar (varying between 0 and 1), these pulses are required to 

generate a bipolar signal which is applied to the projector. 

 

The output of the logic circuit is applied to a MOSFET driver. The function of the 

driver circuit is to provide suitable current to the gate of the power MOSFET in 

order to enable fast switching. Though the output of the driver gives switched 

signals there is a necessity of large current to drive the primary of the transformer 

load. This can be achieved using a Class D amplifier which not only provides 

larger current outputs but at the same time acts as a switch. The circuit for the 

class D amplifier is shown in figure 7.5. 

 

The Class D amplifiers are one in which the transistors are operated as switches. 

At each time two transistors are switched on (a p-type (FQP12P10) and an n-type 

(IRF630)) so that there is a flow of current through the transformer. The current 

through the transformer, when each pair of transistors conducts, flows in the 

opposite directions. The direction of current flow is shown in figure 7.5 using 

arrows. The output across transformer secondary would be an alternating 

waveform. The output amplitude depends on the transformer ratio. Class D 

amplifiers give the maximum efficiency when operated as a switch and hence they 
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are suited for battery operated systems. The transistors used (the p-type and the n-

type) are selected in such a way that their switching, voltage and current 

characteristics match. The transformer used was a ferrite cored step up 

transformer with a turns ratio of 40. 

 
Figure 7.5 Class D amplifier circuit [103] 

 

The peak value at the transformer secondary was 200V from which the source 

level is calculated. The RMS value can be given by 

 

VVV A
rms 4.141

2
        7.1 

 

The sensitivity of the projector was 150 dB re.1µPa/1V@1m. Thus the source 

level is 

 

193log20 10  rmsVTSSL  dB re.1µPa @1m   7.2 

 

7.4 Receiver channels 
 

Each receiver channel consists of a two stage filter-amplifier circuit built using an 

operational amplifier (LM833N) and connected to a data acquisition unit. The 
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operational amplifier (op-amp) chosen was a wideband amplifier with a large gain 

bandwidth product. The receiver has four channels with each channel having a 

similar filter-amplifier circuit. Each of the four transducers (hydrophones) was 

connected to their respective filter amplifier circuits feeding signals into the 

corresponding input in the data acquisition unit. The receiver channel is shown in 

the block diagram in figure 7.6. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.6 Receiver structure 

 

One stage of the filter-amplifier is shown in figure 7.7. 

 
Figure 7.7 One stage of filter-amplifier circuit [104] 
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In figure 7.7 a bandpass filter is constructed using a lowpass filter and a highpass 

filter. The parallel RC circuit in figure 7.7 functions as a lowpass filter and the 

series RC circuit at the op-amp input perform the highpass filtering. The values of 

the resistors and the capacitors in figure 7.7 are chosen in order to have a 

passband of 325 kHz – 425 kHz and also to give an amplifier gain of 10. The 

output Vout is connected to a similar op-amp circuit. The values of resistors and 

capacitors in the second stage will be same as the first stage. Thus this amplifier 

gives a further gain of 10. Thus theoretically, the total gain of the filter-amplifier 

circuit is 100.  The frequency response of the filter-amplifier stage is shown in 

figure 7.8. 

 

 
Figure 7.8 Frequency response of filter-amplifier circuit 

 

The frequency response was determined by applying a 100 mV signal to the input 

of the filter-amplifier circuit. The maximum output voltage was obtained at 370 

kHz frequency with output voltage amplitude of 7.81 V. Thus the gain obtained 

after the filter-amplifier stage is 78.1.  

 

7.4.1 Data acquisition unit 

 

The output of the filter-amplifier stage is connected to the data acquisition unit 

which converts the received analog signals to digital signals to facilitate storage 
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and further processing using computer. The data acquisition unit used was TiePie 

Handyscope HS4 which can sample at a maximum rate of 5MHz. The TiePie 

Handyscope had a 12 bit analog to digital converter (ADC). Thus the signal-to-

quantisation noise ratio is 72dB. The instrument was powered using its universal 

serial bus (USB) which is connected to the computer. The data acquisition unit 

can be triggered externally to start recording of signals. The sync output provides 

a trigger pulse when the signal generator transmits a signal. The external trigger of 

the data acquisition unit is connected to the sync output of the signal generator. 

This causes the data acquisition unit to start recording at the instant when the 

projector transmits a 5ms chirp signal. The data acquisition unit has 4 channels to 

which the outputs from filter-amplifier circuits are connected. The received signal 

is stored in the computer as a binary file (.bin files). 

 

7.5 Hardware 
 

The hardware designed and the array setup is shown in figures 7.9, 7.10 and 7.11. 

 

 
Figure 7.9 Hardware circuit with a single channel for transmitter and four 

channels of receiver 
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Figure 7.10 Front view of the sonar array 

 

 
Figure 7.11 Array view showing the number of piezo-electric elements 

 
The array elements of the hydrophone array in figures 7.10 and 7.11 were 

separated by 0.3m. The effective array length was 0.9m. The projector was 

located at the center of the array. The projector had a beamangle of approximately 

100. The hydrophone elements were fixed to an aluminium rod which was 

mounted on an aluminium frame.  

 

The simulation results presented in Chapter 6 showed that the image quality 

depended on the profile considered. The best image quality was obtained for an 

array spacing of 0.25m to 0.3m. Equation 5.17 from Chapter 5, section 5.2.1.2 is 

approximated as  
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Bd
c

        7.3 

 

Using equation 7.3 an approximate plot for angular resolution can be obtained for 

array spacing between 0.1m – 0.5m and using the parameters in table 7.1. The plot 

is shown in figure 7.12 

 
Figure 7.12 Array spacing vs Angular Resolution  

B = 100 kHz 

 

From figure 7.12 it is found that major change in angular resolution takes place at 

lower array spacing until 0.3m array spacing. After 0.3m array spacing, the 

angular resolution curve becomes asymptotic. This prompted 0.3m as a choice for 

array spacing in the experimental setup. As mentioned in section 7.2, due to 

budget constraints, existing piezo-electric composite hydrophones with a 

bandwidth of 100 kHz was chosen. 

 

7.6 Experimental  results 
 

The hardware was tested in a tank in the Marine Engineering Department of the 

Newcastle University, UK. The hydrophone array was arranged for a forward 

looking configuration. The test tank was 35m long. A random package of bubble 



 191 

wrap (a number of bubble wraps tied together) served as a target for the 

experiment. The target bubble wrap was chosen so that there was a change in 

density between the two mediums. The bubble wrap also served as a target with 

texture. The tank geometry is presented in figure 7.13. 

 

 

 

 

 

 

 

 

 

Figure 7.13 Tank geometry 

 

The experiment is performed with the signal parameters in table 7.1. The return 

signals obtained in all the four channels by using the target bubble wrap is shown 

in figure 7.14. 

 

 
Figure 7.14 Signals received in 4 channels 

 

Transducer Array 

0.9m 

35m 

6m 

=21m 
Bubble Wrap 



 192 

 

The spectrogram of the received signal on one channel is shown in figure 7.15. 

 
Figure 7.15 Spectrogram of received signal with a bubble wrap as target in 

the test tank 

 

The spectrogram in figure 7.15 shows three distinct target returns. Each return is 

marked on the spectrogram. One of the returns is due to the bubble wrap and the 

other two returns at the end are from the ends of the tank. The signals obtained 

after passing the received signals through matched filter is shown in figure 7.16. 

 

 
Figure 7.16 Signals in the 4 channels after matched filtering 
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The matched filter results clearly indicate the targets by the process of pulse 

compression. If there was any mismatch in the frequency of the received signal 

then the matched filter output would be low, distorted and clear peaks would not 

be seen. The signals obtained after applying TVG to all the four channels is 

shown in figure 7.17. 

 
Figure 7.17 Signals in figure 7.16 obtained after passing through TVG 

amplifier 

 

The images formed with the signals obtained from channel 1 and channel 2 for 

various values of k1 and k2 are shown in figures 7.18, 7.19 and 7.20. These images 

are obtained by using 0.75m range cell. The image obtained using 2.25m range 

cell is shown in figure 7.21. 

 
Figure 7.18 Image formed using two elements with k1 = 0, k2 = 0,  

range cell size = 0.75m and overlap = 50% 
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Figure 7.19 Image formed using two elements with k1 = 0.5, k2 = 0.5,  

range cell size = 0.75m and overlap = 50% 

 
Figure 7.20 Image formed using two elements with k1 = 1.0, k2 = 1.0,  

range cell size = 0.75m and overlap = 50% 

 
Figure 7.21 Image formed using two elements with k1 = 1.0, k2 = 1.0,  

range cell size = 2.25m and overlap = 50% 
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When k1 = 0 and k2 = 0, image is formed from the rθ matrix. When k1 and k2 are 

varied then different threshold levels were applied to rθ matrix obtained using two 

elements. The images formed using two elements (channel 1 and channel 2) in 

figure 7.18 show the bubble wrap, the return from tank ends and another 

ambiguous return in between them. Even the positions of the bubble wrap target 

and the ends of the tank are ambiguous. The image formed in figure 7.18 has no 

thresholding applied to it. The images formed in figures 7.19 and figure 7.20 has 

different intensity thresholding applied but still the position of the bubble wrap 

and the tank ends are ambiguous and cannot be distinguished. Thresholding was 

applied to the two element array in order to show that the image obtained using 

two elements cannot be further improved. The image formed in figure 7.22 uses 4 

elements and the rθ matrices formed by the subarrays are combined using 

averaging. 

 
Figure 7.22 Image formed using 4 elements, range cell size = 0.75m, overlap = 

50% and averaging 

 

It is seen that averaging, which is a linear combination of the subarrays, has no 

effect in reducing the artifacts and the ambiguities mentioned still exists. 

Thresholding applied to resultant rθ matrix after averaging will show similar 

results as those obtained using 2 elements.  

 

Image in figure 7.23 uses 4 array elements and non-linear combining with a range 

cell size of 0.75m. Image in figure 7.24 is obtained by using 4 elements and non-

linear combining with a 2.25m range cell size. From figures 7.23 and figure 7.24 

it can be seen that the position of the bubble wrap target is seen clearly. The ends 



 196 

of the tank are seen as two different targets as there were two ramps at the each 

corner of the tank. It is also seen from the figures 7.23 and 7.24 that the 

ambiguous return in between the bubble wrap target and the ends of the tank has 

vanished as a result of non-linear combining. This shows that for largely spaced 

arrays forming an image using linear combination of elements does not work. 

Hence it is necessary that non-linear combination of elements is required for 

image formation.   

 
Figure 7.23 Image formed using 4 elements with k1 = 1.0, k2 = 1.0,  

range cell size = 0.75m, overlap = 50% and non-linear combining 

 
Figure 7.24 Image formed using 4 elements with k1 = 1.0, k2 = 1.0,  

range cell size = 2.25m, overlap = 50% and non-linear combining 

 

From the results it is found that the non-linear combining algorithm works well. 

Following satisfactory results obtained from testing further experiments were 

conducted in a shallow water estuary near Blyth. The photograph of the target 

scene being imaged is shown in figure 7.25. A diagram showing the approximate 
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geometry of the illuminated area is shown in figure 7.26. The target scene shows 

wooden piers followed by a gap and then two moored ships.  

 
Figure 7.25 Target scene imaged 

 
Figure 7.26 Approximate geometry (illuminated area shaded) 

 

The received signal on 4 channels is shown in figure 7.27. 

 
Figure 7.27 Signals received in 4 channels in Blyth 



 198 

The spectrogram of the received signal is shown in figure 7.28. 

 

 
Figure 7.28 Spectrogram of received signal in Blyth 

 

The matched filter response of the signals in 4 channels is shown in figure 7.29. 

 
Figure 7.29 Signals in the 4 channels obtained in Blyth after matched 

filtering 

 

In figure 7.29, the returns from the pier and the returns caused by the sterns of the 

moored ship are seen. The matched filter output shows a good SNR as any 
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frequency distortion or mismatch between the return signals would not give clear 

peaks. The output of TVG amplifier is shown in figure 7.30. 

 
Figure 7.30 Signals in figure 7.29 after passing through TVG amplifier 

 

The image obtained using the output of two channels (channel 1 and 2) is shown 

in figure 7.31. Figure 7.32 is obtained by applying thresholding to the image 

obtained using the output of two channels. The image formed in figure 7.31 and 

figure 7.32 is obtained using 0.75m range cell size. Various values of k1 and k2 

were tried but there was no improvement in image quality.  

 

 
Figure 7.31 Image formed by using data from Blyth with two elements, k1 = 

0.0, k2 = 0.0 and range cell = 0.75m 
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Figure 7.32 Image formed by using data from Blyth with two elements, k1 = 

1.0, k2 = 1.0 and range cell = 0.75m 

 

Figure 7.33 is formed by using two elements and a range cell size of 2.25m 

 
Figure 7.33 Image formed by using data from Blyth with two elements, k1 = 

1.0, k2 = 1.0 and range cell = 2.25m 

 

From the images presented it is clear that the images formed using two elements 

do not give good results even after thresholding. It is noted that high value of 

threshold reduces the quality of the image formed. Figure 7.34 shows the image 

obtained by using 4 elements and averaging. It can be seen that there is no 

reduction of artifacts corresponding to the results obtained previously. It should be 

noted that applying a threshold to the averaged result would only produce results 

similar to that obtained using two elements and thresholding. 
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Figure 7.34 Image formed by using data from Blyth with 4 elements, range 

cell = 0.75m and averaging 
 

Figure 7.35 and figure 7.36 show the images obtained using 4 elements and non-

linear combining. A 0.75m range cell was used.  

 
Figure 7.35 Image formed by using data from Blyth with 4 elements, k1 = 1.0, 

k2 = 1.0, range cell = 0.75m and non-linear combining 

 
Figure 7.36 Image formed by using data from Blyth with 4 elements, k1 = 1.2, 

k2 = 0.6, range cell = 0.75m and non-linear combining 
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It was noted that the best image was obtained for k1 = 1.2 and k2 = 0.6. Figure 

7.37 shows the image formed using 2.25m range cell.  

 
Figure 7.37 Image formed by using data from Blyth with 4 elements, k1 = 1.2, 

k2 = 0.6, range cell = 2.25m and non-linear combining 

 

Figure 7.38 shows the image formed using all array combinations of a 4 element 

array. 

 
Figure 7.38 Image formed by using data from Blyth with 4 elements (all 

combinations), k1 = 1.2, k2 = 0.6, range cell = 0.75m and non-linear 

combining 

 

Different values of k1 and k2 were tried in order to fine tune the image obtained. It 

was noted that the quality of image obtained was not getting better. This 

corresponds to the simulation results presented in Chapter 6 for all array 

combinations. Figure 7.38 was presented to show the same. This indicates that the 

array spacing can be increased only to a certain extent. 
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After imaging the piers, the sonar array was pointed towards the open sea. The 

chirp signal was transmitted and returns were recorded. Figure 7.39 shows the 

signal obtained in 4 channels. 

 
Figure 7.39 Returns obtained with the sonar array pointed towards the sea at 

Blyth 

 

Figure 7.40 shows the spectrogram of the return signal. 

 
Figure 7.40 Spectrogram obtained from the returns with the sonar array 

pointed towards the sea at Blyth 
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The spectrogram in figure 7.40 shows that there is a single dominant frequency at 

420 kHz. There are no other returns seen in the figure 7.40 indicating the absence 

of any target. The image formed using non-linear combining is shown in figure 

7.41. 

 

 
Figure 7.41 Image formed with the sonar array pointed towards the sea, k1 = 

1.2, k2 = 0.6, range cell = 0.75m and using non-linear combining 

 

The image formed confirms that there is no target in the signal path.  

 

7.7 Few results from data provided by Tritech International 
 

The bandpass filter used for the above experiment did not have sharp cutoff 

frequencies which was a cause of concern. Tritech International provided some of 

the data obtained from their separate trials using a 4 element array having an 

element spacing of 0.3m. The experiment was conducted in another shallow water 

dock site. The signal used for the experiment was a chirp signal with a frequency 

sweep of 325 kHz - 425 kHz. The sampling frequency used was 1 MHz. The 

sonar system used a 12 bit ADC. Tritech International had designed a bandpass 

filter with a better filter response than the one used for the trials in Blyth. The 

response of bandpass filter used by them is shown in figure 7.42. The purple line 

in figure 7.42 shows the final response of the bandpass filter used. Figure 7.42 

shows that the bandpass filter used has much sharper cutoff frequencies than the 

filter in the system used in Blyth. 
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Figure 7.42 Bandpass filter response of the system used by Tritech 

International 

 

The data provided was obtained by swinging the array from the dock walls to the 

open sea. The dock walls were located at about 35m from the boat. The results 

presented only shows the frames in which the dock walls were present.  

 

Images formed using two elements are not included as it has already been shown 

that two elements do not provide a good quality image. Image formed by using 4 

elements and averaging is shown in figure 7.43. 

 

 
Figure 7.43 Image formed by using data provided by Tritech International 

with 4 elements, range cell = 0.75m and averaging 
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The image formed using non-linear combining is shown in figure 7.44. Figure 

7.45 shows different image formed during the swing away from the dock wall. It 

can be found from these results that the image quality is improved and the non-

linear combining algorithm works very well. 

 

 
Figure 7.44 Image formed by using data provided by Tritech International 

with 4 elements, k1=1.2, k2 = 1.2, range cell = 0.75m and using non-linear 

combining 

 

 
Figure 7.45 Image formed by using data provided by Tritech International 

with 4 elements, k1=1.2, k2 = 1.2, range cell = 0.75m and using non-linear 

combining – different frame 
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7.8 Summary 
 

This chapter presented the results obtained by performing real time experiments. 

Initially the experiment was conducted in a test tank at the marine engineering 

department of the Newcastle University. The result obtained from the two 

elements showed that it was difficult to identify the targets. The images obtained 

using two elements showed ambiguous target positions. Thresholding was applied 

to the results obtained using two elements but there was no improvement in the 

image quality. Increasing the number of array elements and applying averaging 

also showed no improvement in the quality of image formed and the ambiguity in 

determining the positions of the targets remained. Applying non-linear combining 

process to a 4 element array improved the image quality to a great extent. The 

position of the targets was also resolved using the non-linear combining process. 

This shows that the non-linear combining process works well. The experiment 

was also repeated at a shallow water estuary near Blyth. The results obtained 

confirmed the results of the tank tests.  

 

One of the concerns of the sonar equipment used in the above trials was that the 

bandpass filter used did not have sharp cutoff frequency. This concern was 

overcome by using data gathered by the equipment designed by a commercial 

sonar manufacturer, Tritech International. The results obtained from real-time 

experiments further confirmed the performance of non-linear combining process 

thus verifying the simulation results presented in Chapter 6. The results obtained 

showed that by non-linearly combining the data from different subarrays of a 

uniform linear array, it is possible to have array separation of greater than λ/2. 
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Chapter 8 

Conclusions 
 

8.1 Conclusion 
 

In this project, imaging sonar has been designed using the first principles of sonar. 

The sonar array used in this project has been assumed to have as few as four 

elements. Thus the objective of having an ultra-sparse array for the purpose of 

imaging is met. The inter-element spacing between the array elements was chosen 

to be many times the multiple of the wavelength. The array configuration chosen 

was such that it would give rise to ambiguous results for the DOA with the 

existing direction finding algorithms. This is because the existing DOA 

algorithms require the array elements to be spaced less than or equal to λ/2 in 

order to avoid phase ambiguities. The problem of phase ambiguities is overcome 

by using a broadband LFM signal and thus determining the time-difference of 

arrival. This successfully enabled the array elements to be separated by distances 

much greater than half the wavelength. 

 

In Chapter 4, a novel non-linear combining process for estimation of multiple 

direction of arrival from the targets in the same range cell is presented. The non-

linear combining process works by dividing the array into sub-array consisting of 

2 elements. The following assumptions are made when developing the non-linear 

combining process. 

 

1) The target being imaged is located in the far-field. This assumption is 

essential so that the DOA of the signals at each sub-array is equal. 

 

2) The correlation artifacts vary when a cross-correlation is performed 

between the returns obtained from different hydrophones. This assumption 

is used to distinguish the true targets from the artifacts in the non-linear 

combining process.  
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The image of the target scene was formed by dividing the return signals into range 

cells. This reduces the range resolution of the sonar system and the range 

resolution would depend on the range cell size. It was shown that by overlapping 

the range cells, it is possible to increase the range-resolution. The DOA is 

determined by correlation of the corresponding range cells of two receivers. This 

shows that by trading off the range resolution, the angle of arrival is determined. It 

has been shown in Chapter 5 that the angular resolution is dependent on the signal 

bandwidth, the inter-element spacing and the angle subtended by the targets being 

imaged.  

 

In Chapter 5, the simulation model that had been developed in this project has 

been explained in detail with the help of block diagrams. Three types of image 

quality measures 1) SNR 2) PSNR and 3) SSIM used are explained in Chapter 5. 

The SNR and PSNR are objective measures while SSIM is a subjective measure. 

Subjective image quality metric has never been used in predicting the quality of a 

sonar image formed. SSIM was chosen because it is better than the other 

subjective measures available. Another reason for the choice of SSIM is the ease 

with which this measure can be implemented. The SNR tries to reflect the amount 

of gain due to the application of the algorithm. Such a measure though not perfect 

was necessary because PSNR and SSIM describe the visual quality of the image. 

The complexity of the algorithm developed was calculated in-order to show the 

feasibility of application of the algorithm on digital signal processing (DSP) 

hardware. The calculations showed that this algorithm can be implemented on 

DSP hardware. A complex target was considered to be a collection of cluster of 

point targets. Different profiles were simulated by placing these clusters close 

together either in the form of a sine wave or a straight line or as a point target 

grid. Since the point targets are distributed randomly within the cluster, the 

simulated profiles can be considered equivalent to that of a similar realistic 

profile. 

 

The results from the simulations were presented in Chapter 6. Simulations carried 

out with a two element array showed that the image formed contained correlation 

artifacts which degrade the image quality. The number of elements was increased 

to 4 and averaging was applied on the rθ matrices and the image was formed 
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using the resultant matrix. It was found that the correlation artifacts still existed 

and the image quality was not better than that formed using 2 elements. The graph 

obtained using the metrics confirmed the result. Then the non-linear combining 

process was applied which showed an improvement in the image quality. This 

was confirmed by the graphs obtained. In order to improve the image quality 

further the following processing were performed 

 

1) Application of Hamming window – the results showed that applying 

window to the range cells before correlation did not have any effect in the 

improvement of image quality. 

 

2) Increasing the sampling frequency – simulations were performed by 

increasing the sampling rate from 1 MHz to 5 MHz. The results obtained 

showed improvement in the image quality for small array spacing. The 

SNR also showed a small gain. 

 

3) Increasing signal bandwidth to 200 kHz – simulations performed by 

increasing the signal bandwidth showed an improvement in SNR (gain) 

but the graphs of image quality metrics indicated very small or no 

improvement. Further investigation showed that this was due to the ratio 

samp

d
N

n . It was concluded that any improvement in the image quality can 

be observed only if the ratio 
samp

d
N

n  was kept constant. This indicated 

sampling at higher rate for higher bandwidth signals. 

 

4) Simulations using all array combinations – simulations performed using 

all array combinations showed degradation in the image quality after 

reaching an effective array spacing of 0.7m. Comparing all array 

combinations for 3 and 4 elements showed that the quality of the images 

formed using 3 elements were better. Then the results obtained using 3 

elements with all array combinations was compared with 4 elements 

results considering only equally spaced sub-arrays. The result showed that 
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in case of 3 elements using all combinations, the images formed using 

0.25m had the same image quality as 0.5m spacing of 4 elements using 

equally spaced sub-arrays. This indicates that the correlation decreases 

when elements which are further apart are correlated. This is because 

when the elements are further apart the target signature present in the two 

range cells is less and hence the degree of correlation is low. This low 

degree of correlation caused parts of the true targets to be missing. While 

considering two close elements, the amount of target signature in the range 

cell considered is same and hence the degree of correlation is high. This 

indicates that the spacing between the array elements cannot be increased 

infinitely. The SNR measure which indicated the gain obtained using the 

algorithm was seen to oscillate at larger array spacing because the amount 

of artifacts present was very small when compared to the signal and hence 

at larger array spacing greater than 0.8m gain indicated by the SNR was 

not true. The PSNR and SSIM measures indicated the quality of the image 

formed.  

 

5) The simulation performed indicated only a small improvement in the 

image quality when the non-linear combining process was applied. This 

was identified due to high threshold levels which were automatically 

chosen by the algorithm. Controlling the threshold levels showed that the 

non-linear combining process can be fine tuned to produce images of 

much better quality. 

 

Chapter 7 presents the results obtained by performing real-time experiments. The 

non-linear combining process applied to the data obtained in the test tank showed 

good results. Further experiments were performed at Blyth which showed that the 

non-linear combining process works well. The bandpass filter used in the real-

time experiments at Blyth did not have sharp cutoff frequencies which was a 

matter of concern. The non-linear combining process was then applied to the data 

provided by Tritech International whose bandpass filter response was much better 

than the response of the filter used at Blyth. The results showed that the non-linear 

combining process works.   
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This research has achieved the following 

 

No Objective Comments 
1 Develop an imaging sonar system capable of forming 

recognizable images 
Results shown in Chapter 6 
and Chapter 7 

2 Build an imaging sonar with reduced number of 
hydrophone channels 

Data fusion procedure given in 
Chapter 4 and results presented 
in Chapter 6 and Chapter 7 

3 Use a sparse array with array elements spaced greater 
than λ/2 

Data fusion procedure given in 
Chapter 4 and results presented 
in Chapter 6 and Chapter 7 

4 
Investigate the possibility of trading off high range 
resolution obtained using high bandwidth signals for 
better angular resolution 

Procedure described in Chapter 
4 and Chapter 5. Results 
presented in Chapter 6 and 
Chapter 7. 

5 Multiple angle of arrival in the same range cell 

The targets profiles simulated 
were such that there are 
multiple targets in the same 
range cell. The non-linear 
combining process described 
in Chapter 4 and the results in 
Chapter 6 and Chapter 7 
showed the capability of the 
algorithm. 

6 Minimal Statistical assumptions 

The non-linear combining 
process developed does not 
make any statistical 
assumptions on the signal 
received at the hydrophones. 

7 Test the developed algorithm under realistic conditions 

Hardware was built and the 
algorithm was tested under 
realistic conditions. The results 
are presented in Chapter 7. 

Table 8.1 Table of objectives achieved 

 

8.1.1 Limitations of non-linear combining process 

 

Some of the limitations of the non-linear combining process which was noted are 

presented.  

 

1) When the inter-elemental spacing is large, the assumption that the angle of 

arrival of the signals at all sub-arrays remains the same fails. This 

degrades the image quality as the position of correlation peak formed by a 

target varies.  

 

2) When the inter-elemental spacing is large, the range cell size should also 

be large so that sufficient amount of target signature is present in the range 
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cell for successful correlation. As the array spacing increases, the 

correlation between the range cells decreases. This occurs because for 

large array spacing the delay between the signals arriving is large such that 

the target signatures may not be in the same range cell. This causes loss of 

correlation and degrades the image quality. 

 

3) Large range cells decrease the degree of correlation. When the range cells 

are large, there would be large number of targets in the range cell which 

arrive at the hydrophones having same time delay. This causes the 

correlation peaks to merge thus decreasing resolving capacity of the non-

linear combining process. Thus the range cell should be chosen such that it 

is not very large or very small. This can only be done experimentally.  

 

8.2 Future Work 
 

The research has shown that it is possible to build imaging sonar with an ultra-

sparse array. The research has been carried out using a linear array with equally 

spaced hydrophone elements. It might be possible to achieve better gain by using 

unequal array spacing or random array spacing and applying the non-linear 

combining process.  

 

This research had aimed in building imaging sonar by assuming that the sonar 

platform and target is stationary. Thus the technique developed can only be used 

to form images of stationary targets. The effect of platform motion is another area 

that has been left for future investigation. It has been noted from this research that 

reduction in the number of hydrophone channels has come at a greater 

computational cost. But the primary aim was to reduce the system cost by 

reduction of the hydrophone channels and shifting the computational load to the 

DSP processors available. This allows the use of these DSP processors to their 

maximum capacity. Correlation had been used to determine the DOA by finding 

the lead or lag between the signals arriving at the hydrophone elements. There are 

many advanced signal processing algorithms using higher order spectral analysis 

techniques which are efficient but computationally complex than correlation. One 
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advantage of using the higher order spectral analysis (third order and above) is 

that if the noise is Gaussian then it would go to a zero in the higher order spectral 

domain. 

 

The imaging sonar built in this project creates a 2D image. There is a possibility 

of investigating into building a 3D imaging sonar using the principle of sparse 

array. If such a system could be built up and if the performance is good then it 

could replace the present day imaging systems which use hundreds of transmitter 

and receiver elements. This would bring down the system cost by a great extent. 
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Appendix A 
 
 
A.1 Code showing the formation of rθ matrix 
 
 
function [FIMG] = Proc_First(nRC,Arrsp,S_Freq,Overlap,R_sig,B) 
  
  
    %nRC    - Number of samples in range cell 
    %Arrap  - Array Spacing 
    %S_Freq - Sampling Frequency 
    %R_Sig  - Received Signal 
    %B      - Bandwidth 
 
    global C PI;        %C-Speed of Sound 
    c = fir1(16,B*2/S_Freq); 
    len_f = (length(c)+1)/2; 
  
     
    A11  = R_sig(:,1);     
    A12  = R_sig(:,2); 
 
    LEN  = length(A11); 
          
    IMG  = []; 
    RCELL = nRC; 
    OVERLAP = floor(RCELL-RCELL*Overlap/100); 
  
    nd_max    = Arrsp*cos(PI/4)*S_Freq/C;    %nd_max - Maximum  

%number of range cells 
 %samples to be  
 %considered 

  
    for i = 1:OVERLAP:LEN  
  
       a11 = (A11(i:i+RCELL-1));             %Division into range  
       a12 = (A12(i:i+RCELL-1));     %cells 
 
                  
       cor = abs(xcorr(a11,a12));    % Correlation between  

%range cells 
                      
       cor = conv(c,cor); 
       cor = cor(len_f:end)';    
       IMG = [IMG;cor]; 
  
    end; 
         
    IMG1   = zeros(size(IMG)); 
     
    IMG1( : ,RCELL-round(n_dmax):RCELL+round(n_dmax)) = IMG( : ,RCELL-  

round(n_dmax):RCELL+round(n_dmax)); 
     
    
    FIMG   = IMG1; 
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A.2 Code for image formation         
 
 
function [GH] = IMGE_First(FIMG,Arrsp,xr,nRC,S_Freq,Overlap) 
  
         
        global C PI;    
        RCELL = nRC; 
        RCELL1= xr; 
  
        nd_max = Arrsp*cos(PI/4)*S_Freq/C;   
         

  IMG    = FIMG(:,Rcell-round(nd_max):Rcell+round(nd_max)); 
         
    s  = size(IMG); 
         
        clear G; 
         
        G = zeros(300,300); 
        r = size(G); 
        center = ceil((r(1)+1)*0.5); 
        M = 1; 
        I = (1-Overlap/100)*RCELL1/2; 
  
        for i = 1:s(1) 
           N = 1; 
          for j = -floor(nd_max):floor(nd_max) 
  
              K = j*C/S_Freq;        % K - delay distance 
  
                if(K<0) 
                   an = pi/2-asin((abs(K))/Arrspa); 
                   X = I*cos(an); 
                   Y = ceil(I*sin(an)); 
                   Pos = round((center - X));    
                   G(Y,Pos) = (G(Y,Pos)+IMG(M,N));                
                 else 
                    an= pi/2-asin((abs(K))/Arrspa); 
                    X = I*cos(an); 
                    Y = ceil(I*sin(an)); 
                    Pos = round(center + X); 
                    G(Y,Pos) = (G(Y,Pos)+IMG(M,N));                   
                end;      
                N = N+1; 
            end; 
             I = I + (1-Overlap/100)*RCELL1/2;    % Range calculation 
 
             M = M+1; 
        end; 
        GH = G(:,:); 
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A.3 Code for non-linear combining 
 
function [img1] = Thr1_First(IMGG) 
  
 
% IMGG  - 3D Matrix containing all the r-theta matrices 
% img1    - final combined matrix 
% S       - Number of r-theta matrices 
% S1      - Number of range cells 
% Temp   - Threshold 
  
S = size(IMGG,3); 
S1= size(IMGG,1); 
img1 = []; 
  
for i = 1:S1 
     
    Temp = ME_AN(IMGG(i,:,:)); 
    tt   = Comb_First(IMGG(i,:,:),Temp); 
    img1 = [img1; tt]; 
  
end; 
  
img1     = img1/S; 
  
  
 
function M = ME_AN(IMGG) 
% Function to determine the Threshold 
  
S1 = size(IMGG,3); 
M  = 0; 
  
% Loop for determining initial Threshold 
for i = 1:S1 
     
    d    = find(IMGG(:,:,i)~=0); 
    temp = IMGG(:,min(d):max(d),i); 
    M    = mean(temp)+M;        
     
end; 
  
M = M/S1; 
  
STd = 0; 
 
% Loop for determining Modified Threshold 
for i = 1:S1 
  
        d = find(IMGG(:,:,i)~=0); 
        temp = IMGG(:,min(d):max(d),i)-M; 
        temp(find(temp<0)) = 0; 
        STd = STd + std(temp);          
         
end; 
  
M = M+STd/S1;   % Modified Threshold 
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function [img1] = Comb_First(IMGG,Temp) 
% Function to combine the r-theta matrices 
  
S  = size(IMGG,3); 
S1 = size(IMGG,1); 
  
T1 = zeros(size(IMGG,1),size(IMGG,2)); 
IM = []; 
  
     
    for j = 1:S1 
        T1   = IMGG(j,:,1);                %Taking one range cell 

            % of first r-theta  matrix 
        for i = 2:S 
            T1 = imgAnd(T1,IMGG(j,:,i),Temp); 
        end;     
        IM = [IM; T1]; 
    end; 
     
  
function [TT] = imgAnd(A,B,Temp) 
  
 % Function to perform AND operation 
 
TT1 = (A>Temp)&(B>Temp); 
  
A(~TT1) = 0; 
B(~TT1) = 0; 
  
TT         = (A+B); 
  
 
 
 

 


