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Abstract

We deepen the study of conjoined and disjoined conditional events in the setting of coherence.
These objects, differently from other approaches, are defined in the framework of conditional
random quantities. We show that some well known properties, valid in the case of unconditional
events, still hold in our approach to logical operations among conditional events. In particular
we prove a decomposition formula and a related additive property. Then, we introduce the set of
conditional constituents generated by n conditional events and we show that they satisfy the basic
properties valid in the case of unconditional events. We obtain a generalized inclusion-exclusion
formula and we prove a suitable distributivity property. Moreover, under logical independence
of basic unconditional events, we give two necessary and sufficient coherence conditions. The
first condition gives a geometrical characterization for the coherence of prevision assessments on
a family F constituted by n conditional events and all possible conjunctions among them. The
second condition characterizes the coherence of prevision assessments defined on FYK, where K
is the set of conditional constituents associated with the conditional events in F. Then, we give a
further theoretical result and we examine some examples and counterexamples. Finally, we make
a comparison with other approaches and we illustrate some theoretical aspects and applications.

Keywords: Coherence, Conditional random quantities, Conjunction and disjunction of
conditionals, Decomposition formula, Conditional constituents, Inclusion-exclusion formula.

1. Introduction and motivations

The study of logical operations among conditional events is a relevant topic of research in
many fields, such as probability logic, multi-valued logic, artificial intelligence, and psychology
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of reasoning; it has been largely discussed and investigated by many authors (see, e.g., [2, 3, 16,
17, 20, 28, 41, 42, 45, 47]). We recall that in a pioneering paper, written in 1935, de Finetti ([25])
proposed a three-valued logic for conditional events, also studied by Lukasiewicz. Moreover,
different authors (such as Adams, Belnap, Calabrese, de Finetti, Dubois, van Fraassen, McGee,
Goodmann, Lewis, Nguyen, Prade, Schay) have given many contributions to research on three-
valued logics and compounds of conditionals (for a survey see, e.g.,[46]). Conditionals have been
extensively studied also in [24, 45].

Usually, the result of the conjunction or the disjunction of conditionals, as defined in literature,
is still a conditional; see e.g. [1, 8, 9, 11, 12, 41]. However, in this way classical probabilistic
properties are lost; for instance, differently from the case of unconditional events, the lower and
upper probability bounds for the conjunction of two conditional events are no more the Fréchet-
Hoeffding bounds; in some cases trivially these bounds are 0 and 1, respectively. This aspect has
been recently studied in [51].

A different approach, where the result of conjunction or disjunction of conditionals is not a
three-valued object, has been given in [42, 45]. In [32, 33, 36] a related theory has been developed
in the setting of coherence, with the advantage (among other things) of properly managing the case
where some conditioning events have zero probability. In these papers, the results of conjunction
and disjunction of conditional events are conditional random quantities with a finite number of
possible values in the interval r0, 1s.

In addition, it has been proved that the Fréchet-Hoeffding probability bounds continue to hold
for the conjunction of two conditional events ([36]). In this paper, we give a related result which
concerns the conjunctions associated with two disjoint sub-families of a family of n conditional
events.

We show that the conjunction C1¨¨¨n of n conditional events can be decomposed as the sum
of its conjunctions with a further conditional event En`1|Hn`1 and the negation sEn`1|Hn`1. This
result generalizes the well known formula (for the indicators of two unconditional events A and
B): A “ AB` AsB.

We give a generalization of the inclusion-exclusion formula for the disjunction of a finite num-
ber of conditional events. Moreover, we prove the validity of a suitable distributivity property,
by means of which we can directly obtain the inclusion-exclusion formula. A main motivation
of the paper is that of introducing the conditional constituents for a finite family of conditional
events, which can be looked at as a conditional counterpart of atoms of a Boolean algebra. We
show that the conditional constituents satisfy the basic numerical and probabilistic properties of
the (indicators of the) constituents associated with a finite family of unconditional events.

Under logical independence, we give a necessary and sufficient condition for coherence of a
prevision assessment M on a family F containing n conditional events and all the (2n ´ n ´ 1)
possible conjunctions among them. Such a characterization amounts to the solvability of a linear
system which can be interpreted in geometrical terms. Then, the set of all coherent assessments
on the family F is represented by a list of linear inequalities on the components of each prevision
assessmentM.

In addition, by considering the set K of conditional constituents associated with the conditional
events in F, we give a result which under logical independence characterizes the coherence of
prevision assessments on FYK. Then, given any coherent assessmentM onF , we show that every
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possible value of the random vector associated with F is itself a particular coherent assessment on
F. To better illustrate our results, we examine some examples and counterexamples.

Finally, we make a comparison with other approaches, by giving a result related to the notion
of atom of a Boolean algebra of conditionals introduced in [27, 28]. In this context, we discuss the
significance of our theory by recalling some theoretical aspects and applications.

The paper is organized as follows: In Section 2 we recall some basic notions and results on
coherence of conditional probability and prevision assessments. We also recall the definition of
conjunction and disjunction among conditional events, and the notion of negation. In Section 3
we first give a result related to Fréchet-Hoeffding bounds; then we illustrate the decomposition
formula for the conjunction of n conditional events. In Section 4 we introduce the set K of con-
ditional constituents for a family of n conditional events E “ tE1|H1, . . . , En|Hnu. We show that,
as in the case of unconditional events, the sum of the conditional constituents is equal to 1 and for
each pair of them the conjunction is equal to 0. Then we show that, for each non empty subset
S Ď t1, . . . , nu the conjunction CS “

Ź

iPS Ei|Hi is the sum of suitable conditional constituents
in K; hence the prevision of CS is the sum of the previsions of such conditional constituents.
In Section 5 we give a generalization of the inclusion-exclusion formula for the disjunction of
n conditional events. Then, we prove a suitable distributivity property and we examine related
probabilistic results. In Section 6, under the hypothesis of logical independence of basic uncon-
ditional events, we characterize in terms of a suitable convex hull the set of all coherent prevision
assessments on a family F containing n conditional events and all the possible conjunctions among
them. Such a characterization amounts to the solvability of a linear system. Then, we illustrate the
set of all coherent assessments on the family F by a list of linear inequalities on the components
of each prevision assessment. We also characterize the coherence of prevision assessments on
F YK. In Section 7, given any coherent assessmentM on F , we show that every possible value
of the random vector associated with F is itself a particular coherent assessment on F. In Section
8 we illustrate further aspects on coherence by examining some examples and counterexamples.
In Section 9, after a comparison with other approaches, we give a result related to the notion of
atom of a Boolean algebra of conditionals introduced in [27, 28] and we illustrate some theoretical
aspects and applications of our theory. In Section 10 we give some conclusions.

2. Some preliminary notions and results

In this section we recall some basic notions and results which concern coherence (see, e.g.,
[4, 5, 7, 10, 15, 49, 50]) and logical operations among conditional events (see [32, 33, 36, 37, 39]).

2.1. Events and conditional events
An event E is an uncertain fact described by a (non ambiguous) logical proposition; in formal

terms E is a two-valued logical entity which can be true, or false. The indicator of E, denoted by
the same symbol, is 1, or 0, according to whether E is true, or false. The sure event and impossible
event are denoted by Ω and H, respectively. Given two events E1 and E2, we denote by E1 ^ E2,
or simply by E1E2, (resp., E1 _ E2) the logical conjunction (resp., the logical disjunction). The
negation of E is denoted sE. We simply write E1 Ď E2 to denote that E1 logically implies E2, that
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is E1 sE2 “ H. We recall that n events E1, . . . , En are logically independent when the number m of
constituents, or possible worlds, generated by them is 2n (in general m ď 2n).

Given two events E,H, with H ‰ H, the conditional event E|H is defined as a three-valued
logical entity which is true, or false, or void, according to whether EH is true, or sEH is true, or sH
is true, respectively. Given a family E “ tE1|H1, . . . , En|Hnu, we observe that, for each i, it holds
that EiHi _ sEiHi _ sHi “ Ω; then by expanding the expression

Źn
i“1pEiHi _ sEiHi _ sHiq we can

represent Ω as the disjunction of 3n logical conjunctions, some of which may be impossible. The
remaining ones are the constituents generated by E and, of course, are a partition of Ω. We denote
by C1, . . . ,Cm the constituents which logically imply the event Hn “ H1 _ ¨ ¨ ¨ _ Hn. Moreover,
(ifHn ‰ Ω) we denote by C0 the remaining constituent sHn “ sH1 ¨ ¨ ¨ sHn. Thus

Hn “ C1 _ ¨ ¨ ¨ _Cm , Ω “ sHn _Hn “ C0 _C1 _ ¨ ¨ ¨ _Cm , m` 1 ď 3n .

For instance, given four logically independent events E1, E2,H1,H2, the constituents generated by
E “ tE1|H1, E2|H2u are C1 “ E1H1E2H2, C2 “ E1H1 sE2H2, C3 “ sE1H1E2H2, C4 “ sE1H1 sE2H2,
C5 “ sH1E2H2, C6 “ sH1 sE2H2, C7 “ E1H1 sH2, C8 “ sE1H1 sH2, C0 “ sH1 sH2.

2.2. Coherent conditional prevision assessments for conditional random quantities
Given a (real) random quantity X and an event H ‰ H, we denote by PpX|Hq the prevision

of X conditional on H. In the framework of coherence, to assess PpX|Hq “ µ means that, for
every real number s, you are willing to pay an amount sµ and to receive sX, or sµ, according
to whether H is true, or sH is true (the bet is called off), respectively. The random gain is G “

spXH ` µ sHq ´ sµ “ sHpX ´ µq.
As we will see, a conjunction of n conditional events is a conditional random quantity with

a finite number of possible (numerical) values. Then, in what follows, for any given conditional
random quantity X|H, we assume that, when H is true, the set of possible values of X is a finite
subset of the set of real numbers R. In this case we say that X|H is a finite conditional random
quantity. Given a prevision function P defined on an arbitrary family K of finite conditional
random quantities, consider a finite subfamily F “ tX1|H1, . . . , Xn|Hnu Ď K and the vectorM “

pµ1, . . . , µnq, where µi “ PpXi|Hiq is the assessed prevision for the conditional random quantity
Xi|Hi, i P t1, . . . , nu. With the pair pF ,Mq we associate the random gain G “

řn
i“1 siHipXi ´ µiq.

We denote by GHn the set of values of G restricted to Hn “ H1 _ ¨ ¨ ¨ _ Hn. Then, by the betting
scheme of de Finetti, the notion of coherence is defined as below.

Definition 1. The prevision function P defined on K is coherent if and only if, @n ě 1, @F “

tX1|H1, . . . , Xn|Hnu Ď K , it holds that: min GHn ď 0 ď max GHn , @ s1, . . . , sn.

A conditional prevision assessment P onK is said incoherent if and only if there exists a finite
combination of n bets such that minGHn ¨maxGHn ą 0, that is such that the values in GHn are all
positive, or all negative (Dutch Book). In the particular case where K is a family of conditional
events, then Definition 1 becomes the well known definition of coherence for a probability function
P, denoted as P, defined on K .

Given a family F “ tX1|H1, . . . , Xn|Hnu, for each i “ 1, . . . , n, we denote by txi1, . . . , xiriu the
set of possible (numerical) values for the restriction of Xi to Hi; then, for each i “ 1, . . . , n, and
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j “ 1, . . . , ri, we set Ai j “ pXi “ xi jq. Of course, for each i, the family t sHi, Ai jHi , j “ 1, . . . , riu

is a partition of the sure event Ω, with Ai jHi “ Ai j and
Žri

j“1 Ai j “ Hi. Then, the constituents
generated by the family F are (the elements of the partition of Ω) obtained by expanding the
expression

Źn
i“1pAi1_¨ ¨ ¨_Airi_

sHiq. We set C0 “ sH1 ¨ ¨ ¨ sHn “
sHn (it may be C0 “ H); moreover,

we denote by C1, . . . ,Cm the constituents contained in Hn. Hence
Źn

i“1pAi1 _ ¨ ¨ ¨ _ Airi _
sHiq “

Žm
h“0 Ch. With each Ch, h “ 1, . . . ,m, we associate a vector Qh “ pqh1, . . . , qhnq, where qhi “ xi j if

Ch Ď Ai j, j “ 1, . . . , ri, while qhi “ µi if Ch Ď sHi; with C0 it is associated Q0 “M “ pµ1, . . . , µnq.
As, for each i, j, the quantities xi j, µi are real numbers, it holds that Qh P Rn, h “ 0, 1, . . . ,m.

Denoting by I the convex hull of Q1, . . . ,Qm, the conditionM P I amounts to the existence
of a vector pλ1, . . . , λmq such that:

řm
h“1 λhQh “M ,

řm
h“1 λh “ 1 , λh ě 0 , @ h; in other words,

M P I is equivalent to the solvability of the system pΣq, associated with pF ,Mq, given below.

pΣq

"
řm

h“1 λhqhi “ µi , i “ 1, . . . , n,
řm

h“1 λh “ 1, λh ě 0 , h “ 1, . . . ,m. (1)

Given the assessmentM “ pµ1, . . . , µnq on F “ tX1|H1, . . . , Xn|Hnu, let S be the set of solutions
Λ “ pλ1, . . . , λmq of system pΣq defined in (1). Then, the following characterization theorem for
coherent assessments on finite families of conditional random quantities can be proved ([6]).

Theorem 1. [Characterization of coherence]. Given a family of n conditional random quantities
F “ tX1|H1, . . . , Xn|Hnu, with finite sets of possible values, and a vectorM “ pµ1, . . . , µnq, the
conditional prevision assessment PpX1|H1q “ µ1 , . . . , PpXn|Hnq “ µn is coherent if and only if,
for every subset J Ď t1, . . . , nu, defining FJ “ tXi|Hi , i P Ju,MJ “ pµi , i P Jq, the system pΣJq

associated with the pair pFJ,MJq is solvable.

As shown by Theorem 1, the solvability of system pΣq (i.e., the conditionM P I) is a necessary
(but not sufficient) condition for coherence ofM on F . Given the assessmentM on F , let S be
the set of solutions Λ “ pλ1, . . . , λmq of system pΣq defined in (1). By assuming the system pΣq

solvable, that is S ‰ H, we define:

I0 “ ti : maxΛPS
ř

h:ChĎHi
λh “ 0u, F0 “ tXi|Hi , i P I0u, M0 “ pµi, i P I0q . (2)

We observe that i P I0 if and only if the (unique) coherent extension ofM to Hi|Hn is zero. Then,
the following theorem can be proved ([6, Theorem 3]):

Theorem 2. [Operative characterization of coherence] A conditional prevision assessmentM “

pµ1, . . . , µnq on the family F “ tX1|H1, . . . , Xn|Hnu is coherent if and only if the following condi-
tions are satisfied:
piq the system pΣq defined in (1) is solvable; piiq if I0 ‰ H, thenM0 is coherent.

In order to illustrate the previous results, we examine an example.

Example 1. Let E,H,K be three events, with HK “ H and E logically independent of H and
K. Moreover, let P “ px, yq be a probability assessment on the family E “ tE|H, E|Ku, where
x “ PpE|Hq and y “ PpE|Kq. The constituents generated by E are: C1 “ EH sK, C2 “ E sHK,
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C3 “ sEH sK, C4 “ sE sHK, C0 “ sH sK. Then, the associated points Qh’s are: Q1 “ p1, yq, Q2 “ px, 1q,
Q3 “ p0, yq, Q4 “ px, 0q, Q0 “ P “ px, yq. The system pΣq is

 

λ1 ` λ2 x` λ4 x “ x, λ1 y` λ2 ` λ3 y “ y, λ1 ` λ2 ` λ3 ` λ4 “ 1, λh ě 0, @h.

As it can be verified, for each px, yq P r0, 1s2, the vector pλ1, . . . , λ4q “ p
x
2 ,

y
2 ,

1´x
2 , 1´y

2 q is a solution
of pΣq. Moreover, for this solution it holds that

ÿ

ChĎH

λh “ λ1 ` λ3 “
1
2
ą 0;

ÿ

ChĎK

λh “ λ2 ` λ4 “
1
2
ą 0.

Then, I0 “ H and by Theorem 2 the assessment px, yq is coherent, for every px, yq P r0, 1s2.

2.3. A deepening on the notion of conditional random quantity
We recall that, in the subjective approach to probability theory, given an event H ‰ H and

a random quantity X by the betting metaphor the conditional prevision PpX|Hq is defined as the
amount µ you agree to pay, by knowing that you will receive the amount XH ` µ sH. This quantity
coincides with X, if H is true, or with µ, if H is false (bet called off). Usually, in literature the
conditional random quantity X|H is defined as the restriction of X to H, which coincides with
X, when H is true, and it is undefined when H is false. Under this point of view, (when H is
false) X|H does not coincide with XH`µ sH. However, by coherence, it holds that PpXH`µ sHq “
PpX|HqPpHq`µPp sHq “ µPpHq`µPp sHq “ µ. Then, we can extend the notion of X|H, by defining
its value as equal to µ when H is false (for further details see [36]). In this way X|H coincides
with XH`µ sH and in the betting scheme it can be interpreted as the amount that you receive when
you pay its prevision µ. In addition, the random gain G can be represented as G “ spX|H ´ µq. In
particular, when X is the indicator of an event E, we obtain X|H “ EH ` PpE|Hq sH and it holds
that

PpX|Hq “ PrEH ` PpE|Hq sHs “ PpE|HqPpHq ` PpE|HqPp sHq “ PpE|Hq.

In this case X|H is the indicator of the conditional event E|H (which we denote by the same
symbol) and, by defining PpE|Hq “ x, it holds that

E|H “ EH ` x sH “ EH ` xp1´ Hq “

$

&

%

1, if EH is true,
0, if sEH is true,
x, if sH is true.

(3)

For related discussions, see also [14, 32, 43]. By Definition 1, the coherence of the assessment
PpE|Hq “ x is equivalent to min GH ď 0 ď max GH, @ s, where GH is the set of values of
G restricted to H. Then, the set Π of coherent assessments x on E|H is: piq Π “ r0, 1s, when
H ‰ EH ‰ H; piiq Π “ t0u, when EH “ H; piiiq Π “ t1u, when EH “ H. Of course, the third
value of the random quantity E|H depends on the subjective assessment PpE|Hq “ x. Notice that,
when H Ď E (i.e., EH “ H), by coherence PpE|Hq “ 1 and hence for the indicator it holds that
E|H “ H ` sH “ 1.

By exploiting our extended notion of conditional random quantity, we can develop some alge-
braic aspects ([32, Section 3],[36, Section 3.2]). For instance, we can show that:
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• denoting by µ and ν the previsions of X|H and Y|K, respectively, the sum X|H ` Y|K
coincides with the conditional random quantity pXH ` µH ` YK ` νKq|pH _ Kq, with
PpX|H ` Y|Kq “ PpX|Hq ` PpY|Kq “ µ` ν;

• apX|Hq ` bpY|Kq “ paXq|H ` pbYq|K, where a, b are real numbers;

• PpXH|Kq “ PpH|KqPpX|HKq, which is the compound prevision theorem.

Moreover, as shown by the result below, if X|H and Y|K coincide when H _ K is true, then their
previsions are equal and it follows that X|H and Y|K also coincide when H _ K is false, so that
X|H “ Y|K in all cases ([36, Theorem 4]).

Theorem 3. Given any events H ‰ H, K ‰ H, and any r.q.’s X, Y , let Π be the set of the coherent
prevision assessments PpX|Hq “ µ,PpY|Kq “ ν.
(i) Assume that, for every pµ, νq P Π, X|H “ Y|K when H _ K is true; then µ “ ν for every
pµ, νq P Π.
(ii) For every pµ, νq P Π, X|H “ Y|K when H _ K is true if and only if X|H “ Y|K.

To better illustrate Theorem 3, we observe that

X|H ´ Y|K “ pXH ` µ sH ´ YK ´ νsKq|pH _ Kq.

Now, assume that X|H and Y|K coincide when H _ K is true, so that X|H ´ Y|K “ 0 when
H _ K is true. If H _ K is false, that is H K is true, it holds that X|H “ µ and Y|K “ ν, so that
X|H ´ Y|K “ µ´ ν. Then, in a conditional bet on the conditional random quantity X|H ´ Y|K, if
you pay µ´ ν “ PpX|H ´ Y|Kq, you receive zero when H _ K is true, or you receive back µ´ ν
when H _ K is false (bet called off). Then, by coherence, it must be µ´ ν “ 0, that is µ “ ν, and
hence X|H “ Y|K.

Remark 1. Theorem 3 has been generalized in [39, Theorem 6] by replacing the symbol ““”
by “ď” in statements piq and piiq. In other words, if X|H ď Y|K when H _ K is true, then
PpX|Hq ď PpY|Kq and hence X|H ď Y|K in all cases.

2.4. Logical operations among conditional events
We recall below the notions of conjunction and disjunction of two conditional events.

Definition 2. Given any pair of conditional events E1|H1 and E2|H2, with PpE1|H1q “ x1 and
PpE2|H2q “ x2, their conjunction pE1|H1q^pE2|H2q is the conditional random quantity defined as

pE1|H1q ^ pE2|H2q “ pE1H1E2H2 ` x1 sH1E2H2 ` x2 sH2E1H1q|pH1 _ H2q “

“

$

’

’

’

’

&

’

’

’

’

%

1, if E1H1E2H2 is true,
0, if sE1H1 _ sE2H2 is true,
x1, if sH1E2H2 is true,
x2, if sH2E1H1 is true,
x12, if sH1 sH2 is true,

(4)

where x12 “ PrpE1|H1q ^ pE2|H2qs “ PrpE1H1E2H2 ` x1 sH1E2H2 ` x2 sH2E1H1q|pH1 _ H2qs.
7



In betting terms, the prevision x12 represents the amount you agree to pay, with the proviso that
you will receive the quantity E1H1E2H2 ` x1 sH1E2H2 ` x2 sH2E1H1, or you will receive back the
quantity x12, according to whether H1 _ H2 is true, or sH1 sH2 is true. In other words, by paying x12

you receive E1H1E2H2` x1 sH1E2H2` x2 sH2E1H1` x12 sH1 sH2, which assumes one of the following
values:
• 1, if both conditional events are true;
• 0, if at least one of the conditional events is false;
• the probability of the conditional event that is void if one conditional event is void and the

other one is true;
• x12 (the amount that you paid) if both conditional events are void.

Remark 2. By recalling (3), we again emphasize that there is a different indicator of a conditional
event E|H for each coherent evaluation of PpE|Hq. The same comment applies to the conjunction
pE1|H1q ^ pE2|H2q; indeed, each different conjunction is associated to a different coherent assess-
ment px1, x2, x12q. We also remark that Definition 2 is not circular because, after assessing px1, x2q,
the conjunction is completely specified once by the betting scheme you, coherently with px1, x2q,
decide the value x12 “ PrpE1H1E2H2 ` x1 sH1E2H2 ` x2 sH2E1H1q|pH1 _ H2qs.

We recall a result which shows that Fréchet-Hoeffding bounds still hold for the conjunction of
conditional events ([36, Theorem 7]).

Theorem 4. Given any coherent assessment px1, x2q on tE1|H1, E2|H2u, with E1,H1, E2, H2 log-
ically independent, H1 ‰ H,H2 ‰ H, the extension x12 “ PrpE1|H1q ^ pE2|H2qs is coherent if
and only if the following Fréchet-Hoeffding bounds are satisfied:

maxtx1 ` x2 ´ 1, 0u “ x112 ď x12 ď x212 “ mintx1, x2u . (5)

Remark 3. From Theorem 4, as the assessment px1, x2q on tE1|H1, E2|H2u is coherent for
every px1, x2q P r0, 1s2, the set Π of all coherent prevision assessments px1, x2, x12q on
tE1|H1, E2|H2, pE1|H1q ^ pE2|H2qu is

Π “ tpx1, x2, x12q : px1, x2q P r0, 1s2,maxtx1 ` x2 ´ 1, 0u ď x12 ď mintx1, x2uu, (6)

which is the tetrahedron with vertices the points p1, 1, 1q, p1, 0, 0q, p0, 1, 0q, p0, 0, 0q.

Other related approaches to compound conditionals have been developed in [42, 45]. However,
in our coherence-based approach we can properly manage the case where the probability of some
conditioning events is zero. Then, differently from other authors, we can compute lower and
upper bounds for conjunction and disjunction only in terms of the probabilities of the two given
conditional events. We recall below the notion of disjunction between two conditional events.

Definition 3. Given any pair of conditional events E1|H1 and E2|H2, with PpE1|H1q “ x1 and
PpE2|H2q “ x2, their disjunction pE1|H1q _ pE2|H2q is the conditional random quantity defined as

pE1|H1q _ pE2|H2q “ pE1H1 _ E2H2 ` x1 sH1 sE2H2 ` x2 sH2 sE1H1q|pH1 _ H2q “

“

$

’

’

’

’

&

’

’

’

’

%

1, if E1H1 _ E2H2 is true,
0, if sE1H1 sE2H2 is true,
x1, if sH1 sE2H2 is true,
x2, if sH2 sE1H1 is true,
y12, if sH1 sH2 is true,

(7)
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where y12 “ PrpE1|H1q _ pE2|H2qs “ PrpE1H1 _ E2H2 ` x1 sH1 sE2H2 ` x2 sH2 sE1H1q|pH1 _ H2qs.

Of course, the assessment px1, x2, y12q must be coherent. In betting terms, y12 represents the
amount you agree to pay, with the proviso that you will receive the quantity E1H1 _ E2H2 `

x1 sH1 sE2H2 ` x2 sH2 sE1H1 ` y12 sH1 sH2, which assumes one of the following values:
• 1, if at least one of the conditional events is true;
• 0, if both conditional events are false;
• the probability of the conditional event that is void if one conditional event is void and the

other one is false;
• y12 (the amount that you paid) if both conditional events are void.

Notice that, differently from conditional events which are three-valued objects, the conjunction
pE1|H1q ^ pE2|H2q and the disjunction pE1|H1q _ pE2|H2q are not any longer three-valued ob-
jects, but five-valued objects. Moreover, the comments of Remark 2 also apply in a dual way to
disjunction.

We give below the notion of conjunction of n conditional events.

Definition 4. Let n conditional events E1|H1, . . . , En|Hn be given. For each non-empty strict subset
S of t1, . . . , nu, let xS be a prevision assessment on

Ź

iPS pEi|Hiq. Then, the conjunction pE1|H1q^

¨ ¨ ¨ ^ pEn|Hnq is the conditional random quantity C1¨¨¨n defined as

C1¨¨¨n “ r
Źn

i“1 EiHi `
ř

H‰SĂt1,2...,nu xS p
Ź

iPS
sHiq ^ p

Ź

iRS EiHiqs|p
Žn

i“1 Hiq “

“

$

’

’

&

’

’

%

1, if
Źn

i“1 EiHi is true,
0, if

Žn
i“1

sEiHi is true,
xS , if p

Ź

iPS
sHiq ^ p

Ź

iRS EiHiq is true, H ‰ S Ă t1, 2 . . . , nu,
x1¨¨¨n, if

Źn
i“1

sHi is true,

(8)

where

x1¨¨¨n “ xt1,...,nu “ PpC1¨¨¨nq “ Prp
n
ľ

i“1

EiHi `
ÿ

H‰SĂt1,2...,nu

xS p
ľ

iPS

sHiq ^ p
ľ

iRS

EiHiqq|p

n
ł

i“1

Hiqs.

For n “ 1 we obtain C1 “ E1|H1. In Definition 4 each possible value xS of C1¨¨¨n, H ‰ S Ă
t1, . . . , nu, is evaluated when defining (in a previous step) the conjunction CS “

Ź

iPS pEi|Hiq.
Then, after the conditional prevision x1¨¨¨n is evaluated, C1¨¨¨n is completely specified. Of course,
we require coherence for the prevision assessment pxS ,H ‰ S Ď t1, . . . , nuq, so that C1¨¨¨n P r0, 1s.
In the framework of the betting scheme, x1¨¨¨n is the amount that you agree to pay with the proviso
that you will receive:
• 1, if all conditional events are true;
• 0, if at least one of the conditional events is false;
• the prevision of the conjunction of that conditional events which are void, otherwise. In

particular you receive back x1¨¨¨n when all conditional events are void.
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We observe that conjunction satisfies the monotonicity property ([39, Theorem7]), that is

C1¨¨¨n`1 ď C1¨¨¨n. (9)

We recall the following result ([39, Theorem13]).

Theorem 5. Let n conditional events E1|H1, . . . , En|Hn be given, with xi “ PpEi|Hiq, i “ 1, . . . , n
and x1¨¨¨n “ PpC1¨¨¨nq. Then: maxtx1 ` ¨ ¨ ¨ ` xn ´ n` 1, 0u ď x1¨¨¨n ď mintx1, . . . , xnu.

We give below the notion of disjunction of n conditional events.

Definition 5. Let n conditional events E1|H1, . . . , En|Hn be given. For each non-empty strict subset
S of t1, . . . , nu, let yS be a prevision assessment on

Ž

iPS pEi|Hiq. Then, the disjunction pE1|H1q _

¨ ¨ ¨ _ pEn|Hnq is the conditional random quantity D1¨¨¨n defined as

D1¨¨¨n “ p
Žn

i“1 EiHi `
ř

H‰SĂt1,2...,nu yS p
Ź

iPS
sHiq ^ p

Ź

iRS
sEiHiqq|p

Žn
i“1 Hiq “

“

$

’

’

&

’

’

%

1, if
Žn

i“1 EiHi is true,
0, if

Źn
i“1

sEiHi is true,
yS , if p

Ź

iPS
sHiq ^ p

Ź

iRS
sEiHiq is true, H ‰ S Ă t1, 2 . . . , nu,

y1¨¨¨n, if
Źn

i“1
sHi is true,

(10)

where

y1¨¨¨n “ yt1,...,nu “ PpD1¨¨¨nq “ Prp
n
ł

i“1

EiHi `
ÿ

H‰SĂt1,2...,nu

yS p
ľ

iPS

sHiq ^ p
ľ

iRS

sEiHiqq|p

n
ł

i“1

Hiqs.

For n “ 1 we obtain D1 “ E1|H1. In the betting framework, you agree to pay y1¨¨¨n with the
proviso that you will receive:
• 1, if at least one of the conditional events is true;
• 0, if all conditional events are false;
• the prevision of the disjunction of that conditional events which are void, otherwise. In

particular you receive back y1¨¨¨n when all conditional events are void.

As we can see from (8) and (10), the conjunction C1¨¨¨n and the disjunction D1¨¨¨n are (in general)
p2n ` 1q-valued objects because the number of nonempty subsets S , and hence the number of
possible values xS , is 2n´1. Of course, it may happen that the some of the possible values of C1¨¨¨n

and D1¨¨¨n coincide.

Remark 4. Given a finite family E of conditional events, their conjunction and disjunction are
also denoted by CpEq and DpEq, respectively. We recall that in [39], given two finite families of
conditional events E1 and E2, the objects CpE1q ^ CpE2q and DpE1q _DpE2q are defined as CpE1 Y
E2q and DpE1 Y E2q, respectively. Then, it is easy to verify the commutativity and associativity
properties of conjunction and disjunction ([39, Propositions 1 and 2]). We recall below the notion
of negation for conjoined and disjoined conditionals.

Definition 6. Given n conditional events E1|H1, . . . , En|Hn, the negations for the conjunction C1¨¨¨n

and the disjunction D1¨¨¨n are defined as sC1¨¨¨n “ 1´ C1¨¨¨n and sD1¨¨¨n “ 1´D1¨¨¨n, respectively.
10



Of course, if n “ 1 we obtain sC1 “
sD1 “

ĞE1|H1 “ 1 ´ E1|H1 “ sE1|H1. We observe that
conjunction and disjunction satisfy De Morgan’s Laws ([39, Theorem 5]), that is

sD1¨¨¨n “ C
s1¨¨¨sn pi.e., D1¨¨¨n “

sC
s1¨¨¨snq, sC1¨¨¨n “ D

s1¨¨¨sn pi.e., C1¨¨¨n “
sD
s1¨¨¨snq, (11)

where C
s1¨¨¨sn “

Źn
i“1

sEi|Hi and D
s1¨¨¨sn “

Žn
i“1

sEi|Hi. As shown in formula (11), by exploiting
negation, disjunction could be equivalently defined as D1¨¨¨n “

sC
s1¨¨¨sn “ 1´ C

s1¨¨¨sn.

3. A decomposition formula for conjunctions

In this section we show that the conjunction C1¨¨¨n of n conditional events can be represented
as the sum of two suitable conjunctions of n ` 1 conditional events. We first give a preliminary
result, which is related to Theorem 4, and a remark.

Theorem 6. Let n conditional events E1|H1, . . . , Ek|Hk, . . . , En|Hn be given, with
E1,H1, . . . , En,Hn logically independent, and a coherent prevision assessment M “ pxS :
H ‰ S Ď t1, . . . , nuq on the family F “ tCS : H ‰ S Ď t1, . . . , nuu. For every 1 ď k ď n ´ 1 it
holds that

maxt0, x1¨¨¨k ` xk`1¨¨¨n ´ 1u ď x1¨¨¨n ď mintx1¨¨¨k, xk`1¨¨¨nu,

where
x1¨¨¨k “ PpC1¨¨¨kq, xk`1¨¨¨n “ PpCk`1¨¨¨nq, x1¨¨¨n “ PpC1¨¨¨nq.

Proof. We setM3 “ px1¨¨¨k, xk`1¨¨¨n, x1¨¨¨nq. Moreover, we observe that

C1¨¨¨k P t1, 0, xS 1; S 1 Ď t1, . . . , kuu, Ck`1¨¨¨n P t1, 0, xS 2; S 2 Ď tk ` 1, . . . , nuu.

The possible values Qh’s of the random vector pC1¨¨¨k,Ck`1¨¨¨n,C1¨¨¨nq are given in Table 1. We

Ch C1¨¨¨k Ck`1¨¨¨n C1¨¨¨n Qh
Źn

i“1 EiHi 1 1 1 p1, 1, 1q
p
Źk

i“1 EiHiqp
Žn

i“k`1
sEiHiq 1 0 0 p1, 0, 0q

p
Žk

i“1
sEiHiqp

Źn
i“k`1 EiHiq 0 1 0 p0, 1, 0q

p
Žk

i“1
sEiHiqp

Žn
i“k`1

sEiHiq 0 0 0 p0, 0, 0q
p
Ź

iRS 2 EiHiqp
Ź

iPS 2
sHiq 1 xS 2 xS 2 p1, xS 2 , xS 2q

p
Žk

i“1
sEiHiqp

Ź

iPtk`1,...,nuzS 2 EiHiqp
Ź

iPS 2
sHiq 0 xS 2 0 p0, xS 2 , 0q

p
Ź

iRS 1 EiHiqp
Ź

iPS 1
sHiq xS 1 1 xS 1 pxS 2 , 1, xS 2q

p
Žn

i“k`1
sEiHiqp

Ź

iPt1,...,kuzS 1 EiHiqp
Ź

iPS 1
sHiq xS 1 0 0 pxS 1 , 0, 0q

p
Ź

iR S 1YS 2 EiHiqp
Ź

iP S 1YS 2
sHiq xS 1 xS 2 xS 1YS 2 pxS 1 , xS 2 , xS 1YS 2q

Źn
i“1

sHi x1¨¨¨k xk`1¨¨¨n x1¨¨¨n px1¨¨¨k, xk`1¨¨¨n, x1¨¨¨nq

Table 1: Possible values Qh’s of the random vector pC1¨¨¨k,Ck`1¨¨¨n,C1¨¨¨nq, where H ‰ S 1 Ď t1, . . . , ku,
H ‰ S 2 Ď tk ` 1, . . . , nu, S 1 Y S 2 ‰ t1, . . . , nu, and px1¨¨¨k, xk`1¨¨¨n, x1¨¨¨nq “ Q0 “M3.

denote by T the tetrahedron with vertices p1, 1, 1q, p1, 0, 0q, p0, 1, 0q, p0, 0, 0q, that is

T “ tpx, y, zq : px, yq P r0, 1s2,maxt0, x` y´ 1u ď z ď mintx, yuu.
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We observe that T is the convex hull of p1, 1, 1q, p1, 0, 0q, p0, 1, 0q, p0, 0, 0q. We also observe that
the points p1, xS 2 , xS 2q, p0, xS 2 , 0q, pxS 1 , 1, xS 1q, pxS 1 , 0, 0q belong to T because

p1, xS 2 , xS 2q “ xS 2p1, 1, 1q ` p1´ xS 2qp1, 0, 0q, p0, xS 2 , 0q “ xS 2p0, 1, 0q ` p1´ xS 2qp0, 0, 0q,
pxS 1 , 1, xS 1q “ xS 1p1, 1, 1q ` p1´ xS 1qp0, 1, 0q, pxS 1 , 0, 0q “ xS 1p1, 0, 0q ` p1´ xS 1qp0, 0, 0q.

We recall that coherence of M implies coherence of the sub-assessment pxi, x j, xi jq, with i ‰ j,
on the sub-family tEi|Hi, E j|H j,Ci ju. By formula (6), the coherence of pxi, x j, xi jq amounts to
the condition pxi, x j, xi jq P T . Now, let us assume by induction that the point pxS 1 , xS 2 , xS 1YS 2q

belongs to T , for every pair of nonempty subsets S 1 Ď t1, . . . , ku, S 2 Ď tk ` 1, . . . , nu, with
S 1 Y S 2 Ă t1, . . . , nu. Under this inductive hypothesis, the convex hull of the points Qh’s, with
Qh ‰ Q0, is the tetrahedron T . Coherence ofM3 requires thatM3 belongs to the convex hulls of
all the points Qh’s (h ‰ 0), that isM3 P T . Then, the inequalities

maxt0, x1¨¨¨k ` xk`1¨¨¨n ´ 1u ď x1¨¨¨n ď mintx1¨¨¨k, xk`1¨¨¨nu,

are satisfied.

Remark 5. Given the conjunction C1¨¨¨n of n conditional events and a further conditional event
En`1|Hn`1, it holds that

C1¨¨¨n`1 “ C1¨¨¨n ^ pEn`1|Hn`1q “

$

&

%

C1¨¨¨n, if En`1Hn`1 is true,
0, if sEn`1Hn`1 is true,
xSYtn`1u, if p

Ź

iPS
sHiq ^ p

Ź

iRS EiHiq ^ sHn`1 is true.
(12)

In particular
C1¨¨¨n ^ 0 “ 0, C1¨¨¨n ^ 1 “ C1¨¨¨n. (13)

Indeed, if En`1Hn`1 “ H, it holds that PpEn`1|Hn`1q “ xn`1 “ 0 and hence En`1|Hn`1 “

En`1Hn`1 ` xn`1 sHn`1 “ 0. As, by (9), C1¨¨¨n`1 ď En`1|Hn`1 “ 0, it follows that C1¨¨¨n`1 “

C1¨¨¨n ^ 0 “ 0.
If Hn`1 Ď En`1, i.e., En`1Hn`1 “ Hn`1, it holds that xn`1 “ 1 and hence En`1|Hn`1 “

En`1Hn`1 ` xn`1 sHn`1 “ Hn`1 ` sHn`1 “ 1; then (12) becomes

C1¨¨¨n`1 “

"

C1¨¨¨n, if Hn`1 is true,
xSYtn`1u, if p

Ź

iPS
sHiq ^ p

Ź

iRS EiHiq ^ sHn`1 is true.

For every nonempty subset S Ď t1, . . . , nu, by Theorem 6 it holds that

maxt0, xS ` xn`1 ´ 1u “ xS ď xSYtn`1u ď xS “ mintxS , xn`1u.

Then, xSYtn`1u “ xS , which is the value of C1¨¨¨n when p
Ź

iPS
sHiq ^ p

Ź

iRS EiHiq is true. Thus
C1¨¨¨n`1 “ C1¨¨¨n ^ 1 “ C1¨¨¨n.

Concerning the decomposition formula, we first examine the case n “ 1 (see also [53, Proposi-
tion 1]). We recall that, given a conditional event C1 “ E1|H1, we denote its indicator by the same
symbol. Then, given a further conditional event E2|H2, we show that (the indicator) C1 can be de-
composed as the sum of the conjunctions C12 “ pE1|H1q ^ pE2|H2q and C1s2 “ pE1|H1q ^ psE2|H2q.
We set PpE1|H1q “ x1, PpE2|H2q “ x2, PpC12q “ x12,PpC1s2q “ x1s2. The next result shows the
decomposition of C1.
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Theorem 7. The conditionals C1,C12,C1s2 satisfy the relation

C1 “ C12 ` C1s2. (14)

Proof. Table 2 shows, under logical independence of the events E1, E2,H1,H2, the possible values
for the random vector pC1,C1 2,C1s2,C1 2 ` C1s2q associated with the constituents C1hs generated by
the family tC1,C2u. We observe that both C1 2 and C1s2 are conditional random quantities with the

Ch C1 C1 2 C1s2 C1 2 ` C1s2

C1 E1H1E2H2 1 1 0 1
C2 E1H1 sE2H2 1 0 1 1
C3 sE1H1E2H2 0 0 0 0
C4 sE1H1 sE2H2 0 0 0 0
C5 sH1E2H2 x1 x1 0 x1

C6 sH1 sE2H2 x1 0 x1 x1

C7 E1H1 sH2 1 x2 1´ x2 1
C8 sE1H1 sH2 0 0 0 0
C0 sH1 sH2 x1 x1 2 x1s2 x1 2 ` x1s2

Table 2: Numerical values of the random vector pC1,C1 2,C1s2,C1 2 ` C1s2q.

same conditioning event H1 _ H2 and hence C1 2 ` C1s2 is still a conditional random quantity with
conditioning event H1 _ H2. As shown in Table 2, for each Ch Ď H1 _ H2 (i.e., h “ 1, . . . , 8),
if Ch is true then C1 coincides with C12 ` C1s2. In other words, C1 coincides with C12 ` C1s2 when
H1 _ H2 is true. Thus, by Theorem 3, it holds that

x1 “ PpC1q “ PpC12 ` C1s2q “ PpC12q ` PpC1s2q “ x12 ` x1s2;

then C1 coincides with C12 ` C1s2 when C0 is true. Therefore C1 and C12 ` C1s2 coincide in all
cases; that is C1 “ C12 ` C1s2. In case of some logical dependencies, some constituent Ch may be
impossible; but, of course, the relation C1 “ C12 ` C1s2 is still valid.

By the same reasoning, C
s1 “ C

s12 ` C
s1s2, where C

s12 “ C
s1 ^ C2, C

s1s2 “ C
s1 ^ C

s2.
We observe that by Remark 4, given n ` 1 conditional events E1|H1, . . . , En`1|Hn`1, their

conjunction C1¨¨¨n`1 coincides with C1¨¨¨n ^ pEn`1|Hn`1q. Likewise, C1¨¨¨nĚn`1 coincides with C1¨¨¨n ^

psEn`1|Hn`1q. The next result shows the decomposition for the conjunction of n conditional events.

Theorem 8. Let n` 1 conditional events E1|H1, . . . , En`1|Hn`1 be given. It holds that

C1¨¨¨n “ C1¨¨¨n`1 ` C1¨¨¨n Ěn`1. (15)

Proof. We recall that x1¨¨¨n “ PpC1¨¨¨nq, xn`1 “ PpEn`1|Hn`1q, x1¨¨¨n`1 “ PpC1¨¨¨n`1q, and x1¨¨¨n Ěn`1 “

PpC1¨¨¨n Ěn`1q. Moreover, given any nonempty strict subset S “ ti1, . . . , iku of t1, 2, . . . , nu, we set

CS “ Ci1¨¨¨ik “
ľ

jPS

pE j|H jq, CSYtn`1u “ CS ^ En`1|Hn`1, CSYtĚn`1u “ CS ^ sEn`1|Hn`1,
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and
xS “ PpCS q, xSYtn`1u “ PpCSYtn`1uq, xSYtĚn`1u “ PpCSYtĚn`1uq.

We prove the theorem by induction on the cardinality of S , denoted by s. By Theorem 7 the
equality (15) holds for n “ 1. We assume that (15) holds for each integer s ă n, that is: CS “

CSYtĚn`1u ` CSYtĚn`1u; then, we prove that (15) holds for s “ n, that is: C1¨¨¨n “ C1¨¨¨n`1 ` C1¨¨¨nĚn`1.
We first assume logical independence of the events Ei,Hi, i “ 1, . . . , n ` 1. We distinguish the
following cases: piq En`1Hn`1 true; piiq sEn`1Hn`1 true; piiiq sHn`1 true.
Case piq. From (12) it holds that C1¨¨¨n`1 “ C1¨¨¨n and C1¨¨¨n Ěn`1 “ 0, so that C1¨¨¨n “ C1¨¨¨n`1 `

C1¨¨¨n Ěn`1.
Case piiq. From (12) it holds that C1¨¨¨n`1 “ 0 and C1¨¨¨n Ěn`1 “ C1¨¨¨n, so that C1¨¨¨n “ C1¨¨¨n`1 `

C1¨¨¨n Ěn`1.
Case piiiq. We distinguish the following subcases: paq

Źn
i“1 EiHi true; pbq

Žn
i“1

sEiHi true; pcq
p
Ź

iPS
sHiq ^ p

Ź

iRS EiHiq true, for some nonempty S Ă t1, . . . , nu; pdq
Źn`1

i“1
sHi true.

In the subcase paq it holds that C1¨¨¨n “ 1, C1¨¨¨n`1 “ xn`1, and C1¨¨¨n Ěn`1 “ 1 ´ xn`1; so that
C1¨¨¨n “ C1¨¨¨n`1 ` C1¨¨¨n Ěn`1.
In the subcase pbq it holds that C1¨¨¨n “ C1¨¨¨n`1 “ C1¨¨¨n Ěn`1 “ 0; so that C1¨¨¨n “ C1¨¨¨n`1 ` C1¨¨¨n Ěn`1.
In the subcase pcq it holds that C1¨¨¨n “ xS , C1¨¨¨n`1 “ xSYtn`1u, and C1¨¨¨n Ěn`1 “ xSYtĚn`1u. By the
inductive hypothesis it follows that xS “ xSYtn`1u ` xSYtĚn`1u, so that C1¨¨¨n “ C1¨¨¨n`1 ` C1¨¨¨n Ěn`1.
In the subcase pdq it holds that C1¨¨¨n “ x1¨¨¨n, C1¨¨¨n`1 “ x1¨¨¨n`1, and C1¨¨¨n Ěn`1 “ x1¨¨¨n Ěn`1. We
observe that C1¨¨¨n is a conditional random quantity with conditioning event H1 _ ¨ ¨ ¨ _ Hn. More-
over, both C1¨¨¨n`1 and C1¨¨¨n Ěn`1 are conditional random quantities with the same conditioning
event H1 _ ¨ ¨ ¨ _ Hn`1 and hence C1¨¨¨n`1 ` C1¨¨¨n Ěn`1 is still a conditional random quantity with
conditioning event H1 _ ¨ ¨ ¨ _ Hn`1. Finally, we observe that C1¨¨¨n and C1¨¨¨n`1 ` C1¨¨¨n Ěn`1 co-
incide when H1 _ ¨ ¨ ¨ _ Hn`1 is true. Then, by applying Theorem 3 with X|H “ C1¨¨¨n and
Y|K “ C1¨¨¨n`1`C1¨¨¨n Ěn`1, it holds that x1¨¨¨n “ x1¨¨¨n`1` x1¨¨¨n Ěn`1, so that C1¨¨¨n “ C1¨¨¨n`1`C1¨¨¨n Ěn`1.
In conclusion, C1¨¨¨n and C1¨¨¨n`1 ` C1¨¨¨n Ěn`1 coincide in all cases; that is C1¨¨¨n “ C1¨¨¨n`1 ` C1¨¨¨n Ěn`1

(see also Table 3). In case of some logical dependencies, some constituent Ch may be impossible;
but, of course, the relation C1¨¨¨n “ C1¨¨¨n`1 ` C1¨¨¨n Ěn`1 is still valid.

Ch C1¨¨¨n C1¨¨¨n`1 C1¨¨¨n Ěn`1 C1¨¨¨n`1 ` C1¨¨¨n Ěn`1

En`1Hn`1 C1¨¨¨n C1¨¨¨n 0 C1¨¨¨n
sEn`1Hn`1 C1¨¨¨n 0 C1¨¨¨n C1¨¨¨n

p
Źn

i“1 EiHiq sHn`1 1 xn`1 1´ xn`1 1
p
Žn

i“1
sEiHiq sHn`1 0 0 0 0

p
Ź

iPS
sHi
Ź

iRS EiHiq sHn`1 xS xSYtn`1u xSYtĚn`1u xS
Źn`1

i“1
sHi x1¨¨¨n x1¨¨¨n`1 x1¨¨¨n Ěn`1 x1¨¨¨n

Table 3: Numerical values of the conditional random quantities C1¨¨¨n,C1¨¨¨n`1,C1¨¨¨n Ěn`1,C1¨¨¨n`1 ` C1¨¨¨n Ěn`1. Each S
is a nonempty strict subset of t1, . . . , nu.

Given any integer n ě 1 and n conditional events E1|H1, . . . , En|Hn, we set C1˚¨¨¨n˚ “
Źn

i“1 E˚i |Hi, where for each index i it holds that i˚ P ti,siu and E˚i “ Ei, or E˚i “ sEi, accord-
ing to whether i˚ “ i, or i˚ “ si, respectively. In particular C1˚ “ C1 “ E1|H1 when 1˚ “ 1 and
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C1˚ “ C
s1 “

sE1|H1 when 1˚ “ s1. Moreover, given any subset ti1, . . . , ihu Ď t1, . . . , nu, by defining
tih`1, . . . , inu “ t1, . . . , nuzti1, . . . , ihu, we set

Ci1¨¨¨ih Ěih`1¨¨¨sin “ pEi1 |Hi1q ^ ¨ ¨ ¨ ^ pEih |Hihq ^ p
sEih`1 |Hih`1q ^ ¨ ¨ ¨ ^ p

sEin |Hinq. (16)

We recall that by definition the value of Ci1¨¨¨ih Ěih`1¨¨¨sin , when the conditioning events H1, . . . ,Hn are
all false, is its prevision PpCi1¨¨¨ih Ěih`1¨¨¨sinq. We set

PpCi1¨¨¨ih Ěih`1¨¨¨sinq “ xi1i2¨¨¨ih Ěih`1¨¨¨sin , @ ti1, . . . , ihu Ď t1, . . . , nu. (17)

Notice that, as the operation of conjunction is commutative, for each conjunction C1˚¨¨¨n˚ it holds
that C1˚¨¨¨n˚ “ Ci1¨¨¨ih Ěih`1¨¨¨sin , for a suitable subset ti1, . . . , ihu Ď t1, . . . , nu. Then, given a further
conditional event En`1|Hn`1, by the same reasoning of Theorem 8 it holds that

C1˚¨¨¨n˚ “ C1˚¨¨¨n˚n`1 ` C1˚¨¨¨n˚ Ěn`1, @p1
˚, . . . , n˚q P t1,s1u ˆ ¨ ¨ ¨ ˆ tn,snu, (18)

or equivalently

Ci1¨¨¨ih Ěih`1¨¨¨sin “ Ci1¨¨¨ih Ěih`1¨¨¨sinn`1 ` Ci1¨¨¨ih Ěih`1¨¨¨sin Ěn`1, @ti1, . . . , ihu Ď t1, . . . , nu. (19)

For instance, it holds that: C
s12s3 “ C

s12s34 ` C
s12s3s4; C

s12s4 “ C
s12s43 ` C

s12s4s3 “ C
s123s4 ` C

s12s3s4, and so
on.

4. The set of conditional constituents

In this section we show that a notion of “constituent”, which we call conditional constituent,
can be introduced for the case of n conditional events E1|H1, . . . , En|Hn. We recall that, given n
(unconditional) events E1, . . . , En and denoting the set of their constituents by tCh, h “ 1, . . . ,mu,
where m ď 2n (with m “ 2n in case of logical independence), it holds that

piq Ch ^Ck “ H, @ h ‰ k; piiq
Žm

h“1 Ch “ Ω. (20)

In terms of indicators (denoted by the same symbols) formula (20) becomes:

piq1 Ch ^Ck “ 0, @ h ‰ k; piiq1
řm

h“1 Ch “ 1, (21)

with Ch ě 0, h “ 1, . . . ,m. Then, it holds that:

E j “
ř

h: ChĎE j
Ch, PpE jq “

ř

h: ChĎE j
PpChq; j “ 1, . . . , n. (22)

We introduce the set of conditional constituents associated with n conditional events, by obtaining
some properties which are analogous to those valid for the unconditional events. Indeed, we will
show that properties piq1 and piiq1 in (21), still hold if we replace events, and their constituents, by
conditional events, and their conditional constituents, respectively. In other words, the conditional
constituents are incompatible (i.e., their conjunction is 0) and their sum is 1.

Moreover, likewise formula (22), we will show that the indicator of each conditional event,
and its prevision, can be decomposed as the sum of suitable conditional constituents, and their
previsions, respectively.

In addition, as in the case of unconditional events, the conditional constituents associated with
a family of n conditional events tE1|H1, . . . , En|Hnu are all the (non zero) conjunctions pA1|H1q ^

¨ ¨ ¨ ^ pAn|Hnq, where Ai P tEi, Eiu, i “ 1, . . . , n.
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Definition 7. The set of conditional constituents, or c-constituents, associated with a family of n
conditional events E “ tE1|H1, . . . , En|Hnu is

K “ tCi1¨¨¨ih Ěih`1¨¨¨sin : ti1, ¨ ¨ ¨ , ihu Ď t1, . . . , nu,Ci1¨¨¨ih Ěih`1¨¨¨sin ‰ 0u,

where each c-constituent Ci1¨¨¨ih Ěih`1¨¨¨sin is a conjunction, as defined in p16q.

Notice that the cardinality of K is 2n when the events E1, . . . , En,H1, . . . ,Hn are logically
independent. In the presence of some logical dependencies it may be that Ci1i2¨¨¨ih Ěih`1¨¨¨sin “ 0 for
some ti1, . . . , ihu Ď t1, . . . , nu, as shown in the example below. If Ci1i2¨¨¨ih Ěih`1¨¨¨sin coincides with 0,
then it is not included in the set K.

Example 2. Given two logically independent events E,H let us consider the family E “

tE1|H1, E2|H2u, where E1 “ E, E2 “ sE,H1 “ H2 “ H. We observe that K Ď tC12,C1s2,Cs12,Cs1s2u,
where, by recalling that E|H “ EH ` PpE|Hq sH and henceH|H “ 0, it holds that

C12 “ pE|Hq^psE|Hq “ H|H “ 0 “ C
s1s2, C1s2 “ pE|Hq^pE|Hq “ E|H, C

s12 “ p
sE|Hq^psE|Hq “ sE|H.

As we can see, in this case there are two c-constituents which are not zero; that is: K “

tC1s2,Cs12u “ tE|H, sE|Hu “ E.

In the next result we show that the properties piq1 and piiq1 in (21), relative to unconditional
events, still hold for the case of conditional events.

Theorem 9. Given a family of n conditional events E “ tE1|H1, . . . , En|Hnu, let K be the set of
c-constituents associated with E. It holds that

Ci1¨¨¨ih Ěih`1¨¨¨sin ^ C j1¨¨¨ jkĘjk`1¨¨¨sjn “ H|pH1 _ ¨ ¨ ¨ _ Hnq “ 0, @ti1, i2, . . . , ihu ‰ t j1, j2, . . . , jku. (23)

Proof. As ti1, . . . , ihu ‰ t j1, . . . , jku, the set pti1, . . . , ihuzt j1, . . . , jkuq Y pt j1, . . . , jkuzti1, . . . , ihuq

is non empty. Let r be one of its elements. For the sake of simplicity, we assume that r “ i1 “ jk`1.
Then

pEi1 |Hi1q ^ p
sE jk`1 |H jk`1q “ pEi1 |Hi1q ^ p

sEi1 |Hi1q “ pEi1 ^
sEi1q|Hi1 “ H|Hi1 “ 0,

and hence

Ci1¨¨¨ih Ěih`1¨¨¨sin ^ C j1¨¨¨ jkĘjk`1¨¨¨sjn “ pEi1 |Hi1q ^ p
sE jk`1 |H jk`1q ^ Ci2¨¨¨ih Ěih`1¨¨¨sin ^ C j1¨¨¨ jkĘjk`2¨¨¨sjn “

“ pH|Hi1q ^ Ci2¨¨¨ih Ěih`1¨¨¨sin ^ C j1¨¨¨ jkĘjk`2¨¨¨sjn “ H|pH1 _ ¨ ¨ ¨ _ Hnq “ 0.

Theorem 10. Given a family of n conditional events E “ tE1|H1, . . . , En|Hnu, let K be the set of
c-constituents associated with E. For each 1 ď k ď n, it holds that

ř

ti1,...,ihuĎt1,...,ku Ci1¨¨¨ih Ěih`1¨¨¨sik “
ř

p1˚,...,k˚qPt1,s1uˆ¨¨¨ˆtk,sku C1˚¨¨¨k˚ “ 1,

Ci1¨¨¨ih Ěih`1¨¨¨sik ě 0, @ ti1, . . . , ihu Ď t1, . . . , ku.
(24)
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Proof. First of all, as PpΩ|H1q “ 1, we observe that

C1 ` C
s1 “ E1|H1 ` sE1|H1 “ pE1 _ sE1q|H1 “ Ω|H1 “ 1,

that is (24) holds when k “ 1. Moreover, from (14), C12 ` C1s2 ` C
s12 ` C

s1s2 “ C1 ` C
s1 “ 1, that

is (24) holds when k “ 2. Then, by induction, assuming (24) valid for k ´ 1, from (18) it follows
that

ř

ti1,...,ihuĎt1,...,ku Ci1¨¨¨ih Ěih`1¨¨¨sik “
ř

p1˚,...,k˚qPt1,s1uˆ¨¨¨ˆtk,sku C1˚¨¨¨k˚ “

“
ř

p1˚,...,pk´1q˚qPt1,s1uˆ¨¨¨ˆtk´1,Ěk´1upC1˚¨¨¨pk´1q˚k ` C1˚¨¨¨pk´1q˚skq “

“
ř

p1˚,...,pk´1q˚qPt1,s1uˆ¨¨¨ˆtk´1,Ěk´1u C1˚¨¨¨pk´1q˚ “ 1,

that is formula (24) is valid for k. Finally, the inequalities Ci1¨¨¨ih Ěih`1¨¨¨sik ě 0, @ ti1, . . . , ihu Ď

t1, . . . , ku, hold because the prevision assessments used when defining conjunctions are assumed
to be coherent.

We observe in particular that from Definition 4 and Theorem 10 it holds that
ÿ

ti1,i2,...,ihuĎt1,2,...,nu

xi1¨¨¨ih Ěih`1¨¨¨sin “ 1, xi1¨¨¨ih Ěih`1¨¨¨sin ě 0, @ ti1, . . . , ihu Ď t1, . . . , nu. (25)

In other words the prevision of each conditional constituent is nonnegative and the sum of all these
previsions is equal to 1. In addition, we show that the properties in (22) still hold for conditional
events. Indeed, by Theorem 8, it follows that

C1 “ C12 ` C1s2 “ C123 ` C12s3 ` C1s23 ` C1s2s3 “ . . . “
“ C12¨¨¨n ` C12¨¨¨n´1sn ` ¨ ¨ ¨ ` C1s2¨¨¨Ěn´1n ` C1s2¨¨¨sn “

“
ř

p2˚,...,n˚qPt2,s2uˆ¨¨¨ˆtn,snu C12˚¨¨¨n˚ “
ř

t1uĎti1,...,ihuĎt1,...,nu Ci1¨¨¨ih Ěih`1¨¨¨sin ,

and in general, for each j P t1, . . . , nu it holds that

C j “
ÿ

tp1˚,...,p j´1q˚,p j`1q˚,...,n˚qu

C1˚¨¨¨p j´1q˚ jp j`1q˚¨¨¨n˚ “
ÿ

t juĎti1,...,ihuĎt1,...,nu

Ci1i2¨¨¨ih Ěih`1¨¨¨sin , (26)

where the symbol tp1˚, . . . , p j´ 1q˚, p j` 1q˚, . . . , n˚qu denotes the following set

tp1˚, . . . , p j´ 1q˚, p j` 1q˚, . . . , n˚q P t1,s1uˆ ¨ ¨ ¨ˆ t j´ 1, Ęj´ 1uˆ t j` 1, Ęj` 1uˆ ¨ ¨ ¨ˆ tn,snuu.

Moreover, concerning the probability x j of E j|H j, from (26) it holds that

PpC jq “ x j “
ÿ

tp1˚,...,p j´1q˚,p j`1q˚,...,n˚qu

x1˚¨¨¨p j´1q˚ jp j`1q˚¨¨¨n˚ “

“
ÿ

t juĎti1,...,ihuĎt1,...,nu

xi1i2¨¨¨ih Ěih`1¨¨¨sin “
ÿ

t juĎti1,...,ihuĎt1,...,nu

PpCi1i2¨¨¨ih Ěih`1¨¨¨sinq.
(27)

More in general, for the conjunction CS “
Ź

jPS pE j|H jq it holds that

CS “
ÿ

ti1,...,ihuĚS

Ci1¨¨¨ih Ěih`1¨¨¨sin , @H ‰ S Ď t1, . . . , nu, (28)
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and hence
PpCS q “ xS “

ÿ

ti1,...,ihuĚS

xi1¨¨¨ih Ěih`1¨¨¨sin , @H ‰ S Ď t1, . . . , nu. (29)

Moreover,

Ci1i2¨¨¨ih Ěih`1¨¨¨sik “
ÿ

t j1,..., jruĎtik`1,...,inu

Ci1i2¨¨¨ih j1¨¨¨ jr Ěih`1¨¨¨sik Ějr`1¨¨¨Ğjn´k´r , @ 0 ď h ď k ď n, (30)

and for its prevision xi1i2¨¨¨ih Ěih`1¨¨¨sik it holds that

xi1i2¨¨¨ih Ěih`1¨¨¨sik “
ÿ

t j1,..., jruĎtik`1,...,inu

xi1i2¨¨¨ih j1¨¨¨ jr Ěih`1¨¨¨sik Ějr`1¨¨¨Ğjn´k´r , @ 0 ď h ď k ď n. (31)

5. The inclusion-exclusion principle and the distributivity property

In this section we show that the well known inclusion-exclusion formula, which holds for
the disjunction of n unconditional events (and its probability), still holds for the disjunction of
n conditional events (and its prevision). This result, and other related formulas, will be used in
Section 6. We also prove a distributivity property by means of which we can directly derive the
inclusion-exclusion formula. We first give a preliminary result.

Theorem 11. Given n` 1 conditional events E1|H1, . . . , En`1|Hn`1, it holds that

C
s1¨¨¨sh i1¨¨¨ik n`1 “ Ci1¨¨¨ik n`1 ´

řh
j“1 C ji1¨¨¨ik n`1 `

ř

1ď j1ă j2ďh C j1 j2i1¨¨¨ik n`1 ` ¨ ¨ ¨ ` p´1qhC1¨¨¨h i1¨¨¨ik n`1,

1 ď h ď n, ti1, . . . , iku Ď th` 1, . . . , nu.
(32)

Proof. Formula (32) is satisfied for h “ 1 because, by the decomposition formula (19), it holds
that

C
s1 i1¨¨¨ik n`1 “ Ci1¨¨¨ik n`1 ´ C1i1¨¨¨ik n`1, @ti1, . . . , iku Ď t2, . . . , nu.

By assuming that (32) is satisfied for h ď n ´ 1, we prove that (32) is also satisfied for h ` 1. By
(19), it holds that

C
s1¨¨¨sh i1¨¨¨ik n`1 “ C

s1¨¨¨shh`1 i1¨¨¨ik n`1 ` C
s1¨¨¨Ěh`1 i1¨¨¨ik n`1, @ ti1, . . . , iku Ď th` 2, . . . , nu.

Moreover, by the hypothesis, it holds that

C
s1¨¨¨sh i1¨¨¨ik n`1 “ Ci1¨¨¨ik n`1 ´

h
ÿ

j“1

C ji1¨¨¨ik n`1 `
ÿ

1ď j1ă j2ďh

C j1 j2i1¨¨¨ik n`1 ` ¨ ¨ ¨ ` p´1qhC1¨¨¨h i1¨¨¨ik n`1

and

C
s1¨¨¨sh h`1 i1¨¨¨ik n`1 “ Ch`1 i1¨¨¨ik n`1´

h
ÿ

j“1

C jh`1i1¨¨¨ik n`1`
ÿ

1ď j1ă j2ďh

C j1 j2h`1i1¨¨¨ik n`1`¨ ¨ ¨`p´1qhC1¨¨¨h`1i1¨¨¨ik n`1.
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Then, by (19), for all ti1, . . . , iku Ď th` 2, . . . , nu it follows that

C
s1¨¨¨Ěh`1 i1¨¨¨ik n`1 “ C

s1¨¨¨sh i1¨¨¨ik n`1 ´ C
s1¨¨¨shh`1 i1¨¨¨ik n`1 “

“ rCi1¨¨¨ik n`1 ´
řh

j“1 C ji1¨¨¨ik n`1 `
ř

1ď j1ă j2ďh C j1 j2i1¨¨¨ik n`1 ` ¨ ¨ ¨ ` p´1qhC1¨¨¨h i1¨¨¨ik n`1s`

´rCh`1 i1¨¨¨ik n`1 ´
řh

j“1 C jh`1i1¨¨¨ik n`1 `
ř

1ď j1ă j2ďh C j1 j2h`1i1¨¨¨ik n`1 ` ¨ ¨ ¨ ` p´1qhC1¨¨¨h`1i1¨¨¨ik n`1s “

“ Ci1¨¨¨ik n`1 ´
řh`1

j“1 C ji1¨¨¨ik n`1 `
ř

1ď j1ă j2ďh`1 C j1 j2i1¨¨¨ik n`1 ` ¨ ¨ ¨ ` p´1qh`1C1¨¨¨h`1 i1¨¨¨ik n`1.

Then, formula (32) follows by iterating the previous reasoning from h “ 0 to h “ n´ 1.

We give below some examples where formula (32) is obtained.

C12 “ C2 ´ C12, C123 “ C23 ´ C123, C1 23 “ C13 ´ C123 “ C3 ´ C13 ´ C23 ` C123,
C1 234 “ C134 ´ C1234 “ C34 ´ C134 ´ C234 ` C1234,
C1 2 34 “ C1 24 ´ C1 234 “ C14 ´ C124 ´ C134 ` C1234 “ C4 ´ C14 ´ C24 ` C124 ´ C34 ` C134 ` C234 ´ C1234.

In the next result we obtain the inclusion-exclusion formula for the disjunction of n conditional
events.

Theorem 12. Given n conditional events E1|H1, . . . , En|Hn, it holds that

D1¨¨¨n “

n
ÿ

h“1

p´1qh`1
ÿ

1ďi1ă¨¨¨ăihďn

Ci1¨¨¨ih “

n
ÿ

i“1

Ci ´
ÿ

1ďi1ăi2ďn

Ci1i2 ` ¨ ¨ ¨ ` p´1qn`1C1¨¨¨n.

Proof. From (13), it holds that C
s1¨¨¨sn^1 “ C

s1¨¨¨sn. Then, by applying (32) with h “ n and Cn`1 “ 1,
it follows that

C
s1¨¨¨sn “ 1´

n
ÿ

i“1

Ci `
ÿ

1ďi1ăi2ďn

Ci1i2 ` ¨ ¨ ¨ ` p´1qnC1¨¨¨n. (33)

Finally, by recalling (11), we obtain

D1¨¨¨n “ 1´ C
s1¨¨¨sn “

n
ÿ

i“1

Ci ´
ÿ

1ďi1ăi2ďn

Ci1i2 ` ¨ ¨ ¨ ` p´1qn`1C1¨¨¨n.

In the next result we prove the validity of a suitable distributivity property.

Theorem 13. Let C1, . . . ,Cn`1 be n ` 1 conditional events. Then, the following distributivity
property is satisfied:

r1´
h
ÿ

i“1

Ci `
ÿ

1ďi1ăi2ďh

Ci1i2 ` ¨ ¨ ¨ ` p´1qhC1¨¨¨hs ^ Ci1¨¨¨ik n`1 “

“ 1^ Ci1¨¨¨ik n`1 ´

h
ÿ

i“1

Ci ^ Ci1¨¨¨ik n`1 `
ÿ

1ďi1ăi2ďh

Ci1i2 ^ Ci1¨¨¨ik n`1 ` ¨ ¨ ¨ ` p´1qhC1¨¨¨h ^ Ci1¨¨¨ik n`1,

1 ď h ď n, ti1, . . . , iku Ď th` 1, . . . , nu.
(34)
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Proof. By recalling Remark 4, formulas (32), and (33), it holds that

r1´
h
ÿ

i“1

Ci `
ÿ

1ďi1ăi2ďh

Ci1i2 ` ¨ ¨ ¨ ` p´1qhC1¨¨¨hs ^ Ci1¨¨¨ik n`1 “ C
s1¨¨¨sh ^ Ci1¨¨¨ik n`1 “ C

s1¨¨¨shi1¨¨¨ik n`1 “

“ Ci1¨¨¨ik n`1 ´

h
ÿ

j“1

C ji1¨¨¨ik n`1 `
ÿ

1ď j1ă j2ďh

C j1 j2i1¨¨¨ik n`1 ` ¨ ¨ ¨ ` p´1qhC1¨¨¨h i1¨¨¨ik n`1 “

“ 1^ Ci1¨¨¨ik n`1 ´

h
ÿ

i“1

Ci ^ Ci1¨¨¨ik n`1 `
ÿ

1ďi1ăi2ďh

Ci1i2 ^ Ci1¨¨¨ik n`1 ` ¨ ¨ ¨ ` p´1qhC1¨¨¨h ^ Ci1¨¨¨ik n`1.

The next result shows a further aspect of the distributivity property.

Theorem 14. Let C1, . . . ,Cn`1 be n` 1 conditional events. Then,

r1´
řn

i“1 Ci `
ř

1ďi1ăi2ďn Ci1i2 ` ¨ ¨ ¨ ` p´1qnC1¨¨¨ns ^ p1´ Cn`1q “

“ r1´
řn

i“1 Ci `
ř

1ďi1ăi2ďn Ci1i2 ` ¨ ¨ ¨ ` p´1qnC1¨¨¨ns ^ 1`
´r1´

řn
i“1 Ci `

ř

1ďi1ăi2ďn Ci1i2 ` ¨ ¨ ¨ ` p´1qnC1¨¨¨ns ^ Cn`1.
(35)

Proof. We observe that, by Theorem 13, when h “ n it holds that

r1´
řn

i“1 Ci `
ř

1ďi1ăi2ďn Ci1i2 ` ¨ ¨ ¨ ` p´1qnC1¨¨¨ns ^ Cn`1 “

“ 1^ Cn`1 ´
řn

i“1 Ci ^ Cn`1 `
ř

1ďi1ăi2ďn Ci1i2 ^ Cn`1 ` ¨ ¨ ¨ ` p´1qnC1¨¨¨h ^ Cn`1.
(36)

In particular, if Cn`1 “ 1 it follows that

r1´
řn

i“1 Ci `
ř

1ďi1ăi2ďn Ci1i2 ` ¨ ¨ ¨ ` p´1qnC1¨¨¨ns ^ 1 “
“ 1^ 1´

řn
i“1 Ci ^ 1`

ř

1ďi1ăi2ďn Ci1i2 ^ 1` ¨ ¨ ¨ ` p´1qnC1¨¨¨h ^ 1. (37)

Based on (33), (36), and (37) it follows that

r1´
řn

i“1 Ci `
ř

1ďi1ăi2ďn Ci1i2 ` ¨ ¨ ¨ ` p´1qnC1¨¨¨ns ^ p1´ Cn`1q “ C
s1¨¨¨sn ^ C

Ěn`1 “

“ C
s1¨¨¨Ěn`1 “ 1´

řn`1
i“1 Ci `

ř

1ďi1ăi2ďn`1 Ci1i2 ` ¨ ¨ ¨ ` p´1qn`1C1¨¨¨n`1 “

“ r1´
řn

i“1 Ci `
ř

1ďi1ăi2ďn Ci1i2 ` ¨ ¨ ¨ ` p´1qnC1¨¨¨ns`

´rCn`1 ´
řn

i“1 Ci n`1 `
ř

1ďi1ăi2ďn Ci1i2n`1 ` ¨ ¨ ¨ ` p´1qn`1C1¨¨¨n`1s “

“ r1^ 1´
řn

i“1 Ci ^ 1`
ř

1ďi1ăi2ďn Ci1i2 ^ 1` ¨ ¨ ¨ ` p´1qnC1¨¨¨n ^ 1s`
´r1^ Cn`1 ´

řn
i“1 Ci ^ Cn`1 `

ř

1ďi1ăi2ďn Ci1i2 ^ Cn`1 ` ¨ ¨ ¨ ` p´1qn`1C1¨¨¨n ^ Cn`1s “

“ r1´
řn

i“1 Ci `
ř

1ďi1ăi2ďn Ci1i2 ` ¨ ¨ ¨ ` p´1qnC1¨¨¨ns ^ 1`
´r1´

řn
i“1 Ci `

ř

1ďi1ăi2ďn Ci1i2 ` ¨ ¨ ¨ ` p´1qnC1¨¨¨ns ^ Cn`1.

We remark that, by the relation D1¨¨¨n “ 1´C
s1¨¨¨sn, the inclusion-exclusion formula also follows

by directly computing C
s1¨¨¨sn by means of the distributivity property, as shown below.

C
s1¨¨¨sn “

Źn
i“1 Csi “

Źn
i“1p1´ Ciq “ p1´ C1 ´ C2 ` C12q ^ p1´ C3q ^ ¨ ¨ ¨ ^ p1´ Cnq “

“ p1´ C1 ´ C2 ´ C3 ` C12 ` C13 ` C23 ´ C123q ^ p1´ C4q ^ ¨ ¨ ¨ ^ p1´ Cnq “

“ ¨ ¨ ¨ “ 1´
řn

i“1 Ci `
ř

1ďi1ăi2ďn Ci1i2 ` ¨ ¨ ¨ ` p´1qnC1¨¨¨n.
(38)
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Then, for each nonempty subset ti1, . . . , ihu Ď t1, . . . , nu, by taking into account (34) it holds that

Ci1¨¨¨ih Ěih`1¨¨¨sin “ C
Ěih`1¨¨¨sin ^ Ci1¨¨¨ih “

“ r1´
ř

jPtih`1,...,inu C j `
ř

t j1, j2uĎtih`1,...,inu C j1 j2 ` ¨ ¨ ¨ ` p´1qn´hCih`1¨¨¨ins ^ Ci1¨¨¨ih “

“ Ci1¨¨¨ih ´
ř

jPtih`1,...,inu Ci1¨¨¨ih j `
ř

t j1, j2uĎtih`1,...,inu Ci1¨¨¨ih j1 j2 ` ¨ ¨ ¨ ` p´1qn´hCi1¨¨¨in .
(39)

When ti1, . . . , ihu “ H, that is h “ 0, formula (39) continues to hold because, if we set by conven-
tion that Cti1,...,ihu “ CH “ 1, it reduces to formula (33). Then, in general, it holds that

Ci1¨¨¨ih Ěih`1¨¨¨sin “

n´h
ÿ

k“0

p´1qk
ÿ

t j1,..., jkuĎtih`1,...,inu

Ci1¨¨¨ih j1¨¨¨ jk , ti1, . . . , ihu Ď t1, . . . , nu. (40)

Remark 6. We observe that, concerning the probabilistic aspects, by recalling (17) from coher-
ence it holds that

xi1¨¨¨ih Ěih`1¨¨¨sin “ xi1¨¨¨ih ´
ř

jPtih`1,...,inu xi1¨¨¨ih j `
ř

t j1, j2uĎtih`1,...,inu xi1¨¨¨ih j1 j2 ` ¨ ¨ ¨ ` p´1qn´hxi1¨¨¨in “

“
řn´h

k“0p´1qk
ř

t j1,..., jkuĎtih`1,...,inu xi1¨¨¨ih j1¨¨¨ jk ,
(41)

where by convention we set xi1¨¨¨ih “ xH “ 1 when ti1, . . . , ihu “ H. Moreover, as each conditional
constituent Ci1¨¨¨ih Ěih`1¨¨¨sin is a nonnegative conditional random quantity, by coherence it must be

xi1¨¨¨ih Ěih`1¨¨¨sin “

n´h
ÿ

k“0

p´1qk
ÿ

t j1,..., jkuĎtih`1,...,inu

xi1¨¨¨ih j1¨¨¨ jk ě 0, ti1, . . . , ihu Ď t1, . . . , nu, (42)

with

ÿ

ti1,...,ihuĎt1,...,nu

xi1¨¨¨ih Ěih`1¨¨¨sin “
ÿ

ti1,...,ihuĎt1,...,nu

n´h
ÿ

k“0

p´1qk
ÿ

t j1,..., jkuĎtih`1,...,inu

xi1¨¨¨ih j1¨¨¨ jk “ 1, (43)

as it also follows by observing that
ř

ti1,...,ihuĎt1,...,nu Ci1¨¨¨ih Ěih`1¨¨¨sin “ 1.
Notice that, given a coherent prevision assessment pxi1¨¨¨ih;H ‰ ti1, . . . , ihu Ď t1, . . . , nuq on

the family tCi1¨¨¨ih;H ‰ ti1, . . . , ihu Ď t1, . . . , nuu, where Ci1¨¨¨ih “ pEi1 |Hi1q ^ ¨ ¨ ¨ ^ pEih |Hihq,
as shown by formula (42) for every nonempty subset ti1, . . . , ihu there exists a unique coherent
extension xi1¨¨¨ih Ěih`1¨¨¨sin for the prevision of the conditional constituent Ci1¨¨¨ih Ěih`1¨¨¨sin .

6. Necessary and sufficient conditions for coherence

In this section we obtain, under logical independence, two necessary and sufficient coher-
ence conditions. Let a family of n conditional events E “ tE1|H1, . . . , En|Hnu be given, with
E1, . . . , En,H1, . . . ,Hn logically independent. We denote by M “ pxS : H ‰ S Ď t1, . . . , nuq
a prevision assessment on F “ tCS : H ‰ S Ď t1, . . . , nuu, where CS “

Ź

iPS pEi|Hiq and
xS “ PpCS q. We observe that F is the family of all 2n ´ 1 possible conjunctions among the condi-
tional events in E. The first condition characterizes the coherence ofM and will be represented in
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geometrical terms by a suitable convex hull. The second condition characterizes the coherence of
a prevision assessment on FYK, where K is the set of conditional constituents associated with E.

We denote by C0,C1, . . .C3n´1, the constituents associated with the family E, that is the ele-
ments of the partition of Ω obtained by expanding the expression

n
ľ

i“1

pEiHi _ sEiHi _ sHiq,

where C0 “ sH1 ¨ ¨ ¨ sHn. With each Ch we associate a point

Qh “ pqhS : H ‰ S Ď t1, . . . , nuq, (44)

where qhS is the value of CS when Ch is true. In particular with C0 it is associated Q0 “ M. We
notice that Qh is the value of the random vector pCS : H ‰ S Ď t1, . . . , nuq when Ch is true. By
discarding Q0, we denote by Q the set of remaining points Qh’s associated with the pair pF,Mq
and by IQ the convex hull of the set Q. We denote by B the subset of Q, constituted by 2n binary
points Q1, . . . ,Q2n , defined as

B “ tQ1, . . . ,Q2nu “ tQh P Q : qhS P t0, 1u, S “ tiu, i “ 1, . . . , nu. (45)

We observe that the points Q1, . . . ,Q2n are associated with the 2n constituents Ch’s obtained by
expanding the expression

n
ľ

i“1

pEiHi _ sEiHiq,

which coincides with
Źn

i“1 Hi. Notice that, given any Ch such that Qh P B, the sub-vector
pqhS , S “ tiu, i “ 1, . . . , nq is a vertex of the unit hypercube r0, 1sn and it is the value assumed by
the random vector pE1|H1, ¨ ¨ ¨ , En|Hnq when Ch is true. We also remark that, from the definition
of conjunction it follows that

Qh P B ùñ qhS P t0, 1u, @ H ‰ S Ď t1, . . . , nu. (46)

Then, the set B can be equivalently defined as

B “ tQh P Q : qhS P t0, 1u, H ‰ S Ď t1, . . . , nuu.

We denote by IB the convex hull of the set B; of course IB Ď IQ. Then we have

Theorem 15. Given a family of n conditional events E “ tE1|H1, . . . , En|Hnu, letM “ pxS : H ‰

S Ď t1, . . . , nuq be a prevision assessment on the family F “ tCS : H ‰ S Ď t1, . . . , nuu, where
CS “

Ź

iPS pEi|Hiq. Under the assumption of logical independence of E1, . . . , En,H1, . . . ,Hn, the
prevision assessmentM on F is coherent if and only ifM belongs to the convex hull IB of the 2n

binary points Q1, . . . ,Q2n .
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Proof. pñqAssume thatM is coherent. Then, all the inequalities in (42) are satisfied. We observe
that the condition M P IB is satisfied if there exist suitable nonnegative coefficients λh’s, with
ř2n

h“1 λh “ 1, such thatM “
ř2n

h“1 λhQh. This means that for each component xS ofM it must
be xS “

ř2n

h“1 λhqhS “
ř

h:qhS“1 λh. We observe that with each Qh P B it is associated a unique
subset ti1, . . . , iku Ď t1, . . . , nu such that, when S “ tiu, i “ 1, . . . , n, it holds that qhS “ qhtiu “ 1
if i P ti1, . . . , iku and qhS “ qhtiu “ 0 if i P tik`1, ¨ ¨ ¨ , inu “ t1, . . . , nuzti1, . . . , iku. Then,
by changing notations, the point Qh associated with ti1, . . . , iku will be denoted by the symbol
Qi1¨¨¨ik Ěik`1¨¨¨sin and the coefficient λh will be denoted by λi1¨¨¨ik Ěik`1¨¨¨sin . By this change of notations, the
binary quantity qhS becomes qi1¨¨¨ik Ěik`1¨¨¨sinS , with

qi1¨¨¨ik Ěik`1¨¨¨sinS “

"

1, if S Ď ti1, . . . , iku,
0, if S Ę ti1, . . . , iku.

Then the equality xS “
ř2n

h“1 λhqhS becomes xS “
ř

ti1,...,ikuĚS λi1¨¨¨ik Ěik`1¨¨¨sin . Then, more ex-
plicitly, the condition M P IB is satisfied if there exists a vector, with components, Λ “

pλi1¨¨¨ik Ěik`1¨¨¨sin; ti1, . . . , iku Ď t1, . . . , nuq which is a solution of the system below.

pΣBq

$

&

%

xS “
ř

ti1,...,ikuĚS λi1¨¨¨ik Ěik`1¨¨¨sin , H ‰ S Ď t1, 2 . . . , nu,
ř

ti1,...,ikuĎt1,2...,nu λi1¨¨¨ik Ěik`1¨¨¨sin “ 1,
λi1¨¨¨ik Ěik`1¨¨¨sin ě 0, ti1, . . . , iku Ď t1, 2 . . . , nu.

(47)

We observe that Λ has 2n (nonnegative) components and pΣBq has 2n equations. By coherence of
M, from (42) and (43) we can compute the quantities xi1¨¨¨ik Ěik`1¨¨¨sin , for all ti1, . . . , iku Ď t1, . . . , nu,
which are nonnegative and with their sum equal to 1. Moreover, by (29), for each subset
S it holds that xS “

ř

ti1,...,ihuĚS xi1¨¨¨ih Ěih`1¨¨¨sin , which has the same structure of the equation
xS “

ř

ti1,...,ihuĚS λi1¨¨¨ih Ěih`1¨¨¨sin in pΣBq. Then, pΣBq is solvable and the (unique) solution is the
vector Λ with components

λi1¨¨¨ik Ěik`1¨¨¨sin “ xi1¨¨¨ik Ěik`1¨¨¨sin “ PpCi1¨¨¨ik Ěik`1¨¨¨sinq, @ti1, . . . , iku Ď t1, . . . , nu.

Thus, the conditionM P IB is satisfied.
pðq Assume thatM P IB. Then,M P IQ because B Ă Q and hence the system pΣq is solvable.
Moreover, I0 “ H because all the coefficients λi1¨¨¨ik Ěik`1¨¨¨sin’s are associated with the constituents,
which we denote by Ci1¨¨¨ik Ěik`1¨¨¨sin’s, such that for every subset ti1, . . . , iku it holds that Ci1¨¨¨ik Ěik`1¨¨¨sin Ď

Hi, for every i “ 1, . . . , n. Thus, by Theorem 2 the prevision assessmentM is coherent.

Remark 7. As shown by Theorem 15, under logical independence of the basic events
E1, . . . En,H1, . . . ,Hn, the coherence ofM amounts to the solvability of system pΣBq. Moreover,
pΣBq is solvable if and only if the following inequalities are satisfied

n´h
ÿ

k“0

p´1qk
ÿ

t j1,..., jkuĎtih`1,...,inu

xi1¨¨¨ih j1¨¨¨ jk ě 0, @ ti1, . . . , ihu Ď t1, . . . , nu, (48)

where we recall that, by (42), the first member of (48) is the prevision xi1¨¨¨ih Ěih`1¨¨¨sin of Ci1¨¨¨ih Ěih`1¨¨¨sin .
Therefore, under logical independence, the set of all coherent assessments on the family F is the
set of assessmentsM, with components xS which satisfy the list of linear inequalities (48). Indeed,
xi1¨¨¨ih j1¨¨¨ jk coincides with the component xS , where S “ ti1, . . . , ih, j1, . . . , jku.
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We will now give another result on coherence under logical independence. We denote by ∆

the p2n ´ 1q-dimensional simplex of R2n
, that is the set of vectors V “ pvti1,...,ihu, ti1, . . . , ihu Ď

t1, . . . , nuq such that
ÿ

ti1,...,ihuĎt1,2,...,nu

vti1,...,ihu “ 1, vti1,...,ihu ě 0, @ ti1, . . . , ihu Ď t1, . . . , nu.

We observe that, given any V P ∆, we can construct a prevision assessment M “ pxS : H ‰

S Ď t1, . . . , nuq on F “ tCS : H ‰ S Ď t1, . . . , nuu, where each xS is obtained by ap-
plying (29) with xi1i2¨¨¨ih Ěih`1¨¨¨sik replaced by vti1,...,ihu. Moreover, concerning the set K of the con-
ditional constituents tCi1¨¨¨ih Ěih`1¨¨¨sin : ti1, ¨ ¨ ¨ , ihu Ď t1, . . . , nuu, each Ci1¨¨¨ih Ěih`1¨¨¨sin is obtained
from suitable elements of F by applying (40). In this way, we also obtain a prevision assessment
P “ pxi1¨¨¨ih Ěih`1¨¨¨sin , ti1, . . . , ihu Ď t1, . . . , nuq on K, with xi1¨¨¨ih Ěih`1¨¨¨sin “ vti1,...,ihu; thus P “ V. The
next result shows that, under logical independence, by the simplex ∆ we obtain all the coherent
prevision assessments on F Y K. For the sake of simplicity, even if both M and P contain the
element x1¨¨¨n “ PpC1¨¨¨nq, we denote by pM,Pq “ pM,Vq the prevision assessment on F Y K

associated with V.

Theorem 16. Let a family of n conditional events E “ tE1|H1, . . . , En|Hnu be given, with
E1, . . . , En,H1, . . . ,Hn logically independent. A prevision assessment pM,Pq on F Y K is co-
herent if and only if it is associated to a vector V P ∆.

Proof. If pM,Pq is a coherent prevision assessment on F Y K, then M is obtained from P by
means of (29) and from (25) it holds that P P ∆. Then pM,Pq is associated with the vector
V “ P P ∆.

Conversely, if pM,Pq is associated to some V P ∆, then P “ V. Moreover, as shown in the
proof of Theorem 15, under logical independence, by setting

λi1¨¨¨ih Ěih`1¨¨¨sin “ xi1¨¨¨ih Ěih`1¨¨¨sin “ vti1,...,ihu, @ti1, . . . , ihu Ď t1, . . . , nu,

the system pΣBq is solvable, that is M P IB; thus M is coherent. Finally, if we extend the
assessmentM, defined on F, to the family K, by recalling (29) and (42) the extension coincides
with P. Hence, pM,Pq is coherent.

7. Some further aspects

In this section we examine some further aspects which are related with Theorem 15. We ob-
serve that each Qh defined as in (44) is itself a prevision assessment on F and hence, by Theorem
15, Qh is coherent if and only if Qh P IB. In the next result we prove that, under logical indepen-
dence, coherence ofM requires coherence of all the points Qh’s. In other words, ifM is coherent,
then for each h it holds that Qh P IB, even if Qh R B.

Theorem 17. Let n conditional events E1|H1, . . . , En|Hn be given, with E1,H1, . . . , En,Hn logi-
cally independent. Given a coherent prevision assessmentM “ pxS : H ‰ S Ď t1, . . . , nuq on
the family F “ tCS : H ‰ S Ď t1, . . . , nuu, for every point Qh it holds that Qh is a coherent
assessment on F, or equivalently Qh P IB.
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Proof. Of course, for each Qh P B it holds that Qh P IB, that is Qh is coherent. Let us consider
any point Qh, h ‰ 0, associated with a constituent Ch, such that Qh R B. Without loss of generality
we assume that

Ch Ă sH1 ¨ ¨ ¨ sHkHk`1 ¨ ¨ ¨Hn, 1 ď k ă n.

Then, for the components qhS of Qh, with S “ tiu, i “ 1, . . . , n, it holds that

qhS “

"

xi, if S “ tiu, i “ 1, . . . , k;
bi P t0, 1u, if S “ tiu, i “ k ` 1, . . . , n.

More in general we have

qhS “

$

’

’

’

’

&

’

’

’

’

%

xS , if S Ď t1, . . . , ku,
1, if S Ď tk ` 1, . . . , nu and bi “ 1, @ i P S ,
0, if S Ď tk ` 1, . . . , nu and bi “ 0, for some i P S ,
xS 1 if S X t1, . . . , ku “ S 1 ‰ H and bi “ 1, @ i P S zS 1 ‰ H,
0 if S X t1, . . . , ku “ S 1 ‰ H and bi “ 0, for some i P S zS 1 ‰ H.

(49)

We denote byMk the sub-assessment ofM defined as

Mk “ pxS : H ‰ S Ď t1, . . . , kuq

on the sub-family Fk of F defined as

Fk “ pCS : H ‰ S Ď t1, . . . , kuq.

The coherence of M implies the coherence of the sub-assessment Mk. We observe that, as the
events Ei,Hi, i “ 1, . . . , n are logically independent, the extensionM˚

k ofMk on Fk Y tEi|Hi, i “
k ` 1, . . . , nu, such that PpEi|Hiq “ bi P t0, 1u for i “ k ` 1, . . . , n, is coherent. Moreover, there
exists a unique extensionM˚ ofM˚

k on the family F because, for the assessment

M˚
“ px˚S : H ‰ S Ď t1, . . . , nuq,

each component x˚S is uniquely determined byM˚
k . Indeed, it holds that

x˚S “

$

’

’

’

’

&

’

’

’

’

%

xS , if S Ď t1, . . . , ku,
1, if S Ď tk ` 1, . . . , nu and bi “ 1, @ i P S ,
0, if S Ď tk ` 1, . . . , nu and bi “ 0, for some i P S ,
xS 1 if S X t1, . . . , ku “ S 1 ‰ H and bi “ 1, @ i P S 2 “ S zS 1 ‰ H,
0 if S X t1, . . . , ku “ S 1 ‰ H and bi “ 0, for some i P S 2 “ S zS 1 ‰ H.

(50)

The uniqueness of the extension x˚S “ 0, or x˚S “ 1 shown in the second and third lines of (50),
follows from Theorem 5. Moreover, the uniqueness of the extension x˚S “ xS 1 follows because, by
Theorem 6, it holds that

maxtxS 1 ` xS 2 ´ 1, 0u ď x˚S ď mintxS 1 , xS 2u, (51)

25



and, from Theorem 5, it holds that xS 2 “ PpCS zS 1q “ 1; thus (51) becomes

maxtxS 1 ` xS 2 ´ 1, 0u “ xS 1 ď x˚S ď xS 1 “ mintxS 1 , xS 2u.

Finally, the uniqueness of the extension x˚S “ 0 in the last line of (50) follows because, from
Theorem 5, it holds that xS 2 “ PpCS zS 1q “ 0; thus (51) becomes

maxtxS 1 ` xS 2 ´ 1, 0u “ 0 ď x˚S ď 0 “ mintxS 1 , xS 2u.

Of course, as the extension M˚ of M˚
k is unique, coherence of M˚

k implies coherence of M˚.
Then by Theorem 15, it holds thatM˚ P IB. Finally, from (49) and (50) it follows that x˚S “ qhS

@S ‰ H. ThereforeM˚ “ Qh, so that Qh is coherent, or equivalently Qh P IB.

Remark 8. We recall that each Qh associated with the pair pF,Mq represents the value of the
random vector pCS : H ‰ S Ď t1, . . . , nuq when Ch is true. Then coherence ofM implies that,
as for the case of unconditional events, each possible value Qh of the random vector is itself a
particular coherent assessment on F.

8. Some examples and counterexamples

As shown by Theorem 15, under logical independence of E1, . . . , En,H1, . . . ,Hn, coherence of
M amounts to conditionM P IB, that is to validity of all inequalities in formula (42). We examine
this aspect for n “ 2 and n “ 3 in the examples below.

Example 3. In this example we obtain the lower and upper bounds given in Theorem 4 by using
the conditional constituents. We consider E “ tE1|H1, E2|H2u and F “ tE1|H1, E2|H2, pE1|H1q ^

pE2|H2qu, with E1, E2,H1,H2 logically independent. Then, let M “ px1, x2, x12q be a prevision
assessment on F. The set of conditional constituents is K “ tC12,C1s2,Cs12,Cs1s2u, where C12 “

pE1|H1q ^ pE2|H2q, C1s2 “ pE1|H1q ^ psE2|H2q, C
s12 “ p

sE1|H1q ^ pE2|H2q, C
s1s2 “ p

sE1|H1q ^

psE2|H2q. As made in the proof of Theorem 15, we change notations for the points Qh’s of the set
B. In this example n “ 2, then B “ tQ12,Q1s2,Qs12,Qs1s2u, where

Q12 “ p1, 1, 1q, Q1s2 “ p1, 0, 0q, Q
s12 “ p0, 1, 0q, Q

s1s2 “ p0, 0, 0q.

The previsions of the conditional constituents C12,C1s2,Cs12,Cs1s2 are, respectively,

x12, x1s2 “ x1 ´ x12, x
s12 “ x2 ´ x12, x

s1s2 “ 1´ x1 ´ x2 ` x12.

These previsions are the coefficients which allow to representM as a linear convex combinations
of the points of the set B. By Remark 7, coherence ofM amounts to the inequalities in (48), that
is

x12 ě 0, x1 ´ x12 ě 0, x2 ´ x12 ě 0, 1´ x1 ´ x2 ` x12 ě 0,

which are equivalent to the following conditions

px1, x2q P r0, 1s2, maxt0, x1 ` x2 ´ 1u ď x12 ď mintx1, x2u.
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Notice that, by recalling Theorem 16, each vector V of the 3-dimensional simplex ∆ determines
a coherent prevision assessments on F Y K “ tE1|H1, E2|H2,C12,C1s2,Cs12,Cs1s2u. For instance,
with the vector V “ pvt1,2u, vt1u, vt2u, vHq “ p 1

6 ,
1
6 ,

1
3 ,

1
3q it is associated the assessment pM,Pq “

px1, x2, x12, x1s2, xs12, xs1s2q, where

x1 “ vt1,2u ` vt1u “ 1
3 , x2 “ vt1,2u ` vt2u “ 1

2 , x12 “ vt1,2u “ 1
6 ,

x1s2 “ vt1u “ 1
6 , x

s12 “ vt2u “ 1
3 , x

s1s2 “ vtHu “ 1
3 .

Example 4. In this example, by using the set of conditional constituents, we obtain the
same result given in [39, Corollary 1]. We start by a family E “ tE1|H1, E2|H2, E3|H3u,
where E1, E2, E3,H1,H2,H3 are logically independent. The conditional constituents are
C123 “ pE1|H1q ^ pE2|H2q ^ pE3|H3q, . . . ,Cs1s2s3 “ psE1|H1q ^ psE2|H2q ^ psE3|H3q.
Let M “ px1, x2, x3, x12, x13, x23, x123q be a prevision assessment on the family F “

tE1|H1, E2|H2, E3|H3,C12,C13,C23,C123u, where Ci j “ Ei|Hi ^ E j|H j. By logical independence
and by Theorem 15, coherence of M amounts to the condition M P IB, where B is the set of
points

Q123 “ p1, 1, 1, 1, 1, 1q, Q12s3 “ p1, 1, 0, 1, 0, 0, 0q, Q1s23 “ p1, 0, 1, 0, 1, 0, 0q,
Q1s2s3 “ p1, 0, 0, 0, 0, 0, 0q, Q

s123 “ p0, 1, 1, 0, 0, 1q, Q
s12s3 “ p0, 1, 0, 0, 0, 0, 0q,

Q
s1s23 “ p0, 0, 1, 0, 0, 0, 0q, Q

s1s2s3 “ p0, 0, 0, 0, 0, 0, 0q.

By recalling (42), the previsions of the conditional constituents, which are the coefficients in the
representation ofM as a linear convex combinations of the points of the set B, are

x123, x12s3 “ x12 ´ x123, x1s23 “ x13 ´ x123, x1s2s3 “ x1s2 ´ x1s23 “ x1 ´ x12 ´ x13 ` x123,

x
s123 “ x23´x123, x

s12s3 “ x
s12´x

s123 “ x2´x12´x23`x123, x
s1s23 “ x

s13´x
s123 “ x3´x13´x23`x123,

x
s1s2s3 “ x

s1s2´x
s1s23 “ p1´x1´x2`x12q´px3´x13´x23`x123q “ 1´x1´x2´x3`x12`x13`x23´x123.

By Remark 7, coherence ofM amounts to the inequalities in (48), that is

x123 ě 0, x12 ´ x123 ě 0, x13 ´ x123 ě 0, x1 ´ x12 ´ x13 ` x123 ě 0, x23 ´ x123 ě 0,

x2´ x12´ x23` x123 ě 0, x3´ x13´ x23` x123 ě 0, 1´ x1´ x2´ x3` x12` x13` x23´ x123 ě 0,

which can be written as px1, x2, x3q P r0, 1s3, x1123 ď x123 ď x2123, where

x1123 “ maxt0, x12 ` x13 ´ x1, x12 ` x23 ´ x2, x13 ` x23 ´ x3u,

x2123 “ mintx12, x13, x23, 1´ x1 ´ x2 ´ x3 ` x12 ` x13 ` x23u.

Notice that there are inequalities which hold, even if they are not evident. Indeed, as x2123 ě x1123,
it holds for instance that 1´ x1´ x2´ x3` x12` x13` x23 ě x12` x13´1, that is x23 ě x2` x3´1,
and so on. Of course, if x2123 ă x1123 (because for instance x12 ă x12 ` x13 ´ x1, that is x13 ą x1),
then the assessment is not coherent. Moreover, by recalling Theorem 16, each vector V of the
7-dimensional simplex ∆ determines a coherent prevision assessments on F YK.
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We also remark that, in case of some logical dependencies, Theorem 15 is no more valid; that
is, coherence is not equivalent to the conditionM P IB. We give below two examples; in the first
one the set B is empty.

Example 5. Let three events A,H,K be given, with HK “ H and A logically independent
of H and K. Moreover, let M “ px, y, zq be a prevision assessment on the family F “

tA|H, A|K, pA|Hq ^ pA|Kqu. The constituents generated by tA|H, A|Ku are

C1 “ AH sK, C2 “ A sHK, C3 “ sAH sK, C4 “ sA sHK, C0 “ sH sK.

The associated points Qh’s for the pair pF,Mq are

Q1 “ p1, y, yq, Q2 “ px, 1, xq, Q3 “ p0, y, 0q, Q4 “ px, 0, 0q, Q0 “M “ px, y, zq.

As we can see, it holds that B “ H and hence IB “ H; then, to check coherence ofM we cannot
use the conditionM P IB, which is meaningless. Instead, in order to check coherence we need to
start by checking the conditionM P IQ, which amounts to solvability of the system below.

$

’

’

&

’

’

%

x “ λ1 ` λ2x` λ4x,
y “ λ1y` λ2 ` λ3y,
z “ λ1y` λ2x,
λ1 ` ¨ ¨ ¨ ` λ4 “ 1, λh ě 0, h “ 1, 2, 3, 4,

which can be written as
$

’

’

&

’

’

%

xy “ λ1y` λ2xy` λ4xy,
xy “ λ1xy` λ2x` λ3xy,
z “ λ1y` λ2x,
λ1 ` ¨ ¨ ¨ ` λ4 “ 1, λh ě 0, h “ 1, 2, 3, 4.

By summing the first two equations, we obtain: z “ xy; then, the unique coherent extension of
px, yq to the conditional constituent pA|Hq ^ pA|Kq is z “ xy (see also [38]). We observe that
the assessment px, y, zq uniquely determines the extensions to the other conditional constituents,
pA|Hq^psA|Kq, psA|Hq^pA|Kq, and psA|Hq^psA|Kq, given by xp1´yq, p1´ xqy, and p1´ xqp1´yq,
respectively.

Remark 9. Example 5 shows that in general, given two conditional events E1|H1, E2|H2,
in order a prevision assessment px12, x1s2, xs12, xs1s2q on the family of conditional constituents
tC12,C1s2,Cs12,Cs1s2u be coherent, it is not sufficient that the conditions given in (25), that is

x12 ` x1s2 ` x
s12 ` x

s1s2 “ 1, x12 ě 0, x1s2 ě 0, x
s12 ě 0, x

s1s2 ě 0,

be satisfied. Indeed, even if the previous conditions imply that x12 ` x1s2 “ x1, and x12 ` x
s12 “ x2,

in Example 5 coherence also requires that the conditions x12 “ x1x2, x1s2 “ x1p1 ´ x2q, x
s12 “

p1´ x1qx2, and x
s1s2 “ p1´ x1qp1´ x2q be satisfied, and this is not guaranteed. Then, the assessment

px12, x1s2, xs12, xs1s2q could be incoherent. The same remark holds more in general when we consider
the c-constituents associated with n conditional events. In other words, the conditions in (25) are
necessary but not sufficient for coherence.
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Example 6. We examine the previous example, by assuming HK ‰ H. In this case the con-
stituents generated by tA|H, A|Ku are

C1 “ AH sK, C2 “ A sHK, C3 “ sAH sK, C4 “ sA sHK, C5 “ AHK, C6 “ sAHK, C0 “ sH sK,

and the points Qh’s for the pair pF ,Mq are

Q1 “ p1, y, yq, Q2 “ px, 1, xq, Q3 “ p0, y, 0q, Q4 “ px, 0, 0q, Q5 “ p1, 1, 1q, Q6 “ p0, 0, 0q,

and Q0 “M “ px, y, zq. In this case B “ tQ5,Q6u “ tp1, 1, 1q, p0, 0, 0qu, that is B is non empty,
but its cardinality is less than 22 “ 4 as there are logical dependencies (E1 “ E2 “ A). Then, to
check coherence ofM we cannot use the conditionM P IB, but we still need to start by checking
the conditionM P IQ, which amounts to solvability of the system below.

$

’

’

&

’

’

%

x “ λ1 ` λ2x` λ4x` λ5,
y “ λ1y` λ2 ` λ3y` λ5,
z “ λ1y` λ2x` λ5,
λ1 ` ¨ ¨ ¨ ` λ5 “ 1, λh ě 0, h “ 1, 2, 3, 4, 5,

where it is immediate to verify that z ď x and z ď y. Moreover, the system can be written as
$

’

’

&

’

’

%

xy “ λ1y` λ2xy` λ4xy` λ5y,
xy “ λ1xy` λ2x` λ3xy` λ5x,
z “ λ1y` λ2x` λ5,
λ1 ` ¨ ¨ ¨ ` λ5 “ 1, λh ě 0, h “ 1, 2, 3, 4, 5.

By summing the first two equations, we obtain:

xy “ z´ λ5p1´ xqp1´ yq ´ λ6xy;

that is
z “ xy` λ5p1´ xqp1´ yq ` λ6xy ě xy.

Then, the set of coherent extensions z of px, yq to the conditional constituent pA|Hq ^ pA|Kq is the
set tz : xy ď z ď mintx, yuu (see also [38, Theorem 5 ]).

9. Some comparison with other approaches

Usually in literature the notion of conjunction has been defined as a suitable conditional event;
for some of these notions the lower and upper probability bounds have been computed in [51].
However, by defining compound conditionals as tri-valued entities, some basic probabilistic prop-
erties are not satisfied. Within our approach the conjunction of conditional events is no longer a
tri-valued entity, but it is a suitable conditional random quantity with a finite number of possible
values in the unit interval. Anyway, this lack of closure does not seem a high price to pay because
by our definition we preserve relevant probabilistic properties. On the other hand, there is often a
lack of closure with respect to mathematical operations. This happens, for instance, by considering
the ratio of integer numbers.

In the next subsection we make a comparison between quasi conjunction and conjunction.
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9.1. A comparison between quasi conjunction and conjunction
We recall below the notion of quasi conjunction ([1], see also [8, 23, 55]), which coincides

with Sobociński conjunction ([11]), defined as

QpE1|H1, E2|H2q “ rp sH1 _ E1H1q ^ p sH2 _ E2H2qs|pH1 _ H2q “

“ pE1H1E2H2 ` sH1E2H2 ` sH2E1H1q|pH1 _ H2q.
(52)

Concerning the lower and upper bounds on quasi conjunction, the assessment px1, x2q on
tE1|H1, E2|H2u, with E1,H1, E2, H2 logically independent, propagates to the interval rz1, z2s on
the probability of QpE1|H1, E2|H2q, where ([29, 35])

z1 “ maxtx1 ` x2 ´ 1, 0u, z2 “
" x1`x2´2x1 x2

1´x1 x2
, px1, x2q ‰ p1, 1q,

1, px1, x2q “ p1, 1q.

Notice that z2 ě mintx1, x2u, that is the upper bound for the quasi conjunction is greater than
or equal to the Fréchet-Hoeffding upper bound. For instance, when x1 “ x2 “

1
2 it follows that

z2 “ 2
3 ą

1
2 “ mint1

2 ,
1
2u. Thus our notion of conjunction preserves Fréchet-Hoeffding bounds,

while quasi conjunction does not. Table 4 illustrates the numerical values of quasi conjunction and
conjunction of two conditional events. As shown in Table 4, the value of the conjunction is less

Ch E1|H1 E2|H2 pE1|H1q ^ pE2|H2q QpE1|H1, E2|H2q

C1 E1H1E2H2 1 1 1 1
C2 E1H1 sE2H2 1 0 0 0
C3 E1H1 sH2 1 x2 x2 1
C4 sE1H1E2H2 0 1 0 0
C5 sE1H1 sE2H2 0 0 0 0
C6 sE1H1 sH2 0 x2 0 0
C7 sH1E2H2 x1 1 x1 1
C8 sH1 sE2H2 x1 0 0 0
C0 sH1 sH2 x1 x2 x12 z

Table 4: Numerical values of the conjunctions. The values x1, x2, x12, z denote PpE1|H1q, PpE2|H2q, PrpE1|H1q ^

pE2|H2qs and PrQpE1|H1, E2|H2qs, respectively.

than or equal to the value of the quasi conjunction when H1 _ H2 is true. Then, by Remark 1, it
holds that

PrpE1|H1q ^ pE2|H2qs “ x12 ď z “ PrQpE1|H1, E2|H2qs

and hence pE1|H1q ^ pE2|H2q ď QpE1|H1, E2|H2q also when sH1 sH2 is true. Thus, in all cases it
holds that

pE1|H1q ^ pE2|H2q ď QpE1|H1, E2|H2q. (53)

We observe that, in the particular cases where E1H1 sH2 “ sH1E2H2 “ H, or x1 “ x2 “ 1, by
Theorem 3 it holds that z “ x12 and pE1|H1q ^ pE2|H2q “ QpE1|H1, E2|H2q. More precisely
x1 “ x2 “ 1 implies z “ x12 “ 1. Moreover, E1H1 sH2 “ sH1E2H2 “ H implies that

pE1|H1q ^ pE2|H2q “ QpE1|H1, E2|H2q “ E1H1E2H2|pH1 _ H2q,
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with z “ x12 “ PpE1H1E2H2|pH1 _ H2qq. In this case, pE1|H1q ^ pE2|H2q also coincides with
the Kleene-Lukasiewicz-Heyting conjunction E1H1E2H2|pE1H1E2H2 _ sE1H1 _ sE2H2q (see [51,
Table 2]). We recall that the Kleene-Lukasiewicz-Heyting conjunction coincides with the logical
product between tri-events given in [25] (see also [46]). In addition, we observe that

QpE1|H1, E2|H2q ´ pE1|H1q ^ pE2|H2q “ rp1´ x1qĎH1E2H2 ` p1´ x2qE1H1ĎH2s|pH1 _ H2q ě 0,

and

z´ x12 “ p1´ x1qPp sH1E2H2|pH1 _ H2qq ` p1´ x2qPpE1H1 sH2|pH1 _ H2qq ě 0.

Then, to assess z “ x12 amounts to

p1´ x1qPp sH1E2H2|pH1 _ H2qq “ p1´ x2qPpE1H1 sH2|pH1 _ H2qq “ 0,

that is pPpsE1|H1q “ 1 ´ x1 “ 0 or Pp sH1E2H2|pH1 _ H2qq “ 0q and pPpsE2|H2q “ 1 ´ x2 “ 0 or
PpE1H1 sH2|pH1_H2qq “ 0q. In addition, it is true that in a conditional bet on quasi conjunction we
receive a random amount greater than or equal to the random amount received in a conditional bet
on conjunction, but in these bets we pay two different amounts z and x12, with z ě x12. Moreover,
z “ x12 only in extreme cases where some suitable conditional probabilities are zero.
We also recall the notion of logical inclusion relation among conditional events given in [40] (see
also [48] for an extension to conditional gambles). Given two conditional events E1|H1 and E2|H2,
we say that E1|H1 implies E2|H2, denoted by E1|H1 Ď E2|H2, iff E1H1 true implies E2H2 true and
sE2H2 true implies sE1H1 true; i.e., iff E1H1 Ď E2H2 and sE2H2 Ď sE1H1. Then, we remark that given
two conditional events E1|H1, E2|H2, with E1|H1 Ď E2|H2, for the quasi conjunction it holds that
([34])

E1|H1 Ď QpE1|H1, E2|H2q Ď E2|H2,

while in our approach one has

pE1|H1q ^ pE2|H2q “ E1|H1.

Moreover, if E1|H1 Ď E2|H2 Ď E3|H3 then

pE1|H1q ^ pE2|H2q ^ pE3|H3q “ E1|H1,

while
E1|H1 Ď QpE1|H1, E2|H2q Ď QpE1|H1, E2|H2, E3|H3q Ď E3|H3,

and so on (see also [35, Theorem 9]). We also observe that from E1|H1 Ď E2|H2, it follows that
PpE1|H1q ď PpE2|H2q and E1|H1 ď E2|H2. This property of conditional monotony of conditional
probability, as shown in Remark 1, holds more in general for the conditional previsions of con-
ditional random quantities. For instance, given n ` 1 conditional events E1|H1, ¨ ¨ ¨ , En`1|Hn`1,
by applying Remark 1 with X|H “ C1¨¨¨n`1 and Y|K “ C1¨¨¨n, it holds that C1¨¨¨n`1 ď C1¨¨¨n when
H1_¨ ¨ ¨_Hn`1 is true; then PpC1¨¨¨n`1q ď PpC1¨¨¨n`1q and hence C1¨¨¨n`1 ď C1¨¨¨n in all cases; a dual
result is valid for disjunctions ([39, theorems 7 and 8]). As we can see, the property of conditional
monotony of conditional previsions is satisfied.
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9.2. On Boolean algebras of conditionals
Boolean algebras of conditionals have been studied in [26, 27], where the authors characterize

the atomic structure of the algebra of conditionals and introduce the logic of Boolean conditionals.
In their work the notions of conjunction [ and disjunction \ are not (completely) specified, but it
is assumed that some basic properties are satisfied. For instance, given three events A, B,C, it is
required that ([27, Proposition 1], see also [28, Proposition 3.3])

pA|Bq [ pB|Cq “ A|C, when A Ď B Ď C. (54)

In our approach we do not start by an algebra of events, by means of which an algebra of condi-
tionals is constructed, but we consider arbitrary families of conditional events. Then we determine
the associated constituents and directly define the notions of conjunction and disjunction, by ver-
ifying the properties. For instance, in our approach formula (54) holds. Indeed, by assuming that
A Ď B Ď C, we obtain

pA|Bq ^ pB|Cq “

$

&

%

1, if A is true,
0, if sAC is true,
x12, if sC is true,

(55)

where x12 “ PrpA|Bq ^ pB|Cqs. Moreover,

A|C “

$

&

%

1, if A is true,
0, if sAC is true,
z, if sC is true,

(56)

where z “ PpA|Cq. Then, by Theorem 3, it follows that x12 “ z and hence pA|Bq ^ pB|Cq “ A|C.
Moreover, it holds that

PrpA|Bq ^ pB|Cqs “ PpA|Cq “ PpAB|Cq “ PpA|BCqPpB|Cq “ PpA|BqPpB|Cq,

which is the well known compound probability theorem.
Our notion of conjunction satisfies another property which is related to the atoms of the

Boolean algebra of conditionals studied in [27, 28]. This property is described in the result below
(where it is not assumed that the conditioning events have positive probability).

Theorem 18. Let H1, . . . ,Hn be n pairwise incompatible events. Then,

pH1|Ωq ^ pH2| sH1q ^ ¨ ¨ ¨ ^ pHn| sH1 ¨ ¨ ¨ sHn´1q “ PpH2| sH1q ¨ ¨ ¨ PpHn| sH1 ¨ ¨ ¨ sHn´1qH1, (57)

so that

PrpH1|Ωq ^ pH2| sH1q ^ ¨ ¨ ¨ ^ pHn| sH1 ¨ ¨ ¨ sHn´1qs “ PpH1qPpH2| sH1q ¨ ¨ ¨ PpHn| sH1 ¨ ¨ ¨ sHn´1q.

Proof. We set PpH1q “ x1 and PpH j| sH1 ¨ ¨ ¨ sH j´1q “ x j, j “ 2, . . . , n, and PrpH1|Ωq ^ pH2| sH1q ^

¨ ¨ ¨ ^ pHn| sH1 ¨ ¨ ¨ sHn´1qs “ x1¨¨¨n. Formula (57) holds for n “ 2 and n “ 3. Indeed, for n “ 2 it
holds that

pH1|Ωq ^ pH2| sH1q “

"

x2, if H1 is true,
0, if sH1 is true, “ x2H1, (58)
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so that
PrpH1|Ωq ^ pH2| sH1qs “ x12 “ x2PpH1q “ x1x2 “ PpH1qPpH2| sH1q.

Moreover, based on (58) and on Definition 2, for n “ 3 we obtain

pH1|Ωq ^ pH2| sH1q ^ pH3| sH1 sH2q “ x2H1 ^ pH3| sH1 sH2q “

“ x2rpH1H3 sH2 sH1 ` x1
sΩH3 sH2 sH1 ` x3pH1 _ H2qH1s|pΩ_ sH1 sH2q “ x2px3H1|Ωq “ x2x3H1.

We assume by induction that (57) holds for n´ 1, that is

pH1|Ωq ^ pH2| sH1q ¨ ¨ ¨ ^ pHn´1| sH1 ¨ ¨ ¨ sHn´2q “ x2 ¨ ¨ ¨ xn´1H1, (59)

then we prove that it holds for n. Indeed, from (59) we obtain

pH1|Ωq ^ pH2| sH1q ^ ¨ ¨ ¨ ^ pHn| sH1 ¨ ¨ ¨ sHn´1q “ x2 ¨ ¨ ¨ xn´1H1 ^ pHn| sH1 ¨ ¨ ¨ sHn´1q.

Moreover, by Definition 2, it holds that

H1 ^ pHn| sH1 ¨ ¨ ¨ sHn´1q “

“ pH1Hn sH1 ¨ ¨ ¨ sHn´1 ` x1
sΩHn sH1 ¨ ¨ ¨ sHn´1 ` xnpH1 _ ¨ ¨ ¨ _ Hn´1qH1q|pΩ_ĎH1 sH2q “

“ xnH1|Ω “ xnH1.

Finally,
pH1|Ωq ^ pH2| sH1q ^ ¨ ¨ ¨ ^ pHn| sH1 ¨ ¨ ¨ sHn´1q “ x2 ¨ ¨ ¨ xn´1xnH1,

and hence x1¨¨¨n “ x1 ¨ ¨ ¨ xn.

9.3. Some theoretical aspects and applications of conjunction
In this section we recall some theoretical aspects and applications of our approach to com-

pound conditionals.
- All the basic properties valid for the unconditional events are satisfied in our theory of compound
conditionals. For instance, (generalized) De Morgan’s Laws are satisfied; moreover the formula
PpE1_E2q “ PpE1q`PpE2q´PpE1E2q becomes PrpE1|H1q_pE2|H2qs “ PpE1|H1q`PpE2|H2q´

PrpE1|H1q ^ pE2|H2qs.
-The Fréchet-Hoeffding lower and upper prevision bounds for the conjunction (and for the dis-
junction) of two conditional events still hold.
- A generalized inclusion-exclusion formula for the disjunction of conditional events holds in our
approach to compound conditionals.
- We can introduce the notion of conditional constituents, with properties analogous to the case of
unconditional events, which allow to characterize coherence when the basic events are logically
independent.
- Conjoined conditionals have been applied to probabilistic nonmonotonic reasoning ([31, 39]),
by obtaining a characterization for the property of probabilistic entailment of Adams ([1]). In
particular, in [39] it has been shown that a conditional event En`1|Hn`1 is p-entailed from a p-
consistent family of n conditional events E1|H1, ¨ ¨ ¨ , En|Hn if and only if the conjunction C1¨¨¨n`1

of the premises and the conclusion coincides with the conjunction C1¨¨¨n of the premises. Another
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equivalent condition is that C1¨¨¨n ď En`1|Hn`1. Moreover, by exploiting a suitable notion of it-
erated conditional, in [31] it has been shown that a family tE1|H1, E2|H2u p-entails a conditional
event E3|H3 if and only if the iterated conditional pE3|H3q|ppE1|H1q ^ pE2|H2qq is constant and
coincides with 1.
- Compound conditionals have been also applied to the psychology of the probabilistic reasoning,
where by exploiting the notion of iterated conditional, the probabilistic modus ponens has been
generalized to conditional events ([53]).
- Another application to one-premise and two-premise centering inferences has been given in
[30, 54], by also determining the lower and upper prevision bounds for the conclusion of the rules.
-We remark that, like in [1, 42] and differently from [45], the Import-Export Principle is not valid
in our theory of compound and iterated conditionals. Then, as proved in [36] (see also [52, 54]),
we avoid Lewis’ triviality results ([44]). In addition, within our theory, we can explain some intu-
itive probabilistic assessments discussed in [19], by suitably formalizing different kinds of latent
information ([52]).

10. Conclusions

In this paper we deepened the study of conjunctions and disjunctions among conditional events
in the framework of conditional random quantities. We proved that the Fréchet-Hoeffding bounds
are a necessary coherence condition for the prevision assessments on tC1¨¨¨k,Ck`1¨¨¨n,C1¨¨¨nu, for
every 1 ď k ď n´1. We obtained a decomposition formula for the conjunction and we introduced
the set of (non negative) conditional constituents K for a family E of n conditional events.

We showed that, as in the case of unconditional events, the sum of the conditional constituents
is equal to 1 and for each pair of them the conjunction is equal to 0. We verified that, for each non
empty subset S , the conjunction CS is the sum of suitable conditional constituents in K and hence
the prevision of CS is the sum of the previsions of such conditional constituents.

We obtained a generalized inclusion-exclusion formula for the disjunction of n conditional
events; we proved a suitable distributivity property and we examined some related probabilistic
results.

Under logical independence, we characterized in terms of a suitable convex hull the set of all
coherent prevision assessments on a family F containing n conditional events and all the possible
conjunctions among them. We showed that such a characterization amounts to the solvability of a
linear system and we described the set of all coherent prevision assessments on F by a list of linear
inequalities. Based on the p2n ´ 1q-dimensional simplex ∆, we characterized (still under logical
independence) the set of all coherent prevision assessments on F YK.

Then, given a coherent assessment M on F, we showed that every possible value Qh of the
random vector associated with F is itself a particular coherent assessment on F. We deepened
some aspects of coherence by illustrating examples and counterexamples.

We made a comparison with other approaches, by obtaining a result related to the notion of
atom of a Boolean algebra of conditionals introduced in [27, 28]. Finally, we discussed the signifi-
cance and perspectives of our theory by illustrating basic theoretical aspects and some applications
to nonmonotonic reasoning and to the psychology of probabilistic reasoning.
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Future work should concern in particular the study of necessary and sufficient conditions of
coherence in the general case of logical dependencies among the basic unconditional events, by
exploiting the set of conditional constituents.

Further future work could concern the study of compound conditionals in the setting of impre-
cise probabilities and gambles. Indeed, indicators of conditional events are ternary gambles and
our conjunction builds n-ary gambles from ternary ones. Another interesting aspect that could be
deepened is the study of the role of our compound conditionals in the framework of fuzzy logic
and information fusion (see, e.g., [13, 18, 21, 22]).
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