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## Chapter 1

## Introduction

### 1.1 General introduction

In photoassociation spectroscopy (PAS) free-bound transitions are made from a ground state molecular potential to a ro-vibronic state in an excited state molecular potential by absorption of a photon. The first known photoassociation measurements were done by Scheingraber et al. [1] in a magnesium vapor. The main difficulty in studying free-bound transitions at room temperature is the thermal broadening of spectroscopic lines. In order to resolve the ro-vibronic states separately the width of the velocity distribution must be reduced. Due to the introduction of laser cooling and trapping techniques in the late 70s [2] a new temperature regime became accessible for atomic and molecular physics. Since photons carry momentum, absorption and emission of resonant laser light can change atomic velocities. Atoms can be slowed down and also cooled by laser light. Slowing atoms means that their mean velocity is decreased while cooling means that the velocity width is reduced. Raab et al. [3] combined laser light with magnetic fields to cool and trap atoms. This so-called magneto-optical trap (MOT) is a widely used apparatus to study cold collisions. Thorsheim et al. [4] developed the theory to explain PAS spectra for low temperatures ( $<10 \mathrm{mK}$ ). Soon the first photoassociation experiments for sodium were performed in a MOT [5] at even lower temperatures ( $<1 \mathrm{mK}$ ).

In ultra-cold collisions the ground state wave function is slowly oscillating at large internuclear distances. The overlap between the ground state wave function and an excited bound state wave function is largest at the outer turning point of the bound state. Therefore, the excitation by a photon is most likely to occur at this internuclear distance. The resolution with which the molecules can be excited
to bound states is mainly determined by the temperature of the sample. In this way the excited state potentials can be determined with very high precision. The radiative lifetime of the excited state can be extracted from the data of the excited state potential $[6,7]$. Since the $s$ wave scattering length corresponds to a node in the ground state wave function and the height of photoassociation resonances is proportional to the overlap between the ground and excited state wave functions, the scattering length can be estimated from intensity profiles of photoassociation resonances [8].

### 1.2 This thesis

An advantage of studying photoassociation in alkali metals is that a compound of two atoms only contains two valence electrons. The main disadvantage is that the alkali nuclei have nuclear spin and the hyperfine structure makes the potential curve 'landscape' very complex. In this thesis the rare gas element helium is studied using photoassociation spectroscopy. We use the isotope ${ }^{4} \mathrm{He}$, which has no nuclear spin and therefore has no hyperfine structure.

The rare gas elements all have metastable states with very high internal energies. Because of this high internal energy rare gas metastable atoms can ionize almost all atoms and molecules in close collisions through Penning ionization(PI). For helium this metastable state is $\mathrm{He}\left(2^{3} \mathrm{~S}\right)$, which we will call the $\mathrm{He}^{*}$ state throughout the rest of this thesis. It is very long-lived ( $>8000 \mathrm{~s}$ ) and has an internal energy of 19.82 eV . The ground state atoms are excited to this state by electron impact. The PI reactions including associative ionization (AI) between two $\mathrm{He}^{*}$ atoms are

$$
\mathrm{He}\left(2^{3} \mathbf{S}\right)+\mathrm{He}\left(2^{3} \mathbf{S}\right) \longrightarrow \begin{cases}\mathrm{He}^{+}+\mathrm{He}\left(1^{1} \mathbf{S}\right)+e^{-} & (\mathrm{PI}) \\ \mathrm{He}_{2}^{+}+e^{-} & (\mathrm{AI})\end{cases}
$$

PI occurs with a very high probability (more than $80 \%$ ) except when the two spins of the $\mathrm{He}^{*}$ atoms are aligned. In this case PI is strongly reduced due to spin conservation rules [9]. This property has enabled two experimental groups to reach Bose-Einstein condensation in ${ }^{4} \mathrm{He}[10,11]$, because the $\mathrm{He}^{*}$ atoms in the magnetic trap could be evaporatively cooled before loosing them through PI. Helium is usually laser cooled on the $2^{3} \mathrm{~S}_{1} \rightarrow 2^{3} \mathrm{P}_{2}$ transition. The excited state $\mathrm{He}\left(2^{3} \mathrm{P}\right)$ has a relatively long lifetime of 98 ns . The level scheme for helium is shown in figure 1.1. In a MOT atom pairs can be excited to the $\mathrm{He}\left(2^{3} \mathrm{~S}_{1}\right)+\mathrm{He}\left(2^{3} \mathrm{P}_{0,1,2}\right)$ molecular potentials by scanning a separate probe laser around these transitions.


Figure 1.1 The level scheme of helium. In the source the helium atoms are excited to the metastable $\mathrm{He}\left(2^{3} \mathrm{~S}\right)$ state. For laser cooling the $2^{3} \mathrm{~S}_{1} \rightarrow 2^{3} \mathrm{P}_{2}$ transition is used and with photoassociation the three transitions $\mathrm{He}\left(2^{3} \mathrm{~S}_{1}\right)+\mathrm{He}\left(2^{3} \mathrm{P}_{0,1,2}\right)$ are probed.

In chapter 2 an atomic beam brightening device, called the collimator, is described. The basic concepts of laser cooling and trapping will be outlined shortly. The collimator has been tested in a another setup than the one used for the photoassociation experiments discussed in chapters 5 and 6 . The collimator consists of two pairs of laser beams, which are reflected multiple times between two sets of plane mirrors in order to reduce the transverse velocities of an atomic beam. The atomic beam is created in a DC discharge source at liquid nitrogen temperatures. The mean velocity of the atoms in the atomic beam is about $1000 \mathrm{~m} / \mathrm{s}$, which gives a short interaction time for a fixed length of the collimator. For an improved performance of the collimator curved wave fronts are used, which will be explained later. The increase in the $\mathrm{He}^{*}$ flux and the velocity dependence will be studied.

In chapter 3 the setup used for photoassociation measurements is described.

The atomic beam is produced in a DC discharge at liquid helium temperatures. The low temperature in the source reduces the mean velocity of the atoms to about $300 \mathrm{~m} / \mathrm{s}$. The atoms are slowed down to trapping velocities by a counterpropagating laser beam and subsequently trapped in a MOT. The magnetic field, which is required to compensate the changing Doppler shift in the slowing process, is provided by the MOT coils. The temperature and number of atoms in the MOT are determined by time-of-flight (TOF) measurements and imaging of the MOT cloud. Finally, the laser setup used to study photoassociation in the MOT is described.

A theoretical description of the potentials and the symmetries of the wave functions for the $\operatorname{He}\left(2^{3} \mathrm{~S}\right)-\operatorname{He}\left(2^{3} \mathrm{~S}\right)$ and the $\operatorname{He}\left(2^{3} \mathrm{~S}\right)-\operatorname{He}\left(2^{3} \mathrm{P}\right)$ systems is given in chapter 4 . We describe the wave functions in the Hund's cases (a) and (c) depending on whether the electrostatic interaction or the fine structure interaction is the strongest interaction, respectively. The interaction potentials are calculated including the electrostatic interaction, the fine structure interaction and the rotational energy. Furthermore, the selection rules for molecular dipole transitions are outlined.

In chapter 5 the photoassociation experiments around the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ asymptote are discussed. The positions of the PAS resonances are calibrated and compared to positions determined from the trap loss measurements at ENS in Paris. Several vibrational series are assigned to potentials using the accumulated phase method [46]. The widths of the resonances are determined and several broadening mechanisms are discussed.

Finally, in chapter 6 PAS is studied at the two other asymptotes, the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ and the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{0}$ asymptotes. At the former asymptote PAS resonances can be distinguished and the same analysis as in chapter 5 is performed. At the latter asymptote two effects are observed near the atomic resonance and a qualitative discussion is presented.

## Chapter 2

## The He* collimator

### 2.1 Introduction

This chapter deals with the collimator used to transversely cool the $\mathrm{He}^{*}$ atomic beam. The techniques of laser cooling have made it possible to create slow, cold and parallel atomic beams of high intensity and brightness. Slow means that the mean atomic velocity is low and cold means that the width of the atomic velocity distribution in the longitudinal direction is small. Atomic beams are usually divergent and this is mostly undesired. By cooling the transverse velocity components a divergent beam can be converted into a parallel one. This increases the atomic beam intensity, which is highly desirable for e.g. loading of a magnetooptical trap (MOT) or collision experiments. For thermal atomic helium beams the average velocity of the atoms is usually in the order of $2000 \mathrm{~m} / \mathrm{s}$ [12, 13]. This means that the interaction time of a laser beam directed perpendicular to the atomic beam with the atoms in the beam is relatively short. During the interaction the transverse velocity components are decreased and therefore atoms will shift out of resonance with this laser beam. This means that simply expanding the laser beam for a longer interaction time will not be sufficient. This problem can be circumvented by using curved wave fronts. In curved wave fronts the changing Doppler shift caused by the changing atomic velocities is compensated by changing the direction of the wave vector of the laser light along the interaction path. This can be achieved by lenses or plane mirrors under small angles (in the order of a few mrads). We adopt the system introduced by Hoogerland [17] and also described in ref. [2].

The organization of this chapter is as follows. In section 2.2 the necessary theory of laser cooling and trapping is discussed. The liquid nitrogen cooled He *
source is described in section 2.3 and the collimator is discussed in section 2.4. Finally, the results achieved with the collimator are outlined in section 2.5.

### 2.2 Laser cooling

Although laser cooling and trapping is discussed extensively in the literature [2], it is convenient here to define and outline the most important features. Some formulas that are used in the rest of this thesis will be derived in a straightforward way.

Since photons carry momentum, absorption or emission of photons can change the momentum of an atom. This idea existed for a long time, but it was not until the late 70 s , that various groups started experimenting with light pressure on atoms. The first theoretical model for interaction of light with atoms dealt with two-level atoms in a monochromatic light field. There are a variety of optical forces that play a role in the description of multilevel atoms in polarization gradients and magnetic fields [14, 15] or polychromatic light fields [19]. In this thesis the description of a two-level atom in a monochromatic light field will be sufficient.

A two-level atom has a single ground and excited state. Photons with the right frequency can excite these atoms from the ground to the excited state and the atoms will decay to the ground state by spontaneous emission if we consider low intensity light fields. An absorption of a photon with wave vector $\mathbf{k}$ transfers a momentum of $\hbar \mathbf{k}$ to the atom. Spontaneously emitted photons are emitted in random directions, so the momentum transfers average out to zero after many spontaneous emissions. Therefore, only the momentum of the atom in the direction of the wave vector of the absorbed light has changed after many absorptionspontaneous emission cycles. In this case the force, which is called the radiation force or the scattering force, can easily be calculated. If $\Gamma$ is the spontaneous decay rate of the excited state and $\rho_{e e}$ is the probability for the atom to be in the excited state, the radiation force is given by [2]

$$
\begin{equation*}
\mathbf{F}_{r a d}=\hbar \mathbf{k} \Gamma \rho_{e e}, \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho_{e e}=\frac{s_{0} / 2}{1+s_{0}+4(\delta / \Gamma)^{2}}, \tag{2.2}
\end{equation*}
$$

with $s_{0}$ the on-resonance saturation parameter and $\delta$ the detuning from atomic
resonance. On resonance the force is maximum and if $s_{0} \gg 1$ equal to

$$
\begin{equation*}
\mathbf{F}_{\max }=\frac{\hbar \mathbf{k} \Gamma}{2} . \tag{2.3}
\end{equation*}
$$

In the case the atom is moving, the resonance frequency is shifted by the Doppler effect. If an atom is moving in two counter-propagating laser beams, which have a negative detuning from atomic resonance, it will shift more into resonance with the laser beam opposing its velocity. In this so called optical molasses the velocity of the atom will be damped. The Doppler shift $\delta=-\mathbf{k} \cdot \mathbf{v}$ is opposite for the two beams and the radiation force for each beam is given by

$$
\begin{equation*}
\mathbf{F}_{ \pm}= \pm \frac{\hbar \mathbf{k} \Gamma}{2} \frac{s_{0}}{1+2 s_{0}+4\left(\delta_{l} \mp k v\right)^{2} / \Gamma^{2}} . \tag{2.4}
\end{equation*}
$$

In this equation $\delta_{l}$ is the laser detuning from atomic resonance and $v$ is the atomic velocity. The factor 2 in front of $s_{0}$ in the denominator accounts for the saturation of the two laser beams. The radiation force $\mathbf{F}_{\text {mol }}$ in the optical molasses is the sum of these two forces and is given by

$$
\begin{equation*}
\mathbf{F}_{\text {mol }}=\mathbf{F}_{+}+\mathbf{F}_{-} \approx-\beta \mathbf{v}, \tag{2.5}
\end{equation*}
$$

with

$$
\begin{equation*}
\beta=-\frac{8 \hbar k^{2} s_{0}\left(\delta_{l} / \Gamma\right)}{\left(1+2 s_{0}+4\left(\delta_{l} / \Gamma\right)^{2}\right)^{2}} . \tag{2.6}
\end{equation*}
$$

It is clear that the atomic velocity will be damped for a negative laser detuning, which means that the laser frequency is smaller than the atomic transition frequency.

In atomic beam slowing a resonant laser beam counter-propagates an atomic beam. However, as the atoms slow down the Doppler shift decreases and the atoms shift out of resonance. To overcome this problem several techniques have been developed, but the most widely used is Zeeman compensated slowing. In this technique the decreasing Doppler shift is compensated by decreasing the atomic resonance frequency with a magnetic field. The Zeeman effect causes the atoms to stay in resonance with the light along the slowing path. It can be shown that in that case the magnetic field $B(z)$ must vary as a square root of the position $z$,

$$
\begin{equation*}
B(z)=B_{0} \sqrt{1-z / z_{0}}, \tag{2.7}
\end{equation*}
$$

where $B_{0}=\hbar k v_{0} / \mu_{B}$ with $v_{0}$ the start velocity of the atom at the entrance of the Zeeman slower and $\mu_{B}$ is the Bohr magneton. Furthermore, the length of


Figure 2.1 Trapping scheme in one dimension. The two laser beams are circularly polarized with opposite helicities with respect to the $z$ axis. In this way atoms to the right of $z=0$ are more resonant with the laser beam coming from the right and the opposite is true for atoms to the left of $z=0$. The direction of the magnetic fi eld is indicated.
the magnet is $z_{0}=M v_{0}^{2} / F_{\text {const }}$ where $M$ is the atomic mass and $F_{\text {const }}$ is the constant force exerted on the atoms, which has to be smaller than or equal to the maximum force of equation 2.3.

The last subject of this section is the magneto-optical trap (MOT). A one dimensional model will be discussed and it is assumed, that the atomic transition is from a $J=0$ ground state to a $J=1$ excited state, where $J$ is the total angular momentum. The situation is depicted in figure 2.1. The atom is placed in a magnetic field $B(z)=\alpha z$ with $\alpha$ a positive constant. For $z>0$ the $M_{J}=-1$ magnetic sublevel is shifted into resonance with the laser beam, that points towards $z=0$, due to the Zeeman effect. The helicity of the light must be $\sigma^{-}$in order to drive the atom to the center of the trap. For $z<0$ the helicity of the laser beam that will push the atom towards $z=0$ (figure 2.1) must be $\sigma^{+}$because this laser beam is now more resonant with the $M_{J}=+1$ magnetic sublevel. In this way the atoms will be confined both in velocity (optical molasses) and in position. Because of the Zeeman shift the radiation force also becomes position-dependent
and can be approximated as

$$
\begin{equation*}
\mathbf{F} \approx-\beta \mathbf{v}-\kappa \mathbf{r} \tag{2.8}
\end{equation*}
$$

with $\beta$ given by equation 2.6 and the spring constant $\kappa$ is

$$
\begin{equation*}
\kappa=-\frac{8 k \mu_{B} \alpha s_{0}\left(\delta_{l} / \Gamma\right)}{\left(1+2 s_{0}+4\left(\delta_{l} / \Gamma\right)^{2}\right)^{2}} . \tag{2.9}
\end{equation*}
$$

This model can be generalized to three dimensions. The light field then consists of three mutually perpendicular pairs of counter-propagating laser beams and the inhomogeneous magnetic field is created by two coils in an anti-Helmholtz configuration. The zero point of the magnetic field (right between the two coils) needs to coincide with the region where the six laser beams overlap. The atoms are trapped and cooled in this combination of light and magnetic fields, which is called the magneto-optical trap [3].

### 2.3 The He* source

The atomic beam line described in this chapter is different from the one used in the remainder of this thesis. The setup in this chapter is not used for the photoassociation experiments, but for atomic beam brightening experiments. The $\mathrm{He}^{*}$ source is based on the same principle as the source described in the next chapter, but here the source is cooled with liquid nitrogen instead of liquid helium. The source is developed according to the idea of ref. [18], where a source for metastable neon is described.

The source is schematically shown in figure 2.2. A high voltage ( -580 Volts) is kept between a tungsten needle inside a glass tube and a grounded aluminum nozzle plate. The discharge current is 3 mA . The needle is kept in the center of the glass tube by use of ceramic spacers. The ceramic spacers also introduce pump resistance in order to create the appropriate pressure at the front of the glass tube. Helium gas in the ground state ( ${ }^{1} \mathrm{~S}_{0}$ ) flows from outside the glass tube, where it has good thermal contact with a reservoir filled with liquid nitrogen ( 77 K ), into the glass tube through a hole at the tip of it. At the back end of the glass tube the gas is pumped away by a foreline pump. The discharge runs between the needle through the aluminum nozzle ( $\varnothing 0.5 \mathrm{~mm}$ ) to a skimmer ( $\varnothing 0.5 \mathrm{~mm}$ ). The nozzle and the skimmer define the atomic beam and reduce the gas load in the rest of the setup. The pressure in the source chamber, where the discharge runs, is about 1 mbar . The pressure in the chamber between the nozzle and the skimmer


Figure 2.2 The liquid nitrogen cooled $\mathrm{He}^{*}$ source. The $\mathrm{He}^{*}$ atoms are created in the discharge running between a tungsten needle and a grounded nozzle plate and effuse through the nozzle and the skimmer. The tungsten needle is kept on a voltage of -580 Volts and the discharge current is 3 mA .
is $2 \cdot 10^{-6}$ mbar. After the skimmer the atoms enter the collimator chamber where they are transversely cooled by laser beams. The vacuum in the chamber between the nozzle and the skimmer and in the collimator chamber is sustained by turbo molecular pumps backed by foreline pumps.

In the DC discharge helium atoms are excited to the $2^{3} \mathrm{~S}$ and the $2^{1} \mathrm{~S}$ states by electron impact. The fraction of $\mathrm{He}\left(2^{3} \mathrm{~S}\right)$ can be measured by deflection of the $\mathrm{He}\left(2^{3} \mathrm{~S}\right)$ atoms out of the atomic beam with a laser beam resonant with the $2^{3} \mathrm{~S} \rightarrow 2^{3} \mathrm{P}$ transition. A channeltron with a 5 mm by $40 \mu \mathrm{~m}$ vertical slit in front of it is used as a detector. The channeltron is positioned 4.2 m behind the collimator and it can only detect $\operatorname{He}\left(2^{3} \mathbf{S}\right)$ atoms, $\operatorname{He}\left(2^{1} \mathbf{S}\right)$ atoms and UV photons in the atomic beam. The ground state atoms in the atomic beam do not have internal energy and can not be detected by the channeltron. The $\mathrm{He}\left(2^{3} \mathrm{~S}\right)$ fraction of the detected flux varies between $40 \%$ and $50 \%$. We did not distinguish between the $\mathrm{He}\left(2^{1} \mathrm{~S}\right)$ and UV photons in the atomic beam, but this can be done with a time-offlight (TOF) technique using a mechanical chopper, which is placed in the atomic beam to separate in time the atomic velocity distribution and the photon peak.

We determined the velocity distribution of the $\mathrm{He}^{*}$ atoms by deflection with a
laser beam. The channeltron detector is placed in the center of the atomic beam. A laser beam, which is directed perpendicularly to the atomic beam and resonant with the $2^{3} \mathrm{~S} \rightarrow 2^{3} \mathrm{P}$ transition, deflects the $\mathrm{He}\left(2^{3} \mathrm{~S}\right)$ atoms out of the atomic beam. The laser beam is chopped at a frequency of 100 Hz with a duty cycle of $5 \%$. The deflected atoms appear as a dip in the channeltron signal in this TOF measurement. The best fit to the TOF data is a supersonic distribution given in ref. [20]. The supersonic velocity distribution can be converted to a time distribution and is given by

$$
\begin{equation*}
f(t) d t=\frac{c}{t^{4}} e^{-\left(\frac{L / t-\bar{v}}{w}\right)^{2}} d t \tag{2.10}
\end{equation*}
$$

with $c$ a constant and $L=2.15 \mathrm{~m}$ the distance between the position where the atoms are deflected and the channeltron detector. The fit parameters are $\bar{v}$ for the mean atomic velocity and $w$, the width of the distribution. The fit yields $\bar{v}=975 \mathrm{~m} / \mathrm{s}$ and $w=420 \mathrm{~m} / \mathrm{s}$. The mean velocity corresponds to a temperature of 180 K , which is considerably higher than 77 K , which is the temperature of liquid nitrogen. This can be due to heating in the discharge and insufficient thermal contact with the liquid nitrogen reservoir. The TOF measurement has been inverted in order to be able to fit the distribution of equation 2.10. The data and the fit are shown in figure 2.3. The He * flux is $10^{14} \mathrm{sr}^{-1} \mathrm{~s}^{-1}$.

### 2.4 The collimator

The collimator, which is used to transversely cool the atomic beam is part of a long atomic beam brightening setup. Since all components of the setup were not in use simultaneously, they will briefly be mentioned. The setup is shown in figure 2.4. After the collimator chamber the atomic beam enters the Zeeman magnet, which consists of two solenoids with a zero field point in between them. In order to maintain a low pressure in the whole setup a turbo molecular pump is connected to the stainless steel cross piece between the solenoids. The turbo molecular pump is backed by a foreline pump. The atoms pass through a magneto-optical compressor (MOC), which transversely cools and compresses them by means of a quadrupole magnetic field and two pairs of counter-propagating laser beams perpendicular to the atomic beam. After the MOC a mirror with a 1 mm hole is installed in the vacuum. With this mirror the slowing laser beam can be aligned to counterpropagate the atomic beam. The MOC can compress the atomic beam and direct it through the hole where the atoms can be detected by the channeltron mentioned in the previous section.


Figure 2.3 Time-of-fight measurement of the $\mathrm{He}^{*}$ beam. The solid line is the fit of a supersonic time distribution to the data.

### 2.4.1 Construction

The collimator consists of four plane mirrors positioned as shown in figure 2.5. The mirrors are each 20 cm long and 3.8 cm wide. The separation between two mirrors opposite to each other is 6 cm . Laser light can be coupled into the collimator at either side of the collimator. In each pair the mirrors have a small angle $\gamma$ between them as indicated in the two dimensional picture in figure 2.6. After each reflection the angle between the wave vector of a laser beam and the $y$ axis (see figure 2.6 ) changes with an amount $\gamma$. This provides the desired curved wave fronts. If the angle $\gamma$ is chosen carefully, the Doppler shift the atoms experience does not change throughout the collimator, because both the transverse velocity of the atoms and the direction of the wave vector change. The angle $\gamma$ for which this occurs is estimated in section 2.4.3. The angle is realized by putting thin aluminum foils on one side of each mirror.

The mirrors also have a small angle $\epsilon$ with each other in the $x$ direction (perpendicular to the paper in figure 2.6) but this is undesirable, because the position of the reflections on the mirrors will change in the $x$ direction after each reflection

| $\mathrm{He}^{*}$ |  |  |
| :--- | :--- | :--- |
| source | Zeeman slower | Channeltron |



Figure 2.4 The setup in which the collimator is used. From left to right is the $\mathrm{He}^{*}$ source, the collimator, the Zeeman slower, the magneto-optical compressor and the mirror with a hole in it to direct the slowing laser beam into the Zeeman magnet.
and the overlap of the laser light with the atomic beam decreases eventually. This angle should be made as small as possible. Each mirror is fixed at four points in a stainless steel frame and the frame itself is adjustable by two knobs outside the vacuum chamber. In this way the axis of the collimator can be aligned with the center of the atomic beam in order not to change the direction of the atomic beam.

### 2.4.2 Laser light

The laser light is provided by a diode laser (Spectra Diode Lab, SDL-6702-H1) fed by a home-built supply. By changing the current through the diode or the temperature of the diode the frequency of the light can be tuned. The atomic transition on which the atoms are cooled is the $2^{3} \mathrm{~S}_{1} \rightarrow 2^{3} \mathrm{P}_{2}$ transition at a wavelength of 1083 nm . The laser light in the collimator must be locked approximately 120 MHz below resonance. It proved difficult to lock the laser at this large detuning using saturated absorption spectroscopy. Therefore, another technique to lock the collimator laser is applied. We beat the collimator laser light with light from a second, identical laser diode, which is locked on resonance by using saturated ab-


Figure 2.5 The confi guration of the mirrors in the collimator. The laser beams are coupled in at the side furthest away from the atom source.


Figure 2.6 Two dimensional cross section of the collimator. The atoms are traveling in the positive $z$-direction. Each mirror has an angle $\gamma / 2$ with the $z$ axis.
sorption spectroscopy. This laser is used for deflection of $\mathrm{He}^{*}$ atoms out of the atomic beam for TOF measurements. Both lasers can provide 40 mW power and the linewidths are both 3 MHz . The laser beam profiles are rectangular with an approximately 5 mm width and a 10 mm height. The light is linearly polarized.

The locking is performed as follows. A glass plate splits off a few percent of


Figure 2.7 Laser stabilization setup for both the collimator laser and the deflection laser. On the left the saturated absorption setup and on the right the beat lock system are shown. In the fi gure PBS stands for polarizing beam splitter, BS for beam splitter, $\lambda / 4$ for a $\lambda / 4$ retardation plate.
the direct collimator beam. This light is focused onto a fast photo diode (Hamamatsu G3476-01) together with a few percent of the deflection laser beam. A home-built unit divides the frequency of the beat signal from the photo diode by a factor of 2048 and this signal is sent into a phase sensitive detector together with a reference signal of a fixed frequency from a waveform generator. If the frequency of the beat signal and the frequency of the reference signal are different, the phase detector feeds a voltage, which is proportional to the phase difference between the beat signal and the reference signal, to the power supply of the collimator laser to adjust the frequency. In this way a phase-locked loop (PLL) is created and the collimator frequency can be locked on a detuning ranging from 50 MHz to about 1 GHz below resonance with an accuracy of a few MHz . The time constant of the PLL is 1 second.

For the saturated absorption spectroscopy setup $2 \%$ of the direct deflection laser beam is split off and directed through a glass cell which contains helium gas at a pressure of a fraction of a mbar. In this glass cell $\mathrm{He}^{*}$ atoms are created in a RF discharge at an RF frequency of 23 MHz . The laser beam is retro-reflected
and directed onto a photo diode. The laser frequency is modulated around the $2^{3} \mathrm{~S}_{1} \rightarrow 2^{3} \mathrm{P}_{2}$ resonance at a 1 kHz rate with an amplitude of a few MHz and the Doppler-free Lamb dip in the absorption signal is used to lock the laser frequency. The photo diode signal is fed to a lock-in amplifier together with a reference signal of the same frequency. The output of the lock-in amplifier is integrated over 100 ms with an integrator and is fed to the modulation input of the laser power supply in order to keep the laser frequency on atomic resonance. In figure 2.7 the setup for locking both lasers is shown.

The collimator laser beam is split into four laser beams by three $50 / 50$ beam splitters. These four beams are directed into the collimator as is schematically shown in figure 2.5 . It is necessary that both beams of one pair of laser beams have the same intensity, otherwise the atoms will experience a net force in one direction and will be deflected instead of being collimated. In the $x z$ plane the laser beams have a saturation parameter $s_{0}$ of 125 and in the $y z$ plane a $s_{0}$ of 150. The laser beams are 5 mm wide and 10 mm high and this limits the angle $\alpha_{0}$ (indicated in figure 2.6). The coating on the mirrors did not reach the end of the mirrors, so that the minimal angle $\alpha_{0}$, that could be achieved, is 0.133 rad . If $n(z)$ is the number of reflections a laser beam has made when arriving at the position $z$ in the collimator, then the angle $\alpha(z)$ between this laser beam and the $y$ axis (or $x$ axis) at that position is given by

$$
\begin{equation*}
\alpha(z)=\alpha_{0}-n(z) \gamma . \tag{2.11}
\end{equation*}
$$

The number of reflections is higher when light is coupled in at the back of the collimator (as shown in figure 2.6) than in the case light is coupled in at the front. From figure 2.6 it can be seen, that the distance $z$ traveled in the collimator can be expressed as

$$
\begin{equation*}
z=D \tan \left(\alpha_{0}\right)+D \tan \left(\alpha_{0}-\gamma\right)+\ldots+D \tan \left(\alpha_{0}-n(z) \gamma\right), \tag{2.12}
\end{equation*}
$$

where $D$ is the distance between two mirrors. If $\alpha_{0}$ is a small angle and $\gamma \ll \alpha_{0}$, the sum in equation 2.12 gives

$$
\begin{equation*}
n(z)=\frac{\alpha_{0}}{\gamma}-\frac{1}{\gamma} \sqrt{\alpha_{0}^{2}-2 \gamma \frac{z}{D}} . \tag{2.13}
\end{equation*}
$$

Substitution of equation 2.13 into equation 2.11 gives

$$
\begin{equation*}
\alpha(z)=\sqrt{\alpha_{0}^{2}-2 \gamma \frac{z}{D}} . \tag{2.14}
\end{equation*}
$$

This indicates, that there is a minimum angle $\alpha_{0}=\sqrt{2 \gamma z / D}$ below which the laser beam will leave the collimator at the same end it was coupled in. This means that the value $\alpha_{0}=0.133$ dictated by the geometry of the collimator and the dimensions of the laser beam must be larger than this value.

### 2.4.3 Atom trajectories

If the light force on an atom (equation 2.1) is to be constant through the collimator, the Doppler shift $\delta_{D}=-\mathbf{k} \cdot \mathbf{v}$ experienced by the atoms needs to be constant. Since the transverse atom velocity $v_{\perp}$ decreases through the collimator, the direction of the wave vector $\mathbf{k}$ of the light must change in such a way that this condition is met. This requires the curved wave front. In a perfect collimator all atoms are traveling parallel to the axis of the collimator at the end of the collimator. There is a maximum angle $\beta_{\max }$ between the atom's velocity and the axis of the collimator for which the light is resonant with the atom throughout the collimator. This angle, which is indicated in figure 2.6 , must be equal to the angle difference $\alpha(0)-\alpha(L)$ of the wave vector $\mathbf{k}$ between the entrance and the exit of the collimator. The equality gives

$$
\begin{equation*}
\beta_{\max }=\alpha_{0}-\sqrt{\alpha_{0}^{2}-2 \gamma \frac{L}{D}} \tag{2.15}
\end{equation*}
$$

and using equation 2.13 we get

$$
\begin{equation*}
\beta_{\max }=N_{\text {total }} \gamma \tag{2.16}
\end{equation*}
$$

The capture angle $\beta_{\max }$ can be estimated by assuming that the initial transverse velocity component $v_{\perp}=v \sin \beta_{\max }$ is damped to zero in the time $t$ the atom spends in the collimator. This gives

$$
\begin{equation*}
v_{\perp}=\frac{F}{M} t \tag{2.17}
\end{equation*}
$$

where $F$ is the light force exerted on the atom and $M$ is the mass of the atom.
There are positions in the collimator where no light is present, because of the limited dimensions of the laser beam. At these positions the atoms experience no radiation force and we assume that the average force $F$ exerted on the atom is half of the maximum radiation pressure $F_{\max }=\hbar k \Gamma / 2$. This gives using $t=L /\left(v \cos \beta_{\max }\right):$

$$
\begin{equation*}
\beta_{\max }=\frac{1}{2} \sin ^{-1} \frac{\hbar k \Gamma L}{2 M v^{2}} \tag{2.18}
\end{equation*}
$$

| horizontal |  | vertical |  |
| :---: | :---: | :---: | :---: |
| $\gamma$ | $\epsilon$ | $\gamma$ | $\epsilon$ |
| 1.39 mrad | $39 \mu \mathrm{rad}$ | 1.38 mrad | $13 \mu \mathrm{rad}$ |

Table 2.1 In this table the angles $\gamma$ and $\epsilon$ for both the horizontal and the vertical direction in the collimator are shown.

Substitution of the appropriate values gives $\beta_{\max }=0.055 \mathrm{rad}$ and, using equation 2.15, the angle $\gamma$ is found to be 1.74 mrad . Finally, equation 2.16 gives the total number of reflections: $N_{\text {total }}=31$. The same procedure outlined above can be used to calculate the total number of reflections in the case the laser light is coupled in at the front of the collimator. Then the laser beam just reflects 20 times. Obviously, this way the collimator is less efficient.

### 2.5 Results

In this section experiments with the collimator are discussed. In table 2.1 the angles between both pairs of mirrors are shown. As mentioned before the angle $\epsilon$ should be made as small as possible. In figure 2.6 this is the angle between the mirrors and the $x z$-plane where the $x$ direction is perpendicular to the paper (for the other mirror pair it is the $y z$-plane). Due to this angle the position of the reflections on the mirrors will not stay in the center of the mirrors. This diminishes the overlap between the atomic beam and the laser beams and should be avoided. It should also be noted that both the angle $\gamma$ for the horizontal direction and the vertical direction are smaller than the value estimated in the previous section. Since it is very difficult to adjust the angles and the angle $\gamma$ has to be equal or smaller than the value estimated in the previous section, we used the collimator with the angles as stated in table 2.1.

As a first experiment the $\mathrm{He}^{*}$ flux is optimized on the channeltron detector. The axis of the collimator must coincide with the atomic beam axis for optimal performance. The operation of the collimator should be optimal at the same laser detuning in two dimensions. The optimal laser detuning is found to be -113 MHz from the $2^{3} \mathrm{~S}_{1} \rightarrow 2^{3} \mathrm{P}_{2}$ resonance. The distance between the end of the collimator and the detector is about 4.2 m . The maximum flux gain is found to be equal to 2 . Since the $\mathrm{He}^{*}$ fraction of the beam flux is $50 \%$, this means that the increase of the $\mathrm{He}^{*}$ component is a factor of 3 . Next, a horizontal scan through the beam profile


Figure 2.8 Scan through the atomic beam without collimation, collimation in the horizontal dimension, collimation in the vertical dimension and in both dimensions. The center of the atomic beam is at the position of about 15 mm .
is made without collimation, with collimation in either one or the other dimension and collimation in two dimensions. The results are shown in figure 2.8. As can be seen in this figure, there is no signal increase on one side of the atomic beam. There is no clear explanation for this. It is possible that the collimator still deflects the $\mathrm{He}^{*}$ atoms out of the atomic beam. However, the position at which the signal increases could not be changed, only the amount of increase by slightly adjusting the position of the collimator. It is also possible, that the $\mathrm{He}^{*}$ atoms are blocked on one side by the electrical wires of the magneto-optical compressor. In that case, only reflected photons are detected, since the inside of the Zeeman magnet is highly reflective.

In a second experiment we measure the detuning dependence of the $\mathrm{He}^{*}$ signal normalized by the $\mathrm{He}^{*}$ signal without collimation, so the signal is equal to 1 at large detunings where no collimation occurs. The photon and $\mathrm{He}\left(2^{1} \mathrm{~S}\right)$ signals are subtracted. The laser frequency can be determined with the beat signal of the deflection laser and the collimator laser. The deflection laser is used to monitor the amount of $\mathrm{He}^{*}$ in the atomic beam by deflection of the $\mathrm{He}^{*}$ after each measurement. The results are shown in figure 2.9. There is a clear increase around


Figure 2.9 Detuning dependence of the $\mathrm{He}^{*}$ signal increase by the collimator (points) and a calculation (drawn line).
a laser detuning of -110 MHz . At larger detunings the normalized signal slowly decays to 1 as expected. At small detunings there is a small dip in the signal because for these detunings the laser beam with a wave vector in the same direction as the transverse velocity component of an atom becomes resonant and the atoms are deflected away from the collimator axis. In figure 2.9 also the results of a numerical simulation are shown, which exhibits the same features as the measurements. In particular the laser detuning for optimal collimation agrees very well with the measurements. The measurements are not performed for smaller detunings because the beat lock system is very unstable for detunings smaller than 40 MHz.

Finally, we study the effect of collimation on the velocity distribution of the atomic beam. As mentioned in section 2.3 the uncollimated atomic beam has a mean velocity of $975 \mathrm{~m} / \mathrm{s}$ and a velocity width of $420 \mathrm{~m} / \mathrm{s}$. The time-of-flight (TOF) measurements as described in section 2.3 are repeated with the collimator operating in one or two dimensions at different detunings. In figure 2.10 the TOF spectrum without collimation and with collimation in two dimensions at a


Figure 2.10 The lower curve in this fi gure is a TOF measurement without collimation and the upper curve for collimation in two dimensions at a laser detuning of -113 MHz .
detuning of -113 MHz are shown. Clearly, the signal is larger with collimation, since a parallel atomic beam gives a higher intensity at the position of the channeltron than a divergent atomic beam. The dip in the signal is also deeper in this case, since the fraction of $\mathrm{He}^{*}$ flux that can be deflected out of the atomic beam is larger. It can also be seen that the width of the time distribution becomes smaller with collimation. The measurements are performed for detunings in the range -100 MHz to -150 MHz . The distribution of equation 2.10 is fitted to each TOF spectrum to obtain the mean velocities and velocity widths.

First, the dependence of the mean velocity on the collimator laser detuning is examined. The mean velocities obtained from the fits are shown in figure 2.11 for each detuning with the collimator working in the horizontal direction, vertical direction and both directions. Figure 2.11 shows that the collimator works as a velocity selector. This can be explained as follows. If we assume that the atom trajectories are parallel to the atomic beam axis at the end of the collimator, the resonance condition for the collimator laser at that position is

$$
\begin{equation*}
\omega_{0}-\omega_{l}=k v \sin \alpha_{0}, \tag{2.19}
\end{equation*}
$$



Figure 2.11 Mean velocity of the collimated velocity distributions as a function of the laser detuning for three collimation confi gurations.
where $\omega_{0}$ is the atomic resonance frequency and $\omega_{l}$ the laser frequency. Since $\alpha_{0}$ is a constant, the collimator laser interacts with faster atoms at a higher detuning. If a linear fit is made to the data in figure 2.11 it can be seen from equation 2.19 that the tangent of the straight line is $\left(k \sin \alpha_{0}\right)^{-1}$. The three fits give $\alpha_{0}=0.155 \mathrm{rad}$ for collimation in the horizontal direction, $\alpha_{0}=0.165 \mathrm{rad}$ in the vertical direction and $\alpha_{0}=0.137 \mathrm{rad}$ for the collimator working in both dimensions. These angles are all somewhat larger than the estimated value of $\alpha_{0}=0.133 \mathrm{rad}$. However, the estimated value is a lower limit for the angle $\alpha_{0}$.

Next, we study the width of the velocity distribution with collimation as a function of the collimator laser detuning. The velocity widths are found from the fits of the TOF spectra. The results are shown in figure 2.12. Clearly, the width is not constant as a function of the laser detuning. From equation 2.19 it can be seen, that at large detunings the laser light interacts with fast atoms and at small detunings it interacts with slow atoms. This means that the interaction time is longer for small detunings. If the detuning goes to zero the width converges to a certain limit and it can be seen from figure 2.12 that this limit is about $160 \mathrm{~m} / \mathrm{s}$. This value corresponds to the velocity class of atoms that is resonant with the


Figure 2.12 Width of the collimated velocity distributions as a function of the laser detuning.
light. Since the linewidth is power broadened, this condition is given by

$$
\begin{equation*}
k \Delta v \sin \alpha_{0}=\sqrt{1+s_{0}} \Gamma, \tag{2.20}
\end{equation*}
$$

with $s_{0}$ the on-resonance saturation parameter, $\Gamma$ the linewidth and $\Delta v$ the velocity class that is affected by the light. If we average the saturation parameters of the laser beams for both dimensions, we find $\Delta v=152 \mathrm{~m} / \mathrm{s}$, which agrees very well with the limit of $160 \mathrm{~m} / \mathrm{s}$ resulting from the measurements.

### 2.6 Conclusions

We have built a collimator to transversely cool the $\mathrm{He}^{*}$ atomic beam. The collimator reduces the divergence of the atomic beam. At a position of 4.2 m from the end of the collimator the He * flux increases by a factor of 3 . This increase is small in comparison with the increase of a factor 25 measured with the $\mathrm{He}^{*}$ collimator described in ref. [27]. In this reference the collimator laser has much more power, so the laser light stays resonant with more atoms in the collimator due to power broadening. Furthermore, two of the four mirrors in their setup are outside of the vacuum, which means that the mirrors can be adjusted during the measurements to maximize the He * flux.

The detuning dependence of the flux increase is in good agreement with the results of a numerical simulation and shows that the collimator performs optimal at a laser detuning of -113 MHz . We also showed that the collimator works as a velocity selector. Both the mean velocity and the width of the velocity distribution as a function of the laser detuning can be explained with simple calculations.

## Chapter 3

## The Photoassociation spectroscopy setup

### 3.1 Introduction

Photoassociation has been studied at room temperature before atoms could be cooled down to milliKelvin and even lower temperatures. The first photoassociation measurements were done by Scheingraber et al. [1]. They studied laser induced fluorescence in a magnesium vapor. The advantage of studying photoassociation in a magneto-optical trap (MOT) is the much narrower resonance peaks due to the very small thermal broadening. In this way it is possible to resolve different vibrational levels and even rotational levels in the excited molecular state.

In this chapter the experimental setup for photoassociation measurements is described. The setup is different from other He* MOT setups, since the atom source used is cooled by liquid helium. In this way a much shorter Zeeman slowing section is required and consequently, the setup is also much shorter. An extensive description of the setup used for the experiments is given in [21, 22]. In section 3.2 the $\mathrm{He}^{*}$ source is described and in section 3.3 the slowing process is discussed. Section 3.4 deals with the MOT and its characteristics and in section 3.5 the probe laser setup used for the photoassociation measurements is described.

### 3.2 The liquid helium cooled $\mathrm{He}^{*}$ source

The source used to load atoms in the MOT is of the same type as the one described in chapter 2 (figure 2.2). The main difference is that the source described in the present chapter is cooled with liquid helium instead of liquid nitrogen. The discharge in the source runs between a tungsten needle at -700 Volts and a grounded
nozzle plate. The discharge current is 0.05 mA , which means that only 35 mW is dissipated. The pressure at the front of the glass tube is only $10^{-2}$ mbar. This is in contrast with conventional sources, where the pressure is in the order of several tens of mbars [12, 13]. The pressure behind the nozzle is in the order of $10^{-5}$ mbar.

Ground state helium atoms $\operatorname{He}\left({ }^{1} \mathrm{~S}_{0}\right)$ flow from outside the glass tube, where they have good thermal contact with the reservoir filled with liquid helium, through a hole at the tip of the glass tube. At the back end of the glass tube the gas is pumped away by a foreline pump. In the discharge $\mathrm{He}\left(2^{3} \mathrm{~S}\right)$ atoms, $\mathrm{He}\left(2^{1} \mathrm{~S}\right)$ atoms and UV photons are created by electron impact. These are the constituents of the beam that are detected by a channeltron detector positioned 60 cm from the source exit. The ground state atoms present in the beam can not be detected. The fraction of photons is about $25 \%$ of the detected signal and can be determined by separating the photons from the metastable atoms in a time-of-flight (TOF) measurement. The amount of $\mathrm{He}\left(2^{1} \mathrm{~S}\right)$ atoms is $5-8 \%$ This is measured by deflecting the $\mathrm{He}\left(2^{3} \mathrm{~S}\right)$ atoms out of the atomic beam with light resonant with the $2^{3} \mathrm{~S}_{1} \rightarrow 2^{3} \mathrm{P}_{2}$ transition and subtracting the photon contribution. This means that $65-70 \%$ of the detected source flux is in the $\mathrm{He}\left(2^{3} \mathrm{~S}\right)$ state. This is about 20 \% higher than the $\mathrm{He}\left(2^{3} \mathrm{~S}\right)$ fraction in the atomic beam discussed in the previous chapter.

The $\mathrm{He}\left(2^{3} \mathrm{~S}\right)$ flux is $10^{12} \mathrm{sr}^{-1} \mathrm{~s}^{-1}$ instead of $10^{14} \mathrm{sr}^{-1} \mathrm{~s}^{-1}$ for the liquid nitrogen cooled source of the previous chapter. An explanation is the hundred times higher pressure inside the liquid nitrogen cooled source, which causes a higher beam flux. When the pressure in the liquid helium cooled source is increased, the equilibrium temperature of the He gas in the source increases. The high gas load can not efficiently be cooled by the liquid helium. This causes the mean velocity of the atomic beam to be higher and as a result less atoms can be slowed down to the trapping velocity of the MOT. At the operational pressure $\left(10^{-2} \mathrm{mbar}\right)$ the mean velocity of the atoms is lower, only $300 \mathrm{~m} / \mathrm{s}$ (see figure 3.1), because the source can be cooled to temperatures of $10-15 \mathrm{~K}$.

### 3.3 Slowing

As mentioned in the previous section the mean velocity of the metastable atoms is $300 \mathrm{~m} / \mathrm{s}$. This is lower than the mean velocity of $975 \mathrm{~m} / \mathrm{s}$ for the liquid nitrogen cooled source of chapter 2 and much lower than the mean velocity of about 2000 $\mathrm{m} / \mathrm{s}$ for conventional sources [13]. Therefore, a Zeeman slower to slow the atoms


Figure 3.1 The velocity distribution of the source flux $\left(\mathrm{He}\left(2^{1} \mathbf{S}\right)\right.$ and $\mathrm{He}\left(2^{3} \mathbf{S}\right)$ atoms). This distribution is calculated from the time-of-fight spectrum using the photon peak for the calibration of the time zero.
down to the trapping velocity of the MOT can be made much shorter. Since the coils used for our MOT are very large (about 200 mm radius), the metastables can be slowed down in the magnetic field of the MOT. In the plane exactly between the MOT coils and parallel to them the magnetic field of the MOT decreases from its maximum value of about 120 Gauss to 0 Gauss at the center of the MOT. Although the magnetic field strength should vary as a square root with the position for optimal slowing [2], slowing can also be achieved in this field configuration.

To verify the efficiency of the slowing process in the magnetic field of the MOT a computer calculation with the slowing laser parameters used in the experiments is performed. The on-resonance saturation parameter of the slowing laser is $s_{0}=400$ and the detuning from atomic resonance -54 MHz . The results are shown in figure 3.2. A large part of the velocity distribution is slowed down to a velocity of about $8 \mathrm{~m} / \mathrm{s}$. This peak near $8 \mathrm{~m} / \mathrm{s}$ has a very narrow width which means that the slowed atoms are also very cold. These atoms can easily be trapped


Figure 3.2 Computer calculation of the slowing process in the MOT magnetic fi eld. The dashed curve is the unslowed velocity distribution with a mean velocity of $300 \mathrm{~m} / \mathrm{s}$ and a velocity width of $100 \mathrm{~m} / \mathrm{s}$. The solid curve is the slowed distribution using a saturation parameter of $s_{0}=400$ and a detuning of -54 MHz for the slowing laser. As can be seen from the figure a large part of the velocity distribution can be cooled and slowed towards a velocity of about $8 \mathrm{~m} / \mathrm{s}$, which is far below the capture velocity of the MOT. The slowed peak is divided by a factor 50 , because the peak is much higher than the unslowed distribution.
in the MOT.
Without the need of a Zeeman slower the setup is much shorter. For a given capture cross section of the MOT the solid angle increases, which results in a higher loading rate of the MOT. Another advantage of this setup is that the slowing takes place only in the last 200 mm before the atoms are captured in the MOT. Hence the divergence of the atomic beam caused by the increase of the ratio of the transverse velocity and the longitudinal velocity is strongly reduced. A disadvantage of this setup is that varying the MOT parameters by changing the magnetic field simultaneously changes the slowing process. A schematic view of the experimental setup is shown in figure 3.3.

Although the source can be connected directly to the MOT vacuum chamber a


Figure 3.3 Top view of the experimental setup.
differential pumping section is included in the setup to reduce the gas load to the MOT vacuum chamber. In this way a pressure of $1 \cdot 10^{-9}$ mbar is reached in the MOT vacuum chamber. The setup is being pumped by magnetically suspended turbo molecular pumps (Balzers, types TCM 180 and TCM 520). The slowing laser light is provided by a diode laser (Spectra Diode Lab, SDL-6702-H1), which is fed by a home-built supply. The laser light is linearly polarized and has a linewidth of 3 MHz . The laser beam profile is shaped to a $9 \times 25 \mathrm{~mm}^{2}$ rectangular beam by a cylindrical telescope. The on-resonance saturation parameter for the expanded laser beam is $s_{0}=400$. Before the laser beam enters the setup the polarization is made circular by a quarter wave plate. The laser light slows the atoms down at the $2^{3} \mathrm{~S}_{1} \rightarrow 2^{3} \mathrm{P}_{2}$ transition at 1083 nm . The frequency of the laser is locked using saturated absorption spectroscopy as described for one of the lasers in section 2.4.2. The laser can be locked at a detuning by applying a homogeneous magnetic field to the glass cell in the saturated absorption spectroscopy setup. The detuning of the slowing laser is chosen so that the ionization signal of the MOT is optimal, which means that the loading rate of the MOT is highest. This optimal detuning is found to be -54 MHz from atomic resonance.

### 3.4 The magneto-optical trap

The principles of the MOT are described in section 2.2. Here only a description of the physical setup and its characteristics are given.

### 3.4.1 Construction

The MOT vacuum chamber is being pumped by a turbo molecular pump (Balzers, TPU 180HM). The background pressure in the vacuum chamber is usually $1 \cdot 10^{-9}$ mbar (without atomic beam) but pressures as low as $6 \cdot 10^{-10}$ mbar have been reached. This pressure is low enough that the main trap loss mechanism from our trap is intra-MOT collisions and not collisions with background particles [22].

The coils providing the magnetic field both have 588 windings and have an inner radius of 180 mm and an outer radius of 235 mm . They are connected in an anti-Helmholtz configuration. With a current of 10 A through the coils the magnetic field gradient in the $z$ direction at the center of the trap is $15 \mathrm{G} / \mathrm{cm}$. The coils are water cooled in order to avoid damage to the isolation of the wires.

The trapping laser light is provided by a laser of the same type as the other diode lasers used in this thesis (Spectra Diode Lab, SDL-6702-H1). The trapping laser beam passes through an optical isolator to avoid optical feedback, because the laser beam is retro-reflected to produce the counter-propagating laser beams after it has passed the vacuum chamber in three linearly independent directions. The optical isolator prevents the laser beam to shine back into the laser cavity, because optical feedback can cause unstable laser operation. The recycling scheme is possible in our case, since the density of the MOT is not so high that the intensity of the trapping light is significantly decreased during its passage through the MOT. If the MOT were opaque the recycling scheme would lead to unbalanced radiation forces and consequently to an unstable MOT cloud. The laser beam is made circularly polarized by a quarter wave plate and expanded by a spherical telescope to an almost spherical laser beam with a 10 mm radius. The saturation parameter of the laser light after the telescope is $s_{0}=180$. The laser frequency is locked using saturated absorption spectroscopy. The MOT operates at a detuning of -14 MHz from atomic resonance.

As described in chapter 1 metastable helium atoms have a large internal energy $(19.8 \mathrm{eV})$ and can ionize almost any other atom or molecule in a close collision. This is called Penning Ionization (PI). The PI reactions including Associative Ionization (AI) in which the molecular ion $\mathrm{He}_{2}^{+}$is produced are given in chapter 1. In reference [22] it is shown that the dominant ion production comes from collisions between two atoms in the MOT. The ions are detected by a micro-channel plate detector (MCP) situated 70 mm from the position of the MOT and oriented perpendicular to the plane parallel to the MOT coils. The MCP has an 18 mm diameter and the voltage on the front plate is -2000 Volts. A grid in front of the MCP can be used to either attract or repel the positive ions. The MCP pulses are
amplified and a discriminator disregards pulses with a pulse height smaller than a certain threshold to diminish the amount of noise.

### 3.4.2 Results

The MOT characteristics are determined by using time-of-flight (TOF) measurements and imaging of the MOT fluorescence with a CCD camera. Since He* atoms have a large internal energy they can easily be detected by the MCP detector. The detection efficiency of neutrals by the MCP detector is about $60 \%$. Both the MOT laser and the slowing laser are detuned far to the red of the laser cooling transition for 250 ms . The He* atoms fly apart ballistically and the atoms in the solid angle of the MCP are detected. After this period the laser frequencies are switched back and the MOT can reload for 4.25 s . This sequence is repeated 50 times in order to get better statistics in the metastable signal. The slowing laser frequency also needs to be modulated, since it is detuned only 54 MHz below the cooling transition and the laser beam intersects with the MOT region. The slowing laser beam can exert light pressure on the atoms and distort the ballistic flight paths. If we do not modulate the slowing laser, the $\mathrm{He} *$ TOF signal changes. We assume that the detected TOF spectrum corresponds to a Maxwell-Boltzmann distribution. Simulations have shown that gravity plays no role at our MOT temperature, because we have calculated that only $3.8 \%$ less atoms reach the detector than the number of atoms expected based on the solid angle and no gravity.

The Maxwell-Boltzmann distribution is converted into a time distribution $f(t)$ to fit the data. The TOF data and a fit to the data are shown in figure 3.4. The MOT temperature extracted from the fit is $T=1.9 \pm 0.1 \mathrm{mK}$. This corresponds to a mean velocity of the atoms in the MOT of $2.8 \mathrm{~m} / \mathrm{s}$. The number of atoms in the MOT can be estimated by the number of detected atoms divided by the detection efficiency and the solid angle spanned by the MCP. This amounts to $1.3 \cdot 10^{5}$ atoms in the MOT.

Making a CCD image of a He * MOT is not straightforward. The fluorescent light from the atoms in the MOT has a wavelength of 1083 nm and most CCD cameras are not sensitive to this wavelength. A way to solve this is by exciting the $2^{3} \mathrm{P}$ atoms in the MOT to the $3^{3} \mathrm{D}$ state with light at 587.6 nm . This wavelength is in the visible regime and can be provided by a dye laser. This technique has been used by Kumakura and Morita [25]. The dye laser beam overlaps with the MOT cloud and is retro-reflected. In this way the dye laser will not blow away atoms out of the MOT when it is on resonance with the $2^{3} \mathrm{P} \rightarrow 3^{3} \mathrm{D}$ transition, but only change its shape. The linewidth for the $2^{3} \mathrm{P} \rightarrow 3^{3} \mathrm{D}$ transition is $\Gamma=71.4 \mathrm{MHz}$,


Figure 3.4 Time-of-fight spectrum of the MOT. The solid line is a fit to the data. The fit function is a Maxwell-Boltzmann distribution converted into a time distribution.
so the maximum force is more than 13 times larger than the maximum force for the $2^{3} \mathrm{~S} \rightarrow 2^{3} \mathrm{P}$ transition. The saturation parameter for the dye laser is chosen to be small $\left(s_{0}=1\right)$ in order not to disturb the MOT appreciably.

The MOT is visible as an orange cloud and the fluorescence is imaged onto a $752 \times 582$ pixels CCD camera via a lens inside the vacuum. A CCD image of the MOT is shown in figure 3.5 (a) and a horizontal cut through it in figure 3.5 (b). For a low density MOT the density profile can be shown to be Gaussian [26]. The standard deviation of the Gaussian distribution is conveniently called the width in what follows. We define $r_{x}$ to be the width of the MOT in the direction of the dye laser beam and $r_{y}$ the width in the direction perpendicular to this, but in the plane parallel to the two MOT coils. The width of the MOT perpendicular to this plane is called $r_{z}$. The dye laser beam elongates the MOT in the $x$ direction and since the magnetic field in the $z$ direction is twice as strong as the magnetic field in either the $x$ or $y$ direction the half width $r_{y}$ is $\sqrt{2}$ times larger than $r_{z}$. Taking all this into account we found $r_{x}=0.43 \mathrm{~mm}, r_{y}=0.26 \mathrm{~mm}$ and $r_{z}=0.18$ mm . Assuming that $r_{x}$ is equal to $r_{y}$ if the dye laser beam is turned off, the total


Figure 3.5 (a) CCD image of the MOT. (b) Horizontal cut through fi gure (a). The dots show the intensity of the fluorescence in arbitrary units and the solid line is a Gaussian fit to the dots.
volume of the MOT is $5.3 \cdot 10^{-5} \mathrm{~cm}^{3}$.
The total amount of fluorescence $f$ detected is 2.5 nW . The number of atoms
in the MOT can be derived from the fluorescence by using

$$
\begin{equation*}
N=\frac{f}{\eta_{d} \eta_{e} h \nu_{l} \rho_{e} \Gamma}, \tag{3.1}
\end{equation*}
$$

with $\eta_{d}=0.016$ the geometrical detection efficiency, $\eta_{e}=0.25$ is the detection efficiency accounting for losses from optical elements, $h \nu_{l}=3.377 \cdot 10^{-19} \mathrm{~J}$ is the energy of the $2^{3} \mathrm{P} \leftrightarrow 3^{3} \mathrm{D}$ photon and $\rho_{e}=0.05$ is the excited state fraction. The last parameter has been evaluated by numerically solving the optical Bloch equations for a three-level system. The number of atoms is $1.7 \cdot 10^{5}$, which is consistent with the number of atoms estimated from the TOF measurement. The central density of the MOT is about $3 \cdot 10^{9} \mathrm{~cm}^{-3}$.

The relation between the MOT temperature $T$ and the mean square radius $\left\langle r^{2}\right\rangle$ of the MOT is given by [26]

$$
\begin{equation*}
\frac{1}{2} k_{B} T=\frac{1}{2} \kappa\left\langle r^{2}\right\rangle, \tag{3.2}
\end{equation*}
$$

with $k_{B}$ Boltzmann's constant. The spring constant $\kappa$ can be estimated to be $\kappa=1.02 \cdot 10^{-20} \mathrm{~kg} \mathrm{~s}^{-2}$ by using equation 2.9 with $s_{0}=70$ and $\delta_{l}=-8.6 \Gamma$. The MOT temperature is then $T=0.5 \mathrm{mK}$ which is almost four times lower than the temperature observed in the TOF measurement. The calculated temperature is only a rough estimate, since equation 3.2 is only valid for two-level atoms, which is clearly not the case for $\mathrm{He}^{*}$.

### 3.5 The probe laser setup

Once a sample of cold atoms is created with the setup described in the previous sections an additional laser is used for the photoassociation experiments. This laser is called the probe laser. It is scanned in frequency and the ionization signal caused by Penning collisions inside the MOT can be studied as a function of the probe laser frequency.

The probe laser is of the same type as all the other diode lasers mentioned in this thesis. An overview of the probe laser setup is shown in figure 3.6. The probe laser beam is directed onto the MOT cloud, because the maximum number of atom pairs can be excited by the light when the overlap between the MOT cloud and the probe laser beam is optimized. If a higher laser intensity is needed at the position of the MOT the laser beam can be focused by a lens. In the high intensity experiments we actually used a telescope composed of two lenses with a focal
length of 300 mm . In this way the position of the focus of the laser beam can be varied over a large range. For low probe laser intensities a $\lambda / 2$ retardation plate is used to reduce the polarization component transmitted by a polarizing beam splitter cube. The transmitted laser beam is used as the probe laser beam.

The atoms in the MOT will be blown away when the probe laser frequency is near the $2^{3} \mathrm{~S}_{1} \rightarrow 2^{3} \mathrm{P}_{0,1,2}$ transitions. Although the laser beam is not retroreflected, an optical isolator is placed right behind the probe laser in order to reduce frequency instabilities due to reflections back into the laser diode (figure 3.6). Two beam splitters split off $5 \%$ of the light from the main laser beam. One


Figure 3.6 Top view of the probe laser setup. In the fi gure OI stands for optical isolator, BS for a $5 \%$ beam splitter, PBS for polarizing beam splitter, $\lambda / 4$ for quarter wave plate, FPI for Fabry-Pérot interferometer, MCP for microchannel plates and $L$ for lens.
beam runs through a Fabry-Pérot interferometer (FPI) with a free spectral range of about 2 GHz and is detected by a photo diode. This is used for the relative frequency reference. The other laser beam runs through a saturated absorption spectroscopy setup and is used for the absolute frequency reference. A sinusoidal
voltage with a frequency of 2.3 kHz applied to the probe laser modulates the laser frequency. The signal from the photo diode in the saturated absorption spectroscopy setup is fed to a lock-in amplifier together with a reference signal of the same frequency. The output of the lock-in amplifier and the FPI signal are both digitized with an ADC module in a computer and recorded simultaneously with the MOT ionization signal.

The probe laser frequency is scanned with a sawtooth modulation over a period of typically 100 s . The frequency tuning of the diode laser is $290 \mathrm{MHz} /$ Volt. The frequency is usually scanned over several GHz around the $2^{3} \mathrm{~S}_{1} \rightarrow 2^{3} \mathrm{P}_{0,1,2}$ atomic transitions. The FPI peaks are used as relative frequency markers and the Lamb dip in the output of the lock-in amplifier as an absolute frequency marker. This allows us to calibrate the frequency scale.

### 3.6 Conclusions

We have built a MOT for metastable helium, which is loaded from a liquid helium cooled DC discharge source. The atoms leave the source with a mean velocity of $300 \mathrm{~m} / \mathrm{s}$ and are slowed down by a counter-propagating laser beam. The required Zeeman shift to keep the atoms in resonance with the laser light is provided by the MOT magnetic field. We trap a few times $10^{5}$ atoms in the MOT at a density of $3 \cdot 10^{9} \mathrm{~cm}^{-3}$. The volume of the MOT cloud is about $5 \cdot 10^{-5} \mathrm{~cm}^{3}$. With TOF techniques the temperature of the atoms in the trap is determined to be 1.9 mK .

## Chapter 4

## Molecular symmetries of the $\mathbf{H e}\left(2^{3} \mathbf{S}\right)+\mathbf{H e}\left(2^{3} \mathbf{S}, 2^{3} \mathbf{P}\right)$ system

### 4.1 Introduction

A molecular Hamiltonian is invariant under certain symmetry transformations, which allows a classification of the molecular eigenstates. Angular momenta play an important role in identifying the symmetry of a molecular state. The most simple molecules are homo-nuclear diatomic molecules, which means that the molecule consists of two atoms with identical nuclei. This is the case for the $\mathrm{He}\left(2^{3} \mathrm{~S}\right)+\mathrm{He}\left(2^{3} \mathrm{~S}, 2^{3} \mathrm{P}\right)$ collision systems. In this thesis we will mainly study the long range behavior of these collision systems that are often referred to as quasimolecules. The purpose of this chapter is to provide a theoretical background to understand the terminology used in the next chapters. In section 4.2 the Hund's cases and some symmetry operations are discussed. In section 4.3 Hund's case (a) wave functions for the $\mathrm{He}-\mathrm{He}$ system are constructed and in section 4.4 the connection with Hund's case (c) wave functions is made. Section 4.5 deals with the molecular potentials and the rotational corrections. Finally, in section 4.6 the selection rules for dipole transitions are outlined.

### 4.2 Hund's cases and symmetry rules

The Hund's cases are discussed in section 4.2.2 and the symmetry rules are derived in section 4.2.3. Before this it is convenient to define which angular momenta are involved in diatomic molecules.

### 4.2.1 Angular momenta

Suppose, the molecule consists of two atoms $a$ and $b$. Atom $a$ has an electronic orbital angular momenta $\mathbf{l}_{a}$, and an electronic spin angular momentum $\mathbf{s}_{a}$, which add up to a total electronic angular momentum $\mathbf{j}_{a}=\mathbf{l}_{a}+\mathbf{s}_{a}$. The projections of $\mathbf{l}_{a}$, $\mathbf{s}_{a}$ and $\mathbf{j}_{a}$ on the internuclear axis are $m_{a}^{l}, m_{a}^{s}$ and $m_{a}^{j}$. Similar angular momenta can be defined for atom $b$ with the indices $a$ replaced by $b$. The total electronic orbital angular momentum is $\mathbf{L}=\mathbf{l}_{a}+\mathbf{l}_{b}$ and the total electronic spin angular momentum is $\mathbf{S}=\mathbf{s}_{a}+\mathbf{s}_{b}$. These add up to the total electronic angular momentum $\mathbf{j}=\mathbf{L}+\mathbf{S}$. The nuclear spin angular momentum $\mathbf{I}$ does not play a role here, since we are dealing with ${ }^{4} \mathrm{He}$ with $I=0$ ( $I$ is the quantum number associated with the operator $\mathbf{I}$ ). The nuclei can rotate around the center of mass of the molecule and this introduces the rotational angular momentum 1 , which is perpendicular to the internuclear axis. Finally, the total molecular angular momentum is denoted by $\mathbf{J}=\mathbf{j}+\mathbf{l}$. Since $\mathbf{l}$ is perpendicular to the internuclear axis, $\mathbf{J}$ and $\mathbf{j}$ must have the same projection on the internuclear axis: $M^{j}=m_{a}^{j}+m_{b}^{j}$.

### 4.2.2 Hund's cases

When symmetry operations in molecules are discussed, it is convenient to define two different coordinate frames: the space-fixed frame and the molecule-fixed frame [28]. The space-fixed frame with the axes $X, Y$ and $Z$ is transformed to the molecule-fixed frame with the axes $x, y$ and $z$ by the rotation

$$
\begin{equation*}
\mathbf{R}(\phi, \theta, \chi)=\exp \left(-i \phi J_{Z}\right) \exp \left(-i \theta J_{Y}\right) \exp \left(-i \chi J_{Z}\right), \tag{4.1}
\end{equation*}
$$

where $\phi, \theta$ and $\chi$ are the Euler angles, as indicated in figure 4.1, and $J_{Y}$ and $J_{Z}$ are the $Y$ and $Z$ components of the total molecular angular momentum. The molecular axis (internuclear axis) is chosen to be the $z$ axis. In this thesis the symmetries of the molecules will be described in the molecule-fixed frame. In section 4.5.3 rotational corrections to the molecular energies are discussed.

The molecular Hamiltonian consists of various interaction terms, but here only the most important are taken into account. At long internuclear distances ( $>500$ $\left.a_{0}\right)$ the fine structure interaction is larger than the electrostatic interaction. At these internuclear distances the so called Hund's case (c) applies. The fine structure interaction gives rise to couplings between molecular states with different $\mathbf{L}$ and S. It can be shown that the electronic Hamiltonian commutes with the operator $j_{z}$ [29]. This means, that an eigenstate of $j_{z}$ is also an eigenstate of the Hamiltonian and hence $M^{j}$ is a good quantum number. We consider the reflection


Figure 4.1 The space-fi xed frame $X Y Z$ and the body-fi xed frame $x y z$ related to each other through the Euler angles $\phi, \theta$ and $\chi$. The line $N$ in the fi gure indicates the intersection of the $X Y$ plane and the $x y$ plane. The $Y$ axis transforms into $N$ after the rotation over $\phi$ around $Z$.
of this eigenstate through a plane containing the internuclear axis $z$. The reflection operator is denoted by $\sigma_{v}(x z)$. The eigenstate with quantum number $M^{j}$ is transformed into the state with quantum number $-M^{j}$, because $\mathbf{j}$ is an axial vector and hence changes sign under this transformation. Since $\sigma_{v}(x z)$ commutes with the Hamiltonian, these states are degenerate. If $M^{j}=0$ the eigenstate is converted into the same eigenstate with a multiplication factor and since $\left(\sigma_{v}(x z)\right)^{2}$ brings the molecule back into its original state, this multiplication factor must be either +1 or -1 . The molecular states are indicated with $\Omega=\left|M^{j}\right|$ and it can take the values $0,1,2$ etc. The $\Omega=0$ states have the $\pm$ symmetry under the reflection operation. It should be noted that this $\pm$ symmetry is assigned to the non-rotating part of the wave function. When rotation is taken into account, the reflection symmetry of the wave function changes.

Furthermore, homo-nuclear systems have an additional symmetry under the inversion $i_{e}$ of the electron's coordinates (not the spins) through the midpoint of the internuclear axis (center of mass). When this operation is carried out twice, the molecule returns to its original state. Hence its eigenvalues are $\pm 1$. Consequently, certain states have a positive symmetry under this inversion and these are
called gerade states. Other states have a negative symmetry and are called ungerade states. Summarizing, the Hund's case (c) states are indicated with the term symbols ${ }^{2 S+1} \Omega_{g / u}^{ \pm}$where $2 S+1$ is the spin multiplicity, $\pm$ indicates the reflection symmetry and $g / u$ stands for gerade/ungerade.

At short internuclear distances (in the region between $10-100 a_{0}$ ) the electrostatic splitting due to Coulomb interactions is dominant. Here the fine structure interaction is negligible compared to the electrostatic splitting and the Hamiltonian commutes with $j_{z}, L_{z}, \mathbf{S}^{2}$ and $S_{z}$ [29]. In this case, which is called the Hund's case (a), $M^{j}, M^{L}=m_{a}^{l}+m_{b}^{l}, S$ and $\Sigma=m_{a}^{s}+m_{b}^{s}$ are all good quantum numbers. States with $M^{L}$ and $-M^{L}$ are degenerate, except for $M^{L}=0$ states, which have the $\pm$ reflection symmetry under $\sigma_{v}(x z)$. It should be noted that the $\pm$ symmetry is assigned to the spatial part of the wave function. The rotational part and the spin part can change the symmetry of the wave function under the reflection operation. Gerade and ungerade symmetry also applies to Hund's case (a). The term symbols for the molecular states are ${ }^{2 S+1} \Lambda_{g / u}^{ \pm}$with $\Lambda=\left|M^{L}\right|$. In the term symbol $\Lambda$ can be denoted by $\Sigma, \Pi, \Delta$ and so on, corresponding to $\Lambda=0,1,2$.

### 4.2.3 Symmetry rules

We choose a basis set $\left|l_{a} m_{a}^{l} ; l_{b} m_{b}^{l}\right\rangle$ composed of the two atomic states $\left|l_{a} m_{a}^{l}\right\rangle$ and $\left|l_{b} m_{b}^{l}\right\rangle$. We ignore the spin part in this section, because it is not relevant for the derivation of the following symmetry rules. As mentioned before the diatomic molecule is symmetric under reflection in a plane containing the molecular axis $z$. The reflection symmetry is only relevant for $\Sigma$ states $\left(M^{L}=0\right)$ as pointed out in the previous section and this is the case when $m_{a}^{l}=-m_{b}^{l}$ or when $m_{a}^{l}=m_{b}^{l}=0$. Since reflection transforms states with $m_{a, b}^{l}$ into ones with $-m_{a, b}^{l}$, the $\Sigma^{ \pm}$states are linear combinations of products of the atomic wave functions:

$$
\begin{equation*}
\left|\psi_{\text {mol }}\left(\Sigma^{ \pm}\right)\right\rangle=\left|l_{a}+m ; l_{b}-m\right\rangle \pm\left|l_{a}-m ; l_{b}+m\right\rangle, \tag{4.2}
\end{equation*}
$$

with $|m|=\left|m_{a}\right|=\left|m_{b}\right|$. In the $\operatorname{He}\left(2^{3} \mathrm{~S}\right)+\operatorname{He}\left(2^{3} \mathrm{~S}\right)$ complex both atoms have $l=0$ and for $\mathrm{He}\left(2^{3} \mathrm{~S}\right)+\mathrm{He}\left(2^{3} \mathrm{P}\right)$ one atom has $l=0$ and the other $l=1$. The $\Sigma$ states can only be formed with $m_{a}^{l}=m_{b}^{l}=0$ and the symmetry can be determined as follows.

From group theory it is known that the reflection operator $\sigma_{v}(x z)$ performs the same operation as an inversion $i_{t}$ of all spatial coordinates with respect to the origin (midpoint of the internuclear axis) followed by a rotation $C_{2}(y)$ of $180^{\circ}$
about the $y$ axis (axis perpendicular to the internuclear axis) [28]. Inversion $i_{t}$ (the parity operator) of the atomic state $\left|l_{a} m_{a}\right\rangle$ gives

$$
\begin{equation*}
i_{t}\left|l_{a} m_{a}^{l}\right\rangle=(-1)^{\sum_{i} l_{i}}\left|l_{a} m_{a}^{l}\right\rangle \tag{4.3}
\end{equation*}
$$

where the sum is over the orbital angular momenta of the electrons at atom $a$. The factor $(-1)^{\sum_{i} l_{i}}$ is the atomic parity $\pi_{a}$. Applying the rotation $C_{2}(y)$ to $\left|l_{a} m_{a}\right\rangle$ yields

$$
\begin{equation*}
C_{2}(y)\left|l_{a} m_{a}^{l}\right\rangle=(-1)^{l_{a}-m_{a}^{l}}\left|l_{a}-m_{a}^{l}\right\rangle \tag{4.4}
\end{equation*}
$$

We can write down the same equations for atom $b$ and for the reflection operation on the molecular state $\left|l_{a} m_{a}^{l} ; l_{b} m_{b}^{l}\right\rangle$ we get

$$
\begin{equation*}
\sigma_{v}(x z)\left|l_{a} m_{a}^{l} ; l_{b} m_{b}^{l}\right\rangle=\pi_{a} \pi_{b}(-1)^{l_{a}+l_{b}-m_{a}^{l}-m_{b}^{l}}\left|l_{a}-m_{a}^{l} ; l_{b}-m_{b}^{l}\right\rangle \tag{4.5}
\end{equation*}
$$

Since $m_{a}^{l}=m_{b}^{l}=0$ the symmetry is given by $\pi_{a} \pi_{b}(-1)^{l_{a}+l_{b}}$ and this is always +1 for both $\mathrm{He}\left(2^{3} \mathrm{~S}\right)+\mathrm{He}\left(2^{3} \mathrm{~S}\right)$ and $\mathrm{He}\left(2^{3} \mathrm{~S}\right)+\mathrm{He}\left(2^{3} \mathrm{P}\right)$. Hence, for $M^{L}=0$ only $\Sigma^{+}$states can be constructed.

Next, we discuss the inversion $i_{e}$ of the electronic coordinates with respect to the origin (the center of mass of the nuclei). The gerade/ungerade symmetry (see previous subsection) only exists for homo-nuclear diatomic molecules. It is easy to see, that this operation is identical to the parity operator, $i_{t}$, followed by the inversion of the nuclei with respect to the origin, $i_{N}$. The first operation multiplies the molecular basis functions with $\pi_{a} \pi_{b}$. Applying $i_{e}$ to the basis functions yields

$$
\begin{equation*}
i_{e}\left|l_{a} m_{a}^{l} ; l_{b} m_{b}^{l}\right\rangle=\pi_{a} \pi_{b}\left|l_{b} m_{b}^{l} ; l_{a} m_{a}^{l}\right\rangle \tag{4.6}
\end{equation*}
$$

where the labels $a$ and $b$ are interchanged. Obviously, the basis functions are not eigenstates of the operator $i_{e}$ and linear combinations must be formed to achieve this.

### 4.3 Construction of molecular wave functions for helium

Helium has two electrons and consequently, a helium molecule has four electrons. Helium has two electrons and in the metastable state it has no filled shell, so both electrons are valence electrons. Consequently, a helium molecule has four valence electrons. For helium it is more complicated to construct wave functions with the right symmetries than for alkali dimers, which only have two valence electrons. The Pauli principle states that the wave function must change sign
when two electrons are interchanged. When two electrons are interchanged in $\mathrm{He}\left(2^{3} \mathrm{~S}\right)+\mathrm{He}\left(2^{3} \mathrm{~S}, 2^{3} \mathrm{P}\right)$ molecules the atomic spin states can change to singlet spin states which completely changes the collision system. Nevertheless, the exchange of two electrons from atom $a$ to atom $b$, and vice versa, should leave the wave function unchanged, since an electron pair is a boson. According to [30] it is not allowed to separate the orbital and the spin part for molecules with more than two electrons, but we still use it here since we are only interested in the symmetry properties of the electronic wave functions. First we will discuss the spin states for molecular helium.

### 4.3.1 Spin states in molecular helium

Both helium atoms have $s=1$ and $m^{s}=-1,0,1$. These quantum numbers are defined in section 4.2.1. The total spin can take the values $S=0,1,2$ with $S=s_{a}+s_{b}$. The $|S \Sigma\rangle=|22\rangle$ spin state can be constructed easily: all four electrons must have spin up. If we define $\Uparrow$ for $m^{s}=+1$, $\Leftrightarrow$ for $m^{s}=0$ and $\Downarrow$ for $m^{s}=-1$, this state can be written as $|S \Sigma\rangle=\Uparrow \Uparrow$. The spin states $|2 \Sigma\rangle$ with $\Sigma=1,0,-1$ and -2 can be found by applying the $S_{-}=s_{a-}+s_{b-}$ operator. The $s_{-}$operators are given by

$$
\begin{equation*}
s_{-}\left|s m^{s}\right\rangle=\left[\left(s+m^{s}\right)\left(s-m^{s}+1\right)\right]^{1 / 2}\left|s m^{s}-1\right\rangle . \tag{4.7}
\end{equation*}
$$

The eigenstate $|S=2 \Sigma=1\rangle$ is found to be $|21\rangle=\Uparrow \Leftrightarrow+\Leftrightarrow \Uparrow$. The state $|11\rangle$ must be a linear combination of $\Uparrow \Leftrightarrow$ and $\Leftrightarrow \Uparrow$ which is orthogonal to the $|21\rangle$ state. Hence, the $|11\rangle$ state must be $|11\rangle=\Uparrow \Leftrightarrow-\Leftrightarrow \Uparrow$. The other states in the $S=1$ multiplet are found by applying the $S_{-}$operator. Finally, the $|00\rangle$ state must be orthogonal to both the $|20\rangle$ and $|10\rangle$ states. Summarizing, using this procedure one can construct 5 quintet states, 3 triplet states and 1 singlet state and they are given by

$$
\left.\begin{array}{lll}
|1-1\rangle=\Leftrightarrow \Downarrow-\Downarrow \Leftrightarrow & |00\rangle=\Downarrow \Uparrow-\Leftrightarrow \Leftrightarrow+\Uparrow \Downarrow & |10\rangle=\Uparrow \Downarrow-\Downarrow \Uparrow
\end{array} \quad\left|\begin{array}{ll}
|1+1\rangle=\Uparrow \Leftrightarrow-\Leftrightarrow \Uparrow \\
|2-2\rangle=\Downarrow \Downarrow & |2-1\rangle=\Leftrightarrow \Downarrow+\Downarrow \Leftrightarrow
\end{array} \quad\right| 20\right\rangle=\Uparrow \Downarrow+2 \Leftrightarrow \Leftrightarrow+\Downarrow \Uparrow 1
$$

It should be noted that the spin functions are not normalized here. It can be seen that the quintet states and the singlet state are symmetric for the exchange of an electron pair and the triplet state is antisymmetric. Since the total wave function must be symmetric for the exchange of an electron pair, this means that
the accompanying spatial wave functions must be symmetric and antisymmetric, respectively.

### 4.3.2 $\mathbf{H e}\left(2^{3} \mathbf{S}\right)+\mathrm{He}\left(2^{3} \mathbf{S}\right)$ wave functions

To construct wave functions for the $\mathrm{He}\left(2^{3} \mathrm{~S}\right)+\mathrm{He}\left(2^{3} \mathrm{~S}\right)$ states, Slater determinants can be used. In the $\mathrm{He}\left(2^{3} \mathrm{~S}\right)$ state one electron is in the $1 s$ state and the other in the $2 s$ state. They can have spin up or spin down. The atoms are identical, so $2^{4}=16$ different Slater determinants can be formed. This number corresponds to the 16 spin states that can be formed by four electrons. Only a subspace of 9 states, which are linear combinations of the Slater determinants, belong to the ${ }^{3} \mathrm{~S}-{ }^{3} \mathrm{~S}$ asymptote (the others belong to the ${ }^{1} \mathrm{~S}-{ }^{-} \mathrm{S}$ or ${ }^{1} \mathrm{~S}-{ }^{-1} \mathrm{~S}$ asymptote). The linear combinations of the Slater determinants must be constructed such that the oneelectron spins form the spin states as described in section 4.3.1. For example, the Slater determinant with all spins up can be written as
$\phi(1,2,3,4)=\sum_{i=1}^{24}(-1)^{N\left(P_{i}\right)} P_{i} \psi_{1 s}^{a}(1) \alpha(1) \psi_{2 s}^{a}(2) \alpha(2) \psi_{1 s}^{b}(3) \alpha(3) \psi_{2 s}^{b}(4) \alpha(4)$,
with $1,2,3$ and 4 denoting the electron's coordinates and $\alpha(i)$ is the one electron spinor for $m^{s}=+1 / 2$. The permutation operator $P_{i}$ rearranges the order of the four electrons and $N\left(P_{i}\right)$ is the number of permutations required to change the sequence ( $1,2,3,4$ ) into the new sequence. As can be seen from equation 4.8 this single determinant belongs to the wave function with the $|22\rangle$ spin state and no other determinants are possible. If we define a two-electron wave function as

$$
\begin{equation*}
\Upsilon_{1 s 2 s}^{a, b}(i, j)=\psi_{1 s}^{a, b}(i) \psi_{2 s}^{a, b}(j)-\psi_{1 s}^{a, b}(j) \psi_{2 s}^{a, b}(i), \tag{4.10}
\end{equation*}
$$

then, after rearrangement of the 24 terms in equation $4.9, \phi(1,2,3,4)$ can be rewritten as

$$
\begin{align*}
& \phi(1,2,3,4)=\left\{\Upsilon_{1 s 2 s}^{a}(1,2) \Upsilon_{1 s 2 s}^{b}(3,4)+\Upsilon_{1 s 2 s}^{a}(1,3) \Upsilon_{1 s 2 s}^{b}(2,4)+\right. \\
& \quad \Upsilon_{1 s 2 s}^{a}(1,4) \Upsilon_{1 s 2 s}^{b}(2,3)+\Upsilon_{1 s 2 s}^{a}(2,3) \Upsilon_{1 s 2 s}^{b}(1,4)+\Upsilon_{1 s 2 s}^{a}(2,4) \Upsilon_{1 s 2 s}^{b}(1,3)+ \\
& \left.\Upsilon_{1 s 2 s}^{a}(3,4) \Upsilon_{1 s 2 s}^{b}(1,2)\right\} \alpha(1) \alpha(2) \alpha(3) \alpha(4) . \tag{4.11}
\end{align*}
$$

Now we can define the four-electron wave function

$$
\begin{equation*}
\Theta_{1 s 2 s, 1 s 2 s}^{\alpha}((i, j),(k, l))=\Upsilon_{1 s 2 s}^{a}(i, j) \Upsilon_{1 s 2 s}^{b}(k, l)+\alpha \Upsilon_{1 s 2 s}^{a}(k, l) \Upsilon_{1 s 2 s}^{b}(i, j), \tag{4.12}
\end{equation*}
$$

where the wave function $\Theta_{m, n}^{\alpha}$ is the linear combination of one electron pair at nucleus $a$ while the other pair is at nucleus $b$ and vice versa. The indices $m$ and $n$ denote the atomic states. The index $\alpha$ (not to be confused with the one electron spinor) indicates the symmetry of this wave function when the electron pairs are interchanged. An electron pair is a boson so the spatial wave function must be symmetric, if the spin wave function is symmetric. Equation 4.11 can be reduced to

$$
\begin{align*}
\phi(1,2,3,4)= & \left\{\Theta_{1 s 2 s, 1 s 2 s}^{+}((1,2),(3,4))+\Theta_{1 s 2 s, 1 s 2 s}^{+}((1,3),(2,4))+\right. \\
& \left.\Theta_{1 s 2 s, 1 s 2 s}^{+}((1,4),(2,3))\right\} \alpha(1) \alpha(2) \alpha(3) \alpha(4) . \tag{4.13}
\end{align*}
$$

If one electron pair is indicated by $p$ and the other by $q$, the wave function can be further simplified to

$$
\begin{equation*}
\phi(p, q)=\Theta_{1 s 2 s, 1 s 2 s}^{+}(p, q) \Uparrow(p) \Uparrow(q) \tag{4.14}
\end{equation*}
$$

where the four electron wave function is generalized as

$$
\begin{equation*}
\Theta_{m, n}^{\alpha}(p, q)=\Upsilon_{m}^{a}(p) \Upsilon_{n}^{b}(q)+\alpha \Upsilon_{m}^{a}(q) \Upsilon_{n}^{b}(p), \tag{4.15}
\end{equation*}
$$

with $m, n$ the atomic states. All electrons are in the $s$ state so $\Lambda=0$. As was mentioned in section 4.2.3, all $\Sigma$ states have positive reflection symmetry. Equation 4.6 can be used to determine whether this is a gerade or ungerade state. Since $\pi_{a} \pi_{b}=1$ and equation 4.15 gives a factor $\alpha$ when the electrons of the two atoms are interchanged (note that $m=n$ ), this must be the $\Sigma=2$ component of the ${ }^{5} \Sigma_{g}^{+}$state.

The same considerations can be applied to all the $\mathrm{He}\left(2^{3} \mathrm{~S}\right)+\mathrm{He}\left(2^{3} \mathrm{~S}\right)$ states and we obtain

$$
{ }^{5} \Sigma_{g}^{+}: \Theta_{1 s 2 s, 1 s 2 s}^{+}|2 \Sigma\rangle \quad{ }^{3} \Sigma_{u}^{+}: \Theta_{1 s 2 s, 1 s 2 s}^{-}|1 \Sigma\rangle \quad{ }^{1} \Sigma_{g}^{+}: \Theta_{1 s 2 s, 1 s 2 s}^{+}|0 \Sigma\rangle
$$

The wave functions are written in a similar fashion as done by Linder et al. [31] for the alkalis and the spin functions are given by equation 4.8.

### 4.3.3 $\quad \mathbf{H e}\left(2^{3} \mathbf{S}\right)+\mathrm{He}\left(2^{3} \mathbf{P}\right)$ wave functions

In a similar way the wave functions for the $\mathrm{He}\left(2^{3} \mathrm{~S}\right)+\mathrm{He}\left(2^{3} \mathrm{P}\right)$ asymptote can be constructed. In the Slater determinants the one-electron wave functions for each electron at either nucleus can be $\psi_{1 s}(i), \psi_{2 s}(i), \psi_{2 p_{-1}}(i), \psi_{2 p_{0}}(i)$ and $\psi_{2 p_{+1}}(i)$
combined with spin up or down. The index $i=1,2,3$ or 4 denotes the electron's coordinate. If atom $a$ is in the $1 s 2 s$ state and atom $b$ in the $1 s 2 p$ state, the number of possible states for the total wave function is $2 \times 2 \times 2 \times 6=48$. Here 2 accounts for the two possible $s$ states ( $m^{l}=0$ and $m^{s}= \pm 1 / 2$ ) and 6 is the number of possible $p$ states ( $m^{l}=-1,0,+1$ and $m^{s}= \pm 1 / 2$ ). With atom $a$ in the $1 s 2 p$ state and atom $b$ in the $1 s 2 s$ state the same number of states can be formed, resulting in a total of 96 states. Of these states $3 \times 3 \times 6=54$ connect to the ${ }^{3} \mathrm{~S}-{ }^{3} \mathrm{P}$ asymptote (the first two numbers are the number of spin states and 6 is the number of $p$ states at either nucleus $a$ or $b$ ), $3 \times 1 \times 6=18$ to the ${ }^{3} \mathrm{~S}-{ }^{1} \mathrm{P}$ asymptote, $1 \times 3 \times 6=18$ to the ${ }^{1} \mathrm{~S}-{ }^{3} \mathrm{P}$ asymptote and $1 \times 1 \times 6$ to the ${ }^{1} \mathrm{~S}-{ }^{1} \mathrm{P}$ asymptote. For the ${ }^{3} \mathrm{~S}-{ }^{3} \mathrm{P}$ asymptote 6 states belong to a singlet spin, 18 to 6 triplet states and 30 to 6 quintet states. Finally, $1 / 3$ of the states are $\Sigma$ states and $2 / 3$ are $\Pi$ states and both can have either gerade or ungerade symmetry.

Generally, one can show for the part of the wave function that depends on $\Lambda$, $S$ and $\Sigma$ that

$$
\begin{align*}
|\Lambda S \Sigma\rangle= & \left\{\Upsilon_{m}^{a}(p) \Upsilon_{n}^{b}(q)+(-1)^{S} \Upsilon_{m}^{a}(q) \Upsilon_{n}^{b}(p)+\right. \\
& \left.\pi_{a} \pi_{b}(-1)^{\sigma+S}\left(\Upsilon_{n}^{a}(p) \Upsilon_{m}^{b}(q)+(-1)^{S} \Upsilon_{n}^{a}(q) \Upsilon_{m}^{b}(p)\right)\right\}|S \Sigma\rangle \\
= & \left\{\Theta_{m, n}^{\alpha}(p, q)+\pi_{a} \pi_{b}(-1)^{\sigma+S} \Theta_{n, m}^{\alpha}(p, q)\right\}|S \Sigma\rangle \tag{4.16}
\end{align*}
$$

where $\sigma$ denotes the gerade/ungerade symmetry of the state. If $\sigma=0(1)$ the state is gerade (ungerade). Here, the definition of $\Theta_{m, n}^{\alpha}(p, q)$ is given by equation 4.15. Furthermore, $\alpha=(-1)^{S}$ and this can be derived by applying the permutation of two electron pairs to the wave function and using the symmetry properties of the Clebsch-Gordan coefficients. The multiplication factor for the second term in the right-hand side of equation 4.16 can be found by the inversion operation (equation 4.6). Equation 4.16 can be used to derive that

$$
\begin{aligned}
{ }^{5} \Sigma_{g}^{+} & :\left(\Theta_{1 s 2 s, 1 s 2 p_{0}}^{+}-\Theta_{1 s 2 p_{0}, 1 s 2 s}^{+}\right)|2 \Sigma\rangle \\
{ }^{5} \Sigma_{u}^{+} & :\left(\Theta_{1 s 2 s, 1 s 2 p_{0}}^{+}+\Theta_{1 s 2 p_{0}, 1 s 2 s}^{+}\right)|2 \Sigma\rangle \\
{ }^{3} \Sigma_{u}^{+} & :\left(\Theta_{1 s 2 s, 1 s 2 p_{0}}^{-}-\Theta_{1 s 2 p_{0}, 1 s 2 s}^{-}\right)|1 \Sigma\rangle \\
{ }^{3} \Sigma_{g}^{+} & :\left(\Theta_{1 s 2 s, 1 s 2 p_{0}}^{-}+\Theta_{1 s 2 p_{0}, 1 s 2 s}^{-}\right)|1 \Sigma\rangle \\
{ }^{1} \Sigma_{g}^{+} & :\left(\Theta_{1 s 2 s, 1 s 2 p_{0}}^{+}-\Theta_{1 s 2 p_{0}, 1 s 2 s}^{+}\right)|0 \Sigma\rangle \\
{ }^{1} \Sigma_{u}^{+} & :\left(\Theta_{1 s s, 1 s 2 p_{0}}^{+}+\Theta_{1 s 2 p_{0}, 1 s 2 s}^{+}\right)|0 \Sigma\rangle \\
{ }^{5} \Pi_{g} & :\left(\Theta_{1 s 2 s, 1 s 2 p_{ \pm 1}}^{+}-\Theta_{1 s 2 p_{ \pm 1}, 1 s 2 s}^{+}\right)|2 \Sigma\rangle \\
{ }^{5} \Pi_{u} & :\left(\Theta_{1 s 2 s, 1 s 2 p_{ \pm 1}}^{+}+\Theta_{1 s 2 p_{ \pm 1}, 1 s 2 s}^{+}\right)|2 \Sigma\rangle
\end{aligned}
$$

$$
\begin{aligned}
{ }^{3} \Pi_{u} & :\left(\Theta_{1 s 2 s, 1 s 2 p_{ \pm 1}}^{-}-\Theta_{1 s 2 p_{ \pm 1}, 1 s 2 s}^{-}\right)|1 \Sigma\rangle \\
{ }^{3} \Pi_{g} & :\left(\Theta_{1 s 2 s, 1 s 2 p_{ \pm 1}}^{-}+\Theta_{1 s 2 p_{ \pm 1}, 1 s 2 s}^{-}\right)|1 \Sigma\rangle \\
{ }^{1} \Pi_{g} & :\left(\Theta_{1 s 2 s, 1 s 2 p_{ \pm 1}}^{+}-\Theta_{1 s 2 p_{ \pm 1}, 1 s 2 s}^{+}\right)|0 \Sigma\rangle \\
{ }^{1} \Pi_{u} & :\left(\Theta_{1 s 2 s, 1 s 2 p_{ \pm 1}}^{+}+\Theta_{1 s 2 p_{ \pm 1}, 1 s 2 s}^{+}\right)|0 \Sigma\rangle
\end{aligned}
$$

### 4.4 Connection between Hund's case (a) and (c)

The molecular basis set introduced in section 4.2.3 together with the spin part form a basis set for the non-rotating molecule, composed of atomic states. This basis set is valid at short internuclear distances. At large internuclear distances new basis functions are needed because the fine structure interaction is not diagonal in the above mentioned basis set. The new basis functions are also composed of atomic states, but with the quantum numbers $j_{a}, j_{b}, m_{a}^{j}$ and $m_{b}^{j}$. They are given by

$$
\begin{equation*}
\left|\psi_{m o l}\right\rangle=\left|j_{a} m_{a}^{j} ; j_{b} m_{b}^{j}\right\rangle \tag{4.17}
\end{equation*}
$$

The new basis set can be expanded into the old basis set using Clebsch-Gordan coefficients. The molecular state $\left|j_{a} m_{a}^{j} ; j_{b} m_{b}^{j}\right\rangle$ can be written as

$$
\begin{align*}
\left|j_{a} m_{a}^{j} ; j_{b} m_{b}^{j}\right\rangle= & \sum_{m_{a}^{l}, m_{a}^{s}, m_{b}^{l}, m_{b}^{s}}(
\end{align*} \quad\left(l_{a} m_{a}^{l} ; s_{a} m_{a}^{s}\left|j_{a} m_{a}^{j}\right\rangle\left\langle l_{b} m_{b}^{l} ; s_{b} m_{b}^{s} \mid j_{b} m_{b}^{j}\right\rangle\right) .
$$

The basis functions $\left|j_{a} m_{a}^{j} ; j_{b} m_{b}^{j}\right\rangle$ can be separated with respect to their value of the quantum number $\Omega=\left|M^{j}\right|$ as shown below:

$$
\begin{array}{llll}
\Omega=0 & |(2 s) 10 ;(2 p) 00\rangle & |(2 s) 10 ;(2 p) 10\rangle & |(2 s) 1+1 ;(2 p) 1-1\rangle \\
& |(2 s) 1-1 ;(2 p) 1+1\rangle & |(2 s) 10 ;(2 p) 20\rangle & |(2 s) 1+1 ;(2 p) 2-1\rangle \\
& |(2 s) 1+1 ;(2 p) 1-1\rangle & & \\
\Omega=1 & |(2 s) 1+1 ;(2 p) 00\rangle & |(2 s) 10 ;(2 p) 1+1\rangle & |(2 s) 1+1 ;(2 p) 10\rangle \\
& |(2 s) 10 ;(2 p) 2+1\rangle & |(2 s) 1+1 ;(2 p) 20\rangle & |(2 s) 1-1 ;(2 p) 2+2\rangle \\
\Omega=2 & |(2 s) 1+1 ;(2 p) 1+1\rangle & |(2 s) 1+1 ;(2 p) 2+1\rangle & |(2 s) 10 ;(2 p) 2+2\rangle \\
\Omega=3 & |(2 s) 1+1 ;(2 p) 2+2\rangle & &
\end{array}
$$

The electron's state in parentheses indicates that for the wave functions in the equation above the $2 p$ electron is at nucleus $b$. The wave functions with the $2 p$ electron at nucleus $a$ also have to be included in the basis. The basis functions are
not eigenfunctions of the Hamiltonian and do not have the required symmetries. Linear combinations of the wave functions with the $2 p$ electron at nucleus $a$ and $b$ provide the gerade or ungerade symmetry. For $\Omega=0$ each gerade or ungerade state also has a definite reflection symmetry. For $\Omega \neq 0$ the states are doubly degenerate. Therefore, the total number of states is $2 \times 7\left(0_{g, u}\right)+2 \times 2 \times 6\left(1_{g, u}\right)$ $+3\left(2_{g, u}\right)+1\left(3_{g, u}\right)=54$ which is the same as the number of Hund's case (a) states we found in section 4.3.3. Clearly, the number of states connected to the $\mathrm{He}\left(2^{3} \mathrm{~S}\right)+\mathrm{He}\left(2^{3} \mathrm{P}\right)$ asymptote has to be the same in the two representations.

The total electronic angular momentum for the $2^{3} \mathrm{~S}$ atom is 1 and the $2^{3} \mathrm{P}$ atom can have a total electronic angular momentum of 0,1 and 2 . The fine structure interaction causes that states with different total electronic angular momenta for the $2^{3} \mathrm{P}$ atom have different asymptotic energies. Hence we have three different asymptotes namely the $\operatorname{He}\left(2^{3} \mathrm{~S}_{1}\right)+\operatorname{He}\left(2^{3} \mathrm{P}_{0,1,2}\right)$ asymptotes where the total electronic angular momentum for each atom is indicated with a subscript on the term symbol. For the $\mathrm{He}\left(2^{3} \mathrm{~S}_{1}\right)+\mathrm{He}\left(2^{3} \mathrm{P}_{0}\right)$ system with atom $a$ in the $2^{3} \mathrm{~S}_{1}$ state and atom $b$ in the $2^{3} \mathrm{P}_{0}$ state the multiplicity with $j_{a}=1$ and $j_{b}=0$ is $\left(2 j_{a}+1\right)\left(2 j_{b}+1\right)=3$. Clearly, the same holds when atom $a$ is in the $2^{3} \mathrm{P}_{0}$ state and atom $b$ is in the $2^{3} \mathrm{~S}_{1}$ state. In total we have $2 \times 3=6$ states connecting to the $\mathrm{He}\left(2^{3} \mathrm{~S}_{1}\right)+\mathrm{He}\left(2^{3} \mathrm{P}_{0}\right)$ asymptote. The same can be done for the $\mathrm{He}\left(2^{3} \mathrm{~S}_{1}\right)+\mathrm{He}\left(2^{3} \mathrm{P}_{1}\right)$ and the $\mathrm{He}\left(2^{3} \mathrm{~S}_{1}\right)+\mathrm{He}\left(2^{3} \mathrm{P}_{2}\right)$ asymptotes and this yields 18 and 30 states, respectively.

### 4.5 Molecular potential energies

The interaction Hamiltonian, which includes the most important interactions between two helium atoms is given by

$$
\begin{equation*}
H^{i n t}=H^{B O}+H^{f s}+H^{l}, \tag{4.19}
\end{equation*}
$$

where $H^{B O}$ is the electrostatic (Born-Oppenheimer) interaction potential, $H^{f s}$ is the fine structure interaction and $H^{l}$ is the rotational interaction. In the rest of this chapter atomic units will be used.

### 4.5.1 The Born-Oppenheimer interaction potential

For the calculation of the Born-Oppenheimer potentials we assume that the two $1 s$ electrons do not contribute to the interaction between the two atoms, since they are in the innermost shell and can not easily be polarized. The Born-Oppenheimer


Figure 4.2 Schematic picture of a diatomic molecule with two electrons. The vector $R$ is the internuclear displacement. The vector $\mathbf{r}_{a}$ is the position vector of electron 1 with respect to nucleus $a$ and $\mathbf{r}_{b}$ is the position vector of electron 2 with respect to nucleus $b$.
interaction potential is then given by

$$
\begin{equation*}
H^{B O}=\frac{1}{|\mathbf{R}|}+\frac{1}{\left|\mathbf{R}+\mathbf{r}_{b}-\mathbf{r}_{a}\right|}-\frac{1}{\left|\mathbf{R}+\mathbf{r}_{b}\right|}-\frac{1}{\left|\mathbf{R}-\mathbf{r}_{a}\right|} \tag{4.20}
\end{equation*}
$$

Here $\mathbf{R}$ is a vector from nucleus $a$ to $b, \mathbf{r}_{a}$ is the position of electron 1 with respect to nucleus $a$ and $\mathbf{r}_{b}$ is the position of electron 2 with respect to nucleus $b$. A schematic picture of the molecule is shown in figure 4.2. The first two terms in equation 4.20 represent the Coulomb repulsions between the two nuclei and the two electrons, respectively. The third term is the Coulomb attraction between nucleus $a$ and the electron at nucleus $b$ and the last term is the Coulomb attraction between nucleus $b$ and the electron at nucleus $a$. The interaction potential in equation 4.20 can be expanded in a Taylor series [32] and the lowest order term is the dipole-dipole interaction, $V^{d-d}$, which is given by

$$
\begin{equation*}
V^{d-d}(R)=\frac{\left(\mathbf{r}_{a} \cdot \mathbf{r}_{b}\right)-3\left(\mathbf{r}_{a} \cdot \hat{\mathbf{z}}\right)\left(\mathbf{r}_{b} \cdot \hat{\mathbf{z}}\right)}{R^{3}} \tag{4.21}
\end{equation*}
$$

with $\hat{\mathbf{z}}=\mathbf{R} / R$ the unit vector along the internuclear axis. The potential represents the interaction energy of two dipoles $\mathbf{d}_{a}=-\mathbf{r}_{a}$ and $\mathbf{d}_{b}=-\mathbf{r}_{b}$ located at $z=0$ and $z=R$, respectively.

The $\mathrm{He}\left(2^{3} \mathrm{~S}\right)+\mathrm{He}\left(2^{3} \mathrm{~S}\right)$ electrostatic potentials are not of much interest for the photoassociation process, since the potentials are essentially flat at the internuclear distances where photoassociation takes place. It can be shown that the expectation value of $V^{d-d}$ in equation 4.21 is zero, when wave functions as in equation 4.16 are used with the $1 s 2 s$ state for both $m$ and $n$. The lowest order interaction, which becomes non-zero, is the second order dipole-dipole interaction, which means that the interaction becomes

$$
\begin{equation*}
V^{S S}(R)=-C_{6} / R^{6} \tag{4.22}
\end{equation*}
$$

This interaction is called the van der Waals interaction. At large internuclear distances the interaction energy is very small. The $C_{6}$ dispersion coefficient has been calculated accurately [20].

The $\mathrm{He}\left(2^{3} \mathrm{~S}\right)+\mathrm{He}\left(2^{3} \mathrm{P}\right)$ electrostatic potentials are important in the photoassociation process. The expectation value of equation 4.21 is non-zero when wave functions as in equation 4.16 are used, with $m=1 s 2 s$ and $n=1 s 2 p$ and vice versa. Using $\pi_{a} \pi_{b}=-1$ and equations 4.16 and 4.21 one can show [33] that

$$
\begin{equation*}
V^{S P}(R)=(-1)^{S+\sigma+1} V_{\Lambda}(R), \tag{4.23}
\end{equation*}
$$

where

$$
\begin{align*}
V_{\Lambda}(R) & =\left\langle\psi_{2 s}^{a}(1) \psi_{2 p \Lambda}^{b}(2)\right| V^{d-d}(R)\left|\psi_{2 p \Lambda}^{a}(1) \psi_{2 s}^{b}(2)\right\rangle \\
& = \begin{cases}C_{3} / 3 R^{3} & \text { if } \Lambda= \pm 1 \\
-2 C_{3} / 3 R^{3} & \text { if } \Lambda=0\end{cases} \tag{4.24}
\end{align*}
$$

with $C_{3}=d^{2}$ and $d=\left\langle\psi_{2 s}\right| r\left|\psi_{2 p}\right\rangle$ the transition dipole moment for the $2 s \rightarrow 2 p$ transition in helium. From equations 4.23 and 4.24 it can be verified that the ${ }^{1} \Sigma_{g}^{+},{ }^{3} \Sigma_{u}^{+},{ }^{5} \Sigma_{g}^{+},{ }^{1} \Pi_{u},{ }^{3} \Pi_{g}$ and ${ }^{5} \Pi_{u}$ potentials are repulsive at short internuclear distances and the ${ }^{1} \Sigma_{u}^{+},{ }^{3} \Sigma_{g}^{+},{ }^{5} \Sigma_{u}^{+},{ }^{1} \Pi_{g},{ }^{3} \Pi_{u}$ and ${ }^{5} \Pi_{g}$ potentials are attractive. The dispersion coefficient $C_{3}$ is related to the spontaneous decay rate $\Gamma$ by [2]

$$
\begin{equation*}
\Gamma=\frac{4 \omega^{3} C_{3}}{9 c^{3}}, \tag{4.25}
\end{equation*}
$$

where $\omega$ is the transition frequency. The dispersion coefficient is given by Venturi et al. [52] and has the value 19.2307 a.u. From equation 4.25 we find that the spontaneous decay rate is 1.626 MHz .

### 4.5.2 The fine structure interaction

At large internuclear distances $\left(>500 a_{0}\right)$ the fine structure interaction within the atoms is more dominant than the electrostatic interaction. The fine structure interaction for metastable rare gases is much more complicated than for e.g. the alkalis, because for the metastable rare gases the core is not closed and for the alkalis it is. For helium the fine structure splittings do not satisfy the Landé intervals. The most dominant fine structure interactions are given by

$$
\begin{equation*}
H^{f s}=H^{S O}+H^{S S}+H^{S O O} \tag{4.26}
\end{equation*}
$$

In equation 4.26 the first term is the spin-orbit interaction, the second term is the spin-spin interaction and the last term is the spin-other orbit interaction [32].

The spin-orbit interaction is given by

$$
\begin{equation*}
H^{S O}=\sum_{i} \xi\left(r_{i}\right) \mathbf{l}_{i} \cdot \mathbf{s}_{i} \tag{4.27}
\end{equation*}
$$

where the summation runs over all four electrons in the two atoms, but only the $2 p$ electron contributes. Note, that here $\mathbf{l}_{i}$ and $\mathbf{s}_{i}$ are single electron angular momenta instead of the two electron angular momenta defined in section 4.2.1. The quantity $\xi\left(r_{i}\right)$ is defined as

$$
\begin{equation*}
\xi\left(r_{i}\right)=\frac{1}{2 r_{i}} \frac{d V}{d r_{i}} \tag{4.28}
\end{equation*}
$$

in atomic units and $V\left(r_{i}\right)$ represents the Coulomb interaction between the electron and the nucleus. The spin-spin interaction is given by

$$
\begin{equation*}
H^{S S}=2 \alpha^{2} \sum_{i<j}\left[\frac{\mathbf{s}_{i} \cdot \mathbf{s}_{j}}{r_{i j}^{3}}-3 \frac{\left(\mathbf{s}_{i} \cdot \mathbf{r}_{i j}\right)\left(\mathbf{s}_{j} \cdot \mathbf{r}_{i j}\right)}{r_{i j}^{5}}\right] \tag{4.29}
\end{equation*}
$$

where $\alpha$ is the fine structure constant and $r_{i j}$ is the distance between two electrons. The summation is over all pairs of electrons, but it is clear that the spin-spin interaction between two electrons of one atom is the dominant interaction. For helium this interaction is larger than the spin-orbit term. The spin-other orbit interaction,

$$
\begin{equation*}
H^{S O O}=\sum_{i<j} \xi^{\prime}\left(r_{i j}\right) \mathbf{l}_{i} \cdot \mathbf{s}_{j} \tag{4.30}
\end{equation*}
$$

is the interaction between the orbital angular momentum of one electron with the spin angular momentum of another electron. The $2 p$ electron is the only electron with non-zero orbital angular momentum, so the summation in equation 4.30
reduces to one term. The quantity $\xi^{\prime}\left(r_{i j}\right)$ is given by equation 4.28 with $V$ the Coulomb repulsion of the two electrons instead of the Coulomb attraction between an electron and a nucleus. For helium this interaction inverts the $2^{3} \mathrm{P}$ multiplet. This means for the energy $E$ of each state that $E\left(2^{3} \mathrm{P}_{0}\right)>E\left(2^{3} \mathrm{P}_{1}\right)>E\left(2^{3} \mathrm{P}_{2}\right)$.

The total fine structure interaction of equation 4.26 yields the following fine structure splittings $[34,35]$ :

$$
\begin{align*}
& \Delta_{1}=2.291 \mathrm{GHz} \quad \text { between } 2^{3} \mathrm{P}_{2} \text { and } 2^{3} \mathrm{P}_{1} \\
& \Delta_{0}=\Delta_{1}+29.617 \mathrm{GHz} \text { between } 2^{3} \mathrm{P}_{2} \text { and } 2^{3} \mathrm{P}_{0} \tag{4.31}
\end{align*}
$$

The molecular potentials including fine structure can be calculated by using the fine structure splittings. In the basis set $\left|j_{a} m_{a}^{j} ; j_{b} m_{b}^{j}\right\rangle$ the matrix elements $\left\langle H^{B O_{+}}\right.$ $\left.H^{f s}\right\rangle$ become

$$
\begin{align*}
\left\langle H^{B O}+H^{f s}\right\rangle= & \left\langle j_{a}^{\prime} m_{a}^{\prime} ; j_{b}^{\prime} m_{b}^{\prime}\right| H^{B O}\left|j_{a} m_{a} ; j_{b} m_{b}\right\rangle+ \\
& \Delta_{j_{b}} \delta_{j_{b}^{\prime} j_{b}} \delta_{m_{b}^{\prime} m_{b}} \delta_{j_{a}^{\prime} j_{a}} \delta_{m_{a}^{\prime} m_{a}} \tag{4.32}
\end{align*}
$$

where we assumed that the $2 p$ electron is at nucleus $b$. The $2^{3} \mathrm{P}_{2}$ energy is set to zero and $\Delta_{0,1}$ are given by equation 4.31. The first term on the right hand side of equation 4.32 can be evaluated in the basis set $\left|l_{a} m_{a}^{l} ; s_{a} m_{a}^{s}\right\rangle\left|l_{b} m_{b}^{l} ; s_{b} m_{b}^{s}\right\rangle$ by using equations 4.18 and 4.20. In this way the fine structure interaction of equation 4.26 is taken into account in an exact way. The matrix given by equation 4.32 is diagonalized at each internuclear distance and the eigenenergies connected to the $\mathrm{He}\left(2^{3} \mathrm{~S}_{1}\right)+\mathrm{He}\left(2^{3} \mathrm{P}_{2}\right)$ asymptote are shown in figure 4.3.

### 4.5.3 The rotational interaction

The rotational interaction is given by

$$
\begin{equation*}
H^{l}=\frac{1}{2 \mu R^{2}} \mathrm{l}^{2}, \tag{4.33}
\end{equation*}
$$

where $l$ is the rotational angular momentum introduced in section 4.2.1, $\mu$ is the reduced mass of the two atoms and $R$ is the internuclear distance. As shown in section 4.2.1 $\mathbf{l}$ can be written as $\mathbf{l}=\mathbf{J}-\mathbf{j}$ or $\mathbf{l}=\mathbf{J}-\mathbf{L}-\mathbf{S}$ and the rotational Hamiltonian of equation 4.33 becomes

$$
\begin{equation*}
H^{l}=\frac{1}{2 \mu R^{2}}\left(\mathbf{J}^{2}+\mathbf{j}^{2}-J_{+} j_{-}-J_{-} j_{+}-2 J_{z} j_{z}\right) \tag{4.34}
\end{equation*}
$$



Figure 4.3 Hund's case (c) potentials connecting to the $\operatorname{He}\left(2^{3} \mathrm{~S}_{1}\right)+\operatorname{He}\left(2^{3} \mathrm{P}_{2}\right)$ asymptote. The four figures show the potentials for the four different $\Omega$ values. The distances are in atomic units.
or

$$
\begin{align*}
H^{l} & =\frac{1}{2 \mu R^{2}}\left\{\left(\mathbf{J}^{2}-J_{z}^{2}\right)+\left(\mathbf{L}^{2}-L_{z}^{2}\right)+\left(\mathbf{S}^{2}-S_{z}^{2}\right)+\right. \\
& \left.\left(L_{+} S_{-}-L_{-} S_{+}\right)-\left(J_{+} L_{-}-J_{-} L_{+}\right)-\left(J_{+} S_{-}-J_{-} S_{+}\right)\right\} \tag{4.35}
\end{align*}
$$

The last two terms of equation 4.35 couple the rotational and the electronic degrees of freedom. These terms are called the Coriolis coupling terms.

It should be noted that the molecule-fixed components of the total angular momentum obey anomalous commutation relations [28]. If the normal commutation rules are to hold the $J_{ \pm}$operators can be redefined as $J_{\mp}$. If the basis states are $\left|j M^{j} ; J M^{J}\right\rangle$ with $M^{j}$ and $M^{J}$ the projections of $\mathbf{j}$ and $\mathbf{J}$ on the molecular axis respectively (see section 4.2.1), the matrix elements of $\mathrm{l}^{2}$ (see equation 4.34) are
given by

$$
\begin{align*}
\left\langle\mathrm{l}^{2}\right\rangle= & \left(J(J+1)+j(j+1)-2 \Omega^{2}\right) \delta_{M^{j^{\prime} M^{j}}} \delta_{M^{J^{\prime}} M^{J}}- \\
& \sqrt{J(J+1)-M^{j} M^{j^{\prime}}} \sqrt{j(j+1)-M^{J} M^{J^{\prime}}} \delta_{M^{j^{\prime} M^{j}-1}} \delta_{M^{J^{\prime} M^{J}-1}}- \\
& \sqrt{J(J+1)-M^{j} M^{j^{\prime}}} \sqrt{j(j+1)-M^{J} M^{J^{\prime}}} \delta_{M^{j^{\prime} M^{j}+1}} \delta_{M^{J^{\prime} M^{J}+1}} \tag{4.36}
\end{align*}
$$

where we used $\Omega=\left|M^{j}\right|$ and $M^{j}=M^{J}$, since the projection of 1 on the molecular axis is always zero. It is clear that rotation couples molecular states with different $\Omega$. This can cause avoided crossings in the adiabatic potentials between states with different $\Omega$.

It can be seen that $M^{j^{\prime}}=M^{J^{\prime}}$, which would not have been the case if $J_{ \pm}$ was not replaced by $J_{\mp}$. In a first approximation we set $j$ (and therefore $\Omega$ ) equal to zero and the rotational Hamiltonian becomes diagonal with rotational energies

$$
\begin{equation*}
E^{r o t}=\frac{1}{2 \mu R^{2}} J(J+1) . \tag{4.37}
\end{equation*}
$$

A second approximation can be made by neglecting the last two terms in equation 4.36 and the rotational Hamiltonian is again diagonal with rotational energies

$$
\begin{equation*}
E^{\text {rot }}=\frac{1}{2 \mu R^{2}}\left(J(J+1)+j(j+1)-2 \Omega^{2}\right) . \tag{4.38}
\end{equation*}
$$

In our calculations the basis set is composed of the angular momenta of the separate atoms ( $j_{a}, j_{b}, m_{a}^{j}$ and $m_{b}^{j}$ ), so $j$ is not a good quantum number. The projection on the molecular axis $m_{a}^{j}+m_{b}^{j}$ is still conserved. Even though $j$ is not a good quantum number the expectation value of $\mathbf{j}^{2}$ can be evaluated in this basis set. In figure 4.4 the potentials for the $0_{u}^{-}$state connected to the $\mathrm{He}\left(2^{3} \mathrm{~S}_{1}\right)+$ $\mathrm{He}\left(2^{3} \mathrm{P}_{1}\right)$ are shown for the first and second approximation for $J$ values ranging from 0 to 3 . The potential curve without rotation is also shown but coincides with the first approximation for $J=0$. For states with $\Omega \neq 0$ the allowed values for $J$ are given by the restriction that $J$ always has to be larger than one of its components so $J \geq \Omega$. For states with $\Omega=0$ selection rules can be derived using the fact that the ${ }^{4} \mathrm{He}$ nuclei are bosons. Hougen [29] showed that the permutation $P$ of the two nuclei in the space-fixed frame is equal to the rotation of the electronic coordinates in the molecular wave function. This operation is denoted by $C_{2}^{e}(y)$ where the subscript $e$ indicates that only electronic coordinates are transformed.


Figure 4.4 Rotational potential curves for the $0_{u}^{-}$long range state connected to the $\operatorname{He}\left(2^{3} \mathrm{~S}_{1}\right)+\mathrm{He}\left(2^{3} \mathrm{P}_{1}\right)$ asymptote. The dotted curves are the potentials in the first approximation and the solid curves are the potentials in the second approximation where $J=0,1,2,3$ from bottom to top. The lowest curve is the first approximation for $J=0$ coinciding with a dashed curve which represents the potential without rotation.

This is a different operator than the rotation of all coordinates (nuclei included), $C_{2}(y)$, mentioned in section 4.2.3. Since $C_{2}^{e}(y)=i_{e} \sigma_{v}(x z)$ we have

$$
\begin{equation*}
P\left|\psi_{\text {total }}(\Omega=0 J)\right\rangle=(-1)^{\sigma+s+J}\left|\psi_{\text {total }}(\Omega=0 J)\right\rangle \tag{4.39}
\end{equation*}
$$

where $\left|\psi_{\text {total }}(\Omega=0 J)\right\rangle$ is the total wave function including the nuclei and $s=1$ for $0^{-}$states and $s=0$ for all other states ( $s$ should not be confused with the spin quantum number). The factor on the right hand side of equation 4.39 must be 1 , so $\sigma+s+J$ must be even.

Furthermore, since the two $\operatorname{He}\left(2^{3} \mathrm{~S}\right)$ atoms are bosons, it can be shown that for gerade symmetries only even partial waves and for ungerade symmetries only odd partial waves contribute to the $\mathrm{He}\left(2^{3} \mathrm{~S}\right)+\mathrm{He}\left(2^{3} \mathrm{~S}\right)$ collisions. The wave function for a free state (the energy of the state is higher than the dissociation limit) can be expanded in partial waves. If $\left|\psi_{m o l}\right\rangle$ is the properly symmetrized part of the
wave function depending on the molecular quantum numbers, the scattering wave function $\left|\psi_{\text {scat }}\right\rangle$ can be written as

$$
\begin{equation*}
\left|\psi_{s c a t}\right\rangle=\sum_{l m_{l}}\left|\psi_{m o l}\right\rangle\left|(k) l m_{l}\right\rangle Y_{l m_{l}}^{*}(\hat{\mathbf{k}}), \tag{4.40}
\end{equation*}
$$

where $l$ is the nuclear rotational quantum number and $m_{l}$ is the projection of $l$ on the space-fixed axis. The wave vector $\mathbf{k}$ indicates the direction and magnitude of the relative motion of the two atoms.

The permutation of the two atoms is equal to the exchange of the two electron pairs followed by the exchange of the two nuclei. The exchange of the two electron pairs yields a factor +1 , since an electron pair is a boson. The exchange of the nuclei is equal to the inversion of the nuclei with respect to the center of mass followed by the exchange of the nuclear spins. The last operation yields a factor +1 , since ${ }^{4} \mathrm{He}$ has zero nuclear spin. Therefore, the permutation of the two atoms is equal to the nuclear inversion $i_{N}$. Since $i_{N}=i_{t} i_{e}$ and the parity operator $i_{t}$ acting on the wave function in equation 4.40 yields $\pi_{a} \pi_{b}(-1)^{l}$ [36], we find that $(-1)^{\sigma+l}=1$ for $\operatorname{He}\left(2^{3} \mathrm{~S}\right)+\operatorname{He}\left(2^{3} \mathbf{S}\right)$ collisions. Therefore, for gerade symmetries only even partial waves and for ungerade symmetries only odd partial waves contribute to the collision.

### 4.6 Molecular dipole transitions

In photoassociation the molecular complex in the ground state is excited to a bound excited state by absorption of a photon. We refer to the ground state by the $\mathrm{He}\left(2^{3} \mathrm{~S}\right)+\mathrm{He}\left(2^{3} \mathrm{~S}\right)$ complex and the excited state by the $\mathrm{He}\left(2^{3} \mathrm{~S}\right)+\mathrm{He}\left(2^{3} \mathrm{P}\right)$ complex. In the dipole approximation the coupling to the excited state by light is given by the interaction

$$
\begin{equation*}
V^{r a d}=-E \hat{\mathbf{e}} \cdot\left(\mathbf{r}_{a}+\mathbf{r}_{b}\right) \tag{4.41}
\end{equation*}
$$

where $E \hat{\mathbf{e}}$ is the electric field vector and $-\mathbf{r}_{a, b}$ is the dipole operator for the electron at nucleus $a, b$ respectively. Since the laser light drives the $2 s \rightarrow 2 p$ atomic transition, the two $1 s$ electrons are not considered here. Denoting $|\psi\rangle$ the ground state wave function and $\left|\psi^{\prime}\right\rangle$ the excited state wave function, the coupling matrix element is $\left\langle\psi^{\prime}\right| V^{r a d}|\psi\rangle$. The selection rules given in [37] can be summarized as follows:

$$
\begin{align*}
& \Delta J=0, \pm 1\left(J=0 \nrightarrow J^{\prime}=0\right), \Delta p=1, \Delta S=0, \Delta \Sigma=0 \\
& \Delta \Lambda=0, \pm 1, \Delta \Omega=0, \pm 1, \Delta \sigma=1, \Delta s=0 \tag{4.42}
\end{align*}
$$

The photon carries one unit of angular momentum and this is coupled to the total angular momentum, which yields $|J-1| \leq J^{\prime} \leq J+1$. Therefore, the transition $J=0 \rightarrow J^{\prime}=0$ is not allowed. The selection rule $\Delta p=1$ means that the parity of the wave function changes in a dipole transition. The parity of the wave function is $(-1)^{p}=\pi_{a} \pi_{b}$. Since the dipole operator of equation 4.41 is antisymmetric, the $\left\langle\psi^{\prime}\right| V^{r a d}|\psi\rangle$ matrix elements are non-zero only when $|\psi\rangle$ and $\left|\psi^{\prime}\right\rangle$ have opposite parities.

The other selection rules can be derived by using equations 4.16 and 4.41. For the ground state we have $m=n=1 s 2 s, 1 s 2 s$ in equation 4.16 and for the excited state we have $m^{\prime}=1 s 2 s$ and $n^{\prime}=1 s 2 p_{\Lambda}$ where $\Lambda$ is the projection of $\mathbf{L}$ on the internuclear axis. The dipole operator does not operate on the spin quantum numbers, so the selection rules $\Delta S=0$ and $\Delta \Sigma=0$ are readily found. The product $\hat{\mathbf{e}} \cdot \mathbf{r}_{a}$ can be evaluated in spherical components [32] which gives

$$
\begin{equation*}
\hat{\mathbf{e}} \cdot \mathbf{r}_{a}=\left(\frac{4 \pi}{3}\right)^{1 / 2} r_{a} \sum_{q=0, \pm 1} e_{q} Y_{1, q}\left(\theta_{a}, \phi_{a}\right) \tag{4.43}
\end{equation*}
$$

where $Y_{1, q}\left(\theta_{a}, \phi_{a}\right)$ are the spherical harmonics with $l=1$ and $m=q$. In equation $4.43 e_{ \pm 1}$ are the two circular components of the polarization vector and $e_{0}$ is the component of the polarization vector parallel to the internuclear axis. For the electron at nucleus $b$ a similar expression as equation 4.43 can be made. Using the properties of the spherical harmonics the angular part of $\left\langle\psi^{\prime}\right| V^{r a d}|\psi\rangle$ yields the selection rule $\Delta \Lambda=0, \pm 1$. This result, together with the selection rule $\Delta \Sigma=0$, yields the selection rule $\Delta \Omega=0, \pm 1$.

Evaluating the radial part of $\left\langle\psi^{\prime}\right| V^{r a d}|\psi\rangle$ for the electron at nucleus $a$ and using equations 4.16 and 4.41 yields

$$
\begin{equation*}
\left\langle\psi^{\prime}\right| r_{a}|\psi\rangle=\frac{d}{2 \sqrt{2}}\left[(-1)^{S+S^{\prime}}+\pi_{a}^{\prime} \pi_{b}^{\prime}(-1)^{\sigma^{\prime}+S^{\prime}}\right] \tag{4.44}
\end{equation*}
$$

with $d=\left\langle\psi_{2 s}\right| r\left|\psi_{2 p}\right\rangle$ the transition dipole moment for the $2 s \rightarrow 2 p$ transition in helium. It should be noted, that the wave functions in equation 4.16 needed to be normalized before they were substituted into equation 4.44 . If we perform the same operation for the electron at nucleus $b$, we find that

$$
\begin{equation*}
\left\langle\psi^{\prime}\right| r_{b}|\psi\rangle=\frac{d}{2 \sqrt{2}}\left[1+\pi_{a}^{\prime} \pi_{b}^{\prime}(-1)^{\sigma^{\prime}+S}\right] \tag{4.45}
\end{equation*}
$$

If we use that $S=S^{\prime}$ and $\pi_{a} \pi_{b}(-1)^{\sigma+S}=1$ for the ground state (see equation
4.16), we have

$$
\begin{equation*}
\left\langle\psi^{\prime}\right| r_{a}+r_{b}|\psi\rangle=\frac{d}{\sqrt{2}}\left[1+(-1)^{\Delta p+\Delta \sigma}\right] \tag{4.46}
\end{equation*}
$$

with $\Delta p$ the change in parity. Since the parity changes sign in a dipole transition, the inversion symmetry (denoted by $(-1)^{\sigma}$ ) must change sign, which means that only transitions between gerade and ungerade states are allowed. From equation 4.46 it can be seen that the maximum molecular dipole moment is $\sqrt{2}$ times the atomic dipole moment.

Finally, since the reflection symmetry of the states in equation 4.16 is given by $\pi_{a} \pi_{b}(-1)^{l_{a}+l_{b}}$ (see section 4.2.3), the reflection symmetry does not change in the dipole transition, which means $\Delta s=0$. This can be seen from the fact that both the parity $\pi_{a} \pi_{b}$ and the factor $(-1)^{l_{a}+l_{b}}$ change sign in a dipole transition.

## Chapter 5

## Photoassociation spectroscopy of $\mathbf{H e}\left(2^{3} \mathbf{S}_{1}\right)+\mathbf{H e}\left(2^{3} \mathbf{P}_{2}\right)$

### 5.1 Introduction

Photoassociation spectroscopy (PAS) of cold atoms can be used to determine long range potentials between two atoms with high precision, since the initial kinetic energy of the collision partners is very low. The radiative lifetime of the excited state can be determined from the information on the excited state potential [6, 7] and the $s$ wave scattering length can be determined from intensity profiles of photoassociation resonances [8]. Photoassociation spectroscopy has been applied to several alkali metal elements [38-40]. For the metastable rare gases only results for helium have been reported [41,43].

In section 5.2 the mechanism and the different detection methods are explained. In section 5.3 the experiments performed around the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ asymptote are discussed. In section 5.4 the accumulated phase analysis is applied to the trap loss measurements performed at ENS in Paris and to our ionization measurements. In section 5.5 the line profiles of the PAS resonances are analyzed and in section 5.6 we give our conclusions.

### 5.2 The PAS mechanism

The mechanism of PAS is schematically shown in figure 5.1. Two free $\operatorname{He}\left(2^{3} \mathrm{~S}_{1}\right)$ atoms approach each other at long range and the relative kinetic energy distribution has a width $\Delta E$ corresponding to the temperature of the atoms in the MOT. Laser light with a detuning $\Delta$ from the atomic resonance $2^{3} \mathrm{~S}_{1} \rightarrow 2^{3} \mathrm{P}_{2}$ is resonant


Figure 5.1 Schematic picture of the PAS process. The ground state potential is denoted with $\mathrm{S}+\mathrm{S}$ and the excited state potential with $\mathrm{S}+\mathrm{P}$. The initial kinetic energy spread $\Delta E$ is represented by the dark shaded area. The light shaded area indicates the internuclear distances at which Penning ionization (PI) may occur. The detuning $\Delta$ from atomic resonance dictates the Condon radius $R_{C}$ at which the system can be excited to the $\mathrm{S}+\mathrm{P}$ potential by absorption of a photon with energy $h \nu$. A typical ground state wave function and an excited state wave function are shown. The peaks in the ion spectrum on the left coincides with the vibrational levels shown.
with the collision system at an internuclear distance $R_{C}$ (the Condon radius) and the atoms can be excited from the $\mathrm{S}+\mathrm{S}$ potential, which is considered the ground state, to the $\mathrm{S}+\mathrm{P}$ potential.

The system can be either resonantly excited to a bound state (ro-vibrational level in the excited state potential) or off-resonantly, which is called an optical collision. At small internuclear distances the system can ionize due to Penning ionization (PI) depending on the total spin. In the singlet and triplet states the
collision system ionizes with a high probability ( $>80 \%$ ), whereas in the quintet state ionization is forbidden due to spin conservation rules. In optical collisions the amplitude of the wave function is reduced at short range because of PI and the outgoing wave function is not interfering destructively with the incoming wave function. Even though optical collisions are not resonant excitations, there is considerable overlap between the ground state wave function and the excited state wave function. If the probe laser frequency is scanned from below atomic resonance towards atomic resonance, the Condon radius moves to larger internuclear distances and more partial waves contribute to the collision. This means that more atoms are accelerated towards each other and ionize at short internuclear distance. Therefore the background ionization signal increases when the laser frequency is scanned from below atomic resonance towards atomic resonance.

The PAS resonances can be detected in different ways. In our experiments the detection of ions is used. Ion detection has been applied to several alkali metal systems but the ionization mechanism is very different from the ionization mechanism in metastable rare gases. The metastable rare gases can ionize in the ground state and the singly-excited state through PI. In alkali metal systems the quasi-molecule is either excited to a doubly-excited state ( $\mathrm{P}+\mathrm{P}$ potential) by absorption of two photons and auto-ionizes at short internuclear distances or is directly photo-ionized from the singly-excited state ( $\mathrm{S}+\mathrm{P}$ potential) by absorption of a photon of sufficient energy at short internuclear distances. The disadvantage of measuring ions for metastable rare gases in a MOT is the huge background signal induced by the trapping laser. This is circumvented in our experiments by switching the trap on and off and only measuring the ions in the trap-off period. The trap-off period should be short enough, so that the atoms in the MOT do not fly apart.

A second detection method is measuring the fluorescence of the MOT as a function of the probe laser frequency. When the collision system is excited to a ro-vibrational state, the atoms are accelerated towards each other and can ionize at short internuclear distances or the molecule can decay to the ground state by spontaneous emission of a photon. In PI, which is only present in metastable rare gas elements, none of the products $\left(\mathrm{He}\left({ }^{1} \mathrm{~S}_{0}\right), \mathrm{He}^{+}\right.$or $\left.\mathrm{He}_{2}^{+}\right)$is contained in the MOT. Spontaneous emission occurs for both alkali metals and metastable rare gas elements. The molecule decays to the $\mathrm{S}+\mathrm{S}$ potential, whereby the atoms keep the kinetic energy gained in the excited state according to the Franck-Condon principle. If the kinetic energy is higher than the trap depth, the atoms are lost from the trap. This mechanism is called radiative escape (RE) [42]. Both PI
and RE lead to trap loss and this can be observed by a decrease in the MOT fluorescence. Especially for alkali metal elements the ionization measurements are favorable over trap loss measurements due to the absence of a background signal which provides a very good signal to noise ratio.

In the Leduc group at ENS in Paris photoassociation is studied in a magnetic trap at temperatures just above the transition to Bose-Einstein condensation (typically $5 \mu \mathrm{~K}$ ) [43]. Since a particle detector is not installed in their setup and atoms trapped in a magnetic trap do not fluoresce, they apply absorption imaging of the trapped cloud. The probe laser illuminates the cloud for a few ms and after this period the cloud is released and imaged onto a CCD camera using destructive absorption imaging. The number of atoms in the trap, the density and the temperature are derived from these measurements. For each different frequency of the probe laser pulse the magnetic trap has to be loaded and imaged, which takes tens of seconds, so this is a very time consuming experiment. The advantage of measurements in a magnetic trap at these temperatures is the extremely narrow widths of the PAS resonances. These widths are only determined by ionization, the probe laser linewidth and the molecular linewidths. In our case the widths of the PAS resonances are primarily determined by ionization and the temperature of the MOT cloud.

### 5.3 Measurements around the $2^{3} \mathbf{S}_{1}-2^{3} \mathbf{P}_{2}$ asymptote

This section deals with the PAS experiments performed around the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ asymptote. In section 5.3.1 the experiments are discussed, and in section 5.3.2 the results are shown. In section 5.3.3 the frequency calibration is discussed and in section 5.4 the analysis is done.

### 5.3.1 Experiments

The experiments are performed in a MOT containing about $10^{5}$ atoms at a temperature of 1.9 mK . The trap is loaded from a DC discharge source cooled with liquid helium. The slowing laser beam is counter-propagating the atomic beam and the atoms are slowed down from an average velocity of about $300 \mathrm{~m} / \mathrm{s}$ to a velocity below the capture velocity of the MOT. The required Zeeman shift during the slowing process is provided by the MOT magnetic field. Both the slowing laser and the trapping laser are locked just below the $2^{3} \mathrm{~S}_{1} \rightarrow 2^{3} \mathrm{P}_{2}$ atomic transition using saturated absorption spectroscopy as described in section 3.3. The
slowing laser and the trapping laser operate at a detuning of -54 MHz and -14 MHz , respectively.

The probe laser setup is shown in figure 3.6 in chapter 3. The probe laser frequency is scanned from below to above the $2^{3} \mathrm{~S}_{1} \rightarrow 2^{3} \mathrm{P}_{2}$ atomic transition within a period of typically 100 s . The maximum frequency range that can be covered is about 25 GHz . The lens in figure 3.6 is actually a telescope consisting of two lenses with focal lengths of +300 mm . The intensity of the probe laser can be varied by changing the distance between the two lenses or by rotating a $\lambda / 2$ plate in front of a polarizing beam splitter cube, thereby changing the intensity of the transmitted laser beam. Part of the probe laser beam is going through a FabryPérot interferometer (FPI) and the FPI peaks are used for the relative frequency calibration. Another part of the probe laser beam passes through an RF discharge cell and the Lamb dip is used for the absolute frequency calibration.

The MOT laser frequency is periodically switched from the trapping frequency to 350 MHz below the atomic resonance at a rate of 25 kHz , which means that the period that the laser is far detuned (trap-off period) is $20 \mu \mathrm{~s}$. The period that the laser is at trapping frequency (trap-on period) is also $20 \mu \mathrm{~s}$. The trap-off period is much shorter than one ms , which is the time scale on which the expansion of the MOT is considerable. On the other hand, it is much longer than the radiative lifetime of the $\mathrm{He}\left(2^{3} \mathrm{P}\right)$ state ( $98 \mathrm{~ns} \mathrm{)} \mathrm{in} \mathrm{order} \mathrm{to} \mathrm{make} \mathrm{sure} \mathrm{that} \mathrm{all} \mathrm{the}$ $\mathrm{He}\left(2^{3} \mathrm{P}\right)$ atoms decayed to the $\mathrm{He}\left(2^{3} \mathrm{~S}\right)$ state. This reduces the background ionization signal induced by the MOT laser, since the ionization rate for the $\mathrm{S}+\mathrm{P}$ system is two orders of magnitude larger than the ionization rate for the $\mathrm{S}+\mathrm{S}$ system. Consequently, this increases the signal to noise ratio. With this modulation the MOT laser is still locked using saturated absorption spectroscopy. The probe is either on continuously or can be switched with an acousto-optical modulator (AOM). In the latter case the first order Bragg reflection is used as the probe laser beam and is shifted +80 MHz in frequency. When the AOM is used the probe laser is off during the trap-on period and the MOT cloud is not disturbed significantly by the probe laser beam.

### 5.3.2 Results

A measurement of the ion rate as a function of the probe laser frequency is shown in figure 5.2. The probe laser beam is focused with the telescope and the saturation parameter is a few times $10^{4}$. The ion rate is recorded simultaneously with the FPI signal and the signal of the saturation spectroscopy setup. The position of the Lamb dip defines atomic resonance. For figure 5.2 twenty spectra are measured,
shifted according to the Lamb dip positions and averaged to increase the signal to noise ratio. The ion spectrum shown in figure 5.2 has the smallest signal to noise ratio we have ever measured. Usually the signal to noise ratio we measured is significantly larger. This varies from day to day and depends on the MOT alignment, vibrations in the setup and the temperature in the lab.

In figure 5.2 several peaks can be observed, which can be identified as vibrational states in the excited state potentials. Far below atomic resonance (in this case more than 4 GHz , but the detuning range depends on the probe laser intensity) the background ion signal consists of ions created in $\mathrm{S}+\mathrm{S}$ collisions, but also in $\mathrm{S}+\mathrm{P}$ collisions, since in the trap-off period the MOT laser is detuned only 350 MHz below atomic resonance and still induces $\mathrm{S}+\mathrm{P}$ collisions. When the probe laser is closer to resonance (a detuning of -4 GHz to -1 GHz ) the background ionization signal increases. This is attributed to optical collisions induced by the probe laser. The mechanism of optical collisions is described in section 5.2. Even closer to resonance (a detuning of -1 GHz to 0 GHz ) the radiation force caused by the probe laser begins to remove atoms from the MOT and eventually completely empties it. As can be seen from equation 2.1, the detuning range over which the probe laser causes trap loss induced by the radiation force depends on the intensity of the probe laser beam. In order to observe PAS resonances close to the atomic resonance the probe laser intensity is reduced. In figure 5.3 a long range scan with high probe laser intensity and a short range scan with low probe laser intensity are shown.

### 5.3.3 Frequency calibration

One important aspect in the analysis of photoassociation spectra is the calibration of the frequency scale. We use a near-confocal FPI for the relative frequency scale and a saturation spectroscopy setup to determine the atomic resonance. The FPI is home-built and the resonator is not perfectly confocal. The distance between the mirrors, $d$, and the radii of curvature of the mirrors, $R_{i}$ with $i=1,2$, are approximately 75 mm . The mode frequencies in a Fabry-Pérot interferometer with $d \neq R_{i}$ are given by [44]

$$
\begin{equation*}
\nu=\frac{c}{2 d}\left[q+\frac{1}{\pi}(m+n+1) \arccos \sqrt{g_{1} g_{2}}\right], \tag{5.1}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{i}=1-\frac{d}{R_{i}} \quad \text { with } i=1,2 \text {, } \tag{5.2}
\end{equation*}
$$



Figure 5.2 Ion spectrum as a function of the probe laser detuning from the $2^{3} \mathrm{~S}_{1} \rightarrow$ $2^{3} \mathrm{P}_{2}$ atomic transition. The saturation parameter is a few times $10^{4}$. Clear peaks are observed below resonance, which can be identifi ed as vibrational states in the excited state potentials. The detuning is in GHz and the ion rate in arbitrary units.
and $c$ is the speed of light. The longitudinal modes are given by $q=1,2$ etc. and the transverse modes by $m=n=0,1,2$ etc. Even transverse modes are defined as $m+n=2 p$ and odd transverse modes as $m+n=2 p+1$, where $p$ is an integer. The stability parameters $g_{1,2}$ in equation 5.2 determine whether the resonator is stable, which means that the light ray remains in the resonator even after an infinite number of round trips. The resonator is stable when $0 \leq g_{1} g_{2} \leq 1$.

For a perfect confocal FPI $d=R_{1}=R_{2}$ and from equation 5.2 we have $g_{1}=g_{2}=0$. Then $\arccos \sqrt{g_{1} g_{2}}=\pi / 2$ and it can be seen from equation 5.1 that the odd modes are exactly in between the even modes for a perfect confocal FPI. For a near-confocal FPI we have $g_{1} g_{2} \ll 1$, but not equal to zero. Then $\arccos \sqrt{g_{1} g_{2}} \approx \pi / 2$ and the odd modes are almost exactly in between the even modes. In this case the free spectral range (FSR) is defined as the frequency separation between two adjacent longitudinal modes with $m=n=0$ (modes


Figure 5.3 Ion spectra as a function of the probe laser detuning from the $2^{3} \mathrm{~S}_{1} \rightarrow 2^{3} \mathrm{P}_{2}$ atomic transition. In the left fi gure the scan is over about 25 GHz and a saturation parameter of $3 \cdot 10^{5}$ is used. In the right fi gure the scan is over only about 1 GHz and a saturation parameter of $1 \cdot 10^{2}$ is used.
with $m=n=0$ are called TEM Th $_{00}$ modes). This means that the FSR for our FPI is $c / 2 d \approx 2 \mathrm{GHz}$. It is desirable to have the $\mathrm{TEM}_{00}$ mode as the only mode in the resonator, since the modes are evenly spaced with a frequency separation of $c / 2 d$. This requires beam shaping, because the focus of the laser beam needs to be exactly in the center of the resonator and the wave fronts at the mirrors must be identical to the curvature of the mirrors [44]. This has not been done at the time the measurements were taken, which means that higher order transverse modes are observed in the Fabry-Pérot spectrum.

If $\Phi$ is the phase increment after a round trip in a FPI, then the transmitted intensity $I_{T}$ as a function of $\Phi$ is given by

$$
\begin{equation*}
I_{T}=\frac{I_{0}}{1+F \sin ^{2} \Phi / 2} \tag{5.3}
\end{equation*}
$$

where $I_{0}$ is the intensity of the incoming laser beam and the parameter $F$ is defined as $F=4 R /(1-R)^{2}$ with $R$ the reflectivity of the mirrors. The phase $\Phi$ is related to the laser frequency $\nu$ according to $\Phi=4 \pi d \nu / c$, since the optical path of a round trip in a FPI is $2 d$ in the approximation that the laser beam enters the FPI


Figure 5.4 Fabry-Pérot signal for a scan over approximately 5 GHz . The plus signs are the measured data and the dashed line is a fit to the data. The detuning is given in GHz with respect to the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ atomic resonance.
on axis.
The relative frequency scale is determined by fitting to the Fabry-Pérot spectrum two intensity profiles as in equation 5.3 shifted over approximately half the FSR with respect to each other. One of the profiles represents the even modes and the other the odd modes. Since the peaks in the measured intensity spectrum are asymmetric, the profiles as in equation 5.3 are multiplied with a Fourier series to account for the asymmetry. The scan rate of the probe laser frequency is assumed to be almost constant with a small non-linearity coefficient, depending on the linearity of the voltage ramp applied to the laser supply and the scan rate of the laser. Furthermore, the amplitude of the intensity profiles is assumed to be linearly dependent on the laser frequency, which is a reasonable assumption, since the current through the laser diode is varied in order to change the laser frequency and both the laser frequency and laser intensity depend linearly on the current. In figure 5.4 a measured Fabry-Pérot signal is shown together with a fit of the function as described above.

The scan rate is calibrated by using the fine splitting of the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ and the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ atomic resonances. A scan over these resonances is made and the scan rate is found from fitting the FPI signal. A fit of the derivative of a Lorentzian


Figure 5.5 The lock-in error signal as a function of the detuning from the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ atomic resonance. The figure on the left shows both Lamb dips corresponding to the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ and the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ atomic resonances. The cross-over peak, which is exactly between the two Lamb dips, is also clearly visible. On the right a fit of the derivative of a Lorentzian is shown.
to the saturation spectroscopy signal yields the frequency positions of the Lamb dips. From this and the fine structure splitting, which is 2.291 GHz (see equation 4.31 ), the FSR is found to be about 1.98 GHz . Note, that the frequency difference between two peaks in the FPI spectrum is approximately half this value. In figure 5.5 the saturation spectroscopy signal is shown as well as a fit to one of the Lamb dips. Although the fit is not perfect, the atomic resonance can be determined with sub- MHz accuracy. The spectra for each data file are shifted, so that the Lamb dips are all at zero detuning. Finally, the spectra are averaged to improve the signal to noise ratio.

As will be discussed in section 5.5 ionization and thermal broadening are expected to be the dominant line broadening mechanisms. The first mechanism introduces a Lorentzian line profile while the second causes an asymmetric line profile due to the kinetic energy distribution in the ground state. However, the measured line profiles do not have a typical Lorentzian shape or an asymmetric shape. In order to determine the positions of the peaks in the ionization spectra we have fitted Gaussian distributions to the peak profiles. In some cases two or three Gaussian distributions are fitted to peaks, that have shoulders on the sides and

| peak no. | $-\Delta$ <br> $(\mathrm{GHz})$ | $-\Delta$ <br> $(\mathrm{GHz})$ | peak no. | $-\Delta$ <br> $(\mathrm{GHz})$ | $-\Delta$ <br> $(\mathrm{GHz})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $13.57 \pm 0.07$ | 13.60 | 21 | $2.87 \pm 0.005$ | - |
| 2 | $(11.70 \pm 0.10)$ | - | 22 | $2.60 \pm 0.006$ | 2.59 |
| 3 | $(11.10 \pm 0.19)$ | - | 23 | $2.42 \pm 0.002$ | 2.42 |
| 4 | $(10.13 \pm 0.12)$ | - | 24 | $(2.28 \pm 0.016)$ | - |
| 5 | $(9.00 \pm 0.16)$ | - | 25 | $2.01 \pm 0.003$ | 2.00 |
| 6 | $8.94 \pm 0.03$ | 8.95 | 26 | $1.88 \pm 0.007$ | 1.88 |
| 7 | $7.44 \pm 0.03$ | 7.45 | 27 | $(1.83 \pm 0.008)$ | - |
| 8 | $7.01 \pm 0.03$ | - | 28 | $1.54 \pm 0.007$ | - |
| 9 | $(6.44 \pm 0.06)$ | - | 29 | $(1.39 \pm 0.007)$ | 1.37 |
| 10 | - | 5.90 | 30 | $1.28 \pm 0.004$ | 1.28 |
| 11 | $5.64 \pm 0.006$ | 5.64 | 31 | $(1.21 \pm 0.019)$ | 1.22 |
| 12 | $(4.92 \pm 0.03)$ | - | 32 | - | 1.07 |
| 13 | $4.53 \pm 0.006$ | 4.53 | 33 | $0.98 \pm 0.007$ | 0.98 |
| 14 | $(4.35 \pm 0.03)$ | - | 34 | - | 0.62 |
| 15 | $4.26 \pm 0.005$ | 4.25 | 35 | $0.52 \pm 0.002$ | 0.51 |
| 16 | $(3.96 \pm 0.05)$ | - | 36 | $0.46 \pm 0.002$ | 0.46 |
| 17 | - | 3.57 | 37 | $0.27 \pm 0.002$ | 0.28 |
| 18 | $(3.49 \pm 0.04)$ | - | 38 | - | 0.24 |
| 19 | $3.38 \pm 0.004$ | 3.37 | 39 | $0.19 \pm 0.003$ | 0.19 |
| 20 | $(3.07 \pm 0.08)$ | - | 40 | $(0.08 \pm 0.013)$ | 0.09 |

Table 5.1 Observed PAS resonances numbered from large detuning to small detuning. The second and fi fth column are the detunings from the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ asymptote for which PAS resonances are observed in the ionization spectrum. The errors in the measurements are also given. The third and sixth column are the trap loss resonances measured at ENS in Paris. The errors in their data is in the range of 10 to 20 MHz . The resonances that are shown in parentheses have a very low intensity, but have been observed more than once on separate days.
not clearly resolved peaks. In figure 5.6 a Gaussian fit to a peak in the ionization spectrum is shown. Clearly, a Gaussian distribution fits very well to the data. In table 5.1 all the measured PAS resonances in the ionization signal are shown together with the resonances observed in the trap loss measurements performed


Figure 5.6 Gaussian fit to the PAS resonance at -5.64 GHz from the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ asymptote. In the fit the background ionization signal is allowed to be linearly dependent on the detuning.
at ENS in Paris [48]. The peak positions of resonances that are observed at ENS as well as in Utrecht coincide within 30 MHz . Some resonances are observed in Utrecht and not in Paris and vice versa. The trap loss spectra of ENS are not measured continuously over the whole frequency range, since for each data point the magnetic trap has to be reloaded. Measuring a continuous spectrum takes a very long time, so only small frequency ranges where PAS resonances are expected have been studied. For this reason resonances can be missing in the ENS data. Moreover, since the helium atoms are spin polarized in the magnetic trap, the total spin of the ground state is 2 and the corresponding ground state potential is the ${ }^{5} \Sigma_{g}^{+}$potential. Since dipole transitions can only be made between gerade and ungerade states (see section 4.6), resonances in gerade excited states can not be observed in their measurements. On the contrary, as mentioned in section 5.2 radiative escape can only be observed in trap loss measurements, which can be an explanation for the PAS resonances in the trap loss measurements that are not observed in our ionization data.

### 5.4 Accumulated phase analysis

There are several techniques to assign a potential to a vibrational series. One of them is the Leroy-Bernstein analysis [45], which assumes a pure $R^{-n}$ potential at large internuclear distances, where $n$ is an integer. In our experiments only high lying vibrational states are probed, which have classical outer turning points at long range. The quasi-molecule spends most of the time at large internuclear distances and therefore the vibrational wave function is almost entirely determined by the long range potential.

If the long range potential is given by

$$
\begin{equation*}
V(R)=D-C_{3} / R^{3}, \tag{5.4}
\end{equation*}
$$

where $D$ is the dissociation energy, then it is shown in reference [45] that the vibrational levels in this potential have energies $E_{v}$ given by

$$
\begin{equation*}
E_{v}-D=\frac{1}{C_{3}^{2}}\left(\frac{\hbar}{2} \sqrt{\frac{2 \pi}{\mu}} \frac{\Gamma(4 / 3)}{\Gamma(5 / 6)}\left(v-v_{d}\right)\right)^{6} \tag{5.5}
\end{equation*}
$$

where $\Gamma$ is the Gamma function, $v$ is the vibrational quantum number and $v_{d}$ is the effective vibrational quantum number at the dissociation limit. The most difficult part of the Leroy-Bernstein analysis in our case is finding the resonances that constitute a vibrational series. Fitting equation 5.5 to the vibrational series should yield a realistic value for $C_{3}$. A disadvantage of the Leroy-Bernstein analysis is the assumption that the potential behaves as $R^{-n}$. This is not the case, since the potentials deviate from this behavior due to fine structure interaction.

Another technique is called the accumulated phase analysis [46], which we will adopt here. This technique is only applicable to higher lying vibrational states, like the Leroy-Bernstein analysis. The Schrödinger equation for a particle with mass $\mu$ in a potential $V(R)$ can be written as

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 \mu} \frac{d^{2}}{d R^{2}}+V(R)+\frac{\hbar^{2} l(l+1)}{2 \mu R^{2}}\right] u_{l}(R)=E u_{l}(R), \tag{5.6}
\end{equation*}
$$

with $R$ the internuclear distance and $u_{l}(R)=R F_{l}(R)$, where $F_{l}(R)$ is the radial wave function of the $l$ th partial wave. The last term on the left hand side of equation 5.6 is called the centrifugal barrier.

The Schrödinger equation can be numerically integrated inwards from large internuclear distances to a certain internuclear distance $R=R_{0}$ and outwards
from an internuclear distance smaller than the classical inner turning point to $R=$ $R_{0}$. For $E<0$ a bound state can only occur if the phase of the wave function for both integration paths are the same, because for a bound state the phase of the wave function has one value for each internuclear distance. The short range potential is difficult to determine and potentials obtained by quantum chemistry calculations are not accurate enough. The wave function oscillates rapidly in the inner region and the potential has to be known to high precision to determine the correct phase at $R=R_{0}$. Therefore, the integration outwards is impossible to perform. However, from the experimental data we can choose a PAS resonance and inwards integration from asymptotic internuclear distances yields the phase of the wave function at $R_{0}$, if we choose $R_{0}$ so that the potential is accurately known for $R>R_{0}$. In ref. [47] it is shown that for higher lying vibrational states in a potential the phase of the wave function is nearly identical (modulo $\pi$ ) for each state at the same internuclear distance. This means that the other states in the vibrational series can be found by integrating the wave function inwards at all the other measured energies and selecting all the states with approximately the same phase at $R_{0}$. This can be done for all the potentials connected to the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ asymptote that are attractive.

There are 14 attractive potentials connected to the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ asymptote. There are also three attractive potentials connected to the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ asymptote, which reach below the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ asymptote and therefore, the ground state complex can be excited to these potentials in photoassociation experiments below the $2^{3} \mathrm{~S}_{1}$ $2^{3} \mathrm{P}_{2}$ asymptote. The potentials have been calculated for Hund's case (c) in section 4.5.2 and in table 5.2 the symmetry, the asymptote and the lowest J for each of these 17 attractive potentials are shown. From section 4.5 .3 we recall that $J \geq \Omega$ and for $\Omega=0$ Hund's case (c) states $\sigma+s+J$ has to be even, which means that only even $J$ values contribute to $0_{g}^{+} / 0_{u}^{-}$states and only odd $J$ values contribute to $0_{g}^{-} / 0_{u}^{+}$states.

### 5.4.1 Trap loss analysis

In the analysis of the experiments performed at ENS a great simplification stems from the fact that the atoms are trapped in a purely magnetic trap. In a purely magnetic trap the atoms are spin polarized, which means that the spins are aligned and hence the atoms can only approach each other on the quintet potential ${ }^{5} \Sigma_{g}^{+}$. As mentioned in section 4.6 molecular dipole transitions can only be made from gerade states to ungerade states and vice versa. Therefore, photoassociation can only occur to ungerade excited state potentials in a magnetic trap. This reduces

| potential no. | term symbol | asymptote | $J_{\text {min }}$ |
| :---: | :---: | :---: | :---: |
| 1 | $0_{g}^{+}$ | $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ | 0 |
| 2 | $0_{g}^{-}(1)$ | $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ | 1 |
| 3 | $0_{g}^{-}(2)$ | $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ | 1 |
| $4^{*}$ | $0_{u}^{+}(1)$ | $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ | 1 |
| $5^{*}$ | $0_{u}^{+}(2)$ | $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ | 1 |
| $6^{*}$ | $0_{u}^{+}(3)$ | $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ | 1 |
| $7^{*}$ | $0_{u}^{-}$ | $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ | 0 |
| 8 | $1_{g}(1)$ | $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ | 1 |
| 9 | $1_{g}(2)$ | $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ | 1 |
| 10 | $1_{g}(3)$ | $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ | 1 |
| 11 | $1_{g}(4)$ | $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ | 1 |
| $12^{*}$ | $1_{u}(1)$ | $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ | 1 |
| $13^{*}$ | $1_{u}(2)$ | $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ | 1 |
| 14 | $2_{g}$ | $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ | 2 |
| $15^{*}$ | $2_{u}(1)$ | $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ | 2 |
| $16^{*}$ | $2_{u}(2)$ | $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ | 2 |
| 17 | $3_{g}$ | $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ | 3 |

Table 5.2 Potentials that can be reached from the ground state potential in photoassociation experiments below the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ asymptote. The table shows the Hund's case (c) term symbol, the asymptote and the minimum total angular momentum quantum number. Potentials with identical term symbols have an additional index in parentheses. The potentials marked with a star are the only relevant potentials in the magnetic trap measurements.
the number of potentials that should be included in the analysis to the 8 potentials, indicated by a star in table 5.2.

Furthermore, since the temperature of the atoms in the magnetic trap is of the order of $5 \mu \mathrm{~K}$, only the $l=0$ partial wave can contribute for the detunings at which the PAS resonances are found (see table 5.1). Assuming that the ground state potential is flat at long range, the condition for two atoms to reflect from the centrifugal barrier at the Condon point $R_{C}$ is given by

$$
\begin{equation*}
E_{k}=\frac{\hbar^{2} l(l+1)}{2 \mu R_{C}^{2}} \tag{5.7}
\end{equation*}
$$

where $E_{k}$ is the kinetic energy of the collision system corresponding to a temperature of $5 \mu \mathrm{~K}$. For $l=1$ the excited state is only a few MHz below the dissociation limit at the Condon point. For higher partial waves photoassociation occurs even closer to the dissociation limit. At ENS photoassociation has not been studied this close to the dissociation limit, so only the $l=0$ partial wave contributes at these temperatures and detuning ranges.

In the magnetic trap experiments the atoms approach each other on the ${ }^{5} \Sigma_{g}^{+}$ potential, which means $j=2$. The atoms only have spin angular momentum, which means that $\mathbf{j}$ is in the direction of the magnetic field. Since $l=0$, the total angular momentum $J$ is also 2 . A photon carries one unit of angular momentum, and the photoassociation laser contains all polarization components with respect to the direction of $\mathbf{J}$ [43], so the ground state complex can be excited to states with $J=1,2,3$. Therefore, the low temperature in the magnetic trap limits the number of rotational states of the excited state.

In Hund's case (c) $j$ is not a good quantum number, which means that states with different $j$ values can be populated in the excited state. In order to find out which rotational states are probed in the experiments, we want to calculate $j$ as a function of the internuclear distance $R$ for each molecular state. The Hamiltonian without rotation is described in the two-atom basis $\left|j_{a} m_{a}^{j} ; j_{b} m_{b}^{j}\right\rangle$ (see equation 4.32). The molecular eigenstates can be written as

$$
\begin{equation*}
\left|\psi_{m o l}\right\rangle=\sum_{i} c_{i}(R)\left|j_{a} m_{a}^{j} ; j_{b} m_{b}^{j}\right\rangle_{i} \tag{5.8}
\end{equation*}
$$

where the expansion coefficients $c_{i}(R)$ depend on $R$, because the states $\left|\psi_{\text {mol }}\right\rangle$ are found by diagonalizing the matrix in 4.32 , which is also position-dependent. The states $\left|j M^{j}\right\rangle$ are simultaneous eigenstates of the operators $\mathbf{j}^{2}$ and $j_{z}$ and can also be expanded in the basis set $\left|j_{a} m_{a}^{j} ; j_{b} m_{b}^{j}\right\rangle$ :

$$
\begin{equation*}
\left|j M^{j}\right\rangle=\sum_{j} d_{j}\left|j_{a} m_{a}^{j} ; j_{b} m_{b}^{j}\right\rangle_{j} \tag{5.9}
\end{equation*}
$$

The expansion coefficients $d_{j}$ do not depend on position, because the operator $\mathbf{j}^{2}$ is not position-dependent. The population with a certain $j$ value is found by calculating $\left|\left\langle\psi_{\text {mol }} \mid j M^{j}\right\rangle\right|^{2}$. In figure 5.7 the populations of the $j$ values are shown as a function of internuclear distance for the $0_{g}^{-}(1)$ and the $2_{u}(1)$ potential. Knowing the occupied $j$ values, we can determine whether a molecular eigenstate can be accessed from the ground state by photoassociation. If $j$ is 1 for instance, $J$ is also 1 , since $l=0$. This rotational state is accessible from the ${ }^{5} \Sigma_{g}^{+}$ground state as shown earlier.


Figure 5.7 Populations of $j$ values as a function of the internuclear distance for the $0_{g}^{-}(1)$ potential in the left figure and the $2_{u}(1)$ potential in the right figure. The solid line stands for $j=0$, the dotted line for $j=1$, the dashed line for $j=2$ and the dash-dotted line for $j=3$.

### 5.4.2 Ionization analysis

In the MOT experiments the atomic spins are randomly oriented and photoassociation can take place from either the ${ }^{1} \Sigma_{g}^{+},{ }^{3} \Sigma_{u}^{+}$or ${ }^{5} \Sigma_{g}^{+}$ground state potential. Furthermore, since the temperature in the MOT is 1.9 mK (see section 3.4.2), more partial waves can contribute in the detuning range, where PAS resonances have been observed. For instance, for a $-2 C_{3} / 3 R^{3}$ potential ( $C_{3}$ is defined in section 4.5.1) the $l=1$ partial wave can contribute for a detuning smaller than 15.7 GHz , the $l=2$ partial wave for a detuning smaller than 3.0 GHz . Therefore, the total angular momentum for the excited state is not restricted to the values 1,2 and 3 .

In the accumulated phase analysis we choose $R_{0}$ to be $20 \mathrm{a}_{0}$, because the
potentials are accurately calculated from this internuclear distance to asymptotic internuclear distances. As a first step only the strong resonances in the spectra are included in the analysis (the resonances between parentheses in table 5.1 are weak resonances). The phases of the wave functions at $R_{0}$ are calculated for each resonance and for each of the potentials in table 5.2. All the resonance energies that yield approximately the same phases are considered to be a vibrational series belonging to one potential. An insightful picture is given by plotting the phase at $R_{0}$ for each PAS resonance against the energy. This is done for all the potentials of table 5.2. There are series of resonances for which the phases are nearly constant as a function of energy. This behavior is present only for some of the potentials of table 5.2: potentials $2,4,5,8,12$ and 15 . The short range Hund's case (a) projections of these states are all attractive $\Sigma$ states. According to equations 4.23 and 4.24 these potentials have the same $-2 C_{3} / 3 R^{3}$ behavior at intermediate range (internuclear distance between approximately $20 \mathrm{a}_{0}$ and a few $100 \mathrm{a}_{0}$ ). This means that no photoassociation to attractive $\Pi$ states has been observed.

The fact that the attractive $\Sigma$ potentials are similar at intermediate range complicates the analysis. For each of these potentials the same group of resonances form straight lines, which makes it difficult to attribute one group of resonances to one potential.

If we include the resonances in parentheses from table 5.1 and repeat the analysis, 6 series of resonances can be distinguished and 10 resonances do not fit into any of the series. In figure 5.8 the phases at $R_{0}$ are shown as a function of the energy for potential 15 . In table 5.3 the series are displayed. In this table $v_{m}$ is a fictitious vibrational quantum number for the lowest measured vibrational level in each series, because the absolute vibrational quantum number can not be determined unless the short range potential is accurately known. The PAS resonance 30 fits in both series 2 and series 5 .

As can be seen from figure 5.8 the phases in each series are slowly varying with energy. This dependence becomes clear if we use the expression for the phase at $R_{0}$ in the WKB approximation:

$$
\begin{equation*}
\phi=\int_{R_{i t}}^{R_{0}} k(R) d R, \tag{5.10}
\end{equation*}
$$

with

$$
\begin{equation*}
k(R)=\sqrt{2 \mu(E-V(R)) / \hbar^{2}}, \tag{5.11}
\end{equation*}
$$

and $R_{i t}$ is the classical inner turning point. In the approximation $E \ll|V(R)|$, which is valid sufficiently far away from the classical turning points, the phase


Figure 5.8 Phases at $R_{0}$ for each PAS resonance as a function of the energy for potential 15. The dashed lines are a guide line for the eyes and indicate the 6 vibrational series.
approximately becomes

$$
\begin{equation*}
\phi=\phi_{0}+(d \phi / d E) E, \tag{5.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi_{0}=\int_{R_{\text {min }}}^{R_{0}} \sqrt{-2 \mu V(R) / \hbar^{2}} d R \tag{5.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d \phi}{d E}=-\int_{R_{\min }}^{R_{0}} \sqrt{-\mu / 2 \hbar^{2} V(R)} d R \tag{5.14}
\end{equation*}
$$

In these equations $R_{\text {min }}$ is the integration limit sufficiently far away from $R_{i t}$. In the same way it can be shown that the phase is linearly dependent on $l(l+1)$.

In order to find the order of magnitude of the slope of the phase with respect to the energy, $d \phi / d E$, we have used the theoretical potential for the ${ }^{3} \Sigma_{g}^{+}$state calculated by Müller et al. [20], which is the only short range $2^{3} \mathrm{~S}+2^{3} \mathrm{P}$ potential

| series 1 |  | series 2 |  | series 3 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| no. | $-\Delta(\mathrm{GHz})$ | no. | $-\Delta(\mathrm{GHz})$ | no. | $-\Delta(\mathrm{GHz})$ |
| 1 | $13.57 v_{m}$ | 2 | $11.70 v_{m}$ | 3 | $11.10 v_{m}$ |
| 6 | $8.94 \quad v_{m}+1$ | 7 | $7.44 v_{m}+1$ | 8 | $7.01 v_{m}+1$ |
| 11 | $5.64 v_{m}+2$ | 13 | $4.53 \quad v_{m}+2$ | 15 | $4.26 v_{m}+2$ |
| 19 | $3.38 v_{m}+3$ | 22 | $2.60 \quad v_{m}+3$ | 23 | $2.42 v_{m}+3$ |
| 26 | $1.88 \quad v_{m}+4$ | 30 | $1.28 v_{m}+4$ | 31 | $1.21 v_{m}+4$ |
| 33 | $0.98 \quad v_{m}+5$ | 35 | $0.52 v_{m}+5$ |  |  |
| 36 | $0.46 v_{m}+6$ |  |  |  |  |
| 39 | $0.19 \quad v_{m}+7$ |  |  |  |  |
| series 4 |  | series 5 |  | series 6 |  |
| no. | $-\Delta(\mathrm{GHz})$ | no. | $-\Delta(\mathrm{GHz})$ | no. | $-\Delta(\mathrm{GHz})$ |
| 12 | $\begin{array}{ll} \hline 4.92 & v_{m} \\ 2.87 & v_{m}+1 \\ 1.54 & v_{m}+2 \end{array}$ | 4 | $10.13 v_{m}$ | 10 | $5.90 v_{m}$ |
| 21 |  | 9 | $6.44 v_{m}+1$ | 17 | $3.57 v_{m}+1$ |
| 28 |  | 16 | $3.96 v_{m}+2$ | 25 | $2.01 v_{m}+2$ |
|  |  | 24 | $2.28 v_{m}+3$ | 32 | $1.07 v_{m}+3$ |
|  |  | 30 | $1.28 v_{m}+4$ |  |  |

Table 5.3 The six series of PAS resonances for which the accumulated phase is slowly varying with energy. The peak numbers correspond to the peak numbers in table 5.1. In parentheses a fictitious vibrational quantum number is shown, where the minimum quantum number $v_{m}$ is assigned to the resonance with the largest binding energy in each series.
calculated. If the Schrödinger equation 5.6 is numerically solved from the inner turning point to $R_{0}$, the slope is found to be $d \phi / d E=-0.0005$ ( $\pi \mathrm{rad} / \mathrm{GHz}$ ).

If equation 5.12 is fitted to the vibrational series in table 5.3 , we decide that a series belongs to a certain potential if the reduced chi-square $\chi_{r e d}^{2}$ is of the order of 1 and the slope $d \phi / d E$ is of the same order of magnitude as the estimated slope in the previous paragraph. In table 5.4 the possible potentials with the corresponding slopes $d \phi / d E$ and the reduced chi-square of the fit for the series 1 to 5 are shown.

For the first vibrational series we find that the $\chi_{\text {red }}^{2}$ of the fit is best for potential 15 with $J=3$ and the slope $d \phi / d E$ is of the right order of magnitude. Moreover, the slope needs to be negative as can be seen from equation 5.14. The other
vibrational series yield slopes that are too large and even positive for potential 15 . Therefore, we conclude that the first vibrational series belongs to the $2_{u}$ potential with $J=3$.

The best fit to the data for the second vibrational series is obtained with potential 5 , so we assign a $0_{u}^{+}(2)$ state to series 2 . There are two potentials possible for series 3: potentials 2 and 12 , but potential 2 is a gerade potential, so the resonances can not be observed at ENS. As can be seen from table 5.1 the involved resonances have been observed at ENS, so we conclude that vibrational series 3 belongs to potential 12 , which is the $1_{u}(1)$ state. Potential 12 also gives good fit results for vibrational series 4 , but, since it is assigned to series 3 and the resonances for series 4 have not been observed at ENS, we assign potential 2 to series 4. This is a $0_{g}^{-}$state. Series 5 fits well to potentials 4 and 8 . The resonances have been observed in Utrecht and at ENS, so potential 8 is not possible. The slope for both potentials is positive, but the error in the slope for potential 4 is comparable to the slope itself and it is possible that it is negative. Therefore, we conclude that series 5 belongs to the $0_{u}^{+}(1)$ state. Finally, series 6 gives good results for potential 15 with $J=2$. This means that series 1 and 6 are different rotational progressions belonging to the $2_{u}(1)$ potential.

Summarizing, we have identified all series of table 5.3. The involved potentials all have the same $-2 C_{3} / 3 R^{3}$ behavior at intermediate range corresponding to attractive $\Sigma$ states. Moreover, series 1 and 6 are two rotational progressions belonging to the same potential.

Another interesting feature that becomes visible at lower probe laser intensities is an increase of the ionization rate at positive probe laser detunings. A clear example of this is shown in figure 5.9. It is not possible to attribute a shape resonance to this structure as was done in reference [22] to explain the increased ionization at positive detunings from the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ asymptote. A shape resonance is a quasi-bound state above the dissociation limit, which is bound between the repulsive part of the potential at short internuclear distances and the rotational barrier. The molecular state can dissociate by tunneling through the rotational barrier to large internuclear distances. The existence of a shape resonance was first demonstrated by Boesten et al. [51] for the ground state of Rb . In our case the effective potential (including the rotational barrier) in the excited state has a maximum, which is lower than the asymptotic kinetic energy for partial waves up to $l=11$. For a shape resonance to exist in the excited state $l$ must be equal to or larger 12, but the atoms are reflected from the rotational barrier in the ground state before they reach the internuclear distance from where they can be excited

|  | potential no. | term symbol | $\chi_{\text {red }}^{2}$ | $d \phi / d E(\pi \mathrm{rad} / \mathrm{GHz})$ |
| :---: | :---: | :---: | :---: | :---: |
| series 1 | 15 | $2_{u}(1)$ | 3.1 | $-0.0063 \pm 0.0007$ |
| series 2 | 5 | $0_{u}^{+}(2)$ | 10.1 | $-0.0094 \pm 0.0008$ |
| series 3 | 2 | $0_{g}^{-}(1)$ | 1.6 | $+0.0026 \pm 0.0012$ |
|  | 12 | $1_{u}(1)$ | 1.8 | $-0.0097 \pm 0.0012$ |
| series 4 | 2 | $0_{g}^{-}(1)$ | 0.4 | $-0.005 \pm 0.004$ |
|  | 12 | $1_{u}(1)$ | 0.3 | $-0.017 \pm 0.004$ |
| series 5 | 4 | $0_{u}^{+}(1)$ | 1.1 | $+0.0016 \pm 0.003$ |
|  | 8 | $1_{g}(1)$ | 1.4 | $+0.003 \pm 0.003$ |
| series 6 | 15 | $2_{u}(1)$ | 4.6 | $-0.0058 \pm 0.0007$ |

Table 5.4 The reduced chi-square $\chi_{r e d}^{2}$ and the slope $d \phi / d E$ of a fit of equation 5.12 to the phases in each vibrational series. The results for different potentials are shown. The potential no. corresponds to the potential no. in table 5.2.
to the inner wall of the rotational barrier in the excited state. We conclude that the ionization at positive detunings remains unexplained.

### 5.4.3 Rotational progressions

In the trap loss measurements two rotational progressions have been observed for the $2_{u}(1)$ potential. As can be seen from figure 5.7 the $2_{u}(1)$ state consists of a $j=2$ state for approximately $40 \%$ and a $j=3$ state for approximately $60 \%$ at long range. In the ENS experiment this gives a $J=2$ and a $J=3$ state, because $l=0$. The ground state complex can be excited to both these rotational states as shown before. The rotational energy is included in the potentials by using the approximation given by equation 4.38 . The energy separation between two successive rotational states, but with the same vibrational quantum number $v$ is given by

$$
\begin{equation*}
E(v, J+1)-E(v, J)=2 B_{v}(J+1), \tag{5.15}
\end{equation*}
$$

where $B_{v}$ is the rotational constant. The vibrational quantum number is only known relative to the vibrational quantum number at $R_{0}$. The rotational constant is not constant for the vibrational quantum numbers, since the potential is anharmonic. As can be seen from table 5.3 the energy difference between the measured rotational states ranges from 260 MHz to 90 MHz for the vibrational quantum


Figure 5.9 Ion spectrum as a function of the probe laser detuning from the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ atomic resonance. At positive detunings a clear enhancement of the ionization is visible. At larger positive detunings the ionization slowly decays to the background ionization level.
numbers $v_{m}+2$ to $v_{m}+5$, where the vibrational numbers for series 1 have been used. The $J=2$ rotational states for $v_{m}, v_{m}+1, v_{m}+6$ and $v_{m}+7$ have not been observed. The rotational states can be resolved in the spectra, because the width of most peaks is about 30 MHz , which is smaller than the energy separation of the rotational states. As mentioned in section 5.4.1 the photoassociation laser has all polarization components with respect to the direction of $\mathbf{J}$ in the ground state, which means that excitations to $J=1,2$ and 3 can be made. For the $2_{u}$ state $\Omega=2$, so only the $J=2,3$ states should be observed, since $J \geq \Omega$.

In the MOT experiments even more rotational states should be present, since over the whole detuning range where data is taken, the $l=1$ partial wave contributes. From the ${ }^{5} \Sigma_{g}^{+}$ground state the $J=0,1,2,3$ and 4 rotational states
can be reached in the excited state for the $l=1$ partial wave. For the $2_{u}$ only $J=2,3,4$ states should be observed. In the MOT the atoms are not spin polarized, which means that $\mathbf{J}$ in the ground state has no preferred direction. Hence, the photoassociation laser has all polarization components with respect to $\mathbf{J}$ and excitations to all $J$ are possible. However, in the MOT experiments the $J=3$ rotational progression and only one PAS resonance of the $J=2$ progression have been observed. It is not clear why only one of the $J=2$ PAS resonances is observed in the MOT experiments.

### 5.5 Line profiles of the PAS resonances

In figure 5.6 a typical PAS resonance is shown. The line profile looks symmetric and we have fitted a Gaussian function to determine the width and the position of the peak. The Gaussian function fitted to the data is also shown in figure 5.6. We have repeated this for all the PAS resonances we have observed and the widths are displayed in table 5.5. As can be seen from this table the peak widths are in general smaller for PAS resonances closer to atomic resonance (increasing peak no.), although the PAS resonance with peak no. 33 is a clear exception to this.

The line profiles can be determined by calculating the rate coefficient for the production of an ion. The rate coefficient is determined with a full quantum close coupling calculation in reference [49] and is derived in a semi-classical way in reference [50]. The rate coefficient is proportional to

$$
\begin{equation*}
\left|S_{p}(E, l, \omega)\right|^{2}=\frac{\gamma_{p} \gamma_{s}(E, l)}{\left(E-E_{b}+\hbar \omega\right)^{2}+(\gamma / 2)^{2}}, \tag{5.16}
\end{equation*}
$$

where $S_{p}(E, l, \omega)$ is the S-matrix element with $E$ the relative kinetic energy of two atoms approaching each other in the ground state, $l$ the partial wave and $\omega$ the laser frequency. In equation $5.16 E_{b}$ is the position of the bound state. The rate coefficient has a Lorentzian shape with a total width $\gamma=\gamma_{p}+\gamma_{s}+\gamma_{\text {mol }}$ where $\gamma_{p}$ is the ionization rate, $\gamma_{s}$ is the stimulated emission rate back into the ground state and $\gamma_{\text {mol }}$ is the molecular linewidth. In the Wigner threshold regime the stimulated emission rate is $\gamma_{s}=A_{l} E^{l+1 / 2}$, with $A_{l}$ a proportionality constant. According to equation 4.25 the atomic linewidth $\Gamma$ is proportional to the square of the radial dipole transition matrix element. Using equation 4.46 gives that the molecular linewidth $\gamma_{m o l}$ is in the range $0 \leq \gamma_{\text {mol }} \leq 2 \Gamma$, where $\Gamma$ is the atomic natural linewidth. As can be seen from equation 4.46 this depends on the symmetry of the molecular state. This means that the molecular linewidth is smaller than or equal to 3.25 MHz .

| peak no. | width $(\mathrm{MHz})$ | peak no. | width $(\mathrm{MHz})$ |
| :---: | :---: | :---: | :---: |
| 1 | $24 \pm 2$ | 21 | $36 \pm 4$ |
| 2 | $51 \pm 7$ | 22 | $20 \pm 2$ |
| 3 | $28 \pm 8$ | 23 | $32 \pm 2$ |
| 4 | $30 \pm 6$ | 24 | $12 \pm 2$ |
| 5 | $17 \pm 6$ | 25 | $24 \pm 3$ |
| 6 | $31 \pm 2$ | 26 | $23 \pm 7$ |
| 7 | $40 \pm 5$ | 27 | $26 \pm 3$ |
| 8 | $73 \pm 4$ | 28 | $23 \pm 1$ |
| 9 | $33 \pm 5$ | 29 | $11 \pm 5$ |
| 10 | - | 30 | $21 \pm 4$ |
| 11 | $30 \pm 2$ | 31 | $14 \pm 2$ |
| 12 | $32 \pm 3$ | 32 | - |
| 13 | $29 \pm 3$ | 33 | $53 \pm 2$ |
| 14 | $25 \pm 5$ | 34 | - |
| 15 | $45 \pm 1$ | 35 | $23 \pm 3$ |
| 16 | $37 \pm 7$ | 36 | $16 \pm 1$ |
| 17 | - | 37 | $18 \pm 2$ |
| 18 | $20 \pm 4$ | 38 | - |
| 19 | $31 \pm 4$ | 39 | $20 \pm 3$ |
| 20 | $50 \pm 24$ | 40 | $15 \pm 2$ |

Table 5.5 Measured widths of the PAS resonances and the corresponding errors. The peak numbers coincide with the peak numbers of table 5.1. The widths of the peaks measured at ENS are not known to us as is indicated with a dash.

In a MOT two atoms approach each other with a distribution of relative kinetic energies and several partial waves can contribute to a collision. The rate coefficient must be averaged over this energy distribution and the contributions for all partial waves must be summed. Napolitano et al. [49] have shown that the thermally averaged rate coefficient is given by

$$
\begin{equation*}
K_{p}(T, \omega)=\frac{\Lambda^{3}}{h} \sum_{l=0}^{\infty}(2 l+1) \int_{0}^{\infty}\left|S_{p}(E, l, \omega)\right|^{2} e^{-E / k_{B} T} d E \tag{5.17}
\end{equation*}
$$

where $\Lambda=h / \sqrt{2 \pi \mu k_{B} T}$ is the de Broglie wavelength. As a function of the laser
frequency $\omega$ the rate coefficient has an asymmetric line profile, since the relative kinetic energy distribution is asymmetric. This causes the line profiles to have a steep edge at the small detuning side and a long "tail" at the large detuning side. This behavior has been demonstrated by Napolitano et al. [49] for sodium. Apart from line broadening, the relative kinetic energy distribution causes a shift in the peak positions, because the average of the relative kinetic energy is non-zero. This average is equal to $3 k_{B} T / 2$, which is about 58 MHz . This is appreciable and it should be noted that the peak positions used in section 5.4.2 have not been corrected for this. As can be seen from figure 5.6 the line profiles in our measurements do not show the asymmetric shape. Furthermore, the width of the relative kinetic energy distribution corresponding to a temperature $T=1.9 \mathrm{mK}$ (see section 3.4.2) is about 50 MHz . This should be a lower limit for the widths of all the PAS peaks, which is not the case as can be seen from table 5.5. From this we must conclude that the width of the relative kinetic energy distribution is smaller than we infer from the calculated width corresponding to a temperature of 1.9 mK .

The line profile becomes more symmetric when ionization plays a more important role. If ionization is the major broadening mechanism in our PAS resonances line profiles, we can determine the number of vibrations in a vibrational state, before it decays through ionization. The lifetime in the vibrational state is $\tau=1 / 2 \pi \gamma_{p}$. It should be noted that $\gamma_{p}$ corresponds to the full width half maximum of a Lorentzian curve. Therefore, in order to determine $\gamma_{p}$ the widths in table 5.5 must be multiplied by a factor $2 \sqrt{2 \ln 2}$. The oscillation frequency can be calculated by realizing that the phase of the wave function increases with $\pi$ when the energy changes with $h \nu_{o s c}$. Then the oscillation frequency is $\nu_{\text {osc }}=h^{-1} \pi /(d \phi / d E)$ and $d \phi / d E$ is calculated numerically. The number of oscillations is $N_{\text {osc }}=\tau \nu_{o s c}$.

For two of the vibrational series, series $2\left(0_{u}^{+}\right)$and series $3\left(1_{u}\right)$, the lifetime, the oscillation frequency and the number of oscillations are shown for each vibrational level in table 5.6. It can be seen that the number of oscillations in both potentials is nearly constant, except for the vibrational levels close to the dissociation limit and for the vibrational level $v_{m}$ of the $1_{u}$ state. After a time $\tau$ the population in a vibrational state has decayed to $1 / e$ of its original population. On the other hand, after $N_{\text {osc }}$ oscillations the remainder of the population is $\left(1-P_{i o n}\right)^{N_{o s c}}$, where $P_{i o n}$ is the ionization probability in the potential. From this the ionization probability in both potentials can be estimated and we find $P_{\text {ion }}=0.154$ for the $0_{u}^{+}$potential and $P_{i o n}=0.267$ for the $1_{u}$ potential. We can calculate the ionization probability theoretically by assuming that molecules with spin $S=0$ and
$S=1$ ionize with almost unity probability and molecules with $S=2$ can not ionize due to spin conservation rules. Since the Hund's case (c) states can be expanded in a Hund's case (a) basis, we can calculate the populations of the three spin states. From this we find that the ionization probability for the $0_{u}^{+}$state is 0.08 and for the $1_{u}$ state 0.275 at long range. We assume here that the molecular wave function diabatically keeps the same Hund's case (a) projections until short range. The agreement between theory and experiment is excellent for the $1_{u}$ state, but the measured ionization probability for the $0_{u}^{+}$state is almost a factor 2 higher than the theoretical value.

The ionization probability in a potential must be constant for each vibrational level, which means that the number of oscillations must be constant. Since the oscillation frequency decreases with increasing vibrational quantum number, the widths of the vibrational peaks must decrease with increasing vibrational quantum number. The lower limit for the width is set by other broadening mechanisms, which might explain that the higher lying vibrational states for both potentials are broader than expected from ionization considerations. We can not explain the too narrow width of the $v_{m}$ peak in the $1_{u}$ potential. For the other vibrational series we measured the analysis of the ionization widths does not yield a constant number of oscillations for each vibrational level.

Now we will discuss the other broadening mechanisms. As was shown in the previous section there is no rotational broadening of the PAS resonances in helium, because the energy separation between rotational states is large and the rotational states can be resolved. The Doppler broadening is estimated from the center-of-mass momentum of the ground state complex. The Doppler shift is introduced in the first term of the numerator of $\left|S_{p}(E, l, \omega)\right|^{2}$ in equation 5.16. We expect that the Doppler broadening is small and estimate the width by multiplying the width of the center-of-mass momentum distribution with $\hbar k / 2 M$, where $k$ is the wave vector and $M$ is the mass of the helium atom. This yields a broadening of about 1 MHz , which is much smaller than the width corresponding to the temperature of the atoms.

The recoil of the photon absorbed in the PAS process only introduces a shift of the resonance position and no broadening. This shift is 21 kHz , which is negligible compared to the error in the measured peak positions. Frequency shifts due to density effects are negligible, since the density in our MOT is in the order of $10^{9} \mathrm{~cm}^{-3}$, which is very low. The broadening due to the Zeeman effect can be estimated by calculating the standard deviation of the Zeeman shift in the MOT. The magnetic field is zero in the center of the MOT and increases linearly with the

| potential | $v$ | $\gamma_{p}(\mathrm{MHz})$ | $\tau(\mathrm{ns})$ | $\nu_{\text {osc }}(\mathrm{GHz})$ | $N_{\text {osc }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $0_{u}^{+}(2)$ | $v_{m}$ | 120.1 | 1.33 | 5.19 | 6.90 |
|  | $v_{m}+1$ | 94.2 | 1.69 | 3.60 | 6.08 |
|  | $v_{m}+2$ | 68.3 | 2.33 | 2.45 | 5.48 |
|  | $v_{m}+3$ | 47.1 | 3.38 | 1.62 | 5.44 |
|  | $v_{m}+4$ | 49.5 | 3.22 | 1.00 | 3.22 |
|  | $v_{m}+5$ | 58.9 | 2.70 | 0.52 | 1.40 |
| $1_{u}(1)$ | $v_{m}$ | 65.9 | 2.41 | 4.86 | 11.71 |
|  | $v_{m}+1$ | 171.9 | 0.93 | 3.39 | 3.15 |
|  | $v_{m}+2$ | 106.0 | 1.50 | 2.28 | 3.42 |
|  | $v_{m}+3$ | 75.4 | 2.11 | 1.47 | 3.10 |
|  | $v_{m}+4$ | 33.0 | 4.83 | 0.88 | 4.25 |

Table 5.6 The vibrational quantum number relative to the lowest measured vibrational state $v_{m}$, the lifetime, the oscillation frequency and the number of oscillations for the $0_{u}^{+}$ and the $1_{u}$ potential.
distance from the center. Therefore, the average of the Zeeman shift is zero. In the direction of the probe laser beam the magnetic field gradient is $\alpha=7.5 \mathrm{Gauss} / \mathrm{cm}$ and the width of the MOT is $r_{x}=0.26 \mathrm{~mm}$ (see section 3.4.2). We find that the standard deviation of the Zeeman shift is equal to $\alpha r_{x}$, which corresponds to a frequency width of about 0.27 MHz . This is also small compared to the dominant broadening mechanisms.

### 5.6 Conclusions

We have performed photoassociation measurements around the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ asymptote in a $\mathrm{He}^{*}$ MOT at a temperature of 1.9 mK . We observed PAS resonances in the ionization signal, which we can identify as vibrational levels in the excited state potentials. Including the photoassociation results of ENS six vibrational series can be distinguished and we attributed potentials to each of them by using the accumulated phase method. A remarkable result is that all these potentials are attractive $\Sigma$ states, which have a $-2 C_{3} / 3 R^{3}$ character at intermediate range. Two rotational progressions $\left(J=2\right.$ and $J=3$ ) for the $2_{u}(1)$ potential are present in the trap loss data of ENS. In the ionization measurements the vibrational series
with $J=3$ and one PAS resonance of the $J=2$ series are observed. In two of the potentials $\left(0_{u}^{+}(2)\right.$ and $\left.1_{u}(1)\right)$ the widths of the PAS resonances are predominantly determined by ionization.

## Chapter 6

## Photoassociation spectroscopy of $\mathrm{He}\left(2^{3} \mathbf{S}_{1}\right)+\mathrm{He}\left(2^{3} \mathbf{P}_{0,1}\right)$

### 6.1 Introduction

In this chapter PAS spectroscopy is studied at the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ and the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{0}$ asymptotes. In reference [22] peaks and dips have been observed in the ionization rate at the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ asymptote. Nothing has been reported about ionization measurements around the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{0}$ asymptote. Recently, trap loss measurements in a magnetic trap revealed PAS resonances near the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{0}$ asymptote [43]. We will discuss the ionization measurements around these asymptotes and interpret the results in a qualitative way.

In section 6.2 the experimental conditions are discussed. The measurements around both asymptotes are performed under the same conditions, so this is only described once. In section 6.3 the ionization measurements around the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ asymptote are described and the accumulated phase analysis is applied to the PAS resonances that have been observed. In section 6.4 the ionization measurements around the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{0}$ are discussed and only a qualitative analysis can be done.

### 6.2 Experiments

The MOT is loaded with about $10^{5}$ atoms from a liquid helium cooled DC discharge source. The MOT magnetic field is used to slow the atoms down from a mean velocity of $300 \mathrm{~m} / \mathrm{s}$ to the trapping velocity of the MOT. Both the slowing laser and the MOT laser are locked using saturated absorption spectroscopy at
a detuning of -54 MHz and -14 MHZ from the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ atomic resonance, respectively. The temperature of the atoms in the MOT is 1.9 mK .

The probe laser setup is shown in figure 3.6. The probe laser is scanned a few GHz around the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ and $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{0}$ atomic resonances with a period of typically 100 s . Since the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ atomic resonance is just 2.29 GHz below the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ atomic resonance, it is not relevant to scan the probe laser over detuning ranges much larger than 2.29 GHz . For the photoassociation measurements around the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{0}$ asymptote, the probe laser is scanned over a few GHz , since the deepest attractive potential, the $0_{u}^{+}$state, is only about 2 GHz deep. The relative frequency of the probe laser is determined with an FPI and the Lamb dip in the saturated absorption signal is used as an absolute frequency marker.

The MOT laser frequency is periodically switched from the trapping frequency to a detuning of -350 MHz from the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ atomic resonance with a repetition rate of 25 kHz . The ions produced in the MOT are detected with a micro-channel plates detector. The ion signal is gated and only the ions in the trap-off period are counted. This period is defined as the period when the MOT laser is detuned far from resonance. In this period the MOT does not significantly expand, but all the $\mathrm{He}\left(2^{3} \mathrm{P}\right)$ atoms have decayed to the $\mathrm{He}\left(2^{3} \mathrm{~S}\right)$ state.

### 6.3 Measurements around the $2^{3} \mathbf{S}_{1}-2^{3} \mathbf{P}_{1}$ asymptote

In this section photoassociation experiments near the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ asymptote are discussed. In section 6.2 the experimental procedure is discussed, in section 6.3.1 the results are presented and in section 6.3.2 the analysis is performed.

### 6.3.1 Results

The photoassociation process is schematically depicted in figure 5.1. In this case the excited state potentials are connected to the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ asymptote. When the probe laser is scanned, peaks appear in the ionization signal. A spectrum is shown in figure 6.1. For this spectrum 20 scans are averaged. The peaks in the ionization spectrum are attributed to vibrational states. The dips in the spectrum coincide with the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ and the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ atomic resonances. Around these frequencies light pressure on the atoms in the MOT by the probe laser causes trap loss and the trap is emptied at both resonances. The range over which the light pressure induced trap loss is considerable depends on the probe laser intensity.

Six PAS resonances have been observed below the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ atomic resonance. The detunings from atomic resonance at which these peaks appear to-

| peak no. | $-\Delta(\mathrm{GHz})$ | width $(\mathrm{MHz})$ |
| :---: | :---: | :---: |
| 1 | $0.452 \pm 0.006$ | $16 \pm 3$ |
| 2 | $0.343 \pm 0.009$ | $14 \pm 6$ |
| 3 | $0.238 \pm 0.002$ | $17 \pm 1$ |
| 4 | $0.159 \pm 0.002$ | $13 \pm 3$ |
| 5 | $0.089 \pm 0.017$ | $10 \pm 6$ |
| 6 | $0.043 \pm 0.005$ | $5 \pm 3$ |

Table 6.1 Peak positions and the corresponding widths measured below the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ asymptote.
gether with the corresponding widths are displayed in table 6.1. It is remarkable that most of the peak widths are smaller than the peak widths measured below the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ asymptote. Especially the last resonance has a width, which is smaller than the expected width considering the broadening mechanisms present in photoassociation.

We have repeated the experiments discussed above for several probe laser intensities. At high laser intensities $\left(s_{0}=2 \cdot 10^{5}\right)$ the MOT is blown away over the whole range where the PAS resonances from table 6.1 have been observed and no additional resonances are found. At low laser intensities $\left(s_{0}=70\right)$ we have used the first order Bragg reflection of an AOM as a probe laser beam. The probe laser can be switched on in the trap-off period and switched off in the trap-on period in order to disturb the MOT as little as possible. In this way photoassociation can be studied as closely as possible to the dissociation limit. We have not been able to reproduce the effects described in chapter 5 of reference [22]. In this reference dips below atomic resonance and peaks above atomic resonance were observed. The dips were attributed to excitation to so-called purely long range states and the peaks were attributed to a possible shape resonance.

### 6.3.2 Analysis

There are only 6 attractive states connected to the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ asymptote. These states are shown in table 6.2 and figure 6.2. The $0_{u}^{-}, 1_{g}(2)$ and $2_{u}$ potentials are purely long range states, which arise due to avoided crossings with repulsive states from the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ asymptote. These purely long range states have very large


Figure 6.1 Ion spectrum as a function of the probe laser detuning from the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ atomic transition. The saturation parameter is a few times $10^{4}$. Clear peaks are observed below resonance, which can be identifi ed as vibrational states in the excited state potentials. The two dips in the ionization signal correspond to the frequency ranges where the probe laser is resonant with the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ and the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ atomic transitions. The broad structure in the ionization signal above the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ atomic transition can not be explained.
classical inner turning points of a few $100 \mathrm{a}_{0}$. Since these potentials have large inner turning points, their shapes are completely determined by atomic parameters. Furthermore, these states are very shallow, which means that the vibrational levels are close to the dissociation limit and they have large classical outer turning points. Photoassociation to these states can yield accurate information on the excited state lifetime and retardation effects [7].

The $1_{g}(1)$ state in table 6.2 has a peculiar shape. Due to two avoided crossings it has a double well structure. In reference [22] this potential was used to

| potential no. | term symbol | $J_{\min }$ |
| :---: | :---: | :---: |
| 1 | $0_{g}^{-}$ | 1 |
| 2 | $0_{u}^{+}$ | 1 |
| 3 | $0_{u}^{-}$ | 0 |
| 4 | $1_{g}(1)$ | 1 |
| 5 | $1_{g}(2)$ | 1 |
| 6 | $2_{u}$ | 2 |

Table 6.2 The attractive potentials connected to the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ asymptote and the corresponding lowest total angular momentum. The $0_{u}^{-}, 1_{g}(2)$ and the $2_{u}$ potentials are purely long range states, which have inner turning points in the order of a few $100 a_{0}$.
explain the ionization peaks at positive detunings from the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ asymptote. For the lowest total angular momentum this potential has a maximum above the dissociation limit around $200 \mathrm{a}_{0}$. This allows bound states above the dissociation limit, which are called shape resonances. The $l=0$ partial wave in the ground state can be excited to this shape resonance. However, neither the dips associated to the purely long range states nor the peaks at positive detunings associated to the shape resonances have been observed in our spectra.

For the six vibrational peaks that appear in the ionization spectra, we have performed the same analysis as is discussed in section 5.4.2. The accumulated phase at $R_{0}=20 \mathrm{a}_{0}$ for each PAS resonance has been calculated. This is done for the six potentials mentioned in table 6.2 including rotation and the phases are plotted against the corresponding binding energies. If the six PAS resonances belong to one potential, the phases must be on a straight line and the slope of the line has to be small. This is not the case. Only for the $0_{u}^{+}$potential the PAS resonances 2 and 4 are on a nearly vertical line with a slope $d \phi / d E=-0.025 \pm 0.0018(\pi$ $\mathrm{rad} / \mathrm{GHz})$. This is shown in figure 6.3. The two resonances are successive vibrational levels, which can be deduced from the number of nodes the wave function has between infinite internuclear distance and $R_{0}=20 \mathrm{a}_{0}$. The other resonances do not yield phases on a line slowly varying with energy. Therefore, we conclude that the PAS resonances 2 and 4 belong to the $0_{u}^{+}$potential, although it is possible that they coincidentally have almost identical phases and belong to different potentials.

The vibrational energies in the purely long range states connected to the $2^{3} \mathrm{~S}_{1}$ -


Figure 6.2 The attractive potentials connecting to $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ asymptote. The $0_{u}^{-}, 1_{g}(2)$ and $2_{u}$ potentials are purely long range potentials.
$2^{3} \mathrm{P}_{1}$ and the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{0}$ asymptotes have been calculated in a multi-channel calculation by Venturi et al. [52]. In table 6.3 their calculated binding energies are shown for the ro-vibrational levels in the purely long range states. The purely long range potential $1_{g}(1)$ can not support bound states. Excitation to the vibrational states in purely long range states can not lead to ionization, because the atoms in the bound state do not approach each other closely enough for PI to occur. However, the $v=1, J=2$ ro-vibrational state of the $2_{u}$ state connected to the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ asymptote coincides with the 5 th PAS resonance in 6.1 within the error. This might indicate that the purely long state, which is caused by an avoided crossing with a repulsive state from the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ asymptote, is coupled to the resulting adiabatic potential connected to the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ asymptote.

| term symbol | $v$ | $J=0$ | $J=1$ | $J=2$ | $J=3$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $0_{u}^{-}$ | 0 | -18.27 |  | -7.77 |  |
| $2_{u}$ | 0 |  |  | -191 | -167 |
|  | 1 |  |  | -72 | -57 |
|  | 2 |  |  | -21.5 | -14.4 |
|  | 3 |  |  | -4.7 | -2.2 |

Table 6.3 Binding energies for the ro-vibrational levels with $J \leq 3$ in the purely long range potentials $0_{u}^{-}$and $2_{u}$ connected to the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ asymptote calculated by Venturi et al. [52]. Only certain values of $J$ are allowed due to boson statistics for the nuclei.


Figure 6.3 Phases at $R_{0}$ for each PAS resonance as a function of the energy for potential 2. The dashed line is a guide line for the eyes and indicates that resonances 2 and 4 can belong to the same vibrational series.

### 6.4 Measurements around the $2^{3} \mathbf{S}_{1}-2^{3} \mathbf{P}_{0}$ asymptote

In this section PAS around the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{0}$ asymptote is studied. The experiments are described in section 6.2, the results are discussed in section 6.4.1 and a qualitative analysis is given in section 6.3.2.

### 6.4.1 Results

An ion spectrum is shown in figure 6.4. For this figure about 30 spectra are averaged. The on resonance saturation parameter used is about $10^{3}$. A clear enhancement of the ionization is observed just below the atomic resonance. No PAS resonances can be observed in the spectrum. Furthermore, a clear enhancement of the ionization can be observed at positive detunings. The maximum of the ionization rate at positive detunings is higher than the maximum of the ionization rate at negative detunings. In between the two maxima the MOT is emptied by the light pressure from the probe laser and the ionization signal drops to zero. We used the AOM to turn off the probe laser beam in the trap-on period in order to get closer to resonance without disturbing the MOT cloud. Without the AOM the dip in the ionization becomes wider, because the probe laser is on continuously and the intensity is a factor of 1.5 higher. This means that the MOT is disturbed over a larger frequency range. The ionization increase at positive detunings disappears, but it is present at negative detunings for higher probe laser intensities.

### 6.4.2 Analysis

The PAS process is schematically shown in figure 6.5 . The two other asymptotes of the excited state are also shown, but the energy splitting is not on the right scale. There are two purely long range potentials and two repulsive potentials at the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{0}$ asymptote. The purely long range states, the $0_{u}^{+}$and the $1_{g}$ state, have large classical inner turning points, which means that PI is negligible. Therefore, it is not expected to observe vibrational states or optical collisions in ionization measurements.

However, the ionization signal below atomic resonance is similar to the ionization enhancement due to optical collisions below the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ asymptote. The enhancement of the ionization signal becomes considerable at larger negative detunings for higher probe laser intensities. This is an indication of optical collisions, because power broadening in the photoabsorption process makes it possible to excite ground state atoms further away from the Condon radius. It is possible


Figure 6.4 Ion spectrum as a function of the probe laser detuning from the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{0}$ atomic transition. The saturation parameter is about $10^{3}$. Just below atomic resonance the ionization signal increases and at resonance it decreases to zero, because the atoms in the are ejected from the MOT by light pressure. Above atomic resonance there is also an increase of the ionization signal.
that ground state atoms, which are excited to the purely long range states, make diabatic crossings to attractive states connected to the other asymptotes and subsequently, the system can ionize at short range. It is a tedious task to calculate these transition rates, because the subspaces of the $0_{u}^{+}$and the $1_{g}$ potentials have dimensions four and six, respectively, which means that multichannel calculations are required.

If we assume that the ionization signal at negative detunings is caused by optical collisions, it is not clear why PAS resonances have not been observed. The system should ionize via the same path when vibrational states are excited. Nevertheless, photoassociation to the vibrational states can be observed in trap loss


Figure 6.5 Schematic picture of the PAS process. The ground state potential is denoted with $\mathrm{S}+\mathrm{S}$ and the excited state potentials with $\mathrm{S}+\mathrm{P}_{j}$. Three potentials connected to the three asymptotes are shown. The asymptotes are separated by the fi ne structure splitting and it must be noted that the fi gure is not drawn on the right scale. The potential connected to the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{0}$ asymptote is a purely long range potential. The initial kinetic energy spread $\Delta E$ is represented by the dark shaded area. The light shaded area indicates the internuclear distances at which Penning ionization (PI) may occur. The detuning $\Delta$ from atomic resonance dictates the Condon radius $R_{C}$ at which the system can be excited to the $\mathrm{S}+\mathrm{P}_{0}$ potential by absorption of a photon energy $h \nu$. A typical ground state wave function and an excited state wave function are shown.
measurements as was shown in reference [43]. Since these measurements are performed in a magnetic trap, the atoms in the ground state approach each other on the ${ }^{5} \Sigma_{g}^{+}$potential. This means that photoassociation can only take place to the $0_{u}^{+}$ excited state. Five PAS resonances can be distinguished in the trap loss data and there is excellent agreement between the measured binding energies and the cal-
culated binding energies reported in reference [43] and [52]. The resonances are extremely narrow with widths of about 3 MHz . The temperature in the magnetic trap is about $5 \mu \mathrm{~K}$, so thermal broadening is negligible. The probe laser is cavitystabilized and has a narrow width of 0.3 MHz . The molecular linewidth is smaller than or equal to 3.25 MHz . The measured linewidths satisfy this condition, which shows that the widths of the line profiles are almost entirely determined by the probe laser linewidth and the molecular linewidth. This means that broadening due to ionization and hence the ionization probability from these states must be negligible. Therefore, it remains a mystery why we are able to observe ionization in optical collisions.

Finally, the ionization increase at positive detunings is similar to the ionization signal at positive detunings from the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ asymptote. It is visible at lower probe laser intensities, because the frequency range around atomic resonance for which the MOT cloud is disturbed becomes larger for higher probe laser intensities. Since we are not able to explain the effects at the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{2}$ asymptote, we can give no explanation for the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{0}$ asymptote either.

### 6.5 Conclusions

We have studied photoassociation near the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ and $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{0}$ asymptotes in a $\mathrm{He}^{*}$ MOT at a temperature of 1.9 mK . Six PAS resonances are observed below the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{1}$ asymptote from which two resonances belong to the $0_{u}^{+}$potential. Below the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{0}$ asymptote no PAS resonances have been observed in ionization measurements. The PAS resonances in the trap loss measurements of ENS show negligible broadening due to ionization, which can be explained by the fact that the potentials connecting to the $2^{3} \mathrm{~S}_{1}-2^{3} \mathrm{P}_{0}$ asymptote are purely long range states. It is remarkable that a clear ionization enhancement below atomic resonance, which resembles optical collisions, is present in the ionization measurements. If ionization is completely absent, neither PAS resonances nor optical collisions should be observed. It is possible that the systems in the purely long range states make diabatic crossings to attractive states connecting to other asymptotes. However, it is difficult to estimate the transition rates, because multichannel calculations are required. Finally, an ionization enhancement is observed above atomic resonance, which can not be explained yet.
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## Samenvatting

Aan het einde van de zeventig jaren werden de eerste experimenten uitgevoerd, waarin atomen door middel van laserlicht werden afgekoeld. Tegenwoordig worden in laboratoria over de hele wereld atomen afgekoeld tot enkele duizendsten van graden, of nog veel minder, boven het absolute nulpunt: $-273,15^{\circ} \mathrm{C}$. Bij het absolute nulpunt staan atomen stil, terwijl bij kamertemperatuur ze met enkele duizenden $\mathrm{km} / \mathrm{u}$ bewegen.

Laserlicht bestaat uit fotonen: deeltjes, die geen massa hebben, maar wel impuls. Als een foton de juiste golflengte heeft, kan het een atoom, dat zich in een bepaalde energietoestand bevindt, aanslaan naar een hoger gelegen energietoestand. Het atoom krijgt daarbij een duwtje in de richting van het foton. Aangezien het hoger gelegen energietoestand niet een stabiele toestand is voor het atoom, valt het na een tijdje weer terug naar het lager gelegen energietoestand onder uitzending van een foton. Van dit foton ondervindt het atoom een duwtje in de richting tegenovergesteld aan de richting waarin dit foton wordt uitgezonden. Het foton kan echter in een willekeurige richting worden uitgezonden. Na vele malen fotonen geabsorbeerd en uitgezonden te hebben, middelen de duwtjes van de uitgezonden fotonen uit en houdt het atoom slechts de duwtjes van de geabsorbeerde fotonen over. Deze zijn allemaal in de richting van de laserbundel, waarin het atoom zich bevindt. Meerdere atomen met verschillende snelheden zullen allemaal worden afgeremd naar bijna dezelfde lage snelheid. Als de spreiding in snelheden afneemt, betekent dit dat de groep atomen gekoeld wordt. De bewegingsenergie, die de atomen verloren hebben, zit in de uitgezonden fotonen, die een iets andere golflengte hebben gekregen dan de fotonen, die geabsorbeerd zijn.

In dit proefschrift worden helium atomen in de metastabiele toestand bestudeerd. Deze toestand wordt aangeduid met $\mathrm{He}^{*}$. Het is een metastabiele toestand, omdat het meer dan twee uur duurt, voordat het atoom terugvalt naar de laagst gelegen energietoestand van helium. Op de tijdschaal van de experimenten is dit erg lang. In hoofdstuk 2 wordt beschreven hoe een bundel van $\mathrm{He}^{*}$ atomen, die
uit een met vloeibaar stikstof gekoelde bron komt, parallel gemaakt kan worden door met laserlicht loodrecht op de atoombundel te schijnen. Hoewel de bron met vloeibaar stikstof gekoeld wordt, komen de atomen nog met een snelheid van 3600 $\mathrm{km} / \mathrm{u}$ uit de bron. Een atoombundel is meestal divergent, dat wil zeggen, dat de atomen als een kegel uit een diafragma komen. Om een hogere bundelintensiteit te creëren, kan men zo'n atoombundel parallel maken. Hiervoor gebruiken we een zogenaamde collimator, die bestaat uit twee paren spiegels waartussen vier laserbundels reflecteren, die de snelheidscomponenten van de atomen loodrecht op de atoombundel kleiner maken. Om over zo'n lang mogelijke afstand interactie met de atomen te hebben, worden de laserbundels meerdere malen gereflecteerd. Als de snelheidscomponenten in de richting van de atoombundel niet veranderen, wordt de atoombundel paralleller. In hoofdstuk 2 worden onder meer de toename van de atoombundelintensiteit en het snelheidsgedrag van de atomen in de collimator bestudeerd.

In hoofdstuk 3 wordt beschreven hoe atomen, die uit een met vloeibaar helium gekoelde bron komen, afgeremd worden van ongeveer $1000 \mathrm{~km} / \mathrm{u}$ naar enkele tientallen kilometers per uur door een laserbundel, die tegen de richting van de atoombundel inloopt. Daarna worden de atomen door drie tegen elkaar inlopende paren van laserbundels in drie dimensies afgekoeld. Echter, de atomen kunnen, ondanks hun lage snelheden, nog alle kanten op bewegen. Als bovendien een magneetveld wordt aangebracht, dat nul is in het snijpunt van de zes laserbundels en toeneemt met de afstand tot dit snijpunt, kunnen de atomen gevangen worden. Dit samenspel van laserlicht en het magneetveld wordt een magnetooptische val genoem. We kunnen ongeveer $100.000 \mathrm{He}^{*}$ atomen invangen en afkoelen tot ongeveer twee duizendste graad boven het absolute nulpunt. In de magneto-optische val bewegen de atomen op een afstand van enkele tientallen micrometers van elkaar. Metastabiele helium atomen hebben een grote interne energie en als twee atomen bij elkaar in de buurt komen, kan er spontaan een geladen deeltje onstaan: een helium ion. Deze geladen deeltjes kunnen makkelijk worden gedetecteerd met detectors. Met een extra laserbundel kunnen vrije atoomparen aangeslagen worden naar een gebonden toestand in een molekuul. De atoomparen worden aan elkaar gebonden (geassociëerd) door het absorberen van een foton uit de laserbundel en dit proces wordt ook wel foto-associatie genoemd.

Hoofdstuk 4 geeft een theoretische beschrijving van alle toestanden, waarin deze helium molekulen zich kunnen bevinden. De gevormde molekulen bezitten allerlei symmetriëen, zoals spiegeling in een vlak, dat de verbindingslijn tussen de atomen bevat, of spiegeling van de elektronen in het punt, dat precies tussen
de twee atomen in ligt. Deze symmetriëen staan een unieke naamgeving toe aan alle toestanden, waarin de molekulen zich kunnen bevinden. De energiëen van deze toestanden zijn afhankelijk van de afstand tussen de twee atomen. Tenslotte wordt er afgeleid welke veranderingen in symmetrie er plaatsvinden als een vrij atoompaar wordt aangeslagen naar een gebonden toestand door de absorptie van een foton.

In hoofdstuk 5 worden de resultaten van de experimenten, die met de in hoofdstuk 3 beschreven opstelling zijn gedaan, en de analyse van deze resultaten beschreven. De extra laserbundel creëert molekulen met discrete vibratiemodes en de atomen in deze molekulen worden naar elkaar toe versneld. De waarschijnlijkheid, dat een helium ion ontstaat, neemt dan toe en een vibratiemode van het molekuul kan worden waargenomen als een piek in het detectorsignaal. Als de golflengte van het laserlicht wordt gevariëerd, verschijnen meerdere pieken. Met behulp van berekeningen kunnen hierin zes verschillende series pieken herkend worden, die bij zes verschillende toestanden van het molekuul horen. De beschreven experimentele methode wordt foto-associatie spectroscopie genoemd. Voor twee van de gemeten series kunnen de breedtes van de pieken verklaard worden door de waarschijnlijkheid, dat er een ion ontstaat in de bijbehorende toestand.

In hoofdstuk 6 worden de metingen, die zijn beschreven in hoofdstuk 5, herhaald voor andere energietoestanden van de molekulen. Voor grote afstanden tussen de atomen van het molekuul gaan de energiëen van al deze toestanden naar twee specifieke waarden. Deze twee waarden liggen beide hoger dan de energie waar alle toestanden, behorende bij de metingen van hoofdstuk 5, naar toe gaan voor grote afstanden tussen de twee atomen. Voor de laagste van de twee energiewaarden worden vijf pieken gemeten en met behulp van de analyse, die we ook in hoofdstuk 5 gebruikt hebben, kunnen twee van deze pieken worden toegekend aan één toestand van het molekuul. Voor de hoogste van de twee energiewaarden worden geen pieken gemeten, maar dit kan verklaard worden, doordat in dit geval molekulen worden gemaakt, waarin de atomen nooit dicht bij elkaar kunnen komen. Er worden dan ook geen ionen gevormd. In het detectorsignaal zijn wel twee andere effecten zichtbaar, waarvoor we geen verklaring hebben kunnen vinden.
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