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Abstract

A box-tree is a bounding-volume hierarchy that uses axis-aligned boxes as bounding volumes.
The query complexity of a box-tree with respect to a given type of query is the maximum num-
ber of nodes visited when answering such a query. We describe several new algorithms for
constructing box-trees with small worst-case query complexity with respect to queries with axis-
parallel boxes and with points. We also prove lower bounds on the worst-case query complexity
for box-trees, which show that our results are optimal or close to optimal. Finally, we present
algorithms to convert box-trees to R-trees, resulting in R-trees with (almost) optimal query com-
plexity.

1 Introduction

Motivation and problem statement. Window querieseport all objects of a given set that in-
tersect a query-rectangle, that is, &-dimensional box. Preprocessing a Seif geometric ob-

jects inR? for answering such queries is central to many applications and has been widely stud-
ied in several areas, including computational geometry, computer graphics, spatial databases,
GIS, and robotics [7, 17]. In order to expedite and simplify the data structure, a window query
is often answered in two steps. In the first step, calledilteging step, each object is replaced

by the smallest box containing the object and the query procedure reports the bounding boxes
that intersect the query window. (Instead of boxes, other simple shapes such as spheres, el-
lipsoids, cylinders have also been used.) The second step, callesfittement stepextracts

the actual objects among these bounding boxes that intersect the query window [4, 19]. A few
recent results show that under certain reasonable assumptions on the input objects, the number
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of bounding boxes intersecting a query window is not much larger than the number of objects
intersecting the window, which makes this approach quite attractive; see the paper by Zhou and
Suri [21] and the references therein. There has been much work on the filtering step, and we
also focus on this step. More precisely, we wish to preprocess@afet d-rectangles ilR? so

that all rectangles of intersecting a querny-rectangle can be reported efficiently. We will refer

to this query as theectangle-intersection quenA related query is theectangle-containment
query in which we want to report all rectanglesSrihat contain a query point.

A number of data structures with good provable bounds for answering rectangle-intersection
queries have been proposed. Unfortunately they are of limited practical use because the amount
of storage used is rather highi(nlogn) storage and eve@(n) storage with a large hidden
constant are often unacceptable. Therefore in practice one usually uses simpler data structures.
A commonly used structure for answering rectangle-intersection queries, rectangle-containment
gueries, and in fact many other types of queries isiinending-box hierarchyor box-treefor
short, sometimes also called AABB-tree: this is a tfeen which each leaf is associated with
a rectangle of the input sét, and each interior node is associated with the smallest b&
enclosing all the rectangles stored at the leaves of the subtree rootedlathe rectangles of
S intersecting a query rectangieare reported by traversing in a top-down manner. Suppose
the query procedure is visiting a nodelf B, N R = (), there is nothing to do. IB, C R, then
it reports all rectangles stored in the subtree rooted &inally, if B, " R # ( butB, € R, it
recursively visits the children aof. We say thaf? crossesa nodev if B, N R # () andB, ¢ R.

If the fan-out of 7 is bounded, then the query time is proportional to the number of nodes of
T that R crosses plus the number of rectangles reported. We define the stabbing number of
7T to be the maximum number of its nodes crossed by a rectangle. It is therefore desirable to
construct a bounding-box hierarchy with small stabbing number.

In many applications, especially in the database applications, the isebo large to fit in
the main memory, therefore it is stored on disk. In that case, the main goal is to minimize
the number of disk accesses needed to answer a window query, and the performance of an
algorithm is analyzed under the standard external memory model [2]. This model assumes
that each disk access transmits a contiguous blockurfits of data in a singléput/output
operation(or I/0). The efficiency of a data structure is measured in terms of the amount of disk
space it uses (measured in units of disk blocks), the number of I/Os required to answer a query,
and the number of I/Os needed to construct the data structure. In the context of bounding-box
hierarchies, several schemes have been proposed that construct a tree as above but in which the
fanout of each node depends bnSome notable examples of external-memory bounding-box
hierarchies are various variants of R-trees; see the survey paper [11]. We can still define the
crossingnodes and thetabbing numbeas earlier, and one can argue that the number of 1/0Os
needed to answer a query is proportional to the stabbing number plus the output size.

In this paper we study the problem of constructing bounding-box hierarchies, both in main
and external memory, that have low stabbing number, and consequently, low query complexity.

Previous results. As noted above, several efficient data structures have been proposed for
answering a rectangle-intersection query. For example, Chazelle [5] showed that a com-
pressed range tree can be used to answiedianensional rectangle-intersection query in time
O(log”* n + k) usingO(nlog® ' n/loglogn) space (wheré is the number of rectangles re-
ported). This data structure is too complex to be practical ev@i.irAs for bounding volume
hiearchies, we know of only one result on the query complexity of rectangle-intersection queries
(besides the results on R-trees discussed later): if one mapsg/-€actangle to a point ifR??,



constructs a kd-tree on these points, and converts the kd-tree back to a box-tree, then the query
time is known to be) (n'~1/2¢ + k) [1, 15]. A number of heuristics based bi-trees have also

been proposed to answer rectangle-intersection queries [1, 18]. Several papers [12, 14] describe
how to construct bounding-box hierarchies or other bounding-volume hierarchies (for example,
using k-DOPs as bounding volumes), but they do not obtain bounds on the worst-case query
complexity?

Some of the most widely used external-memory bounding-box hierarchies are the R-tree and
its variants. An R-tree, originally introduced by Guttmann [13], i&dree, each of whose
leaves is associated with an input rectangle. All leaves of an R-tree are at the same level, the
degree of all internal nodes except of the root is betwesmd 2¢, for a given parameter and
the degree of the root varies betwerand2t. We will refer tot as theminimum degreef the
tree. To minimize the query complexity, several methods have been proposed [9, 10, 11, 16] for
ordering the input rectangles along the leaves—varying from simple heuristics to space filling
curves—but none of them guarantee the worst-case performance. In the worst case, a linear
number of bounding boxes might intersect a query rectangle even if it intersects @nlinput
rectangles. The only analytical results are by Theodoridis and Sellis [20], who present a model
that predicts the average performance of R-trees for range queries, and FataltfB0], but
they prove bounds on the query time only in the 1-dimensional case when the input intervals
are uniformly distributed and have at most two different lengths. Recently, deéBaig[6]
described an algorithm for constructing an R-tree on rectangl®& so that allk rectangles
containing a query point can be reported(r(o + logp) logn/logt) 1/0s. Herep is the
ratio of the maximum and the minimumlengths of the input rectangles, ands thepoint-
stabbing numbeof S, that is,o is the maximum number of input rectangles containing any
point in the plane. For a rectangle-intersection query, the number of 1/0$(is + log p +
w + k)logn/logt), wherew is the ratio of ther-length of the query rectangle to the smallest
x-length of an input rectangle.

Our results. In this paper we first describe several algorithms for constructing box-trees, and
we prove lower bounds on the worst-case query complexity of box-trees. The lower bounds
actually hold for all bounding volume hierarchies that use convex shapes as bounding volumes.

Our first algorithm, like the approach mentioned earlier, is based on a kd-tr&¢in
By changing the structure slightly and doing a more careful analysis, we are able to obtain
O(n'~"¢ + k) query complexity for rectangle-intersection queries. We also prove a lower
bound showing that this bound is optimal.

For disjoint input in the plane, we show how to construct a box-tree that still has almost
optimal query time for rectangle-intersection queries, but much better query times for point
queries. In fact, it is already better for point-queries when the point-stabbing nundiehe
inputiso(n/log* n): the time for rectangle-intersection querie®is,/n log n++/c log? n+k),
and the time for point queries (/o log” n + k). We also develop a box-tree with((a +
Vo) log® n + k) query time for use with query rectangles with aspect rati®ne would hope
that similar improvements are possible in higher dimensions. One of our lower-bound results
shows that this is not possible: in dimensiahg 3, the Q(n'~'/? 4 k) lower bound on the
query complexity holds even for hypercubes as query ranges, and any bounding-box hierarchy

1Barequett al.[3] gave an algorithm to construct a bounding-box hierarcH?inand they claimed that if the
rectangles irt are pairwise disjoint, then the resulting hierarchy &dk>g n) stabbing number. But the argument
presented in the paper has a technical problem.



that achieves this query time cannot have a better worst-case query time for point queries, even
when the input consists of disjoint ‘almost-unit-hypercubes’.

Finally, we give general methods to convert box-trees with small query complexity into R-
trees with small query complexity. When we apply these results to our box-trees, we improve
the result of de Berget al. [6]: our query complexity does not depend on the parameter
(which makes their query complexity linear in the worst case), and it is linegbiinstead of
in 0. We also introduce the concepts#mi-R-treesthese are similar to ordinary R-trees—the
degree of each internal node, except for the root, is betwaed?2t for some given parameter
t—except that the leaves do not have to be at the same level. We give a general algorithm to
convert a box-tree with small query complexity into a semi-R-tree with small query complexity;
the bound obtained here is better than that for R-trees. This leads to semi-R-trees with (almost)
optimal query complexity.

All box-tree construction algorithms in this paper rur(iin log n) time, and all box-tree-to-
(semi-)R-tree conversion algorithms rundrin) time.

2 Lower Bounds

In this section we give lower bounds on the query complexity of semi-R-trees of minimum
degree in various settings. Since semi-R-trees are more general than R-trees, the same bounds
hold for R-trees. By choosing= 2, we obtain lower bounds for box-trees.

We start with a simple generalization of the 2-dimensional lower bound given by de
Berget al.[6].

Theorem 2.1 For anyn andd > 2, there is a set of, disjoint unit hypercubes iR with
the following property: for any semi-R-tréE of minimum degree there is a query box not
intersecting any box frorfi such that a query with that box visitg (n/t)'~/4) nodes irT .

Proof: Consider a set of unit hypercubes arranged in a/? x --- x n!'/? grid, and the
following set of query ranges: for each axis, we choo$€ — 1 thin boxes orthogonal to it
and separating the ‘slices’ of the grid from each other. Now any bounding bokypercubes
intersects at leasl(t'/¢ —1) of the query ranges. Hence, the total number of incidences between
the ranges and the bounding boxes is at |86t /t) - t'/?). As there are)(n'/?) ranges, there
must be one that intersed®g(n/t)'~'/¢) bounding boxes. O

Next we describe a construction that proves lower bounds on rectangle-containment queries
and that is also useful for a number of other cases. Forcany0, we call ad-rectangle an
e-hypercubef the length of each edge is betweemand1 + =. We fix a parameter, > 1 and
construct a sef = {b(0),...,b(n — 1)} of n e-hypercubes ifR?. We also construct two sets
of query points®); and(@,, calledprimary and secondarypoint sets, that lie in the common
exterior of the rectangles i and have the following property: for any semi-R-trgeon S
with minimum degree, either a point of), lies in at leasf: bounding boxes of or a point
of @, lies in Q((n/t)/u*/=V) bounding boxes of". From this we derive the desired lower
bounds. We first describe the séaind then construct the point sets.

Let nq,...,nyy be the outward normals of @&rectangle. We can pair these normals into
d pairs(nii, n12), (n21,n22), - .., (na, ng2) SO that no pair contains opposite normals, that is,
ny # —ngp for 1 < i < d. Let h; be the2-plane spanned by the vectotg andn;, and
containing the origin. Lel be ad-rectangle containing the origin. Sineg # —n,s, the facets
fi1, fiz Of b normal ton;; andn,,, respectively, share @ — 2)-face f;, which is orthogonal to
the2-planeh;. The intersection of; andh; is a pointc;. Conversely, by specifying a poiaton
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eachh;, 1 < i < d, we can represent a unigdeaectangle in whicly; lies on the facets normal
to n;; andn;,. We will therefore define each rectanglg) € S by ad-tuple(ci(j), - . ., ca(j)),
where the facets df(j) whose outward normals arg; andn;, pass througle; (7). We next
describe how to choose the point§j), for 1 <i < dand0 < j < n.

On eaclh-planeh;, we choose a liné; of slope—1; the exact equation df will be specified
below. We will refer toh; as theprimary plane, and ta:;, for i > 1, as asecondary planeSet
it = p/4=1), We placen pointsp, (0),...,pi(n — 1) on¢; (sorted along; by ascending,;-
coordinate, and consequently, by descendipgcoordinate) and set;(j) = p:(j) for every
0 < j < n. Foreach > 1, we placeg pointsp;(0),...,p;(ix — 1) on¢; and assign;(j) to
these points as follows. Let(j) = («(j),. .., s 2(j)) be the representation gfmod p in
radix /i, that is,5°972 a,.(j)i* = j mod p. For eachi > 1, we setc;(j) = pi(aq i(j)). Note
thatn /i points have the same value gfj). We choosé; and the points or; so that each
b; is ane-hypercube, e.g. by putting all points(;) at a distance of at leasy/2 and at most
(1 + ¢)/2 from the origin, both in their projection on thg;-axis and on the;,-axis.

Finally, we choose a sé€p; of n — 1 points on the primary plank; and a set), of (d —
1)(2 — 1) points on the secondary planes, as follows. Suppese thex;z,-plane. For each
1 < j < n—1, we choose the point(j) = (z1(p1(j — 1)), z2(p1(j))) and add it toQ;. In
other words, if we regard the points @nas the convex corners of a staircagg, is the set
of concave corners of the staircase. To const@ugtwe repeat the same step for each of the
secondary planes, thus obtainifg- 1 points on each of them. These points will be on the
boundary of some of the input boxes, but we can shift them a little to make them disjoint from
all input boxes.

Lemma 2.2 Let T be any semi-R-tree of minimum degreen the setS constructed above.
Then either there is a primary query point containe€l{p) bounding boxes stored ifi, or
one of the secondary query points is contained(in/ (t;.'/(*~1)) bounding boxes stored 1A.

Proof: We first prove the lemma for box-trees, which are binary trees. Suppose that all primary
query points are contained in less thaf2 bounding boxes stored in the interior nodes/in

Then the number of incidences between these points and interior nodes’ bounding boxes is at
most(n — 1)u/2. Since there are — 1 interior nodes in7, they store at leagtn — 1)/2
bounding boxes that contain less thaprimary query points. Observe that a bounding box for
input boxes(j), b(j') € S containgj — j'| primary query points, because there are that many
concave corners in the staircase between com¢y$ andc, (j'). We conclude that there are

at least(n — 1)/2 bounding boxes that store box&g), b(;') (and perhaps some more boxes)
with [j — j'| < p. Butif |[j — j'| < pthenj # j° (mod p), soa(j) # «(j'). This implies

that there is at least onewith 2 < ¢ < d such that;(j) # ¢(j'). Hence, the bounding

box storingb(j), b(j') will contain one of the secondary query points. So in total we have at
least(n — 1)/2 incidences between secondary query points and bounding boxes, so one of the
(d—1)(zi — 1) = O(p'/“~Y)) secondary query points is containeditv./*/(*~) bounding
boxes.

The generalization to semi-R-trees follows easily from the observation that a semi-R-tree of
minimum degree has(2(n/t) nodes. If each primary query point is contained in less hén
bounding boxes, we then g€{n/t) nodes whose bounding box contains less thgmimary
guery points. From that point on, we can basically follow the argument above. O

We can use this lemma to prove lower bounds for several settings. By substitutiag
(n/t)'~1/?, we prove the following lower bound for point queries.
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Figure 1: The lower bound construction in two dimensionsifet /i1 = /n. In this case, the
primary and the secondary plane coincide. Each of the lower left corners is shagédinxes
(shown slightly displaced for clarity). The black dots indicate the locations of the query points

in @ and@s.

Theorem 2.3 For anyn, d > 2, ands > 0, there is a se$ of n =-hypercubes iiR? with the
following property: for any semi-R-trég of minimum degree there is a point not contained
in any box fromS such that a query with that point visies (n/t)'~'/?) nodes i .

Next, we modify the above construction so that the same bound can be achieved3®even
if the input consists of a set af disjointe-hypercubes and the queries are hypercubes.

Theorem 2.4 For anyn, d > 3, and= > 0, there is a se¥ of n disjoints-hypercubes ifR? with
the following property: for any semi-R-trée of minimum degree there is a hypercube not
intersecting any box frons' such that a query with that hypercube vistgn/t)'~*/) nodes
inT.

Proof: We apply a variant of the construction above with= n'~'/(?=1 to obtain a set of

(d — 1)-dimensional boxes in the hyperplang = 0. The variation is that we treat all planes

on which we put the corners as secondary planes. We use the remaining dimension to make the
boxes intod-dimensionak-hypercubes, and we translate each box intoathéirection such

that they become disjoint and intersect theaxis in the ordeb(1), b(2), ..., b(n). In between

every pairb(j),b(j + 1) we put a query point. These— 1 query points play the role of the
primary query points. The secondary query points are replaced by query ranges which are hy-
percubes. We can do that in such a way that the intersection of such a range with a secondary
plane is a square that missésand that has one corner coinciding with the secondary query
points we had previously. It is easy to see that the bound in Lemma 2.2 still holds. [
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Finally, we observe that the proof of the preceding theorem actually shows that in higher dimen-
sions any semi-R-tree with small (say, polylogarithmic) query complexity for points must have
large (near-linear) query complexity for ranges. More precisely, it shows the following result.

Theorem 2.5 For anyn, d > 3 and= > 0, there is a se$ of n disjoints-hypercubes ifR? with
the following property: for any semi-R-trée of minimum degree, if the number of nodes
visited by any point query ig, then there is a hypercube not intersecting any box fsosach
that a query with that hypercube visitgn/(tp/(=1))) nodes irT .

3 From kd-trees to Box-Trees

In this section we describe and analyze several methods to construct box-trees using kd-
trees. For convenience we will allow our box-trees to have nodes of degredp-t8—it is
easy to convert these trees to binary trees without affecting the asymptotic bounds on the query
complexity. Query ranges (other than points) will be assumed to be open, while input boxes,
bounding boxes and cells in space decompositions are closed.

3.1 The configuration-space approach

The basic method. Let S be a set of, arbitrary, possibly overlappingi-rectangles irR?,
which we call theworkspace As noted in the introduction, we can representi@ctangleh =
1, [z (b), 2 (b)] by a point(zy (b), 25 (b), ..., x5 (b), 27 (b), x5 (), ...,z (b)) in R24, which
we call theconfiguration spaceWe build a2d-dimensional kd-tree on these points.

A kd-tree is a binary space decomposition tree, which is used to index points. Every node in
a2d-dimensional kd-tree is associated with a cell, which 2gaectangle, and an axis-parallel
splitting hyperplane. The splitting plane divides the cell into two rectangular subcells, one for
each child of the node.

The root cell is chosen large enough to contain all input points. The tree is then built re-
cursively by determining splitting planes for all cells. The orientations of the splitting planes
depend on the level in the tree, in such a way that all possible orientafidnsthis case) take
turns in a round-robin fashion on any path down into the tree. The location of each splitting
plane is chosen such that the numbers of input points in the resulting subcells differ by at most
one. When a cell contains only one input point, we make it a leaf of the tree and do not split it
further.

To transform the kd-tree in configuration space into a box-tree in workspace, proceed as
follows. Replace the representative point in each leaf by the corresponding input box. Then,
going bottom-up, store in each internal node the bounding box of its children. We call the
resulting box-tree aonfiguration-space box-treer cs-box-tredor short.

In the introduction we pointed out that it can be used to do rectangle-intersection queries in
O(n'~'/2? 1 k) time; in this paper we will show how to improve the upper boun@ta'~"/¢ +
k).
For the analysis of the range query complexity of the cs-box-tree, we need the following fact
about kd-trees, given here without proof.

Lemma 3.1 The number of cells at depthin a d-dimensional kd-tree that intersect an axis-
parallelf-flat © < f < d)isO(2'1/9).

A kd-tree and, hence, our box-tree has the following property: the number of objects stored in
the two subtrees of any given node differ by at most one. We call suchpeetestly balanced



The perfect balance in our box-tree will be advantageous when we will convert it to an R-tree.
We can now analyze the range query complexity of a cs-box-tree.

Lemma 3.2 Let S be a set of. possibly intersecting boxes in the plane. There is a perfectly
balanced box-tree fa&# such that the number of nodes at lev#iat are visited by a range query
with an axis-aligned box i© (2:'~*/49) + ), wherek is the number of boxes ifi intersecting

the query range. The box-tree can be builbim logn) time.

Proof: Let@ = Hle(x;(Q),xj(Q)) be a query range. We can restrict our attention to the
interior nodes visited, since the number of visited leaves is at most one more. We distinguish
two types of visited interior nodes. The first type is where at least one of the input boxes
stored in the subtree of intersects). Obviously there are onl@ (k) such nodes at a given
leveli. The second type is where all input boxes in the subtreea® disjoint from@. The
interior of any input box disjoint frond) must be separated from by a hyperplane through
a facet of(). Not all input boxes are separated frapby the same hyperplane, otherwise the
bounding box of» would not intersecf) andv would not be visited. Hence, there are at least
two such hyperplanes separatiggrom an input box in the subtree of

Assume w.l.o.g. that; = z; (@) is one of these separating hyperplanes, antldetthe input
box it separates fror. Then we must have; (b) < z; (Q). But there must also be a bk
with ;7 (b') > 27 (Q), otherwise the bounding box efwould not intersect). We conclude
that the points representirigand’ in the configuration space lie on or on opposite sides of
the hyperplane; = z; (Q). Consequently, the hyperplang = z; (Q) intersects the cell in
configuration space of the node in the kd-tree corresponding to

We can apply the same argument to the second hyperplane sep&rdtimm an input box
(the hyperplane; = :rj*(Q), for example), to show that there is a hyperplane in configuration
space with points on or on opposite sides & x;’(Q) in the example).

We can conclude the following. Suppogevisits a noder of the second type. Then in
configuration space there is a pair of hyperplanes, both of thefgrm =, (Q) orz; = z; (Q)
and both intersecting the cell in configuration space of the kd-tree node corresponding to
But then the cell is also intersected by tf#el — 2)-flat that is the intersection of these two
hyperplanes. By Lemma 3.1 there are o0lf2!(2~2)/2¢) = O(2/(!~1/4)) such nodes at leve!

For the building time, see section 3.4. [l

This leads directly to the following theorem.

Theorem 3.3 Let S be a set of. possibly intersecting boxes in the plane. There is a perfectly
balanced box-tree fa8 such that the number of nodes visited by a range query with an axis-
aligned box i) (n'~'/¢ 4 klogn), wherek is the number of boxes ifi intersecting the query
range. The box-tree can be built@{n logn) time.

Proof: From Lemma 3.2 we get a bound for the stabbing number on each level in the tree.
Since a kd-tree has heighibgn|, so has a cs-box-tree, and summation over all levels yields a
total query complexity ob_["6"1 O(211=1/d) 1 k) = O(n'~Y? + klogn). 0

Improving the query time. We now show how to reduce th@(k logn) term in the query
complexity toO(k). The idea is the same as in a priority search tree [7]: input elements (boxes
in our case) that have a high chance of being reported are pushed to high levels in the tree. In



our case, the boxes that extend farthest in one ofrfkairections are stored high in the tree.
More precisely, the construction of the trgefor a setS of boxes inR? is as follows.

If |S| = 1, thenT consists of a single leaf node storing the input boxinOtherwise we
make a node storing the bounding bo®, of all boxes inS, and proceed as follows.

For each of thé@d inner normals of the facets &f,, take the box frond that extends farthest
in the direction of that normal. This results in a $&tof at most2d boxes. Each box i™ is
put in a so-callegbriority leaf, which is an immediate child af.

If the setS \ S* of remaining boxes contains less than two boxes, then this box (if it exists)
IS put as a leaf child ob. If two or more boxes remain, we split the set of boxes into two
(almost) equal-sized subsets with an axis-parallel hyperplane in configuration space. Like in a
normal kd-tree, the orientation of the splitting plane depends on the level in the tree, so that all
2d orientations take turns in a round-robin fashion on any path from the root down into the tree.

The subset of boxes whose representative points lie to one side of the cutting hyperplane are
stored recursively in one subtreeaf The subset of boxes whose representative points lie to
the other side of the cutting hyperplane are stored recursively in another subiree of

Next we analyze the query complexity of the tree resulting from this construction, which we
call acs-priority-box-tree In our analysis we bound the number of visited nodes of a given
weight, where the weight of a node is defined as the number of input boxes stored in its subtree.
This will be useful when we convert this box-tree into a semi-R-tree.

Lemma 3.4 The number of nodes of weight at leasvisited by a query with a query bay is
O((n/w)' =4 4+ k).

Proof: Let@ = Hle(x;(Q),xj(Q)). We can restrict our attention to the visited nodes of
weight at leas®d, as the total number of visited nodes is at most a constant times larger than
this number. Let’ be such a visited node of weight at leagt There are two cases.

The first case is where one of the priority leaves directly bel@tores a box intersecting.
Clearly there are at mostsuch nodes.

The second case is when all priority leaves directly belostore boxes disjoint frond).
Thus each such box’s interior is separated fr@nby a hyperplane through a facet@f We
claim that not all boxes can be separated by the same hyperplane. Suppose for a contradiction
that there is a facef whose containing hyperplane separates all boxes of the priority leaves
from . Then in particular it would separate the box that extends farthest in the direction of the
inner normal of the facef, contradicting thaf) intersects the bounding box stored-atSo we
have two distinct hyperplanes through facet§)aeparating a box in the subtreerofrom Q).

The box-tree that we have constructed basically corresponds to a kd-tree in configuration
space, as before. The priority leaves make that the tree in configuration space is strictly speaking
not a kd-tree, butitis easy to see that Lemma 3.1 still holds. Moreover, there is still a one-to-one
correspondence between nodes of the box-tree and nodes of the kd-tree in configuration space.
Hence, we can use the fact that there are two distinct hyperplanes through fagetsparating
a box in the subtree of from ) in the same way as in the proof of Lemma 3.2: it implies that
there is a2d — 2)-flat in configuration space (defined by a pair of facet§)pfintersecting the
cell in the kd-tree corresponding to It follows that the total number of nodesto which the
second case applies at a given levislO(2:(1=1/4)),

To finish the proof, observe that nodes at the lowermbsgi(w/(2d))| levels have weight
less thanw. Adding the bounds for the second case on the remaining levels, we get
Zl[l:()gnFllog(w/(Zd))J 0(21(1—1/(1)) _ O((n/w)lfl/d).

For the building time, see section 3.4. [l



The following theorem follows directly.

Theorem 3.5 Let S be a set ofi possibly intersecting boxes IR!. There is a box-tree for
S such that the number of nodes that are visited by a range query with an axis-aligned box is
O(n'~Y4 + k), wherek is the number of boxes ifi intersecting the query range.

3.2 The kd-interval-tree approach

The cs-box-tree of the previous section has optimal query complexity for point queries (and
range queries) if the input consists of arbitrary, intersecting boxes. Unfortunately, if the input
boxes are disjoint then the query complexity for point queries does not improve. In this section
we develop a different box-tree, thkel-interval treg@ whose query complexity is much better
if o, the point-stabbing number of the input $tis small. The query complexity for range
queries increases only slightly. This approach only works in the plane; Theorem 2.5 states that
a similar result in more than two dimensions cannot be obtained.

The basic idea behind kd-interval trees is again to use a kd-tree, but this time in the workspace
(which is now the plane). Since the objects in the workspace are rectangles, not points, many
of them may intersect the cutting line. These boxes are taken out and handled separately, like
in an interval tree. To make kd-interval trees more efficient, we introduce priority leaves, like
in the previous section.

The 1-dimensional case. First we describe how a sétof boxes all intersecting a given line
¢ are handled. With a slight abuse of terminology, we call a tree for this case a 1-dimensional
kd-interval tree.

If |S| = 1, thenT consists of a single leaf node storing the input rectangle. i@therwise
we make a node storing the bounding bo®, of all rectangles irt, and proceed as follows.

For each of thel inner normals of the edges &f,, take the rectangle frorf that extends
farthest in the direction of that normal. This results in asebf at most4 rectangles. Each
rectangle inS* is put in apriority leaf.

Consider the set of intersections of the edges of the remaining rectangleé Wit p be
the median of these intersection points. The rectanglés\irt* containingp are stored in a
subtree ofv that is a 2-dimensional cs-priority-box-tree as described in the previous section.
The rectangles it$' \ S* completely to one side qf are stored recursively as a 1-dimensional
kd-interval tree in a second subtreerofThe rectangles i¥ \ S* completely to the other side
of p are stored recursively in another subtree of

We call the nodes in the main 1-dimensional kd-interval tBenodes Such a node corre-
sponds to an interval on the defining liheWe call the nodes of the 2-dimensional cs-priority-
box-treescs-nodes

We start by analysing the query complexity when we query with a segment on the line

Lemma 3.6 If we query a 1-dimensional kd-interval tree storing a set & oéctangles with a
line segment on the defining lirfe then we visit at mosb (logn + k) nodes, wheré is the
number of rectangles to be reported.

Proof: Observe that the query segmerihtersects a rectangle (or bounding box) if and only
if it intersects the intersection of that rectangle (or bounding box) with

Consider a 1D-node that is visited when we query wittWhen the interval corresponding
to this node is completely contained snthen by the above observation all rectangles in the
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Figure 2: Querying a 1-dimensional kd-interval tree with a Box

subtree intersect. Hence, there cannot be more thafk) such nodes. When the interval is
not completely contained ig, then it contains an endpoint ef and there are onlg)(logn)
such nodes.

Now consider a cs-node that is visited. Lep be the point o common to all rectangles
in the subtree of’. Assume w.l.0.g. that is vertical andp lies inside or above. Then the
rectangle in the subtree extending farthest downward must intexs&bis rectangle is stored
in a priority node directly below, so we can charge the visit ofto this answer. O

Next we analyze the query complexity when we query with a box.

Lemma 3.7 (i) If we query a 1-dimensional kd-interval tree storing a set & oéctangles with
a query box), then we visit at mosb (/o /wlogn + k) nodes of weight at least, wherek;

is the number of rectangles to be reported.

(i) If o is O(logn), then the query time reduces@®logn + k).

(iii) If the projection of() onto the ling that stabs the rectanglesSncontains the intersections
of all rectangles with, then the query time reduces@qk).

Proof: (i) See Figure 2. If) intersectd then the query is equivalent to querying wighn 7,

so the result follows from the previous lemma. Otherwise, assume w.l.0.g¢ thatertical

and that() lies to the right of?. Consider a 1D-node that is visited when we query witf).

When the interval corresponding to this node is completely contained in the projecti@n of
onto/, then the rectangle in the subtree extending farthest to the right must be intersected. This
rectangle is stored in a priority leaf immediately beleyto which we can charge the visit of

Hence, there can be at mdssuch nodes. When the interval is not completely contained in the
projection of(), then it contains an endpoint of the projectiortgfand there are onlg (log n)

such nodes.

Now consider a 2-dimensional cs-priority-box-tree that is visited. Suppose the interval of the
1D-node that is the parent of this subtree is completely contain@d iffhen we can argue again
(using the priority leaves) that we can charge all the visited nodes to rectangles inter§ecting
If the interval of the 1D-node that is the parent of this subtree is not completely contained in
the projection of(), we argue as follows. First observe that the interval must then contain
an endpoint of the projection @, so there are only) (logn) such parent nodes. In the 2-
dimensional configuration-space box-tree below such a parent, we apply Lemma 3.4 to bound
the number of visited nodes of weightby O(\/n'/w + k'), wheren' is the number of boxes
stored in the cs-priority-box-tree aidis the number of answers reported in this subtree. Note
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thatn’ < o, since the cs-box-trees are used only to store sets of boxes that share a single point.
Hence, the overall number of cs-nodes visitedis,/o /wlogn + k), finishing the proof of
part (i) of the lemma.

(if) For the proof of part (ii), we analyze the number of cs-nodes visited in a different way.
Note that cs-nodes in a single cs-priority-box-tree share a single poiat déinthis point is
contained in the projection @ onto/, then we can use the priority nodes to charge all nodes
visited in this cs-box-tree to rectangles intersecting

If the defining point of a cs-prority-box-tree lies outside the projectio ointo/, then each
cs-nodev visited in this cs-box-tree must have at least one rectangle that contains an endpoint
of the projection of). For each such node the rectangle in its subtree which extends farthest
into (or beyond) the projection @p, is stored in a priority node directly below to which we
can charge the visit af. In all cs-box-trees together, at mast priority nodes can contain
one of the two endpoints; therefore, at m@¥r) cs-nodes with defining points outside the
projection of() can be visited.

In total, we find a bound o (logn + o + k), which reduces t@ (log n + k) if o is O(logn).

(iii) If the projection of ) onto ¢ contains the intersections of all rectangles withit also
contains all intervals corresponding to the nodes in the box-tree. Therefore, we can use the
priority leaves again to charge all the visited nodes to rectangles intersgcting O

The 2-dimensional case. Our kd-interval tree for a general sgtof rectangles in the plane is
defined as follows.

If |S| = 1, thenT consists of a single leaf node storing the input boxXinOtherwise we
make a node storing the bounding bo®, of all boxes inS, and proceed as follows.

For each of thel inner normals of the edges &f,, take the rectangle frorf that extends
farthest in the direction of that normal. This results in asebf at most4 rectangles. Each
rectangle inS* is put in apriority leaf, which is an immediate child of.

If the setS \ S* of remaining rectangles contains less than two rectangles, then this rectangle
(if it exists) is put as a leaf child of. If two or more rectangles remain, we split the cell
corresponding ta using a vertical or horizontal line (depending on the leveh the tree).

This splitting line/ is chosen such that the number of rectangle§ inS* lying completely

to either side of is at most||S \ S*|/2]. The rectangles it¥ \ S* lying to one side of are

stored recursively in one subtree:af The rectangles it5' \ S* lying to the other side of are

stored recursively in another subtreerof The rectangles ir¥ \ S* intersecting? are stored

in a 1-dimensional kd-interval tree, as explained above. We call the nodes of the main tree,
which correspond to 2-dimensional cellf)-nodes Next we analyze the performance of the
kd-interval tree.

Lemma 3.8 The number of nodes of weight at leastthat are visited by a range query with
an axis-aligned box i®(\/n/wlogn + /o /wlog® n + k), wherek is the number of reported
answers. The number of such nodes visited by a point quepygo/wlog’>n + k). If o is
O(logn), we may omit the,/o /w factor.

Proof: Consider a 2D-node that is visited when we query with an axis-aligned rect@ngle

We distinguish four different types of such nodes (see Figure 3). We bound their number and

the number of nodes visited in 1-dimensional kd-interval-subtrees for each type separately.
Inner nodesThese are 2D-nodes whose bounding boxes lie completely igsidée num-

ber of inner nodes is easy to bound, since all rectangles in the subtree of such a node igtersect
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Figure 4: Piercing nodes with parallel splitting lines (to the left) and orthogonal splitting lines
(to the right).

Hence, the total number of such nodes, or nodes in their 1-dimensional associated kd-interval
trees, isO(k).
Side nodes:These are 2D-nodes whose bounding boxes cut exactly one edge bof this
case the rectangle that extends farthest into the direction of the inner normal of this edge must
intersect). This rectangle is stored in a priority leaf immediately below the node. The same
reasoning applies to their 1-dimensional associated kd-interval trees. Hence, the total number
of side nodes or nodes in their associated kd-interval tre@$i$.
Piercing nodesThese are 2D-nodes that cut two opposing edgég, dfut do not contain any
corners ofy). From Lemma 3.1 and the fact that all nodes at the lowermostw/(2d)) | levels
of the tree must have weight less thapwe conclude that the number of 2D-nodes with weight
at leastw that intersect any edge ¢f must be bounded by [!& "1~ loslw/CMNI 5 (9i/2) —
O(y/n/w). Now there are two cases—see Figure 4: the splitting line used at such a node
v is orthogonal to the intersected edges, or it is parallel to them. In the former case we can
apply Lemma 3.6 to obtain @(logn + k') bound on the number of nodes visited in the 1-
dimensional kd-interval tree associated withvherek’ is the number of reported answers. In
the latter case we can apply Lemma 3.7(iii) to get a bour@(@f). Hence, we get a grand total
of O(y/n/wlogn + k).
Corner nodesThese are 2D-nodes that contain one or more cornefs dhere are)(logn)
such nodes. To obtain the total number of visited nodes in the associated 1-dimensional kd-
interval trees, we have to multiply this by the bound of Lemma 3.7, leading to a total of
O(y/o/wlog® n + k) in the general case, 6 (log” n + k) if o is O(logn).

There are no other types of nodes whose bounding boxes intéJséctding up the number
of nodes for all four cases gives the desired bound for box-queries. Note that in the case of
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point queries, we only have corner nodes. For the building time, see section 3.4. O

This leads to the following theorem.

Theorem 3.9 Let S be a set oh possibly intersecting boxes in the plane, such that no single
point is contained in more thanboxes. There is a box-tree f6rsuch that the number of nodes
visited by a range query with an axis-aligned bois/n logn + /o log® n + k), wherek is

the number of boxes ifi intersecting the query range. The number of nodes visited by a point
query isO(\/olog’n + k). If o is O(logn), this reduces td)(log” n). The box-tree can be
built in O(n logn) time.

3.3 The longest-side-first approach

Recall that a kd-interval tree is basically a modified kd-tree, where each node is split by a line.
The orientations of these lines depend on the level in the tree in such a way, that orientations
take turns in a round-robin fashion on any path from the root down into the tree. An interesting
variation of the kd-interval tree arises when we replace the round-robin splitting strategy by
the longest-side splitting rule as suggested by Dickerson et al. [8]. In such a longest-side-first
kd-interval tree, the number of nodes whose corresponding cell is pierced by a query rectangle
is small if the query rectangle is fat. We use this to prove the following lemma.

Lemma 3.10 The number of nodes of weight at leasthat are visited by a range query with
an axis-aligned box i®((a + /o Jw) log® n + k), wherek is the number of reported answers.
The number of such nodes visited by a point quer@(s/c/wlog’n + k). If o is O(logn),
theO (/o /w) factor can be omitted from the bounds.

Proof. In the analysis in the previous subsection, the piercing nodes were responsible for the
O(y/n/wlogn) term in the query complexity. This term arose because in a normal kd-tree
there can b&(,/n/w) piercing nodes, and in each of the associated 1-dimensional kd-interval
trees,0(logn) nodes could be visited.

In the longest-side-first kd-tree, however, the number of disjoint cells that cut opposing sides
of a query rectangle of aspect ratois O(alogn) [8]. As before, we have two types of
piercing nodes: those with splitting lines that are orthogonal to the intersected edgearaf
those with parallel splitting lines. For the first case, observe that such splitting lines separate
two disjoint cells that cut opposing sides of the query rectangle. This implies that there can
be at most(«logn) piercing nodes with orthogonal splitting lines, each of which can have a
1-dimensional kd-interval tree in whiah(logn + £') nodes are visited. For the second case,
observe that the total number of piercing nodes on all levels in the tree is atrogig” n),
and each of them can have a 1-dimensional kd-interval tree in whiéh nodes are visited.
Hence, we get a grand total 6f(« log” n + k) for both types of piercing nodes.

Since the other cases in the analysis of the original kd-tree still go through, the lemma
follows. O

Theorem 3.11 Let S be a set of. boxes in the plane with stabbing numberThere is a box-

tree forS such that the number of nodes that are visited by a range query with a rectangular
range of aspect ratio is O((a++/7) log® n+ k), wherek is the number of boxes ifi intersect-

ing the query range. The number of such nodes visited by a point quéxr /s log* n + k).

If o isO(logn), theO(y/o) factor can be omitted from the bounds. The box-tree can be built
in O(nlogn) time.
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3.4 Building the box-trees

All boxtrees mentioned in this section, can be buil@ir. log n) time. Since the construction
algorithms are very similar, we will explain them together.

We start by sorting all input boxes hy -coordinate and:; -coordinate for all dimensions
1 < i < d. This cost®(n logn) time. Using suitable list structures and cross-pointers, we can
now do the following operations:

e in O(1) time, selecting a box with an extreme value for one of 2ecoordinates and
removing it from the2d sorted lists;

e in O(1) time, determine the bounding box of the set (and, if necessary, determine the
dimension in which the bounding box is largest);

e in O(n) time, splitting the set of boxes in two, such that all boxes whose value for a
particular coordinate is smaller than the median for that coordinate go in one list, while
the remaining boxes go in the other list, and at the same time splittirgiteerted lists
in sorted lists for each of the two subsets.

e in O(n) time, splitting the set of boxes in three subsgts S° and S+ with respect to
some discriminating dimension such that there is a valug such that all boxes ¥~
are on one side of the hyperplang = z?, all boxes inS™* are on the other side, and
all boxes inS? intersect the plangS~| < n/2 and|S™| < n/2—and at the same time,
splitting the2d sorted lists in sorted lists for each of the three subsets.

This operation can be implemented by choosifido be the median value of the union

of thez; - andx; -coordinates. Using the lists ordered by these two coordinates, we can
find the median value i@ (n) time. By definition, at most coordinate values can be
smaller than the median and at mestoordinate values can be greater than the median.
This implies that at most/2 input boxes can be completely on one side of the median
hyperplane, and at mos/2 can be completely on the other side. After we have found
the median, we can just check all boxes to see on which side they are, assign them to one
of the three subsets, and then split the sorted lists accordingly.

The boxtrees can now be built top-down recursively, following the descriptions in the previ-
ous subsections. First we make a root for a tree that has to store all boxes, we calculate how to
divide these boxes among its children, and then we split the set of boxes, giving each child its
own subset. With the above operations we can do this for cs-box-trees, cs-priority-box-trees,
kd-interval trees as well as for longest-side-first kd-interval tree3(im) time, wheren is the
number of boxes that has to be stored in the tree rooted at this node.

Then we construct the childrens’ subtrees recursively, sper@ing time in total for each
level in the tree. Since all box-trees constructed in this section have heigdgn), the total
time for division and construction i9(n logn).

Adding the time needed for sorting to the time needed for division and construction, we get
a total building time ofD(n logn).

4 From box-trees to R-trees

In the previous section we described several algorithms to construct box-trees with good
query complexity. In this section we give general theorems to convert them to (semi-)R-trees.
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We start with a general theorem that converts any box-tree to an R-tree. Recall thaighte
of a box-tree node is the number of input boxes stored in its subtree.

Theorem 4.1 LetT be a box-tree for a set afboxes inR? such that any query with a range of
a given type visits at mogt(w) nodes of weighto or more. Thery can be converted i@ (n)
time to an R-tree of minimum degreavhere every query with a range of the same type visits
at mostO(f(t) logn/ logt) nodes.

Proof: We simply read out the leaves frofmin order, and then construct an R-tree where the
boxes occur in the same order in the leaves. We can build this R-tree bottom-up, level by level.
First we construct the R-tree nodes just above leaf level by repeatedly takeeyes from the

list and giving them a new R-tree node as their parent. We continue doing this until less than
4t leaves are without parent: these leaves are then divided into two groups (if there are more
than2t) or made children of a single parent (if there are no more fideaves left). Next, we
consider the new parent nodes just constructed as leaves, and construct the next level of the tree,
and so on, until we reach the level where only one node is constructed (the root). In this way,
we spend)(1) time for each node to connect it to a parent node, thus getting a total running
time of O(n).

Consider a bounding bok stored in the R-tree. It is the bounding box for some input boxes
that were stored in consecutive leaves in the box-ffeeLet v(B) be the lowest common
ancestor of these leaves. Since the minimum degree in the R-ttethis weight ofv(B) is
t or more. Furthermore, the nodeéB) for the bounding boxe® stored at a fixed level in
the R-tree must be distinct, because their defining sets form a partition of the ledvastm
consecutive sequences. Hence, we can charge the visited nodes of the R-tree to visited nodes
of weightt or more in7, in such a way that a node ih does not get charged more than once
from nodes at a fixed level in the R-tree. Since the depth of the R-tr@¢lig n/ logt), the
bound follows. O

The construction of Theorem 4.1 results in losing a logarithmic factor in the query complexity.
Next we show how to improve this result for perfectly balanced box-trees. Recall that a box-tree
is called perfectly balanced if for any node the weight of its left and right child differ by at most
one.

Theorem 4.2 Let T be a perfectly balanced box-tree for a setdfoxes inR? such that any
query with a range of a given type visits at mgst) nodes at level in T. ThenT can be
converted inD(n) time to an R-tree of minimum degréevhere every query with a range of

the given type visits at mog(3" 5"/ 59~ f(ilogt)) nodes.

Proof: We first prove that any perfectly balanced tree has the following property: the weights
of all nodes at a fixed level in the tree differ by at most one. The proof is by induction on the
level. The statementis trivially true at level zero (the level of the root). Now assume all nodes at
a given level have weight or w + 1. Then the balancing condition guarantees that the nodes at
the next level have weight/2 orw/2+1 (in casew is even) or they have weightv +1)/2 — 1
or (w + 1)/2 (in casew is odd). So in both cases the weights at the next level differ by at most
one.

We can now construct an R-tree fromas follows. From the leaf level of the box-tree, walk
up the tree until a levelis encountered where all nodes have weight at leagtus there must
be at least one node with weight at most 1 on the level just below, and therefore, by the
perfect-balance property, no node on that level has weight moretthahis implies that the
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weight of nodes at levelcannot exceedt. Hence, each subtree rooted at a node at this level
can be compressed in a single leaf (which will be a node in the R-tree). Recurse on the new
tree. The recursion ends when there are less tHaaves, which are compressed to a single
node which will form the root of the R-tree. It is immediately clear that this construction can
be done i (n) time.

The bound on the query complexity immediately follows from the construction. [

Finally, we can show that that we can also improve Theorem 4.1 for the general case if we
are willing to settle for semi-R-trees instead of real R-trees. Recall that the difference between
a semi-R-tree and an R-tree is that in the former we do not require all leaves to be at the same
depth.

Theorem 4.3 LetT be a box-tree for a set afboxes inR? such that any query with a range of
a given type visits at mogt(w) nodes of weightv or more. Thery” can be converted i@ (n)
time to a semi-R-tree of minimum degreevhere every query with a range of the same type
visits at mosO( f(t)) nodes.

Proof: We start by converting the binary box-tree to a forest of at least 1 and attmost
semi-R-trees. This is done recursively as follows. If the box-tree is just a leaf, we leave it as it
is. Otherwise, we convert the left and the right subtree separately, getting two forests of at least
2 and at mos2(¢ — 1) semi-R-trees in total. We distinguish two cases:

e The total number of semi-R-trees is less tham this case, we are done immediately.

¢ The total number of semi-R-trees is at leasin this case, we combine the semi-R-trees
in the two forests into a single semi-R-tree by making the semi-R-trees in the forests the
children of a new root node. Note that the new root node has betwvard2(t — 1)
children. The descendant leaves of this new root node are exactly the descendant leaves
of the box-tree node which is being converted, so the associated bounding box is exactly
the same; no new bounding box is introduced.

In the end we get a forest of at least 1 and at moestl semi-R-trees. If it is not a single tree,
we combine the trees in the forest into one tree by adding a root node.

Clearly each node in the box-tree will be processed exactly once and will be processed in
O(1) time if the forest operations are implemented suitably. Therefore, the conversion of a
complete box-tree take3(n) time.

No new bounding boxes are introduced, no bounding box in the boxtree appears more than
once in the semi-R-tree, and no internal nodes with weight lessttaemconstructed. This is
easily seen to result in a semi-R-tree with the desired bound on the query complexityl]

By applying the conversion algorithms of the theorems above to the structures from the previous
section, we obtain the following results.

Corollary 4.4 LetS be a set ofy boxes inR¢ with stabbing number.

(i) Thereis an R-tree fa¥ of minimum degree such that the number of nodes visited by any
box query isO((n/t)'~'/? + klogn/logt), wherek is the number of reported answers.

(i) There is an semi-R-tree fat of minimum degree such that the number of nodes visited
by any box query i©)((n/t)' /¢ + k).
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(i) When d = 2, there is a semi-R-tree fét of minimum degree such that the number of
nodes visited by any box queryG¥/n/tlogn + /o /tlog® n+ k), and the the number
of nodes visited by any point query (/o /tlog>n + k). In both boundsk is the

number of reported answers. dfis O(logn), theO(\/c /t) factor can be omitted from
the bounds.

(iv) Whend = 2, there is a semi-R-tree fot of minimum degreé such that the number of
nodes visited by any query with a rectangle of aspect rat®O (o + /o /t) log* n +
k), wherek is the number of reported answers.olfis O(logn), the bound reduces to
O(alog?n + k).

(v) For the cases mentioned under (iii) and (iv) there is also an R-tree of minimum degree
t for which the number of visited nodes (¥(logn/logt) times the number of visited
nodes in the semi-R-tree.

All R-trees can be constructed@(n logn) time.

Proof: Part (i) follows from Theorem 4.2 and Lemma 3.2. Part (ii) follows from Theorem 4.3
and Theorem 3.5, and part (iii) follows from Theorem 4.3 and Lemma 3.8. Part (iv) follows
from Theorem 4.3 and Theorem 3.10. To obtain part (v), we use Theorem 4.1 instead of
Theorem 4.3. O

5 Conclusions

We have developed now algorithms to construct box-trees (bounding-volume hierarchies us-
ing axis-aligned boxes as bounding volumes) and we analyzed the complexity of rectangle-
intersection queries and point-containment queries for these structures. We also proved lower
bounds showing that our results are optimal or almost optimal. Finally, we gave algorithms to
convert our box-trees to (semi-)R-trees with optimal or almost optimal query complexity.

The bounds that we get, except for the case of fat ranges in the plane, are rather
disappointing—even though they are optimal. In practice, one would hope for much better per-
formance. It would be interesting to see under which conditions one can obtain better bounds
for, say, box-queries ifiR*. We also would like to see how our trees behave in practice—the
lower-bound constructions are rather contrived—and to compare them experimentally against
trees constructed by known heuristics.

In many applications it is important to support fast insertions and deletions, and it would be
interesting to develop box-trees or R-trees that support fast insertion and deletion, while still
guaranteeing close to optimal query complexity.
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