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ABSTRACT

A flexible, general purpose MIL-STD-1553B network terminal
is develnped to enable evaluation and possible later use
of this standard in distributed processing applications.
The terminal is capable of operating in any of the Gefined
modss and supports all optiocnal features of the standard.

A survey of components available for interfaciny to MIL-
STD-1553B is presented. This leads to a choice of the

range of as beilng best suited for use
in this terminal.

A specification for the terminal is formulated. The
terminal hardware is designed and a general approach to
software for the terminal is discussed. An Intel 80186
microprocessor is usad to interface a pair of 1553B busges
to Multibus, via a dual port memory which provides message
buffering.

A prototype version of the terminal has been constructed,
and lessons learned in the testing and debugging of this
hardware are discussed.
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NOMENCLATURE

The following conventions have been adopted for the name
of signal lines:

All signal lines are written in upper case (eg. CLXOUL}.
i WJ If the signal is active low, the name is followed by an
"i asterisk (eg. IUSTB).

. Abreviations used in the text have the following meanings:

15538 MIL-STD-1553B
BC Bus Controller
BIT Built-In-Test (word)
BM Bus Monitor
cHMos Complimentary Metal Oxide Semiconductor (legic)
CPU Central Processing Unit
DMA Direct Memory Access
EPROM Erasible Programmable Read Only Memory
FIFO First In First out
IEEE Institute of Electrical and Electronic Engineers
{standardising body)

1/0 Input/output
LED Light Emitting Diode
IRU Line Replacable Unit
LSTTL Low power Schottky Transistor-Transistor Logic
MST Medium Scale Integration
PAL Programmable Array Logic

‘ PIC Programmable Interrupt Logic

! PIT Programmable Interval Timer

| RAM Random Access Memory

i ROM Read Only Memory

RT Remoter Terminal

| RX Receive(r)
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NOMENCEATURE

SBX
881
TTL
X
USART

iSBX I/O bus (IEEE P959 I/0 bus)

Small Scale Integratien

Transistor Transistor Logic

Transmit (ter)

Universal Synchronous Asynchronous Recelver
Transmitter
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CHAPTER 1

INTRODUCTION

The problem that is addressed by this project is stated.
This is followed by the relevant background material to
the problem leading to a justification of the project. The
scope of the project work is defined and finally there is
a guide te the layout of this report.

~ 1.1 =
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INTRODUCTION Problem Statement

11 PROBLEM STATEMENT

Teklogic has a need for a fast, rellable and robust
network to be used in distributed processing, and remote
sensing and actuation applications.

These applications may include avionics, "fly-by-wire",
and armament functions in aircraft, and similar operations
in other vehicles such as tanks, armoused cars and small
naval vessels.

Such a netvork could also f£ind application in  the
industrial field of process control  where again
reliablilty and robustness (but not so much speed) are of
prime importance.

A potentially suitable nstwork is defined by MIL-STD~
1553B. The function ©f this project is to provide a
flexible, general purpose MIL-STD-1553B data bus terminal
for the evaluation and possible later uce of this network
in distributed processing applications.

The terminal is required to make use of one of the
standard components available for interfacing to the bus,
rather than attempting a "from scratch" design, while
still maintaining flexibility and generality. It must
interface to Multibus and if possible not occupy more than
one board. A further requirement is that Intel
microprocessor products be used where necessary, as
support for these is available.

- lig =

-



INTRODUCTION Background

1.2 BACKGROUND TO PROBLEM
1.2.1  Network requirements of Distributed Systems

The required characteristics of the communication channel
used by a distriduted computer system are influenced by
the application of the systen.

Typical applications in this case are aircraft systems
such as:

- Instrumentation

- Navigation

- Flight safety

- Remote control or fly-by~wire"
- Weapons control

- Flight recording

These systems may also be used in other types of vehicles,
both military and civil.

A second class of application to be considered is
industrial process control,

1.2.1.1 Speed

The speed regiirements vary from high speed in data
processing (becaw:: of the large amounts of data typically
involved) to relacively low speeds in the case of process
contrel if the plant time constants involved are long. Thae
speed in any system also obviously depends on the number
of units that are connected to the netwoxk.

The aircraft or vehicle type application lies between the
two. A relatively high speed is required as the time

= 1.3 =
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INTEODUCTION

constants are fairly short (in the case of remote control)
and a system may need to respond rapidly %to an event
{in the case of flight safety and weapons control). On the
other hand there are usually few units in the system.

1.2.1.2 Extent

For vuse in a vehicle, the network need only extend a few
tens of metres and support a few units. For use in process
control on the other hand, in a large system the extent
may be a few kilometres and the number of units a few
hundred.

1.2.1.3  Integrity

Both classes of application demand secure . ation.
This is particularly true when messages (... example
triggered by events) may occur only once and must not be
lost.

This wmay of course be ensured at a level above the
communication medium at the price of incurring an
ov . It is, how , more desirable that the network
have a low error vate, and some method of error detection
built into it.

considering that the electrical enviromment is potentially
noisy, the network should have good noise immunity in
order to have a low error rate.

1.2.1.4 Robustness

In both classes, the environment in which the network has

- 1.4 -
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INTRODUCTION

to operate is potentially harsh from an electrical,
mechanical and temperature viewpoints. Further, in a
military application there is the possibility of ballistic
damage.

The network hardware must thus be hardened for use in such
an  environment to ensuxe a reasonable robustness. The
effect of ballistic damage can be red- ed by the inclusion
of redundancy at the network level, specifically,
redundancy of the actual communication madium (cabling).

1.2.1.5 Fauit Tolerance

Tn all distributed applications, it is a general
requirement that a failure of one unit connected to the
network does not cause the failure of the entire network.

Such a failure must thus neither render the communication
medium unuseable nor leave the system without overall
control.

1.2.1.6 Protocol

The type of protocol required arises partly from the above
points.The protocol must support any errcr detection and
redundancy that is available. It must also have a suitable
mechanism for fault recovery.

Further, the networx should be deterministic, that is: the
maximum delay in the delivery of a message to its
destination must be calculable. This is again important
when critical messages are to be passed.

- 1.5 =
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INTRODUCTION round

1.2.2 MIL-STD-1553B Overview

The U.S8. Department of Defence sets standards to be used
and applied by the military services and their
contractors. A military standard is a document that
establishes engineering and technical requirements for
procedures, practices, and methods that have been adcpted
as standard, One of these is MIL-STD-1553B "Aircraft
Internal Time Division Command/Response Multiplex Data
Bus" [3].

1.2.2.1 Origins

The steadily increasing complexity of military systems,
particularly in avionics, has made it no longer practical
to use independent and self-sufficient units to meet all
reguirements ({5]. Thus integration of such systems has
been taking place to share information among the units in
the system with the following advantages:

- Elimination of unnecessary duplication of
information sensing and display.

- Performance gains.

- Reliability gains.

- Cost reduction,

- Space saving.

This integration was however initially carried out with
little to the i tion units;
wiring was generally dedicated point~to-point. As the
above approach was refined, this wiring method became
impractical (4] as:

- The welght and space taken up by the wires was
becoming excessive.

- 1.6 -
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INTRODUCTION Background

- Modifications to the system were difficult.
- Access to all parts of the system for test
purposes was difficult.

‘The solution was to turn to data bus techniques which were
also beginning to emerge in commercial applications.

The U.S. military realised the need for data bus
techniques and thelr standardisation as far back as 1968
{5}. At that time other methods failed to meet the high
integrity, reliability and flexibility requirements
necessary in the military envi It wae e
necessary to review the characteristics of a data bus. The
following factors were considered:

- Modulation and coding techniques.

- Signalling methods and signal detection
techniques.

- Transmission media considerations.

Eventually MIL-STD-1553 (USAF) was published in August 1973
and found its first full application in the F~16 aircraft.
After input from the Army, Navy, and industry, MIL-STD-
155634 wam released for use by all the armed forces in
1875. As this was applied to more vehicles and systenms,
certain difficulties were recognised [5}. The standard was
revised with more input from suppliers and users, and MIL-
STD-15538 was released on 21 September 1978. This final
version has now also been adopted in the United Kingdom as
DEF.STAN.00-18 Part 2 and by NATO as STANAG 3838.

i.2.2.2 Scope of Standard

The standard establishes requirements for information
transfer formats and electrical interface characteristics.

- 1.7 ~
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It can be considered as defining a gtandaxd for

information transfer formats or protocol, while laying
down a specification for electrical interface
characteristics.

1.2.2.3 General Architecture

MIL-STD~1553B defines a serlal, time division multiplexed
data bus operating at one Mbit/sec data rate. The
communication medium is a shielded twisted pair. Provision
is made for the use of more than one such cable for
redundancy purposes. The length of the bus is limited to
about 100m by the propagation delay of the cable and the
response times required by the standard.

A command/response or “speal: anly when spoken to" type of
protocel is used under which all transfers are dinitiated
and controlled by a single bus controller. Up to 31
individually addressable remote terminals can be connected
to the bus, each of which can interface with up to 30

Y if Y. Further non-transmitting bus
monitors can be connacted to the bus to "...raceive bus
traffic and extract selected information to be used at a
later timeM. These are the three possible modes of
terminal operation.

Provision is made to allow terminals to change their mode
of operation and for the bus controller to broadcast
messages to all remote terminals. Bus controllership can
bhe offered to and accepted by a remota terminal by means
of a mode command. The protocol thus has a lbus token
passing type mechanism built into it.

- 1.8 =

-




INTRODUCTION Ba

1.2.2.4 Information T~ .ufer Formats

Also referres to as "messaje formats® in 1553B, these
define the protocol that is used. The exchange of messages
is recisely desoribed and there are only ten allowable
formats.

They can be divided into two groups:

Data Transfers. These are essentially used to "...extract
data from and feed data to a functional subsystem...".
They may transfer up to 32 data words at a time.

¥ode  Commands.These are essentially reserved *...to
comsunicate with the multiplex bus related hardware, and
to assist in the management of information flow...". There
is provisien for 32 mode commands, 15 of these are
defined, the rest belng reserved. 'The use of any or all
defined mode commands is optional.

1.2.2.,5 Modulation and Coding Technique

The technique used is § t 1T biphase
gngg‘gigg at 1 Mbit/second. This method defines bits by a
transition from one voltage level during the first half
bit time to the opposite level for the second half bit
time. The average voltage is thus zero.

1.2.2.6 Word Formats

Bach word consists of 16 bits preceded by sync and
followed by parity. The sync is three bit-times long, and
consists of one and a half bit-times at one level and one
and a half bit-times at the other level. The parity (one

- 1.8 =
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bit) is odd. Thus a word is 20 bit-times long, that is 20
microseconds.

MIL-STD-1£538 defines three types of words:

Command _Word. This has a positive followed by a negative
sync. It is cransmitted only by a bus controller terminal.
It initiates transmission and defines the data transfer
format that is to be used and contains the address of the
remote terminal that is to respond.

Status Word. This word alsec has a positive followed by a
negative sync. It is transmitted by remote terminals at
the beginning of their response to a command. The status
word identifies the remote terminal and passes certain
status information back to the bus controller.

Data Word. This word has a negative followed by a positive
sync. It is always transmitted contiguously with a command
word, status word, or other data words.

1.2.2.7 Electrical Characteristics

This section of the standard specifies the characteristics
of the cabla (its impedance, shielding, attenuation and
termination), terminal input and ocutput characteristics
(waveform rise times, noise, common mode rejection, and
impedance)} and cable stubs.

Terminals may be connected anywhere on the bus in one of
two ways: Direct ocoupled stub comnections which should not
be longer than one foot (300 mm), and Transformer coupled
stubs which may be up to 20 feet (6m;

- 1.10 -
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1.2.2.8 Error Rate and Error Detection

The maximum word error rate that a terminal may exhibit
under specified test conditiuns is one part in 10%*7.
Theoretical and experimental results indicate that an
undetected bit error rate of 10%*~12 can be expected from
a practical system using the built-in mechanisms (parity,
Manchester, and sync validation).

1.2.2.9 Options in the Standard

There are many parts of the standard which are optional.
These are summarised below:

Mode of terminal overatjon. Terminals may or may nec+

support more than one of the three modes of operation.

Subaddresses. Remote terminals may have provision for any
nrumber of subaddresses, between one and thirty, within
their subsysteus.

Embedding of subsystems. A remote terminal may be embedded
in, or separate from but communicating with, the
subsystem(s) that it serves.

Broadcast. Terminals may or may not support the use of
broadcast commands.

Hode commands. These are all optional as to whether or not
they are supported by a terminal. Non-implemented mode

commands should simply be lgnored.

Built-in-test word. One of the mode commands is for a
remote terminal to transmit a built-in-test word. This

- 1.11 -
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word 1is intended to supplement the available bits in the
status word when a terminal is sufficiently complex to
warrant its use. There is no specification defining what
the bits will be used for, except that they shall not be
used to transfer subsystem Iinformation, and  their
definition is left up to the designer.

Stub coupling. The terminal may use a transformer coupled
stub or direct coupled siub or have provision for both.

Redundant busses. The terminal may support extra bus
cables to be used as redundant standbys.

1.2,2.10 MIL-STD-1553B and the OSI/RM

MIL-5TD-1553B has not been related to the O8I reference
model in any of the references used in this project. This
is probably due to the fact that 15538 was defined before
the work on the reference model was completed. This is a
brief attempt to show what parts of the model are defined
by 1553B.

Level 1. the Physical Control TLevel comprises the
physical, mechanical, functional and procedural

chavacteristics required to  connect, maintain, and
disconnect the physical circuits between equipments [9].
This layer is defined by the MIL-STD~1553B standard with
the exceptinn of the mechanical characteristics as no
specific connector configuration is laid down.

Level 2, the Link Control Level is concerned with reliable
interchange of data connected by level 1 facilities and
includes add Al e iation, identification,
error deteotion and response, and flow control. All thease
features ore built intco the standard, but sinca some of

- 1.12 =



INTRODUCTION Background

them are pa-tially optional (built-in-test word and vector
word), they will vary from terminal to terminal.

levels 3 upward are concerned with more complex networking
operations and support transmission across more than one
network. MIL-5TD-1553B does not extend to any of these
layers.

1.2.2.11 Signal Suitability

The appendix to the MIL-STD-1553B document, which gives
some design guidelines suggests, that signals of bandwidth
406 Hz or less are the most suitable for inclusicn on the
bus, while signals in the range 400 Hz to 3 kHz may be
accommodated if the loading on the bus is low enough. High
bandwidth signals (eg. video) must obvicusly be excluded
31,

Signals that have a low rate but pousess a high urgency
{event type messages) are also considered to be generally
unsuitable because of bus latency.

1.2.3  Existing 1553B Systems

The existing applications of the standard are mainly in
avionics, This is mainly because all new U.S. military
aircratt requiring a data bus are obliged to use 15538,
The specific application examples found in the references
are all aircraft systems, but mention is made of ground
and naval systems that are operating, as well as ary on
the space shuttle [5]. Although the suitability of the bus
£o industrial applications is often mentioned [11,17,4],
there is no reference to specific cases of such systems.

- 1.13 -
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From the examples it is clear that in the pasct at least, a
15538 terminal was seldom designed in isolaticn. Generally
an entire multiplex system was designed and then the
terminals were designed to meet specific requirements in
the system. This would often resulted in several
different types of terminals in the systenm, each
possessing differing capabilities.

Finally there are some variations of the standard that
have been suggested and in some cases ara in prototype
form:

Transmissjon method. Fibre optic [5] and current mode
transmission [17]. Although non~standard, these could be
useful in certain applications and could form the basis of
new standards with only the relevant sections altered.

Bus length. This could be extended by increasing the no
response time out [11]. This does not viclate the
standard, as only a ninimum no response time out is
specified, but the minimum is invariably used in aircraft
applications.

Bus_speed. Thera is a design supporting a 2.5 MHz bit rate
{17). This is obviously non-standard.

Use of reserved parts of standard. The reserved mode codes
and reserved bits in the status word could be used to
convey application specific subsystem information, thus
increasing efficiency [15]. Again this is in obvious
violatiocn of the standard.

~ 1.14 -
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13 RELEVANCE OF PROJECT

From the background study, it is clear that MIL-STD-1553B
is potentially well sulited for the type of distributed
procesaing applications cutlined in section 1.2.1. In
order to evaluate, and possibly later use the standard in
such applicetions, a 15533 terminal design is required.

In contrast to the usual approach, in which the system is
designed around 15538 and the function of each terminal is
fixed, the specific requirements of this terminal will
change from one application to the next, or from one
function within an application to the next.

In the case that the standard is put into use in a system,
it will save considerable design time to have a
configurable terminal that can be used in every connection
to the bus. Tt will also make the system far more
maintainable, particularly if the terminal can be made to
be an easily replaceable module (hence the requirement
that it occupy only one board).

The terminal must thus be as flexible and general as
possible. All optional portions of the standard should be
implemented and where there is a choice, both
possibilities should be accommodated. If the terminal
could support some of the non-standard wvariations this
might be an advantage, but such variations would have to
be used with great discretion. If the terminal could use
the status bits and mode codez that are currently resarved
it would be able to support possible future versions of
the standard which might define functions for the these
status bits and mode codes.

The requirements that the terminal use Intel products and
interface to Multibus are limiting but practical in terms

~ 1.15 ~
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of the support which is available, and equipment which is
in general use by Teklogic.

Finally this project is intended to add to the local
knowledge and expertise in MIL-STD-1553B.

1.4 SCOPE OF THE PROJECT

The scope of this project is the specification, hardware
design and verification of a suitable MIL~STD-15538 data
bus terminal to meet the stated requirements of the
problem.

Thig also involves a survey of commercially available
1853B bus interface components (since a "from scratch® bus
interface design has been ruled out), formulation of an
overall approach to the design of the terminal (including
a software schenme), and the construction of a prototype
tarminal with which to verify the design.

15 REPORT LAYOUT

The remainder of this report is arranged as follows:

The available bus interface components are surveyed in
chapter 2. With this information it is possible to draw up
the functional specification in chapter 3. The overall
design of the terminal is presented down to block diagram
lavel in chapter 4. Chapter 5 deals with the prototype
hardware construction and testing. Finally chapter &
contains conclusions and suggestions for further work.

Appendix A is survey of 1553B bus interface components.
The interface to, and operation of, the components that

were selected is suamarised in appendix B. Appendix €

- 1.16 =



INTRODUCTION Report Layout

describes the detailed implementation of the hardware
blocks defined in chapter 4. appendix D contains the full
circuit schematic diagrams, rcomponent list, configuration
information and board layout of the prototype. The method,
and details, of the design of the PAL components used is
in appendix E, and listings of software used to test the
prototype are in appendix F.
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CHAPTER 2

SURVEY AND SELECTION
OF MIL-STD-1553B BUS INTERFACE COMPONENTS

The criteria for the choice of bus interface components
are di The

surveyed.

that are availablae are then

A selection of bus interface components is then
made and justified.

- 2.1~
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21 INTRODUCTION

Before a realistic functional specification for the MIL-
STD-1553B terminal can be defined, it is necessary to
review the capabilities of the various components that are
available to interface to 1553B. The level to which the
standard is implemented, the options that are supported,
and the restrictions that are imposed by the components
that are finally selectad, will affect what the terminal
is functionally capable of doing. The selection is thus
made before the functional specification is presented.

2.2 SELECTION CRITERIA
The criteria on which a selection is made are as follows:

Minimisation of external hard e a softwa, reguired to

complete the full 1 The more that is done in this
regard by the bus interface components themselves, the
less the burden on hardware 1 to the co

{thus saving board space) and software (thus freeing
processor time for other functione).

Simplicity of interfacing to the . For example:
Do the components have an 8 or 16 bit bus? Are commands
specified by a pattern of input lines or simply by writing
to a control block in memory? Is there a DMA type
interface or must transfers be handled externally? Again
the more simple this interface, the less board space will
be occupied.

Abjlity to implement optional features of 1553B. The
components must allow the support (either directly or with

1 and ) of as many of the options
in the standard as possible, Of most importance is that

- 2.2 -
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bus control and bus monitor modes are possible besides the
usual remote terminal mode.

Flexibility in terms of reserved parts of 1553B. Will the
components allow the use of the reserved mode codes and
status bits or not?

Small size. Again, a board space consideration.

The compcnents to be chosen must thus be the ones which
best £ulfil the requirements of “generalness" and size,
while not being so elementary that it will be necessary to
design a great deal of hardware and incur a large software
overhead to implement the full protocol.

23 PARTS OF THE BUS INTERFACE
The bus interface can be separated into three main parts:
- The isolatieon/coupling transformers.
- The analeg driver/receiver section.
- The digital section.
It is to the last of these that most of the above criteria
apply. Hence the following survey covers mainly the
components for the digital section.
2.4 SURVEY OF COMPONENTS
The components surveyed fall roughly !nto two groups:
Full  impl ion co ts. These are usually in the

form of a chip set or hybrid. They tend to implement the
whole standard, and nothing but the standard.

- 2.3 «
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More general components. These are generally single chips
performing some of the low level operations necessary in a
1553B terminal (ey. Manchester encoding/decoding and
recognition of sync type, address, broadcast and mode
code) but not enforcing any particular response or action
by the terminal.

Appendix A is a detailed survey of features of components
from the main MIL-STD-1553B manufacturers. Of these the
most common appear to be the first four namely Marconi,
STC (Smith), Harris, and Grumman/SMC (11,15]. The features
of the main components of these manufacturers are
summarised in table 2.1

‘Al 2. QMPARISO] COMPON] S
{FEATURE __ |GRUMMAN |HARPIS |SMITH  |MARCONT |
| Subsysten 116 bit |serial |16 bit |8 bit |
|data I/F Pparallel parallel |[parallel |
|Data | DMA async |sync Isync | DMA sync |
{transfer |handshake | | | {
{gontrol 1 1 | I 1
|Use of lyes lyes |no Ino |
| reserved i | i 1\ |
| features | H | | |
|allowed ! | ] | |
(Buffering of {double {none {one {double !
|data | | |message | |
| I | jlength | I
| 1 | \FIFO 1 |
- 2.4 -
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TABLE 2.1 Continued

{ FEATURE. IGRUMMAN | HARRIS SWITH MARCONI {
{Error checks | 1 ter| ] hest i
| {parity |parity |parity |parity i
1} Jword couatisync {sync | synec |
| |response | |bit owunt |bit count |
i {Bync { {word count|word count |
] j>16 bits | i lloop test |
§ i | | |RT address |
1 [ ! ! |parity |
| i | | |no responee|
i 1 ! { {tx timeout |
{ 1} ] ] }subsystem |
| 1 1 | | ke |
|provision for|no 12,5 Mb/sec|ne [no {
jother bit ] } I i i
|xates l i i L |
{Bus {yes [yes, not [no {yes i
Jcontroller ] {directly | | |
{and monitor | |available | ] |
|gapability [ 1 i L !
{Redundancy {no |no |yes, with {yes, in i
|capability | | fadditien |hybrid or |
{ i | |of mecond |with second|
| | i lenc/dec 1receiver |
| Packaging {40 pin 140 pin |3 chip set|4 chip set |
{ lchip jehip J48, 40 andj40, 40, 48 |
§ | | |53 pins or|and 40 pins|
i l i fhybrid jox _hybrid |
|Mode coden 17 only | none jall lall |
{handled | | | | i
|directly L [ { L. |
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TABLE 2.1 Continued

{ FEATURE GRUMMAN HARRIS SMITH MARCONT |
| Remote {s/w loaded|mist be |hardwired {hardwired |
[terminal |can be |externally jwith |with |
jaddress |read back |implemen- ]parity bit|parity bit |
i i {ted 1 e {
{Technology | NMOS {Junction |CHMOS | Iso~-CMOS §
i | }isolated | J ]
| ) 1|CHOS 1 L |

25 VALIDATION OF 1553B INTERFACE COMPONENTS

All MIL-STD-1553B components to he used by the U.8. armed
forces have to pass a validation test at the Air Force's
Systems Engineering Avionies Facility (SEAFAC) (1]. The
tests cover six basic areac:

- Misinterpretations and deviations from the
standard.

- Bu.. configuration.

- Test conditions at manufacturer's facility.

- Basic design flaws,

- Periodic and non-periodic error conditions.

- Terminal response to induced errors.

This gives rise to an argument against the use of software
to implemert the full 1553B protocal. It is argued that
during slight software modifications to suit a particular
applization, the 1553B p 1 may be pted, thus
requiring re-approval by SEAFAC for evory implementation.

This problem, which is not an important consideration in
this design, could partly explain the fact that the two
British designs from Marconi and Smith Industries have

- 2.6 -
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secured a large portion of the mainly American market
[113.

26 COMPONENT SELECTION
The interface components chosen are:

- Marconi MRIU 53045 Remote Terminal Bus Controi
Thick Film Hybrid.

- Two Marconi MCT 3231 Driver/Receivers.

- Two Pascall P1264 coupling transformers for nse
with MCT 3231s,

The reasons for the choice of the MRIU 53045 are as
follows:

- The MRTU 53045 is a very compact version of the
Marconi chip set.

- It supports bus controller and bus monitor modes
&8 well as the usual remote termihal mode.

- The full 1553B protocol is implemented and no
external hardware or softw're is required fox
this purpose.

- The subsystem interface is relatively simple.
For bus control in particular it is very easy to
use. Almost all internmal conditions can be
monitored or used to interrupt the subsystem.

- The no rasponse time out can be astretched.

- Tne device has been used before in South Africa
and thus there is some local experience of the
davice.

- The design has been tried and proven overseas.
(This applies to the chip set as such, the

S hybrid implementation did prove to have some

£flaws.)

{, ~ 2.7 -
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- The documentation is failrly complete, but a
little difficult to read due to awkward layout.
- The component was readily availlable.

The main ai of this P are:

- Inflexibility from the point of view of reserved
features of the standard.

- Built~in-test word is predefined and fixed.

- It is very expensive.

The choice of the MCT 3231 analog section and the Pl264
transformer 1is due purely to the fact that they are
directly compatible, both with the MRIU 53045 and with
each other.

- 2.8 =
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CHAPTER 3

TERMINAL SPECIFICATION

The factors influencing the specifi-ation are reviewer.
The detailed specification is then presented. Finally the
level to which the design, prototype, and final versions
are expectad to comply with the specification are
discussed.
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TERMINAL SPECIFICATION Influencing Factor
3.1 INFLUENCING FACTORS

The

They are:

main factors determining and influencing the
specification have been covered in the previous two
ckipters and are reviewed here.

re

The requirements and

the constraints as given in the original problem
statement.

The capabilities of the bus interface components
that have been chosen.

riments are:

The terminal must implement tihe  4IL-STD-1553B
data bus standard.

It must be general, supporting as many of the
optional portions of the standard as possible.
It must be flexible, all-wing its use in a
varlety of applications.

It must be able to interface to Multibus so as
to enable its use with existing equipment.

The terminal must make use of existing
components to interface to the bus and not
attempt a "from scratch" design.

The terminal should not occupy more than one
Multibus card.

Mi P to be used are
restricted to the Intel range.

- 3.2 -
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The bus interface selected influenced the final
concise specification of the terminal. This does not imply
that the components wers selected without regard for the
specification and then the specification built around the
components. Rather the selection was the result of some
iterations of terminal specification and reveiw of
component capablities. Parts of the final specification
however, came about directly as a result of the components
ultimately chosen. For this reason the selection of the
components is covered befora the specification is
presented.

The features of the components that affect the
specification are:

- The MRTU 53045 supports the full protocol with
all mode codes in remote terminal mode.

- The MRTU 53045 may easily be configured for bus
control and bus monitor modes.

- The MRTU 53045 does not allow the use of
reserved features of the standard.

- The contents of built-in-test word is defined
and fixed.

- The MRTU 53045 supports dual redun®ant busses.

- The Pascall P1264 transformer will support both
direct and transformer coupled stubs.

3.2 FUNCTIONAL SPECIFICATION

The terminal may be viewed as a 'black box' which has, as
means of communicating with the outside world, a dual
redundant MIL~STD-15538 bus interface, a Multibus
interface, and a generalised I/0 interface.

- 3,3 -
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321  MIL-STD-1553B Interface

The MIL-STD-1553B interface is dual redundant, that is
connections are possible to two busses which are regarded
as a dual redundant pailr as defined in the standard.

The terminal is capable of operating in all three defined
modes namely; remote terminal (RT) mode, bus controller
(BC) mode and bus monitor (BM) mode. It is capable of
changing from one mode to another during operation as
allowed by the standard., It may alse change modes in
special circumstances (such as failure of the bus
controller to initiate any communication for longer than a
certain time) not normally allowed by MIL-STD~15538. It
is capable of powering up inte any one of these modes.

In all three modes the terminal operates in  full
accordance with the entire standard. In addition ali
optional features of the d are impl i This
means that in bus moniter mode, all defined information
transfer formats may be intiated and that any command may
be sent. In remote terminal mode this means that all mode
codes are implemented, and that the terminal may respond
to broadcast commands if desired.

When the mode command to transmit built-in-test (BIT) word
is received by the terminal in RT mode, the terminal will
respond with its status followsd by a BIT word where the
bits have the significance as given in table 3.1, The full
explanation as to the meaning and use of the various bits

is given in the _MEDL 1553 ISI Chip Set = Remote terminal
spacification [18].
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BLE 3. ULLT I ST BIT ASS.

[BIT NO. | ASSIGNMENT

{
| 0 1sb | Transmitter timeout flag |
11 | subsystem handshake failure |
[ 2 { Loop test failure [}
| 3 | Mode T/R bit wronyg |
i 4 | Illegal mode command {
15 | Word count low ]
| & | Word count high |
| 7 | Broadcast transmit data received |
| 8 ] Bus 0 shutdown I
|9 | Bus 1 shutdown ]
| 16 { Bus 2 shutdown I
| 11 | Bus 3 shutdown !
1 12 | Transmitter timeout on hus © |
} 13 | Transmitter timeout on bus 1 |
| 14 | Transmitter timeout on bus 2 i
{ msb smitter timeout us 3 |

3.2.2  Multibus interface

The texrminal has an interface functionally conforming to
the IEEE 796 bus or Multibus specification ([24]. T%The
interface has two parts; a slave interface and a master
interface.

The slave interface appears as & block in the Multibus
memory address space. The size of this block is
sufficient to queue messages to and from the network in
the event of the maximum of 30 subaddresses belng used in
a remote terminal subsystem. The memory is dual ported and
may be transparently accessed by the terminal internally.
Both Multibus and the terminal are able to "lock" a series
of transactions to this memory to prevent the other
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gaining access. The base address of this memory in the
Multibus address space is hardware configurable.

The master interface allows the terminal access to the
Multibus in the same way as any other master. The block in
the memory address space occupied by the slave interface
specified above 18 not necessarily accessible to the
ternminal via its master interface.

3.2.3  Generalised Input/Output Interface

This interface is functionally compatible with the IEEE
P959 o~ Intel iSBX I/0 bus [24]. It is provided to enable
the terminal to communicate with a varlety of Input/Output
(1/0) devices having this interface, without the need to
use Multibus. For prototyping, this interface will be
useful to monitor the internal state of the terminal.

3.24 Embedding of the terminal in the subsystem

The terminal has the capability of supporting the software
for a small subsystem or part of a larger subsystem on-
board. Any 170 required by this subsystem could be
accessible either via the Multibus interface or the
generalised I/0 intertace. Such a configuration i=s
equivalent to the subsystem with embedded remote terminal
as defined in MIL-STD-1553B.

3.25 System Configurations
In this vontext the system refers to the combination of
terminal and subsystem. The network will have several such

systens connected tu it.
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The system may thus be configured in four main ways (some
other combinations are obviously possible) as illustrated
in figure 3.1 . The position of the terminal/subsystenm
functional interface is shown in each case.

SUBSYSTEM/

TERMINAL

NTERFACE
'

|
K ]
15538
TERMINAL
. (SLAVE)
«
2
2
2 MULTIBUS
2 . MASTER(S)
K ) =
gl I
A G
a R’

MULTIBYUS
2 SLAVE(S)
5 (I1/0, MEMORY)

: o

FIGURE 3.1(A) LINE REPLACEABLE UNIT
SUBSYSTEM/ TERMINAL
INTERFACE
|

|
15538 TERMINAL S—
(MASTER 8! SLAVE)
1

1 )

MULTIBUS

A MULTIBUS MASTER(S)

@ . MULTIBUS SLAVE(S)
i (1/0, MEMORY)

15538
15538

-

FIGURE 3.1(B) PARTIALLY ON BOARD SUBSYSTEM
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]
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=
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15538
15538

v

FIGURE 3.1(C) FULLY ON_ BOARD SURSYSTEM

P
E
A
SUBSYSTEM/ o
TERMINAL
INTERFACE
]
T
1
|
15538 TERMINAL
; -
i
.

i

15538

EIGURE 3.1(D) STAND ALONE

In Figure 3.1{(A) the terminrl can be regarded as a line
replaceable unit (LRU) which can be replaced by an "off
the shelf" unit in the event of a failure, without regard
for the specific subsystem it must serve. It is

~ 3.8 -



[ ——

-

Functional Specification

TERMINAL SPECIFICATION

anticipated that the terminal will be used mainly in this
configuration.

The configuration in figure 3.1(B) could be used in medium
sized systems where one external processor on Multibus is
just insufficlent for the application. A small amount of
the load could be shifted to tlhe terminal's local
processor.

The figure 3.1(C) and (D) configurationa will ke useful in
the case of a small subsystem load. The stand alone modn
also has the advantage that it frees the terminal from
Multibus.

33 ELECTRICAL SPECIFICATION

The Multibus and SBX interfaces conform electrically with
the relevent sections of the respective satandards.

The MIL~STD~-1553B lnterfaces conform to the specification
in all respacts for both direct and stub coupling.

The components all conform to the military temperature
ratings or are dirxectly replaceable with components which
do,

The terminal requires power supplies at +5 volts +12 volts
and =12 volts.

3.4 MECHANICAL SPECIFICATION

The terminal occupies a single Multibus board.

The Multibus and SBX interfaces once again conform fully
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with the mechanical portions of their specifications.

There ig no specific portion in MIL~-STD-1553B determining
how the twisted pair stubs are to be connected, except
that the connection must be as close as nossible to the
coupling transformer. This is adhered to and suitable
connectors are used. Separate pins are provided for the
direct and transformer coupled stub cptions on each of the
two busses.

3.5 COMPLIANCE WITH SPECIFICATION
3.5.1 Hardware Design

The hardware design of the terminal presented in the
following chapters complies fully with the functional and
electrical specificatlions presented above, as far as is
possible in the hardware design phase.

Some aspects of the functional specification which relate
to software, such as the ability of the onboard processor
to be able to support an application as well as control
the bus interface components during time critical
operations, could not be guaranteed a% thc time of this
design. It was also not possible to predict with certainty
that the hardware would f£it onto the single Multibus card.

3.5.2 Prototype
The prototype, seeks to verify the the most important

ts of the design and test its abilty to
implement the functioral specification.

~ 3,10 =
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The prototype adheres tc the constraint of boavd space
imposed by the single Multibus card. In souwe cases
availability and cost of components were limitations. For
these reasons, ©~ome parts of the hardware (that in any
case are fairly standard designs) were not implemented in
the prototype, and certain sections were substituted by
other simplified or less general designs.

3.5.3 Final Version

The experience of the prototype shows how muci, of the
eriginal hardware design can be implemented on a single
card with all the design flaws eliminated. It also shows
what parts of the functional specification cannot be met.

The final product of t}'s design, 1f it were to be
carried through to that stage, would thus best be a result
of at least another iteration of functional specitication
and prototype (using a printed circuit board this time).

- 3.11 -




CHAPTER 4

TERMINAL DESIGN OVERVIEW

An ovcr-lew of the desiyn to meet the functional and
1 specificsations is presented. It is &ivided into
hariware and software asperis of the udesign. The hardware
is present~i as a block diagram design. The functions and
regilrements of each block are discussed. The proposed

sofvuare Azsign is then ovexviewed.
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41 HARDWARE DESIGN OVERVIEW

The hardware required to meet the design specificaticas
can be broken down into 7 main blocks as shown in figure

The three interfaces required by the functional
specitication:

- bDual redundant MIL-STN-1553B interface.
- Multibus interface.
- Generalised I/0 interface.

The medium for buffering and communication between
the terminal and Multibus:

- Dual port memory.

The gon board micrpprocessor system required to control
these resources:

- Local processor.,
- Local memory.
- Local peripherals.

Figure 4.1 also shows the principal parts internal to each
block and the interconnections between each block.

The following paragraphs cover the purpose, requirements
and functional design of each block., The actual
implementation of each block in hardware is covered in the
appendix € while pin-to-pin connection diagrsms and
aor:7iguration information are given in appendix D.
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4.1.1 The Local Processor

This will be responsible for controlling the MRTU 53045
chip set hybrid, as well as possibly forming part of the
Y . The =t time by the hybrid in

certain cases is fairly short. The processor should be

able to respond to an interrupt and run the necessary code

in time to satisfy this requirement (see section 4.2.3).

The processor chosen must theraefore he sultably powerful

both in terms of speced and instruction set.

8ince the data gquantities handled by 1553B  are
intrinsically 16 bit, it makes sense to use at least a 16
blt processor.

A watchdog circuit is provided to restart the processor in
the event of it "hanging“. This may be either a hardware
watchdog, which will only detect that the processor has
stopped rumning, or a software that,

with suitably written software, will also detect that the
processor is hung in a software loop.

4.1.2  Local Memory

The processor will require some ROM for initialisation
after power up and to implement the terminal function. If
it is required to implement a part or all cf the subsystem
as wall, considarably more program memory may be required
(see section 4.2). The ROM memory must thus be expandable
up to at least 32k. EPROMS are used at this stage.

some local RAK is provided, It is anticipated that this
will be used sinply as scratch pad memory since all the
data o be handled by the terminal will be stored in the
dual port memory. However in some situations, notably in

- 4.4 -
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prototyping, this memory could be useful as program
storage for code which has been downloaded. Since it is

y for all that are used to be available
in MIL versions, dynamic RAM cannot be used. At least 16k
of static RAM is therefore required.

4.1.3  Dual Redundant MIL-STD-1553B Interface

This block represents the major portion of the work in the
design, particularly as wvery few guide lines were
available. Some simple examples are given in the Subsystem

Intexface For MEDL LSI 15538 Remote Terminals, [20 pp 28-
30].

This provides the interface as specified to two 1553B
busses (allowing both direct and transformer coupling on
each} on one side, and clean interface to the local
microprocessor system on the other.

It consists of the Marconi bus interface components and
the required circultry to interface these to the 1local
bus, and to provide suitable signals for interrupting the
local . The int to, and cperation of, the
Marconi 53045 chip set hybrid is summarised in Appendix B.

The 8 bit hybrid data bus must be interfaced to the 16 bit
processor data bus with a suitable buffering to ease the
response times required of the processor. Handshaking must
be supplied for these data transfers. A method of writing
to and latching the control input lines is required, as
well as a means of reading the status output lines. Those
output lines which indicate events (rather than states),
must either be latched to provide status information, or
modified (if necessary) to provide interrupts.
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8ince the terminal has to be flexible and the exact
function of some of the lines on the MRTU 63045 is not
clear, the interface 1is more complex than is strictly
necessary. For instance, several output lines have been
made suitable for both monitoring as status, and causing
interrupts as it is not xnown at this stage which will be
more useful. After the prototype has been fully tested in
all modes it may be poseible to simplify the supporting
circuitry.

The hybrid has, by means of the current word count (CWC}
status lines and certain strobe lines, the ability to
implement a DMA type interface. While this could be
useful for a simple application, it is not a viable method
of transfering daza in this case for the following reason:

The use of this feature of the hybrid will necessitate
either the use of a triple port memory (since both
Multibus and the local processor also need access to the
data), or the design of handshaking and isolation to
enablae the hybrid to gain control of the local bus. The
£irst method is obviocusly impracticable, while the second
will be expensive on board area and will tie up the local
bus for app i 1y two mi for each transfer.
Transfer of data can be achieved more efficiently by using
& normal DMA channel.

41.4 Generalised !/O Interface

This interfaces the local bus to the SBix I/0 bus. In order
to support all possibla modules that may be attached, two
interrupt 1lines and ohe DMA channel are required. It is
hardware configurable for different modules.
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4.1.5 Muitibus Interface

This consists of a master and a slave interface. The
master interface allows the local processor access to the
Multibus while the siave interface allows Multibus access
to the dual port memory.

These could be totally independent of each other, howevar
it 4is convenient (from a space point of view) to combine
certain lines which are common to both., In particular this
could be gone with the data and address busses. The local
busses could be interfaced to the Multibus busses via the
dual port busses, + ¥ duplication of bus isolation
and byte swap compe

The slave interface also provides hardwara selection and
decoding of the Multibus dual port address.

The Multibus interrupt lines are available for use either
to or from the terminal, the master interface does not
support bus vectored interrupts.

4,1.6  Dual Port Mewmory

This block 4is compnsed of three wmections; the nemory
itself, interrupt flip-flops, and the arbitration logic
and bus buffering. Thase are linked by the duwal port data,
address, and control busses,

The memory has to be large enough te gueue messages to
and from the network in the event that the full hiouse of
30 subaddresses are used in a remote terminal (see section
4.2). The mem.ry nmust thus be expandable to 32X. The
memory must be static RAM for the same reas.n as the loocal
memory.
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The interrupt flip-flops are provided as a means for the
looval processor  to i p for th
processor on Multibus. These flip-flops are necessary
because Multibus does not allow the tse of edge triggered
intexrrupts. They are used to causa an interrupting
condition which must be reset by the service routine of
the interrupted processor. The latches are set and cleared
from within the dual port address space.

The arbitration logic manages the bus buffer and RAM
control 1lines to effectively couple either the local
processor bus, or Multibus, to the RAM, based on which has
asserted & select line. The arbitration logic also allows
each bus to lock itself to the memory by means of a lock
1line. The arbitration 1logic further provides for the
coupling of the local data and/or address busses and the
corresponding Multibus busses via the dual port address
bus when the local processor is accessing Multik—s, 1f the
scheme outined in 4.1.5 above ls implemented.

4.1.7  Local Peripherals

Based on the above discussion, certain peripheral devices
ars required.

one direck memory access channel is needed to service the
15538 bus interface and another for the SBX interface.

At least one interrupt controller device is required to
pervice the 15538 interface, the 8BX interface and
Multibus interrupts. Not all of the possible sources of
interrupt will be required for a given application.
Particularly this is true of the 1553B interface, where
many signals have been designated as inte)vupt sources in
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the prototype design, in case they are needed. A second
interrupt controller however may be reguired if ‘the
minimum number of lines that may need service in any
application exceeds the number provided by one controller.

An interrupt jumper matrix is provided to enable selective
strapping of optional interrupts to the controller(s).

An event counter is useful in the case of a terminal which
is to be used in bus monitor mode. Conditions occuring on
the bus (such &s parity errors) can be counted by
connecting the parity error interrupt line to the event
counter. Thus the input to this device must also go to the
above interrupt jumper matrix.

An interval timer is required to provide a regular
interrupt (tick) to the precessor if a multitasking
executive is to be used (see section 4.2).

Sundry clock signals ara generated for use by various
devices.

4.2 SOFTWARE DESIGN OVERVIEW

The softwyare design presented here is not implemented in
this project. The scope of the project covers only test
softwara to verify the operation of the prototype
hardware, and to check the ahlility of the local processor
to xrespond to the network within the time constraints
imposed by the protocol.

Thiz section is provided to show the motivation for some
of the features that have been included in the hardwars,
and to suggest an approach for software for the terminal
to be written at a later date, This approach will
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accommodate both simple and complex applicat.ons in its
structure.

The various strategies for program control of the hardware
itself (mainly the MRTU 53045 hybrid) are covered in the
appendix ¢ under thc lardware design as, in some sections,
the hardware design is a result of hardvare/software
interface considerations,

4.21 Range of Complexity of Terminal Software

The terminal software could range in complexity from a
very simple remote terminal application to a bus
controller/remote  tarminal which supports the full
D 1 and many .

An example of a simple application s a remote terminal
that interfaces an instruwent on a plant to a 1553B
network. If the output of the instrument is a single 16
bit value, then only a single type of message transfer
format needs to be d, namely a it

to transmit a single word. The bus controller should not
send any other type of command to the RT. In this case the
transmit/xeceive bit, subaddress and word count may be
ignored by the RT. It does not need to respond to
broadcasts or support the subsystem busy bit, the service
request bit, the transwit vector word mode command, or the
y ipe mode A1l that is reguired of the
terminal software, in this case is, that it continuously
yeads the output of the instrument, check the MRTU 53045
hybrid for a word reguest and if true, supplies the value.
Note that this is an example of the subsystem vresiding
locally on the terminal board.

An example of a gomplex application is the case of a
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remote terminal which supports the use r° the full 30
subaddresses and is capable of accepting bus
controllership. All information transfexr formats, all
status bits, and all mode commands are supported in both
RT and B¢ mode. In RT mode, messages to and from the
network must be buffered and queued. In addition part or
all of the subsystem software resides locally.

Both extremes of application are accommedated in the
following proposed software structure.

4.2.2 Proposed Software Structure

The software is separated into tasks., The bus interface or
terminal software is considered as one task, while the
subsystem is censidered as consisting of at least one task
but possibly several tasks ( ding to Aif:
subaddrasses). The bus interface task communicates with
tha subsystem tasks via a suitable data structure in the
dual port memory.

The hus interface task always runs on the terminal's local
processor, while the subsystem tasks may run localiy or on
other processors on Multibus. If one or more tasks besides
the bus interface task reside locally, some form o2
multitasking executive must be provided.

4.2.2.1 iyual Port Memory Data Structure
Each of 30 potential subsystem tasks (one for each
subaddress) is allocated a pair of buffers in the dual

port memory, one for input from and the other for ~utput
to the network.
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The base of the dual port memory contains a <table of
pointers (offsets vrelative to the base of the dual port
memory) to the input and output buffers to be used for
each subaddress. This allows more than one subaddress to
be assigned to the same task by placing the same buffer
addresses in the pointers for each subaddress.

Figure 4.2(a) is a dlagram of the dual port memory using
this scheme.

Tha buffers are managed as queues of optional size and
also provide for the passing of control information.
Figure 4.2(b) is a diagram of a possible buffer structure.
The max queue size indicates the size of the queue area.
The following th.ee locations manage the queue. The next
12 locations could be used for passing control inforaation
(such as 34 busy, Y status, service request
synchronising word and vector word) or  semaphores
indicut*ng the validity of daia.

A dual port memory of 32k will allow an application to use
a full house of subaddresses each having separate input
and output buffers capable of holding seven full length
(32 word) messages as follows:

Buffer pointers: 2 x 30 = 60 words
Bach buffer: 32 + 7 x 32 = 256 words
Total size of data structure: 60 + 30 x 2 x 256
= 15420 words
= 30840 bytes
Dual port memory of 32k = 2¥#15 = 32768 bytes
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4.2.2.2 Bus Interface Task

This task may be composed of up to three routines
corresponding to the . three possible modes; ramote
terminal, bus controller, and bus monitor. Control is
passed from one routine to another (if present) when the
terminal changes mode under the conditions specified in
the standard.

The RT _routine is applicatica “dependent. It is
responsible for:

- Setting up DMA transfers of the correct length
to and from the correct location in the dual
port memory in response to transmit and receive
commands.

- Monitoring the service request subsystem status
and busy bits of each subaddress and providing
the logical OR of these bits to the hybriad.

- Providing the vector word in response to a
transmit vector word mode command.
- Y ising  the Y in to a

synchronise mode command with or without an
associated data word.

- Correctly setting the dynamic bus control
acceptance bit and passing control to the BC
routine if » Aynanmic bus control mode command is
received a . the terminal is able to assume
bus control.

The BC routine will be application dependent. No specific
functions are required of a terminal in BC mode by the
standard. This routine may pass control to either the RT
or BM routines after successfully passing bus control to
another terminal on the network.
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The EM routine is also application independent. No
specific functions are required of a terminal in BM mode,
but the terminal is restricted in that it cannot transmit
and in that all information gathered is for off line use.
The BM routine may pass control to the BC routine in the
event that the bus has been sensed to be silent for longer
than a specified period.

4.2.2.3 The Subsystem Tasks

These are obviously application dependent. They have
access to the data structure in the dual port memory.
Suitable primitives could be provided to allow these tasks
to and , and to set and read
control information from the buffers.

4.2.2.4 The Multitasking Executive

The requirements of this executive need  further
consideration, but a fairly simple scheme would probably
suffice. Provision is made for a tick or regular
interrupt in hardware on which to run the executive.

Since Intel components are being used, a possible choice
for an executive could have been the RMX operating system.
However, besides being far too complicated, this executive
is unsuitable due to the length of time that it disables
all interrmpts.

A further point about interrupts is that there are certain
conditions which will require immediate response from the
local processor; such ag the receipt of a command by the
hybrid when in RT mode. These interrupts must be made high
priority and must never be disabled. It will not be
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necessary for the service routines of these interrupts to
modify the state of any of the tasks, so they will not
affect the operation of the executive if they occur while
it is rescheduling tasks.

4.2.3  Impl ion of Sof e Sch

Certain aspects of this software design will have to be
tested on the prototype board in order check the viability
of the schenme.

In particular the amount of processing that can be done
between an interrupt indicating the reception of a command
in R? mode and the hybrid requiring a DMA transfer, is
ipportant. During this time the processor must determine
what type of command it is and, if it is a transmit or
receive command, initialise a DMA channel, The DMA
initialization involves using the subaddress and
transmit/receive bit to get the buffer pointer from ti

table 4in the base of the dual port RAM, and using this
pointer to obtain a queue input or output pointer
(depending on the command received) which is the address
to or from which the DMA mnst be programmed to occur. The
word count must alsc be proyrammed into the DMA channel.

If the processor proves unable to handle this manipulation
in time, a higher level of protocol could be used to
lsplement it., For example, a receive command could be sent
to the remote terminal routine to tell it what type of
command it will receive next, and to what subaddress it
will refer, so that the routine can prepare the DMA
channel.

The ablility of the processor to handle extra tasks besides
the bus interface task must also be tested,
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CHAPTER 5

PROTOTYPING AND TESTING

The methods used in the construction and debugging of the

prototype, and the differences between the hardware design

and the actual prototype terminal are discussed and

justified. The methods employed during debugging are 7
R covered. Finally, the testing of certain aspects of the

| design, and the results of these tests are discussed.

~- 5.1 -
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5.1 PROTOTYPE CONSTRUCTION

A small amount of initial prototyping was done on
breadboard during the design phase, mainly of the dual
port arbitration logic.

The wrin prototype, at the end of the design phase, was
constructed using an i 1 build d~debug
technique. This has the advantage that any error ‘hat
occurs can be pin-pointed within the section that is
currently being tested (providing that previous sections
have themselves been fully debugged). It also builds
confidence in the design and prevents repeated errors
before construction.

Wire-wrap was used for the following reasons:

- It is well suited to the above build-and-debug
technique.

- Wire-wrap is easy to modify. The complex nature
of the 1553B bus interface in particular, and
the doubt as to the exact behaviour of seme of
the pins on the Marconi components, made it
likely that a fair number of changes would have
to made in this area.

- Tt was felt that better board density could be
achieved using wire-wrap than a double-sided
p.¢. board.

Fower supply decoupling was included as follows:

- Two 22 uF capacitors across 5 and 0 volt
supplies at their input connections to board.

- One 0.1 uF capacitor across the supply of each
major component (processor, memories, PPIs,
hybrids etc), for each supply voltage,
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- One 0.1 uF capacitor across the 5 and 0 volt
supplies of every two 58I and MSI TTL chips.

All wiring was continuity checked prior to the insertion
of components. In the case of expensive devices
(particularly the Marconi hybrids), all surrounding
components were inserted, and the relevant socket was
checked for ortput-to-cutput connectlons and correct power
supplies,

5.2 PROTOTYPE / DESIGN DIFFERENCES

Due to the board space constraint and the expense and
unavailability of certain components, some omissions, and
simplifications were made to the full design as presented
in the last chapter. The design principles of all the
important areas of the terminal are, however, still
represented and testable in the prototype. The changes are
detailed below.

5.2.1  Generalised 1/0O Interface

An  §3X I/0 module having a serial i was
required for debugging and testing purposes in the
prototype. Such a module was considered too expensive to
justify its purchase for this limited use and none .muld
be obtained on loan.

Secondly the motherboard side of the connector required by
$BX was unobtainable.

For these reasong, a serial interface was substituted for
the SBX interface design. The design of this interface is
straightforward. An 8251A USART with standard line drivers
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and receivers is used. It is enabled by PCS2%, the same
chip select line that the SBX interface used. The transmit
and recelve baud rate clock is provided by the 186
internal timer o.

The. detailed pin-to-pin diagrams for koth the SBX
interface and the serial interface are inciuded in
mppendix B, as it was only when construction of this block
was about to begin that the change had to be made.

5.2.2 Multibus Master Interface

The master interface has been omitted for lack of space.
since the interface is of very standard design, and it is
expected that most applications will not make use of it,
this does not the p YD ially.

There is thus no detailed pin-to-pin schematic for this
part of the design in appendix D.

5.2.3 Bus Interface Busy Latch

The 16 bit buay latch has been replaced with an 8 bit
latch, and a correspondingly smaller data selector is
used, to save space. The principle of operation is
identical. Few applications will require the use of nore
than & subaddresses.

5.2.4  Dual Port RAM
Only one pair of sockets is supplie. in the dual
port memory. This allows a maximum si. i6k which will

be sufficient in many applications.
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5.2.5 Interrupt Jumper Matrix

The interrupt lines from the SBX interface are obviously
not present, while the Transmitter and Receiver Ready
lines from the USART are. These could be used as
interrupts, or be connected to the unused DMA request line
DRQ1 which is routed to the matrix in the absence of SBX.

5.3 DEBUGGING AND TESTING METHODS

The term debugging as used in this chapter refers to
the identification and elimination of errors introduced at
the schematic drawing, or construction stage, but dces not
refer to fundamental design erroxrs. Testing refers to the
verification of the design itself and its ability to meet
the specifications.

A Nicolett logic Analysis system was extensively used at
all stages during construction and testing. This provides
both a 16 channel timing analyser :nd a 48 channel state
analyser, both with complex triec . modes which may be
coupled together to give a common trigger.

5.3.1 Initial Debugging

The 186 processor together with ROM was the firs: part of
the design to be constructed and debugged, No emulation
facilities were available for the 186 processor. The
method used to get the processor going, was to place a
simple assembler program into EPROM, and then to examine
the hardware with the logic analyser.
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When the above section was working, it was possible to
drive subsequent sectlons under software. Once the serial
interface was added, some control was possible, and a
certain amount of observation of the hardware could be
done without the use of the logic analyser.

At this stage the method of putting every test program
into EPROM was still employed. Assembler was being used
rather than PASCAL or C (both of which were available},
for its ease in driving the hardware directly. This method
soon became cumbersome with longer programs, due to both
the problems £ debugging the test software itself
{usnally using the Nicolett's stat analyser), and the
turn around time of changing ti ttware. A ROM based
monitor was thersfore required nakle dovnloading and
running ¢f software, setting of brezkpoints, and
examination of internal states, etcetera, via the serial
port.

5.3.2  Use of Fort! ..x a Development Tool

The above reguiremen.s were fulfilled with many additional
advantages by the use of Forth.

A version of 8086 fig~Forth was used. Tuis had to be
configured, and a custom initialisation r-.“ine had to be
provided, for the particular hardware. Th!: %exsion copies
the Forth system from ROM into RAM wherc v can vun, and

then passes control to it. The Forth item  requires
approximately 6k in both ROM and RAM. Hot.: in order to
make any razl use of it, at least twice ¥ smount of RAM
is needed.

The decision to use Forth was made aftsr its use was
demonstrated in a similaw application, although its real
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power was not appreciated until after some use. Forth, a
t i ive 1 , is both an operating
system of gorts, and a language which has high level
constructe but allows low level manipulation. It's main
advantage however, 1s it's extensiblity. Extra words to
perform a desired function can be added to the saystem
using previously defined words. If the function cannot be
achieved using previously defined words, or the function
is time oritical, a new primitive word written in
asserxbler may be added to the system.

The construction of the required monitor functions is thus
a straight-forward matter. The real power of Forth as a
Gevelopment tool 1s realised when these basic monitor
functions are used to bulld more complex diagnostic
features., Very 1little time is required to learn to use
Forth effectively for this type of application, and having
done so, such extended features can be created very
rapidly.

The version of Forth used, had already had most of the
required assembler primitives already built in. A few
extra primitives were added to drive the 1553B bus
interface in time critical situations. A Forth utility had
also been written to download machine code in Intel hex
format.

The use of Forth thus made the debugging during the final
stages of the prototype construction, and the testing of
the design, far quicker and less laborious than would
have been possible with a simple monitor, or even an
emulator.
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PROTOTYPING AND TESTING Design Testing and Results
5.4 DESIGN TESTING AND RESULTS

only the testing of those areas of the design which are
novel, is included in this section. These are the MIL-STD-
15538 bus interface and the dual port memory. The SBX
interface would atlee have besen covered, had this been
included in the prototype. However, this is a fairly
simple circuit and is unilkely to contain any major
errors.

5.4.1 Dual Port Memory

This was debugged and tested with the aid of a single
board computer on Multibus.

one of the PALs had a design error in that the data
transceiver on the local port was being enabled on all 186
bus cycles, not only those to the dual port memory. While
this made no difference to a write cycle, bus contention
would ocecur during a read. No testing was necessary to
detect this fault, since as soon as the transceivers were
inserted, the processor failed to run. The solution was to
tgualify the transceiver enable signal by the 186 dual port
selact line, which could fortunately be achieved
temporarily, using external components, without having to
reprogram the PAL before testing could continue,

wWith +his problem solved, access to the dual port memory
fyom both individual ports was tested in the same way that
any memory test would be done; by writing to the memory
and then checking that what is read back is correct. The
same test was then done across the memory from one port to
the other.
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Apart from exposing any wiring bugs on the data and
address busses, this checked that the arbitration logic
was allowing both ports read and write access to the
memory. Two bugs were found in the other PAL at this
stage. These were alsc temporarily correctable by
inverting two inputs. with these corrections the control
logic could ke assumed to be correct.

In order t¢o test the arbitration logic fully, both
processors were then set to perform continuous reads and
write on the memory. This test was still running after a
long period of time with neither processor hanging. The
arbitration logic waveforms, as observed by the Nicolett
timing analyser, also indica.ed that all was correct.

Finally, to test the locking feature designed into the
arbitration, both processors were made tc execute a simple
routine which performed lecked exchange transfers on a
semaphore flag in the dual port memory (see Forth code in
appendix F). With this test, both processors would hang
aevery few minutes, indicating that each thought that the
other had set the semaphore. The timing analyser showed
all waveforms to be exactly as expected, and no fault
could be found until the analyser was set to trigger on
two access requests occurring very close together., If a
Multibus request in one periocd of the 18 MHz arbitration
clock was followed by a local request in the next, a race
around condition would occur in wiich the arbitration
logic oscillated between the ports (irrespective of the
lock 1line settings), until one port removed its request
(up to 150 microseconds later!).

The fault was due to the fact that two latches were used
in the logle, ore to synchronise and present a stable
input to the other which latches the result of the
arbitration cycle. The one clcxk perliod delay in the
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signal fed back (via some combinational logic) from the
second latch, was causing the condition to occur. The
second latch was replaced by a Schmitt trigger to ensure
that the arbitration output would assume one or the othur
state even if the setup and hold times on the remaining
latch were violated.

with all errors found, the PAL: were  correctly
reprogrammed.

5.4.2 1%53B Bus Interface

After the circuitry surrounding the MRTU 53045 hybrid was
debugged and working as designed, the hybrid was inserted,
and bus interface tested as a whole.

since only one prototype terminal had thus far been
produced, these tests involved driving the hybrid in bus
controller mode. Only bus control options 1 and 2, and
(partially) option 0 could be tested at this stage. The
hybrid performed as expected except that:

- When a receive command was initiated using
option ©, the command would be transmitted
correctly, but the hybrid would not assert its
Data Transfer Reguest line or attempt to strobe
in data from the TX latches., After carefully
checking the signal timing against that given in
the MRTU literature, it was concluded that this
was a bug in the hybrid. Suggested solutions
such as toggling the RT/BC* line a few times
during initialisation made no difference, and
this problem remained unresolved at this stage.

- 5,10 -

-



PROTOTYPING AND TESTING _ Desion Testing and Results

- As soon as the hybrid was powered up, it would
begin to send pulses from its RESET line. These
would prevent the processor from ever getting
through the initialisation code. If this 1line
was rdisconnected, however, and the processor was
allowed to complete the initialisation code, the
pulses would disappear. This is obviously
another bug in the hybrid. The problem was
resolved by masking off the RESET 1line and
enabling it after initialisation.

Testing was done at this stage using assembler, an example
of which is included in appendix F.

Since the problems at this stage were due to the hybrid
rather that the design -.f its surrounding circuitry, and
since an option 0 transmit command can be simulated
(rather more tediously) by using option 1 and 2 commands,
a second prototype was constructed in order to enable the
testing of the terminal in remote terminal mode. The
secund prototype only inciudes those parts of the desiagn
necessary to implement the 1553B bus interface and run
Forth. The dual port memory, Multibus slave interface, and
external PIC are not included (but could be added).

The same two bugs were present in the second hybrid,
however the first problem was solved as soon as the two
P vyl were up on a bus. It turned
out that, for w2 reason, as soon as a hybrid had
received a transmission from another terminal, it would
work correctly.

It was thus possible to test the bus interface in remote
terminal mode. Not every posesible command combination was
tried, but a representative selection was tried and all
were found to work. Testing at this stage was done with
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Forth using assembler primitives which were added to the
end of the dictionary in ROM to drive the hybrid during
time critical perieds. Thesa primitives and the Forth
source used are included in appendix F.

A design error was found with the DMA request line. This
was due +to the speed with which the DMA channel, once
programmed, is able to service requests even when
programmed with the destination synchronisation option
(where the bus is automatically relinquished and must be
regained after every transfer). On requests for a word to
be transmitted, the DMA recquest line DMARQ was not negated
until the Data ey line was , during
which time the DMA would transfer two or sometimes three
words to the TX latch. The hybrid would only transmit the
last of these on the network. The problam slved when
the request was modified to be removed imn. a word
was written to the TX latch.

With the 1553B bus interface design thus verified to be
functionally correct, some tests were done on the ability
of the processor to service, in the regquired time, an
interrupt indicating a command had been received.
Servicing of this interrupt is described in section
C.3.13.1.

A simplified service routine was written first, to extract
the required information from the MRTU 53045 and use it to
determine the command type and, I1f necessary, fully
program the DMA channel. No use of indirect access into a
buffer ;, as p y was initially.
Several versions of the routine were tried using whatever
features and tricks with the assembly language as could be
found. An example of the assembler interrupt service
routine is included in appendix F.
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Forth using assembler primitives which were added to the
end of the dictionary in ROM to drive the hybrid during
time critical periods. These primitives and the Forth
source used are included in appendix F.

A design error was found with the DMA request line. This
was due to the speed with which th* DMA channel, once
programmed, is able to service requests even when
programmed with the destination synchronisation option
(where the bus is automatically relinguished and must be
regained after every transfer). On requests for a word to
be transmitted, the DMA reguest line DMARQ was not negated
unti! the Data Qi line was , during
which time the DMA would transfer two or sometimes three
words to the TX latch. The hybrid would only transmit the
last of these on the network. The prcblem was solved when
the request was modified to be rewovec immediately a word
was written to the TX latch.

Wwith the 1553B bus interface design thus verified to be
functionally correct, some tests were done on the ability
of the processor to service, in the required time, an
interrupt indicating a command had ©been received.
Servicing of this interrupt is described in section
€.3.13.2,

A simplified service routine was written first, to extract
the required information from the MRTU 53045 and use it to
detarmine the command type and, if necessary, fully
program the DMA channel. No use of indirect access into a
buffar ; as prop , was attemp initially.
Several versions of the routine were tried uring whatever
features and tricks with the assembly language as could be
found. An example of the assembler Interrupt servica
routine is included in appendix F.
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With the hardware arrangement, the first word for =a
transmit command must be written to the TX latch within
20,4 microseconds of the INCMD interrupt 1line being
asserted, and for a receive command, the first word must
be fetched from the RX latch within 38,5 microseconds. The
latter time could be achieved for the simplified scheme,
but even with the most compact service routine was unable
to meet the time for the transmit command on every
ococurrence (interrupt service latency played a part here).
The situation is eased slightly by the use of the NBGT*
line instead of INCMD* as a source of the interrupt, as it
ocours approximately 1,5 mioroseconds earlier, but this
does not solve the problem.

The results of these tests therefore show that the
processor, driving the current hardware arrangement, is
nowhere near fast enough to implement the software scheme
outlined in the design overview without the addition of a
higher level of protocol. Possible sclutions to this
problem are discussed in the conclusion.
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CHAPTER 6

RECOMMENDATIONS AND CONCLUSIONS

The terminal design is critically reviewed. Possible
alterations, additions and exclusions to improve the
terminal design are discussed and a prediction is made as
te the final form of the terminal. Suggestions are made
for further work on the terminal. Finally, the main points
arising from the design are summarised.
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6.1 DESIGN REVIEW

The design provides a usable, and compact, general purpose
MIL~-STD-1553B data bus terminal that meets almost every
aspect of the specification. However, in the light of the
experience with the prototype, the terminal design falls
short of that required of it in some respects. This may
partly be ascribed to a specification which can now be
seen to be unrealistic in terms of the constraints imposed
on the terminal.

The main criticism of the terminal design and
specification may be levelled at the following aspects:

Complexity of the proposed software scheme. In particular,
the complexity of the aual port memory data structure. The
overhead in getting data in aad out of the buffer queues
is substantial, thus making it impossible to transfer to
or from the structure directly, in response to an
interrupt from the network.

Bus _interface software overhead. Because of the need to
conserves space, soma operations that could have been done
in hardware were left to software. Examples of this are;
the use of only one pair of latches for passing words
between hybrid and subsystem, and the use of an external
DMA channel rather than the hybrid's DMA type lines.
Reasons for these decisions were given in the design. It
should also be noted, that the interface between the 1553B
bus and the subsystem must, of necessity, be a software
one {otherwise the teuminal hardware would be specific to
a particular subsystem).

Reguired eystem __configurations. The range of
configurations in which the terminal can operate, as
given in the functional specification, necessitates the
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inclusion of bov the Multibus waster and slave

interfaces, as well &s the generalised I1/0 interface.
Considering the space limitations, this is unrealistic.

Cost. Although this was never stated as a restriction, it
should be noted that the terminal designed will be very
expensive to produce.

with the exception of the cost, the above problems are
probably due to two factors; underestimation of the space
constraint, and failure to recognise the limitations of
the 186 processor or to relate the hardware more closely
to its capabilities.

61.1  Possible Design Improvements

As mentioned in the specification chapter, the next
prototype, 1if one is built, will first require a revised
specification teking into consideration the above points.
Poasible hardware improvements that could be implemented
in a second prototype are:

Either the Multibus master interface, or generalised I/0
interface should be omitted. They have a similar function,
namely to allow on-board subaddress tasks to communicate
with I/0 devices. The Multibus interface the is more
flexible of the two as it allows access to bigger address
space, and a wider range of I/0 devices.

If the Multibus interface is retained, the address bus
could also te routed via the corresponding Qual port bus,
as has been done with the data bus. This would require
that the address buffers on the Multibus port be
substituted by transceivers, and that the appropriate
controls be generated by the dual port abitration and

~ 6.3 -

-




RECOMMENDATIONS AND CONCLUSIONS Degign Review

control logic.

If the generalised I/0 interface in the form of SBX is
retained, most of the circuitry invelved could be
implemented in a PAL.

The layout of the input lines on the bus interface PPIs
could be improved upon. The difficuity in manipulating
words read-in using the current arrangement, can be seen
from the interrupt service routine in appendix F. A better
layout would reduce the time taken to program the DMA
channel.

Finally some extra LEDs (besides the four used to indicate
what mode the terminal is in), could be added to indicate
such things as error conditions in the terminal.

6.2 FUTURE WORK ON TERMINAL

Before the construction of a second prototype, or
modification of the first one, the proposed terminal
software design should be implemented and tested.

A method of overcoming the problem of access to the dual
port memory data structure would have to be devised.

one possibility is the use of a higher level of protocol.
This was mentioned under the software design overview., It
involves building one transfer out of twe. The first
transfer is always & receive command of specified length
and format, containing the information required to access
the relevant table and set. up the DMA channel in
preparation for the next transfer. This has a majoxr
disadvantage in that special provis. n would have to ba
made in order to use this terminal in any network in which

“ 6.4 -
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this protocol is not no.wally implemented.

There is a second possibils hardware method of solving
this problem. That is by usiny separate DMA channels for
tranemitting and receiving. fThis would mean that both
channels could be kept partially set-up for their
respective operations, and the time to program them would
be reduced. When PAL 2 on the bus interface was
reprogrammed for the last time to eliminate some errors,
an extra line TXDMARQ was added on an unused output to
enable this to be done. (For an RX DMA request, simply use
the RXINT line.)

Anothexr point that should be investigated, is the writing
of software that makes use of the software watchdog.

The results of these investigations will indicate ary
other hardware alterations that should be made, besides
those suggested in the previcus section. A final version
of the software (probably more simple than the one
proposed) could be designed, and implemented taking into
consideration any hardware changes that were made.

6.3 CONCLUSIONS

Several conclusions and obsexvations arise from the work
dona cn this project.

There ia a fair range of MIL~STD-1553B components
available from British and American manufacturexs, and the
indications are that the standard is beginning to f£ind
industrial applications. Of the components suxveyed, none
was found that would have both completely implemented the
1553B protocol, and given access to the reserved purts of
the standard.

R,
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The Marconi 15538 chip set, in particular the hybrid
version thereof, provides a full implementation of the
1553B protocol, with all command servicing that does not
involve the gubsystem done internally. It is compact and
has a reascnably straight-forward hardware interface. It
proved therefore, to be almost ideal for the regquirements
of this texrminal. It is not completely bug free, but those
bugs that were found could be essily solved.

The Intel 80186 processor is a very useful device. It is a
fully 8086 ble mi , while having the
most common peripheral devices on-board. Considering the
equivalent individual components, it is very reasonably
priced. It is highly suited to medium complexity
microprocessor systems, the development time of which
should he significantly reduced. It was also ideally
suited to the hardware requirements of this project.

The wuse of PALs allows the replacement of a large number
of snall TIL chips by a single cowmponent., Larger PALs than
those used in this project will shortly be available and a
further prototype may ba able to achieve an even more
compact implementation by using them. The PAL design
method employed in this design, however, proved laborious
aad error prone. If any major use of PALs is planned, a
design aid is essential.

Pinally, a MIL-STD-15535 data bus terminal has been
designed that should, with some further work on software
agpects, satlsfactorily wmeet the raquirements of the
problem statement., It is hoped that the componant survey,
design, and test results presented in this report, will
form a useful cortribution to the local knowledge of MIL~
81D-1553B and the major components used.
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APPENDIX A

MIL-STD-1553B BUS INTERFACE COMPONENTS

Al STC RANGE

‘These components are based on a chip set designed by Smith
Industries and MCE.

A1l FC15532 Remote Terminal Unit

Tris is a full protocol unit in a single hybrid package.
It has a built in analog section and a dual redundant
facility. The data bus is 16 bits wide and is bufferd by a
FIFO memory large enough to hold an entire message. There
are fourteen control and status lines to interface to the
subsystem but all routine bus protocol (mode codes etc.)
are handled internally. There is, however, no way of
initializing transmission on the bus, thus the unit cannot
be used as a bus controller.

A.1.2  FC15531 Remote Terminal Unit

As above, but with only one bus interface.

A.1.3  FC15533 Txrx Encoder/Decoder Module
This device is also housed in a single package.

on the receiver side, 1t performs the functions of
recelving words from the bus (while checking Manchester,
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parity and sync), indicating type of sync, RT address
matching and broadcast detection.

On the transmitter side, it adds the required sync and
parity to each word to be transmitted. Finally it has a
transmission time out facility. XLike the 15532, it has a
built in analog section but only interfaces to one bus.

The device implements or enforces no protecol. It could be
used in a bus controller since transmission of any worad
may be initiated. It has a 16 bit data bus wit!. a single
wird buffer.

A.1.4 FC15535 Bus Driver/Receiver

Single driver/receiver with a transmission time out
facility.

A.15  FC1553T! Transformer

Isolation transfromer with a turns ratio of 1,41:2
conforming to 1553B requirements.

A2 MARCONI/CTI RANGE

A wide range of preducts is available based on an Iso-CMOS

18I chip set designed by MEDL (Marconi Electronics Devices
Limited). CTI is a Marconi U.S. subsidiary.

-~ A.2 -
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A.2.1  CT1088 Chip Set

This set allows use as a passive monitor, remote terminal,
and bus controller. It implements the digital part of the
bus interface only and separate analeyg and transformer
sections have to be adided. The minimal configuration is
four chips: an internal control logic unit, an interface
unit, an encoder and a decuder. This interfaces to a
single bus. Further deceder chips can be added, up to a
maximum of four, to interface to extra busses.

These chips implement the full protocol and only the
protocol. In addition the no response time-out and
contents of the BIT (built-in-test) word are defined and
fixed. All routine (mode code) p. ing is
internally to the chip set. An extensive self-test and
transmitter time-out are alse included. The data bus is
only 8 bits wide and ies bufferd to the level of a single
data word.

A.2.2  CTi089 Chip Set

This is the same as the above but can be used only for
remote terminals.

A.2.3  Hybrid Versions

Both rers have p; some hybrid versions of
these chip sets. MEDL have the MRTU 53045, MRTU 53040,
MRTU 53055 and MRIU 53050, while CTI sell the CT1602 and
CT1610. Some of these incorporate some extra features such
as: on board oscillator, bus select logic, TTL buffering

of control and data lines and an extra decoder chip.

~ A3 -
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A.2.4  CT1555 Data Terminal Bit Processor

This d&evice does not implement the 1553B protocol. It
could be used for both bus monitor and bus controller in
addition to the remote terminal mode.

On the recelve side it per<orms address, broadcast, sync
and mode coda recognition, as well as Manchester and
parity validation. All command, status, and data words ave
received. For transmission, no restriction is placed on
the word type. The desired sync and correct parity will
simply be added to any word to be transmitted.

All words are passed tc and from the subsystem via an 8 or
16 bit bus with one level of word buffering. Self test and
transmitter time-out are included.

A.2.5 Analog Sections And Transformers

A very large range of hybrid driver/recelver sections is
manufactured. These are compatible with the chip sets but
could be used with other digital sections. Suitable
transformers allowing both direct and transformer coupled
stubs are available.

A3 GRUMMAN/SMC BUS INTERFACE UNIT

This is a single chip design by Grumman BAerospace and
s Mi Yy C ions which form the digital
section of an interface to a single bus,

The Bus Interface Unit (BIU) can be viewed as an I/0
processor. Commands for the processor are written into the

-~ A4 -
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correct place in memory by a host processor. A line is
then strobed and the I/0 processor will request the local
parallel bus, fetch the command, and process it. The BIU
thus operates exclusively through 16 bit word DMA
transfers at the parallel interface and all communication
with the host processor is via RaM.

The BIU can be used as a bus controller or remote
terminal. The initial status and remote terminal address
must be loaded from memory. Operating as a remote
terminal, internal decoding and control is provided for
only five mode codes. Reserved mode codes and status bits
may be used and the contents of the BIT word is definable.
The usual validity checks are performed. In bus controller
mode there is an extra check done automatically that the
remote terminal that replies to a command, is the one to
which the command was addressed.

A4 HARRIS RANGE

The Harris HD~6408 is a 72 which
could form the nucleus of a bus interface. It recognises
and indicates the type of sync, checks for Manchester and
parity errors, a&and passes the word to external circuitry
in serial form. In the case of transmission, data to be
transmitted 1s input in serial form and the desired type
of sync is added before transmission. No analog circuitry
is incluged.

The HD-6408 has commercial temperature ratings. If
military ratings are required, the HD-155320-8 is the
functionally equivalent device. If a higher data rate is
required, the HD-15531B will operate up to 2,5 Mblts/sec,
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correct place in memory by a host processor. A line is
then strobed and the 1/0 processor will request the local
parallel bus, fetch the command, and process it. The BIU
thus operates exclusively through 16 bit word DMA
transfers at the parallel interface and all communication
with the hout processor is via RAM.

The BIU can be used as a bus ocontroller or remota
terminal. The initial status and remote terminal address
must be loaded from memory. Operating as a remote
terminal, internal decoding and controil is provided for
only five mode codes. Reser-ad mode codes and status bits
may be used and the contents of the BIT word is definable.
The usual validity checks are performed. In bus controller
mode there is an extra check done automatically that the
remote terminal that replies to a command, is the one to
which the command was addressed.

A4 HARRIS RANGE

The Harris HD-G408 is a which
could form the nucleus of a bus interface. It recognises
and indicates the type of sync, checks for Manchester and
parity evrors, and passes the word to external circuitry
in serial form. In the case of transmizsion, data to be
transmitted is input in serial form and the desired type
of sync is added before transmission. No analog cirouitry
is included.

The HD-6408 has comnmercial temperature ratings. It
military ratings are required, the HD-15530-8 is the
functionally egquivalent device. If a higher data rate is
required, the HD-15531B will operate up to 2,5 Mbits/sec.

- A.5 -
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These ocomponents are thus useful for building up simple
terminals with limited functions.

A5 1LC DATA DEVICE CORPORATION HYBRID SET

This is a group of several hybrids and major chips which

form the bus interface unit. This unit
interfaces to a Motorola 68000 VME Bus and can be obtained
on a VME Double-sized Eurocard. The individual components
however could be used to implement a terminal at a desired
level, ranging from a simple serial Manchester to parallel
data encoder/decnder (with some extra featuresj, to the
full terminal without being 68000 VME specific.

The components are:

A5.1 BUS-25679 Isolation transformers

These allow both direct stub coupling and trar-former stub
coupling.

A.5.2 BUS-65101 Dumb Interface Hybrid

This is built up from the Harris HD-15530 (see above} and
two DDC custom chips. This performs the basic Manchester
encoding and decoding, word validation, broadcast
recognition, address recognition, mode code recognition
{but not decoding) and transmitter time ocut. There is an
on board clock generator and the data I/0 is 8 or 16 bit
tri-state parallel or serial.

~ A.6 =
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MIL-STD-15538 COMPONENTS
A.5.3 BUS-66101 Protocol 1 Hybrid

Thisz ie used if dual 1553B busses are required. It
multiplexes twe BUS-65101 hybrids. Both channels are

monitored for valid command words containing the correct
remote terminal address and the active channel is flagged.

A54 BUS-66102 Protocol 2 Hybrid

This hybrid along with an 1 state
implements the remote terminal function. It has the
various status, command and last command registers, and
buffers as well as a word counter which is automatically
incremented with every word. It alsc offers a full set of
handshake lines that can be used for direct data
transfers. The p: 1 2 hybrid r to eleven of the
fifteen defined MIL-STD-1553B mode codes.

A5.5 BUS-66106 Protocol 3 Hybrid

This hybrid along with its own state sequencer performs
the bus controiler function. It will send out a command
word with or without data as instructed in a special
control word sent to it by an external processor. The
returning status word is monitored and validated for
response time, continuous format, i remote
terminal address, and bits set in the status word. If an
error is found, an interrupt is caused.

A5.6 BUS-66103 DMA Controller Hybrid

This interfaces any of the three protocol hybrids that may
be present with a 4K by 16 bit dual port RAM which muat
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be provided. Memory is allocated in blocks sufficient for
storing two full length messages. Each block is managed as
double buffered message location. The allocation of blocks
is flexible and is set up by an external CPU.

A5.7 BUS-66107 VME Programmed }/O Interface Hybrid

Interfaces the three protocol hybrids and the dual port
memory with the VME bus signals.

A6 ROCKWELL-COLLINS 1553 INTERFACE DEVICE

This design breaks a MIL-STD-1553B into 4 blocks two of
which are application i and are impl by
components designed by Rockwell-Collins (namely Analog
Transmit/Receive and Digital Transmit/Receivae), and two
of which are application dependant and are left up to the
designer (Subsystem Interface and Interface Controller).

These .pplication dependant sections must provide the
following:

Subsystem _ Interface. This must allow the interface
controller access to the subsystem and tailor the
controller's response to bus commands which change un an
application to application basis (eg. legal/illegal
comnand detection).

Interface Controller. The interface controller performs
message validation and data routing to and from the
Y via the Y i .
- A.8 =
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The components implement a full protocol dual redundant
remote terminal. No bus control capability is available.
The two components are:

A8.1  Analog Transmit/Receive

This performs the usual analog driver/receiver function
with the addition of the feature that the transmitter
circuit reclocks the data and control signals. This allows
the digital section to be located some distance away, and
still avoid problems of data pulse width and timing skew.

A.6.2 Digital Transmit/Receive

This contains completely '
buffered input registers, buffered status register,
buffered transmit regilster and serial Manchester encoder.
It is LSTTL compatable and interfaces to both 8 and 16 bit
pr . It is impl in a 48 pin CMO3 device.

~ A9 -

.



APPENDIX B

APPENDIX B

MRTU 53045 - SUBSYSTEM INTERFACE AND OPERATION

The followiny summary of the operation of the MRTU 53045
hybrid is condensed from the two main descriptive
references on the Marconi 15538 Chip Set [19,20),

B.1 REMOTE TERMINAL OPERATION
B.1.1  Receive Data Operation

All wvalid data words associated with a valid receive data
command word for .ne RT are passed to the subsystenm. ‘The
RT examines all command words from the bus and will
respond to valid (ie. correct Manchester, parity coding
etc.,) commands which have the correct RT address (or
breadeast address if the RT broadcast option is enabled).
When the data words are received, they are decoded and
checked by the RT and, if valid, passed to the subsystem
on a word by word basis at 20 microsecond intervals. This
applies to receive data words in both Bus Controller to
RT, and RT to RT messages.

When the RT detects that the message has finished, it
checks that the correct number of words have been received
and if the message is fully valid, then a Good Block
Received sgignal is sent to the subsystem, which must be
used by the subsystem as permiseion to use the data just
received. If a block of data is not validated, then Good
Block Received will not ba generated. This may be caused
by any sort of message error or by a new valid command for
the RT being received on another bus to which the RT must
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MRTU 53045 Renote Terminal Operation
switch. If no GBR* signal is generated, then an error has

been dJdetected by +the RT and the entire data block is
invalid and no data words in it may be used.

B.1.2  Transmit Data Operation

If the RT receives a valid it data
to the RT, then the RT will request the data words from
the subsystem for transmission on a word by word basis.
To allow maximum time for the subsystem to ceollect each
data word, the ner: word is requested by the RT as soon as
the transmission of the word has

It is essential that the subsystem should provide ali the
data words requested by the KT once a transmit sequence
has bkeen accepted. Fajlure to do so will be classed by
the RT as a subsystem failure and reported as such to the
Bus Controller.

B.1.3  Control of Data Transfers

This section describes the detailed operation of the data
transfer ism RT and «ubsy . It covers
the operations of the signals DTRQ*, DTAK*, IUSTB, H/L%,
GBR*, NBGT%, TX/RX* during receive dats and transmit data
transfers.

B.1.3.1 Receive Data Transfers

When the RT has fully checked the command word, NBGT* is
pulsed low, which can be used by the subsystem as an
initialisation signal. TX/RX* will be set low indicating
a receive command. When the first data word has been
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fully validated, DTRQ* is set low. The subsystem mrust
then reply within approximntely 1.5 microseconds by
setting DTAK* low. This indicates to the RT that the
subsysten is ready to accept data The data word is then
passed to the subsystem on the internal highway IHO08-IH715
in two bytes using IUSTB as a strobe signal and H/L* as
the byte indicator (high byte first followed by low byte).
Data is valid ahout both edges of IUSTB,

If the RT is receiving data in an ET to RT trunsfer, the
data handshaking signals will operate in an identical
fashion but there will be a delay of approximately 70
microseconds betwaen NBGT* going low and DTRQ* first gaing
low.

B.1.3.2 Transmit Data Transfers

As with the receive command discussed previously, NBGT+ is
pulsed low if the command is valid and for the RT. TX/RX#*
will ke st high indicating a transmit dJdata command.
While tha & is transmitting its status word, it requests
the first data word from the subsystem by setting DIRQ*
low. The subsystem must then reply within approximately
13.5 microseconds by setting DTAK* low. By setting DTAK*
low, the subsystem is indicating that it has the data word
ready to pass to the RT. once DTAK* is set low by the
Jubsystem, DTKQ* should be used together with H/L* and
TX/RX* to enable first the high byte and then tha low byte
of the data word onto the internal highway IHC8-IH715.
The RT will latch the data bytes during TUSTB, and will
then return DTRQ* high. Data for each byte must remain
stable until IUSTB has returned low.

for both receive and it ing, 4f the
subsystem dces not declare itself busy, then It must
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respond to DTRQ* going low. Failure to do so will be
classed by the RT as a subsystem fallure and reported as
such to the Bus Controller.

B.1.4  Additiona! Data Information Signals

At the same time as data transfers take place, a number of
information signals are made available to the subsysten.
These ave INCMD, the subaddress lines SA0-4, the word
count lines WCO~4 and current word count lines CHWCO-4.
Use of these signals is opticnal.

INCMD* will go active low while the RT is servicing a
valid command for the RT. The subaddress,
transmit/receive bit, and word count from the command word
are all made available to the subsystem as SA0-4, TX/RX*
and WCO~4 respectively. They may be sampled when INCMD
goes low and will remain valid while INCMD is low.

The subaddress is intended to be used by the subsystem as
an address pointer for the data block. Subaddress 0 and
31 are mode coimmands, and there oan be no receive or
transuit data blocks associated with these. {Any data
word associated with a mode uses  dd
hardshaking operations.)

The word count tells the subsystem the number of words to
expact to receive or transmit in a message, up to 32
words. A word count of all Os indlicates a count of 32
worde.

Ths wxrent word count is set to 0 at the beginning of a
e seage and is incremented following each data word
tra..rer across the RT-subsystem Iinterfact. (It is
clocked on the falling edge of the second IUSTB pulse in
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each word transfer). It should be noted that there is no
need for the subsystem to compare the word count and
cu-rent word count to validate the number of words in a
message. This is done by the RT.

B.1.5 Subsystem Use of Status Bits and Mode Commands

Use of the status bits and the mode commands is one of the
most confusing aspects of MIL-STD-1553B. This is because
much of their use is optiona’ and also because Eome
involve only the RT while others involve both the RT and
the subsysion. The MRTU 53045 allcws full use to be made
of all the status bits, and also implements .l the mode

. The Y m is given the opp~ ty to make
use of status bits, and is only involved in mode commands
which have a direct impact on the subsystem.

The mode commands in which the subsystem may be involved
are Synchronise, Synchronise with data word, Transmit
Vector Word, Reset and Dynamic Bus Control Allocation.
The status bits to which the subsystem has access are
Service Request, Busy, Subsystem Flag and Dynamic Bus
Control A D The Yy designer should note
that all other mode commands and status bits are serviced
internally by the RT, and the subsystem has no access to
them. In particular, the terminal flag and message error
status bits and BIT word contents are all controlled
internally by the RT.

B.1.5.1 Synchronise Mode C d
once the RT has validated the command word and checked for
the correct address, the SYNC* line is set low. The

signal WC4 will be set low for a Synchronise mode command
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and high for a Synchronise with data word mode command.
In a Synchronise with data word mode command, SYNC¥
remains low during the time that the data word is
received. Once the data word has been validated, it ies
passed to the subsystem on the internal highway IHO8-IH715
in two bytes using IUSYTB as a strobe signal and H/L* as
the byte indicator (high byte first followed by low byte).
SYNC* being low should be used on the enable to allow
IUSTB to clock eynchronise mode data to the subsystem.

If the subsystem does nok need to implement either of
these mode comnmands, the SYNCH signal can be ignored,
since the RT requires no response from the subsystem.

B.1.5.2 Transmit Vector Word Mode Command

The RT requests data by setting VECTEN* low. The
subsystem should use H/L* to enable first the high byte
and then the low byte of the Vector word onto the internal
highway IHO8-IH715.

It should be noted that the RT expects the Vector word
contents to be already prepared in a latch ready for
enabling onto the internal highway when VECTEN* goes low.
If the subsystem has not been designed to handle the
Vector word mode command, it will be the fault of the Bus
controller if the RT receives such a command. Since the
subsystem is not required to acknowledge the mode command,
the RT will not be affected in any way by Vector word
circuitry not being impl in the Y . It will
however tranemit a data word as the Vactor word, but this
word will rave no meaning.
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B.1.5.3 Reset Mode Command

once the command word has been fully validated and
serviced, the RESET* signal is pulsed low. This signal
may be used as a reset function for subsystem interface
circuitry.

B.1.5.4 Dynamic Bus Allocation

This mode command is intended for use with a terminal
which has the capability of configuring itself into a bus
controller on command from the bus. The line DBCREQ*
cannot go true unless the DBCACC* line was true at the
time of the valid command, ie. tied low.

B.1.5.5 Use of the Busy Status Bit

The Busy Bit is used by the subsystem to indicate that it
is not ready to handle data transfers either to or from
the RT.

The RT sets the bit to logic one if the BUSY* line from
the subsystem is active low at the time of the second
falling edge of INCLK after INCMD* goes low. once the
Busy Bit is set, the RT will stop all receive and transmit
data word transfers to and from the subsystem. The data

in the sy ise with data word and Transmit
Vector word node are not 14 by the Busy Bit
and will take place even if it has been set.

It should be noted that a minimum of 0.5 microseconds
subaddreas decoding time is given to the subsystem before
petting of status bits, This allows the subsystem to
pselectively set the Busy Bit if for instance one
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subaddress is busy but others are ready. This option will
prove useful when an RT is interfacing with multiple
subaddresses.

B.1.5.6 Use of the Service Request Status Bit

The Service Request bit 18 used by the subsystem to
indicate to the Bus Controller that an asynchronous
service is reguested. The timing of the setting of this
bit is the same as the Busy Bit. Use of SERVREQ* has no
effect on the RT apart from setting the Service Regquest
bit.

It should be noted that certain mode commands require that
the last status word be transmitted by the RT instead of
the current one, and therefore a currently set status bit
will not be sesn by the Bus Controller. Therefore the
user is advised to hold SERVREQ* low until the requested
gervice takes place.

B.1.5.7 Use of the Subsystem Status Bit

This status bit is used by the RT to indicate a subsystem
fault condition. If the subsystem setz SSERR* low at any
time, the subsystem fault condition in the R?T will be set,
and the Subsystem Flag status 'it will subsaquently be
set. The fault condition will also ke set if a
handshaking failure takes place during a data transfer to
or from the subsystem. The fault condition is cieared on
power-up or by a Reset mode command.

- B.8 =




MRTU 53045 Remote Terminal Operation
B.1.5.8 Dynamic Bus Control Acceptance Status Bit

DBCACC®, when set true, enables an RT to configure itself
into a Bus Controller, if the subsystem has the
capability, by allowing DBCREQ* to pulse true and BIT TIME
18 to be set in the status response. DBCACC* tied high
inhibits DBCREQ# and cleares BIT TIME 18 in the status
response.

B.2 BUS CCNTROLLER OPERATION

To enable its use in a bus controller each chip in the
hybrid has additional logic within it. This logic can be
enabled by pulling the pin labelled RI/BC* low. Once the
hybrid is in bus control mede, all data transfers must be
initiated by the bus control processor correchly
commanding the hybrid via the subsystem interface. 1In bus
control mode six inputs are activated which in RT mode are
inoperative and four signals with dual functions exercise
the second function (the #£iret being for the RT
oparation).

Te use tha MRTU 53045 as a 1553B bus control interface,
the bus control processor must be able to carry out four
baslc bus~related functions. Twe inputs, BCOPA and BCOPB
allow these four options to be selected. The option is
then initiated by sending a negutive-~going strobe on the
BCOPSTB* input. BCOPSTB* must only be strobed low when
NDRQ* is high, This is particularly important when two
options are required during a single transfer,

with these options all message types and lengths can be
handled. Normal BC/RT* exchanges are carried out in the
hybrid optlon zero. This is selected by setting BCOPA and
BCOPE to a zern and strobing BCOPSTB*. on raceipt of tha
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MRTU 53045 Bus Controller Operation

strobe, the hybrid loads the command word from an external
latch using CWEN and H/L*. The command word is transmitted
down the bus. The TX/R¥* bit is, however, considered by
the hybrid as being ite inverse and sec if a transnit
command is sent to an RT, the hybrid in BC mode believes
it has been given z receive command. As the RT returns
the requested number of data words plus its status, the BC
hybrid carries out a full validation check and passes the
data into the subsystem using DTRQ*, DTAK*, H/L¥, IUSTB
tnd CWC as in RT operation. It also supplies GBR at the
end of a valid transmission. Conversely, a receive
command sant down the bus is interpreted by the BC hybrid
as a transmit command, and so the requisite data words are
added to the command word.

For mode commands, where a single command word is
required, option one is selected by strobing BCOPSTB* when
BCOYA is high and BCOPB is low. On receiving the strobe,
the command word is loaded from the external latch using
CWEN and H/L*, the correct sync and parity bits are added
and the word tr: itted Mode followed by a
Gata word requires option two. Option two, salected by
strobing BCOPSTB%* while BCOPA is low and BCOPB is high,
loads a data word via DWEN¥ ani H/L%, adds sync and parity
and transmits them to the bus. If the mode code
transmitted required the RT to return a data word, then
selecting option thres by strobing BCOPSTB* when BCOPA and
BCOPB are both high will identify that data word and if
validated, output it to the subsystem interface using
RMDSTB and H/L¥, This allows data words resulting from
mode codes to be identified differently from ordinary data
words and routed accordingly. All received status words
are output to the subsystem interface using STATSTB and
H/L*,

~ B.,10 =
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RT to RT {ransfers require the transmission of two command
words, A vreceive command to one RT is contiguously
followed by a transmit command to the other RT. ‘This can
be achieved by selecting option one followed by option
zero for the second command. The strobe (BCOPSTB*) for
option zero must be dslayed until NDRQ* has gone low and
returned high following the strobe for option one. The RT
transmissions ave and rred in the subsy
interfaca to the bus control processor.

B.3 BUS MONITOR OPERATION

In BC option three, if the signal PASMON* is active, then
all data appearing on the selected bus is output to the
bey using for and status words or

RMDSTB for data words.

- B.11 ~
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APPENDIX C

APPENDI'( C

HARDWARE DESIGN

The implementation of each of the blocks that was defined
in the hardware design overview is now discussed. The
design thus presented represents the latest version atfter
the corrention of all design errors discovered during
prototyping. Where appropriate, the software approach to
driving the hardware is explained,

(o8} LOCAL PROCESSOR

Considering the speed requirements, the fact that a 16 bit
processor is desirable, and the restriction that Intel
components must be used, a member of the 8086
microprocessor family is the obvious choice for the local
processor. The 80186 has a slightly enhanced 8086
instruction set and is available in an 8 MHz version. (In
fact 10 MHz versions are now available from second
sources.)

The main reason for the choice of this procesz~r, however,
is the fact that it has, on board, peripherals which
fulfill almost all the requirements of the design, It has
two independent DMA channels, a programmable interrupt
controller, three programmable interval timers, clock
generator, and programmable c¢hip select and ready
generation loylc., The operation of these on  board
peripherals is very similar to that of the eguivalent
Intel peripheral chips. For a useful description of the
entire device, including information not found in the data
sheet, the application note AP-186 [27) may be consulted.

-1 -
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Considerable space saving ls thus achieved by the use of
this micro'. AaApart from that saved on the large devices
(DMA, interrupt ocontroller, interval  timers), the
programmable chip select and ready genewation logic saves
the use of a vast number of SSI and MSI TTL chips.

This logic also allows for a great deal of flexibility.
The memory and I/O maps of the local processor aystem, and
the speed of devices in it;, can be configured under
software control. This is particularly convenient where
provision for more than one size or speed of device has
been made, as in the case of the local memory (see section
C.2}.

Figure C.1 is a diagram of the 186 and surrounding
cireuitry.
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Elements of the surrounding circuitry are:

C.1.1  Address Latches and Data Bus Transceivers

These serve the dual purpose of demultiplexing and
buffering the multiplexed data/address bus to form the
local data and address busses. These busses serve the
local wmemory, the 15538 bus interface, and the SBX
interface.

only the lower 1€ address lines are latched since all
decoding of the top 4 lines is done by the programmable
chip =metact logic. The data transceivers are enabled by
tha chip selact vignal of any device which is on the local
lsusses.

C.1.2 Reset Circuit

consists of an RC power-up reset circuit having a
3 of 220 milld with a reset switch.
rnls and other lines capable of resetting the processor
from the 18538 bus interface, multibus interface, and
wateldog are combined, Schmitt triggered and connected to
the processor RES* input.

C.1.7  ‘Watchdog

The astvut of a vetriggeratle one shot is used to either
cause 2 non-maskable interrupt (and a ready in case the
provessor has "hung" in an access to non-existant memory),
or reset tne processor (jumper selectable option) if it is
not trigysved at least once every 100 milligeconds. The
one shot output is used directly in the case of the ed,

- Cid -
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triggered non-maskable interrupt, while a shift register
is used to produce a pulse off the output for the reset
option.

The one shot 1s triggered either by the processorts
Address Latch Enable line, for a hardware watchdog, or by
one of the programmable chip select lines (PCSE¥) if a
software watchdog is required. (Also jumper selectable).

C.1.4  QOdd/Even Byte Selection

Pairs of byte wide memories and peripherals are arranged
with one device on the upper and one on the lower data
bus. The address inputs use address lines Al upwards, and
both share the same chip select line. The device on the
lower data bus thus occupies a group of gconsecutive odd
byte addresses, and the other occupies the corresponding
consecutive even audresses.

The processor is able to access elther a byte or a word at
a time. Whether a transfer is to word, odd byte, or even
byte is indicated by the combination of the A0 address
line and the BHE* line. These two lines are decoded and
combined with the WR* line to produce separate write lines
LWR* and UWR* for the lower and upper data busses
respectively. The same RD* 1ine, however, goes to all
devices. Distinction between odd and even bytes is thus
made only on write transfers.

C.1.5 Ready Input
The Ready li=ues of all devices in the local processor
system which need to be zble to vary the number of wait

states that are inserted in an access to them, are ORed

- C.8 =
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t. gether, and the regulting line connected to the
Asynchronous Ready input (ARDY}.

C.2 LOCAL MEMORY
C.21  ROM

The local ROM it selected by the Upper Memory Chip select
(UcS*) 1line. This places it at the very top of the one
Mbyte address range which includes the restart location.
Several EPROMs types can be used. They are the 27323 (4k),
2764 (8k), 2713 (16k), and 27256 (32k). Devices with
aocess time of 250 nanoseconds or faster may be used
without the need to insert wait states. The pair of
sockets is jumper configured for the type to be used (see
figure in appendix D).

The ROM requires a Ready input to the processor. The UCS#*
line is simply used for this purpose thus giving no wait
states. This is done because, after a reset, when the
processor first begins fetching i ions, no automxtic
ready generation is in force on the UCS# line. This only
becomes effective after it !s specifically programmed into
the control register for this chip seleat line.

C.2.2 RAM

The local RAM is selacted by t.e Lower Memory Chip Selact
{LCs%) line. It is therefore always positioned at the base
of memory. The devices that may be used in these sockets
are the 6116 (2k), and 6264 (8k) static RAMs. The sockets
must be configured for the correct device by installing
jumpers (see figure in appendix D).

- .6 -
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The local RAM does not need to provide a Ready line,

c3 MIL-$TD-1553B BUS INTERFACE

The dual redundant MIL-STD~1553B bus interface ii shown in
figura ¢.2(b) which folds out at the end of section C.3.
It can be broken down into the following sub-blocks:

- The MRTU 53045,
- Data bus buffer/latches and enable/strobe logic.
- Data transfer handshaking and DMA reguest.

- Interrupt lines.
- Processor reset.
- gtatus lines.
- Command lines.

- Programmable peripheral interfaces.

- Busy latch and decoding.

- RT address switches.

- Analog section and isolation transformers.

Due to the large amount of cenbinational legie in  this
block, portions of it were implemented in PALs to save
space (see appendix E).

Every line in the bus interface has been checked for
current J}osading of the output by the inputs conmected to
it.

Pigure cC.2(a) indicates which areas of the diagram in
figure C.2(b) correspond to these sub-blocks.

C.3.1  The MRTU 53045

This is the main component in the interface. Its

- .7 -
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requirements dictate the form that the rest of the
interface takes. Aappendix B summarises the interface to
and operation of this device.

C.3.2 Data Bus Buffer/Latches and Enahle/Strobe Logic

The 16 bit 186 processor data bus is isolated from, and
interfaced to, the 8 bit MRTU 53045 data highway by reans
of four edge~triggered, byte wide, tri-state latches; two
for received data, and two for data to be transmitted.
These also previde a one word buffer in each direction.

These four latches axe mapped to a single word location in
the local processor I/O address space, that can be Dboth
written to and read from (though the same data will not be
read back). The location is enabled by the line MRTUSEL*,

This arrangement has the disadvantage that all types of
words that: are passed the local p and bus
interface must be pasged via these latches. This differs
from the application example in reference 20 pp 31 which

ggests that a pair of latches should ba used
for each different type of word that is passed, which is
logical, since each type will be handled in a different
way by the processor, and the transfer of each type is
controlled by different lines on the MRIU 53045. That
method is very ical on board space,
particularly in this case where BC and BM modes are
required and command and status word types must also be
considered. The single location method employed in this
design is very much more compact, but must pay the price
of a higher processor software overhead, and more
complicated decoding of the MRTU output lines.

- 0.8 -
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C.3.21 Transmit Latch

The two transmit (TX) latches take their data inputs from
the 16 bit local processor data bus, one from the high
byte and one from the low byte. The data outputs of both
latchee are connected to the same 8 bit MRTU data highway.

The latcies are always written together, as a word, by the
local processor nsing a strobe derived from the WR* and
MRTUSEL* lines.

The latches are read individually by the MRTU 53045,
times when a wovd is required, by using twe separa..
output enable lines; ZLow, and High Byte Enable {(LBEN* and
HBEN*) . These lines are derived from various MRTU outputs,
and enable the latches according to the truth +table in
appendix E. They are implemented in a PAL.

C.3.2.2 Receive Latch

The two receive (RX) latches are conrvected in exactiy the
cpposite sense to the transmit latches: The inputs to the
MRTU data highway, +the outputs to ths upper and lower
bytes of the 186 data bus.

The latches are read by the + The output
enables are both driven by a line derived from the
MRTUSEL* and processor RD* lines.

The latches are written individually using two strobes;
Low and High Byte Strobe (LBSTB* and HBSTB¥). These
strobes clock the latchos according to the truth table in
appendix E. They are also implemented as PAL circuits.

- C.9 =
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HARDWARE DESIGN ~ MIL-STD-1553B Bus Interface
€.3.3 Data Transfer Handshakirg and DMA Requests

This section of the circult is concerned with satisfying
the requicements of the MRTU asynch data
handshake, and the provision of a line that can be used as
a DMA request, Az by-products, it also provides lines that
indicate the status of the transmit and receiva latches,
and could be used as interrupts.

The status of each latch, that is, if data has been
written %to it but not yet read on the other side, is
indicatad ~ outputs of positive edge sensitive RS
flip-flop.. ad to be synthesised).

These outpilz enable a simple cireuit (see figure in
appendix E) to be designed and implenented in a PAL,
which returns a vata Transfer Acknowledge only under the
following conditions:

- If there is new data n~t previously read in tha
TX later, in the case of a request for data to
be tranamitted, or

- if no word will be over-written in the RX latch,
in the case of a reguest to pass received data
to the subsystem.

A problem with this methoed arises wher a woxd in the TX
latch becomes invalld due to a change im circumstances. An
exanple of this is the case of vector word handiing as
follows: because the MRTU 53045 (in RT mode) expects a
wector word to be present in the TX latch for immediate
access 1if a mode command to transmit the vector word is
received, the processor must ensure that this word is
present in the latches between command servicing. If a
transmit command then occurs, +the MRTU will take the
vector word as the first word to be transmitted.

-~ C.10 -
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To avoid this problem, a further D type flip-flop has to

be used, the output of which iz only allowed to go true
Al during a TX Data Transfer Regquest. The output of this
flip~flop is used as the latch status for the purposes of
providing a DTAK*, while the original RS flip-fiop is
still retained to indicate the trne TX latch statvs.

A similar problem occurs with the RX latch, but it is
gasily soived under software, simply by the processor
reading and discarding the value in the latch.

' A DMA request is sinply generated any time <there is a
valid@ word in the RX latch or there is a TX Data Transfer
Request. A DMA transfer will obviocusly only take place if
the channel is enabled.

i C.3.4  Interrupt lines

There are a largs number of signals which may be required
to gause interrupts in possible applications. Most signals
are in the correct form to be used as interrupts directly.
An exception is the SYNC» line, this is validated by a
simpla circuit to give VALIDSYNC (for use in RT mode), as
Ly suggeated in reference 18 pp. 43, part of which is
implemented in a PAL (see appendix E).

Because oOf the large number of lines, interrupts have been
combined, where possible so that one line can ba used for
two interxuphs.

For example, one lnterrupt may occur, or have meaning only
i in RT mode, while another only occurs or has meaning in BC
i mode. Both ocan be gualified by the hybrid being in the
i correct mode and then ORed onto ornu line. Lines that have

~ €11 -
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been combined thus are INCMD¥ in RT mode with RTO* in BC
mode, and DBCREQ* in RT mode with RXINT* (derived from the
RX latch status line above) in BC mode.

211l other interrupt lines may ke used in all modes if
required.

C.3.5 Processor Reset

The MRTU's RESET# line pulse low for approximately 500
nanoseconds on receipt of a valid Reset mode command. This
unfortunately is not long enough to guarantee the
processor resetting properly. The pulse is therefore
stretched using a shift register.

C.3.6 Status Lines

Apart from the usual MRTU status lines, that is outputs
whose level indicates a state of the hybrid, two eutra
status lines have been synthesised from lines which carry
pulses (which indicate events), using simple RS flip-
fiops. They are:

LASTRXOK*. This 1s set by GBR* and reset by NBGTW*. It
indicates that the last message transmission received

passed all validation tests.

LASTCW/DW<, In BC or BM modes this indicates whether the
word in the RX latch is a command or date woxd.

~ C.12 =
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C.3.7 Control lines

Most of che control input lines on the MRTU 53045 require
to be driven to a desired level at all times. Three of
these also drive IEDs to indicate in what mode the
terminal is operating in (RT/BC* and PASMON*), and if it
will accept bus control in the event of it being offered
(DBCACCH) .

There are three cases where some extra circuitry for a
control line is required.

C.3.7.1 BCOPSTB* input

The BCOPSTB* input is not a true etrobe input. Control
over this input, which is normally inactive, is requ.ced
in two ways [123:

For bus coptrol options yero, one, and two, the input must
be set active until the MRIU replies with NDRQ* active,
BCOPSTB* must not go active while NDRQ* is asserted. This
is achieved by using a JK £lip-flop which asserts
BCOPSTB¥* when clocked (by simply writing to a location in
the 186 I/0 address space with dummy data), and is cleared
by NDRQ* active.

It must be possible to set the input active for a perici
of time, in order ‘o use bus control option three. Two
methods have been designed to do this as it is not obvious
from the documentation what the NDRQ* line wili ba doing
in option three. One method is to provide another location
in the 186 address space which clears the flip~flop when
written to. The other method is to drive it active as with
any other control inmput.

“ .13 =~
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C.3.7.2 BUSREQ Lines

The BUSREQA and BUSREQB lines are the only lines on the
hybrid, besides the data highway, that are bidirectional.
They are inputs in BC mode and outputs in RT mode. They
are driven, in BC mode, by open colleotor gates which are
f£loated high in RT mode. As a further precaution (as it is
not known if there is a delay between changing the hybrid
to BC mode and these lines being floated by the hybrid, or
if they become outputs when the PASMON* line is asserted),
another control line, ENREQ, is provided which must be
specifically asserted in order to control the open
collectoxr gates.

The circuit which drives the open collector gates (sew
diagram in appendix E) has been "PALedM.

C.3.7.3 SSERR* Line

This 1line is set active either py a watchdog timeout, or
manually by a control line.

C.3.8 Programmable Peripheral Interfaces

Two 8255A-5 PPIa are used to read status lines, and to
write to and lauch control lines on the MRTU 53045. They
are arranged together as a single word wide device in tho
processor's I/0 address space, but are individually
addressable, and are enabled by the pcsox line.

Connecting these to the 186 processor pose’ one problem in
that the data hold time after a write, required by the
n255A~5, 18 not guaranteed by the 186. This was solved by

~ C.14 -
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adding two wait states to accesses on PCS0* with the
programmable wait state generator, and using a shift
register delay and the WR* line to produce a Shortened
Write line (SWR¥) that gives the necessary hold time,

All three 8 bit output ports on each device are used in
mode 0. Ports A and B ave input, while ¢ ils output.
considering the twe dJevices together, these may be
regarded as 16 bit ports. The output bits in port C may be
read back to the processor, and also individually accessed
using a bit set/reset function.

The grouping and arrangement of the lines on the input and
output ports has been done with a view to reducing the
number of port accesseaz and amount of wmanipulation that
has to be done in software as follows:

Port . A inputs all the lines at once that need to be read
in order to set up the DMA controller after receipt of a
transmit or receive command in RT mode. The lower byte
contains the combination of the TX/RX* and SA lines,
starting from bit one, which will be used as the addrese
in the dual port memory buffer pointer table (INCMD*, on
bit zero, will always read low during command servicing).
The upper byte reads in the number of words to be
in the

Port B inputs all the remaining status lines, tha ones
that are expected to be most umed are on the lower byte.

Port € latches and drives all control lines., The ones that
are @ to be £ tly altered are placed on the
lower byte, while thosa that will simply be set up and
left are on the upper byte.

- C.18 =
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€.3.9 Busy Latch and Decoding

When a non-mode command is received by the terminal in RT
mode, the terminal must indicate whether or not the
particular subaddress referred to in the 'ommand is able
to process the command, by means of setting the BUSY* line
to the appropriate value. Only 500 nanoseconds are allowed
to decode the sub-address and set the busy line. This
operation could, therefore, be done in hardware as
follows:

The subaddress is used to select or multiplex a particular
line from a 30 bit latch onto the BUSY* input. The latch
is written to by the processor at regular intervals, and
contains “he busy settings of the individual subaddresses.

The actual scheme employed uses only a sixteen bit latch
and multiplexer to suve space. In most cases, provision
for sixteen subaddresses will be sufficient. 1In
applications where more are required, some bits in the
latch will have to represent the logical OR of the busy
settings of two subaddresses.

C.3.10 RT Address Switches

8ix DIP switches are provided to set up the address to be
used by the terminal when operating in remote terminal
mode. Five of the switches wet the address itself, while

the last is set for odd parity on the address.

If the address is set such that there is a parity error,
an LED will be lit by the RTADPAR line.

- C.16 -
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C.3.11 Analog Section and Isolation Transformers

This section was not designed, but simply connected as
indicated in the data sheet for the MCT 3231
driver/receiver, with the exception that transmitter
inhibit decoding need not be provided as this is done by
the hyb:id. No external threshold setting resistors are
used on the receivers,

€.3.12 Bus interface Chip Selecis

The bus interface is selected by the processor by using
two Peripheral Chip Select lines.

PCS0* selects the two PPIs as detailed above.

PCE4* enables the decoding of address lines AD2, AD3 and
AD4 to give 8 select lines, only 4 of which are used (the
others were provided in case they were needed in the
prototype). The four are:

- MRTUSEL# which enables the TX and RX latches.

- BUSYSEL* which enables the busy latch.

- BCOPPULSESEL* which enables the strobe to set
the BCOPSTB* flip-flop.

- BCOPRSTSEL* which enables the clearing of this
£lip-£

They are each qualified by either RD* or WR* to produce
the desired signal.

C.3.13 Bus Intesface Software

The methods devised, during the above bus interface

= .17 -
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hardware design, for driving the bus interface may now be
discussed.

C.3.13.1 Remote Terminal Mode

In RT mode, the bus interrace is not so much driven as
serviced, The scheme described here is approximately what
is expected to be used in the RT routine and asscciated
interrupt servers, described in the software design
overview.

The scheme is composed of interrupt service routines and a
main routine which runs continuously while the terminal is
in RT mode.

Interrupt service routines. There are four interrupts in
RT mode that, if used, must be the highest priority in the
interrupt structure and must never be digabled. They will
run in any context, and will not interfere with the
multitasking executive if they ocour while it is
rescheduling tasks. They are:

- VALIDSYNC interrupt. This is required only if
the terminal is required to support the two
synchronise mode commands. If present it must be
the highest priority interrupt on the terminal
in order to obtain accurate synchronisation. It
indicates the reception of a valid Synchronige
Mode Command. The routine should perform the
following:

Read WC4 line via PPI to determine whether
or not there is an assoclated data word.

If not, perform synchronisation and return
from interrupt.

If there is an associated data word, poll

- C.18 ~
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RXWORDWAITING line until data word is
received, read it from the RX latch, use it
to perform synchronisation, and return from
interrupt.
The exact wmachanism of performing
synchronisation is not specified.

DBCREQ interrupt. This occurs in response to a
dynamic bus control mode command and is requized
only if this mode command must be supported by
the terminal. It should also be  highest
priority, but because they will never occur
simultaneously, it wmay be made one level lower
priority than VALIDSYNC. The routine simply sets
a flag (PB2flag} and returns from interrupt.

1NCMD  interrupt. This occurs whenever any
command is received by the terminal. It is
reguired in all but the simplest RT application
(where polling can be used). It is one lev of
priority below the previous two cases, and must
keep the higher priority interrupts enabled
since they will always occur during this service
routine. It must perform the following:

PPI porl A must be read.

From this the value of the SA lines uust be

determined.

If this value indicates a mode command then

return from interrupt.

If not, program the DMA channel as

described in sections 4.2.3 and C.3.8.

Enable the DMA channel and return from

interrupt.

End of DMA interrupt. The DMA channel can be
made to cause an interrupt after the last

- €19 -
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transfer in a message. This service routine
must:
Test the LASTRXOK* line to determine if the
message contained an error.
If it did, take appropriate action, (such
as setting a flag or altering the gueue
pointers), and return from interrupt.

A particular application may require the use of some other
interrupts, to indicate the occurrence of an error for
instance.

It ehould be noted that interrupt service latency affects
the processing time it takes to begin an interrupt service
routine. Interrupts are only serviced between
instructions. If an instruction such as a mnultiply or
divide is being executed, the interrupt may not be
serviced for several microseconds.

The RT routine., On entering RT mode the routine must
perform the following initialization:

- The DBCACC*, BCSTENO, and BCSTEN1 lines must be
set to the desired values for the duration of
operation in RT mode.

- The vector word and busy latch must set be to
initial values, as must the SSERR* and SERVEREQ¥
lines.

- The interrupt controller must be set up to

enable the above interrupts and give them the
correct priority. 8ince two of the above
interrupt lines are used for different
interrupts in BC mode, the pointers in the table
at the base of the processor memory must bes set
to point to the correct routines.

~ €.20 -
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- The hybrid must be placed in RT mode by setting
the RT/BC* line high.

After initialisation, if the hybrid's DBCACC* line is set
active, the routine must repeat the following operations
until the DBCflag is get, at which time it must pass
control to the BC routine. If the DBCACC* line was not set
active during initialisation, these steps must simply be
repeated indefinitely. The steps are:

- Test the error flags of each subaddress and
place the logical OR on the SSERR* line.

- Test the service request flags of each
subaddress and place the logical OR on the
SERVREQ* line.

- Place the vector word of the highest priority
subaddress requesting service in the RX latches,
in case a transmit vector word mode command
should be received (as described in section
€.3.3).

- Test the busy flags of each subaddress, combine
te form a word and write this to the busy latch.

Only the steps vhich support functions which are required
in a particular application need be included.
C.3.13.2 Bus Controller Mode

No definite scheme is given as the standard requires no
specific functions of a terminal in BC mode.

The interrupts that will probably be required in this mode
(emong others) are:

- .21
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- RXINT, which indicates that a word has been
placed in the RX latches by the hybrid., The
TLASTCW/DW* line can be read to determine what
type of sync the word had.

- RTOINT, which indicates that the time £ -
reply to be received from a remote terminal =
been {appr: 1y 14,5 mi 8
after transmission of the command ended), If it
is desired to streach the no-reponse timeout,
this inte -upt may, instead of taking some error
recovery & tion, simply start a timer. This
timer will run for a prescibed time, and then
will itself ocause an interxupt on which the
error recovery action can be tuaken.

These two interrupts occur on the same 1lines as, and
replace, the INCMD and DBCREQ interrupts, which are not
avallable in BC mode. Care must be taken, as mentioned
above for RT mode, to point the interrupts to the correct
routines.

on entering the BC _ routine, and after suitable
initialization, the hybrid must be changed to BC mode by
setting the RI/BC* input low, and the BUSREQ lines must be
enabled by setting the ENR.Q line high.

on leaving BC mode these lines must be toggled, but in the
reverse order.

wWithin the BC routine, commands are initiated as described
in appendix B, by setting up the appropriate lines and
strobing the chip set by writing to the location in the
1/0 space, as described in section ¢€.3.7.1. The DMA
channel obvicusly may be used to achieve data transfers as
in RT mode.

- 0,22 -




M DES: MIL=-STD-15538 Bus Interface

C.3.13.3 Bus Monitor Mode

Again no specific schenme is ted, It is exp that
in bus monitor mode, a fair amount of information about
what is happening on the bus will be mollected by means of
interrupt service routines which increment counters on the
ocourrence of cortaln events. In order to aid the counting
of events, two of the 186 internal counter/timers can be
used. If the terminal is required to monitor the bus for
activity, and take over control of the 1553B bus in the
avent that none is detected for longer than a given time,
then one of these tvo timers can be used to measure the
time since the last activity on the bus.

The hybrid is placed in BC mode by setting the RI/BC* line
low, initiating an option three BC command, then setting
the PASMON* input active (see appendix B).

~ C.23 =
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HARDWARE_DESIGN
ca GENERALISED 1/0 INTERFACE

The generalised I/0 interface is reguired to comnect the
processor bus to the SBX I/0 bus {24]. Figure D.3(A) in
appendix D is the detailed diagram of the interface.

Most lines in the interface are stralght-forward
connections from one bus to the other, There are certain
lines which require some explanation.

CA.1  1OWRT?* Line

As with the B255A-5 PPIs in the 1553B bus interface, there
is a violation of the SRX data hold time after write by
the noxmal 186 cycle., The Shortened Write line (SWR)
devised for thc PPIS is used again here to drive the
IOWRT* line. All access to the SBX interface must thus
have a minimum of two added wait states.

C.4.2  Chip Select Lines

The whole interface is enabled by the PCS2% 1line from
which three sub chip selects must be provided:

- The MDACK* line which is used during DMA
transfers.

- The MCS0*% and MCS1* lines which enable either &
word, o 8 byte locations each. This is done
according to two schemes described in the SBX
standard. This design allows for both by using
jumpers (gee diagram in appendix D).

Figure C.4 shows the two possible address maps that may be
obtained for the interface depending on which scheme is

- C.26 ~
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C43  TDMA Line

; This is used to signify the end of a DMA transfer. It may
! ! . be either an input or an output depending on the I/0

module that is being used. Jumper selectlon is employed to
selact connection ts either:

- a programmable chip select line, PC83¥%, if the
1line must be an input, or
- an interrupt line if it must be an output,

i
i
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C.4.4  RESET Line

This cannot aimply be directly connected to the RESET
output of the 186 processor as, although the power up
reset of 50 milliseconds is sufficient for $BX, the in-
operation reset that may originate from the 15538 bus
interface is less than one microsecond which is too short
for $BX. A one shot, triggered by the 186 RESET line, is
thus used to provide the reguired 50 microsecond SBX reset

pulse.

C.45 SBXREADY? line

Since the number of wait .tates required by an access to
the SBX interface (that is required by the /0 module
connected to it) may be more than three, the programmable
wait state logic may not be usable. The SBX MWAIT* 1line
qualified by the chip select is thus connected to the
processors ready logic. The programmable wait state logic
must still be used to ensure that at least two wait states
are added as specified in ¢.4.1.

C5 MULTIBUS INTERFACE

The design of both the master and slave interfaces wexe
aided by the use of the SBC 86/12A board as an example

f21,22).
C.5.1  Slave interface

This is s8¢ closely coupled to the dual port memory
arbitration logic and kuffering that it is covered under

. Q2R -
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that section.

C.5.2  Master Interface

The Multibus master interface in figure C.5 is of a fairly
standard design. It is based on the application example in
the 186 data sheet [39].

The arbitration 1lilnes are interfac. to by an 8289 bus
arbiter, while the command lines are driven by an 8288 bus
controller. A Multibus tr: tion is a
bug ¢ cle occurs that does not cause one of the
Programmable Chip Select lines to go active.

The proczassor multiplexed data and address lines are
isolated from the correspending Multibus lines via
transceivers ang latches respectively. These are
controlled by the bus controller and arbiter. However,
many components could be saved if these lines could be
combined with those on the slave interface via the dual
port memory. This is wusual on Multibus single board
computers. In this design this has been done with the data
bug, and is covered along with the slave interface under
the dual port memory in the next section.
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csé DUAL PORT MEMORY

Figure C.6 is a diagram of the dual port menory. It can be
treated in the following parts:

- ‘The RAM itself.

~ The Interrupt flip-flops.

- Dual port address decoding.

~ Bus buffering.

- Multibus address decoding.

~ Arbitration and control logic.

Next to the 1553B bus interface, most design effort was
put into this block, particularly into the arbitration and
control logic.

C61 RAM

Up to three pairs of sockets, connectsd . s Qual port
busses, are provided for static RAMs., Each pair is
identical to the design of the local RAM. Each pair may
take either 61165 (2k) or 6264s (8k) as selected by
4unpers, according to the diagram in appendix D.

The wmaximum size of the memory is thus 48k. The amount
required by the design overview, namely 32k, can be
achieved using only two pairs,

€.6.2 Interrupt Flip-flops

Twe lines, to be used to generate interrupts on the
Multibus INT* lines, are driven by flip-flops. They may
be sat and reset by accessing four consecutive word

locations in the dual port address space.

- C.31 -
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C€.6.3 Dual Port Address Decoding

The dual port address space is decoded into four 16k
blocks each with an enable line. One pair of RaMs is
always connected to the lowest block, while two optional
RAM pairs and the interrupt flip-flops may be connected on
any of the other lines by means of jumpers.

The decoding logic is itself enabled by DPCS% whenever a
dual port access occurs.

C.6.4 Bus Buffering

At the local port, the 186 multiplexed data address bus is
demultiplexed by using transceivers and latches, in very
much the same manner as is used to produce the local data
and address busses. They are enabled onto the
coxresponding dual port during local accesses.

At the Multibus port, the address bus is buffered and
inverted. The data bus is passed through three
transceivers which implement the "byte swap® function that
is required when Multibus is interfaced to a 16 bit
device. 7These transceivers also invert the data lines.
Both buffers and transceivers are enabled during a
Multibus access to the dual port.

C.6.5 Multibus Address Deceding

This circuit decodes the Multibus address 1lines ADRE¥
through ADR13*, to produce a select line to the dual port
memory (MBSEL#), This is done according to jumpers which
determine the base address, and size, of the dual port
memory in the Multibus memory address space (see figure

~ C.33 =
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and table in appendix D). The top four address lines are
not decoded.

C.6.6  Arbitration and Control Logic

A single component dual port memory controller is
available for use with dynamic RaMs, but due to the
requirement that only static RAM be used, this design
could not take advantage of it to save space. However,
even if it had been possible to use this device, it would
almost certainly have been necessary to include some extra
circuitry to suit the particular application.

A controller thereiore had to be designed, which did have
the advantage that it could be customised to the
application. This controller, with the exception of two
external latches, is entirely implemented in two 20 pin
PALS making it very compact indeed. The PAL implementation
is detailed in appendix E.

The design of this section went through several versions,
to try and make it more compact, and efficient. The final
one presented here was arrived at after a race around
condition was found in the prototype terminal (see next
chapter). The design was done by considering the logic
itself, rather than using the more mechanical Asynchronous
state Machine (ASM) techniques which would probably have
arrived at a more correct design, but at the expense of
complexity.

The logic is shown in appendix E. It is best described in
its two parts.

~ C.34 -
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C.6.6.1 Arbitration

The arbitration logic has as inputs the select and lock
lines from each port. In the case of the Multibus select
MBSEL*, qualification by ome of the two memory operation

lines is ry. In the case of the local port,
the McS0* line has to be delayed until the rising edge of
the processor clock cccurs, otherwise consecutive access
to the memory may not be resolved by the logic which is
clocked at 18 MHz.

The internal request lines LOCREQ and MBREQ are asserted
if, either there is a select from a particular port, or
the port asserts its lock line while the LOC/MB* 1line
indicates that that port has the memory. In this way a
port may retain the memory between accass without
maintaining a sslect.

By considering these internal request lines and the
current internal state, the dual port memory ie assigned
to one or the other port. This is done such that the local
port always has priority in the event of both ports
requesting access simultaneously. If both ports request
congecutive access, and nelther asserts ita lock 1line,
alternate accesses will be granted. When neither port is
requesting access, the memory will be assigned to the
local port, so that no delay is experienced by the 186
processor if it does require access. This scheme is
summarised by the truth table in appendix E and leads to a
Boolean equation which describes the logic.

The result of the arbitration is indicated on two outputs
to the control logic, one which signifies which port has
the memory (LOC/MB%), and another which disables the
subsequent logic while a change over is taking place
(CYCEN) .
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C.6.6.2 Control

The control logic decodes these twe outputs into
LOCALCYCLE and MBOYCLE. These are used %o effectively
couple the controls of the RAMs to those of the
appropriate port, enable the correct buffers, and send a
ready signal back to the requesting processor.

After careful analysis of the timing requirements of both
ports and the RAMs, it was found unnecessary te provide
any relative timing between the various signals. This is
mainly thanks to the speed of the RAMs.

Finally, thie part of the circuit is also responsible for
connecting the local data bus to the Multibus data bus
during access by the local processor to Multibus via the
master interface. Such an access is indicated by the line
IFDEN* generated by the 8288 bus contreller. All other
controls for the buffers (byte swap controls etc.), are
picked up from the respective port controls. Note that no
arbitration for the dual port bus is required for this
situvation, since both ports ara known to be occupled with
transactions not involving the dual port memory. For this
reason, the local processoxr is not allowed to try and
daccess the dual port memory via Multibus.

Cc.7 LOCAL PERIPHERALS

C.7.1 186 On board Peripherals

As mentioned previously, nearly all the local peripheral
requirements are fulfilled by devices integrated into the

186 processor itself. They are allocated as follows:

- C.38 =
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- DMA channel 0 serves the MIL-STD-1553B bus

intertace.
- DMA channsl 1 serves the SBX interface.
- Timers 0 and 1 are available for counting events

on the 1553B busses, or tiwming bus idle
conditions when the terminal is in BM mode.

- Timer 2, to which there is no external access,
can be used to provide a tick for a multitasking
executiv..

- The programmable interrupt controller is
operated in non-RMX mode. This provides four
external interrupt lines, which is insufficient.
Two of these lines are thus operated in cascade
mode, 50 that an external interrupt controller
can be used as detailed belaw.

C.7.2  Programmable Interrupt Controller

An external programmable interrupt controller (PIC) is
used to provide an extra eight interrupt 1lines. It is
connected to the lower data bus and is enabled by PCS1w,

A point to note here is that the Interrupt Acknowledge
1ine, INTAO* must be directed back to the processor ready
logic since it is not catered for by the programmable wait
state generators. This line must be pulled up since it is
not an output after reset, but must be programmed to be an
output during the 186 internal PIC initiaiisation routine.

C.7.3  Interrupt Jumper Matrix

This is not a peripheral as such, but it is best covered
with the PICs. Figure (.8 summarises the lineg into and
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out of the matrix.
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186 INTERRUPT !
AND COUNTER LINES >
i
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FIGURE C.6 IN UPT JUM: MAT,

The lines arriving at the matrix have been conditioned to
be in the correct sense to cause an interrupt. Lines which
carry pulses will have to be sensed by the PIC in edge
triggernd mode. In order to do this they nust be active
low. Lines on which a level must cause an interrupt must
be active high and can be sensed by the FPI in elther edge
or level triggered mode as desired.
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Three inverters and a three input NAND gate are available
to combine interrupts from the 1553B bus interface. It may
be convenient, for instance, to combine the HSFAIL¥,
LTFAIL%, and TXTO* interrupts, to give one interrupt that
will indicate a ocatastrophic failure of the bus interface
hardware.

The Multibus interrupt lines can each be aither an input
to, or output from, the matrix. only level triggered
interrupts should use these lines.

C.7.4  Clock Generation

A 16 MHz crystal is provided for the 186 internal clock

. The pr in turn provides its 8 MHz clock
on the CLXOUT pin. The other frequencies that are required
by ocertain components in tha terminal are supplied by an
8284A clock generator with some extra circuitry.

Using an 18 MHz crystal, this device produces the
following clock signals:

- 18 NHz for the dual port arbitration logic.

- 9 MHz, for Multibus master and SBX intexrfaces,
produced by halving the 18 MHz signal with a
f£flip-fliop.

- 6 MHz, for the MRTU 53045 bus interface hybrid.

- 3 MHz, used for clocking sundry shift registers
(and by the USART in the prototype).

(o] PROCESSOR ADDRESS SPACE ALLOCATION

Because of the flexibility of the positioning of the
Progranmable Chip Select lines, no definite map of the
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memory or I/0 address spaces can be given.
summarises the allocation of the chip selact lines and the
programming of their assoclated programmakle walt state
generators.

Table C.1

TABLE C.1 PROGRAMMARLE CHIP SELECTS AND WAIT STATES

LINE

ucs*

cs*

MCSO*
Mcel
MCS2*
MCS3*

PCSo*
PCsS1*
bpCsaw
PCS3*

PCS4*
PCS5*
besew

DEVICE(S) EWABLED
Local ROM {top
Local RAM (base

Dual port memory

WAITS READY

of memory) 0

«f memory) O

- (mid-range memory) 0

Bus interface PPIs
External PIC (170
SBX Interface chip selects
SBX TDMA* line

Bus interface R¥/TX, busy,
Watchdog refresh (1/0

or memory) 2

strobes
or memory) 0

Ignored

Ignored

Used

Used

Ignored

The ready grouping PCS0#-PCS3* uses the ready input for
the benefit of the SBX interface chip selects.
three chip select lines must simply be routed back to the
processor ready logic to provide an immedli-iva ready.

The other

The 186 internal control block must be placed somewhere in
either memory or I/0 space.

- C.40 -
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ALl address space that is not in the range of one of the
Programmable <Chip Select lines, maps to the Multibus
master interface. MNote that a problewm may arise with
Multibus being requested when an access to the internal
control block is made. Although the processor ignores all
usual inputs during such an access, the outputs indicate a
normal bus cycle.

- 0.4 -



APPENDIX D

APPENDIX D

HARDWARE SCHEMATICS AND
CONFIGURATION TABLES

D1 PIN-TO-PIN SCHEMATICS

The following scheratics show the full pin-to-pin
connections of the terminal hardware design as implemented
in the prototypes

Figure D.3(A) shows the $BX interface as it would have
been implemented had this been possible, while figure
D.3(B) shows the standard szerial interface design that was
used instead.

The convention adopted for indicating lines between
figures is as follows:

The arrow on a line between figures indicates the
direction of the signal. The lettex(s) within the arrow
specity a corresponding arrow on the figure indicated by
the number after the slash. The combination of arrow
direction, figure number and letter(s) specify a unique
connection. For example: B/12> on figure D.1 would
indicate connection to the line marked <B/1 on figure D.12.

~ D.1 -
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HARDWARE SCHEMATICS AND CONFIGURATION Layout

D3 PROTOTYPE BOARD LAYOUT

The following two drawings are the Jayout of the prototype
wire wrap board. They are to scale. The the right hand
adge of the second figure joins onte the left hand edge of
the first.
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HARDWARE_SCHEMATICS AND COMFIGURATION . Jumpers

D.4 JUMPER CONFIGURATION

The required connections of jumpers is obvious in many
cases. Those that require further information are detaijed

below.

D41 ROMs

The Jjumpers for configuring the palr of ROM sockets

various devices are on figure D.2.

NEVICES

27327
2764

27128
27156

D42 RAMs

IABLE D.2 ROM JUMPERS

€23

N.C,

. PGM#/A14 - VCC

PGM*/Al4 - VCC
PGM*/Al4 = R15

2B

VCC/AL3 -~ VCC
N.C.

VCC/ALZ ~ Al4
VCC/AL? - Ald

for

Both the local RAM sockets in figure D.2 and the dual port
RAM gockets in figure D.9 are configured in the same way.

Note that both gockets

configuration,

€116
6264

TABLE D.3 RAM_JUMEERS

JUMRER

WE*/ALLl ~ WR* (UWR* or LWR¥)

WE#*/A11 - Al2

- D.21 ~
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HARDWARE SCHEMATICS AND CONFIGURATION Jumper:

D.4.3 SBX Address

as mentiocn.d in section €.4.2, there are two possible
addresaing schemes for the §BX interface. They are
obtained as follows.

BT, 24 P
SCHEME BELY 38
Byte Addressing A4 B4
Word Addressing A0 BHE*

D.44  WMultibus Slave Ad.dress Decoding
she following table shows huw to connect the Jjumpers on

figure D.1l to cbtain a desired base address and size for
the dual port memory %8 seen from Multibus.

TABLE D.5 MULTIBUS SLAVE ADDRESS DECODING JUMPERS
J15A:
Top 512k use ADRLII*

Bottome 512k use ADRI3%

J158: (128X page witbin the 512)

¢ - 128k ¥3%
128 - 256K Y2k
512 - 384K Y1*
g4 = 512K Yo*

- D.22 -
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HARDWARE SCHEMATICS AND CONFIGURATION _Jumpers

J152: (Select sub-page size)

64K size vee
J15C: (64K sub-page within page)
0 - 64k V3%
64 - 128K X
32K size ADRF#*
J15C: (32K sub-page within page)
0 -~ 32K Yix
32 - 64K 2%
64 - 96K Y%
96 ~ 128K Yor

- D.23 =
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APPENDIX E

APPENDIX E

PAL DESIGN AND PROGRAMMING

E1l DESIGN PROCEDURE

No logis development aids were available to ald the
implementation of circuits using PALs. The Stag programmer
which was used, oniy p ing inf: ion in
the zrorm of the fuse map for the particular PAL, This
meant that every logic function that was to be built into
the PAL had to ke translated from either circuit diagram,
or truth table form, to a fuse map.

The procedure to put a circuit onto PAL is as follows:

- Each combinational logic function in the circuit
is isolated and its inputs identified.

- The Boolean equation describing each function is
derived. In the case of a circuit diagram this
is done directly. 1In the case of a truth takle,
it may be done directly in the case of simple
function, wr a Xarnaugh map may be used,

- Tha PAL or PALs are now chosen according to the
number of inputs and outputs, and the required
output function (ie. registered outputs or tri-
statable I1/0 lines etc), Thia must ke done
taking into consideration the number of product
terms required by the logic functions.

- If more than one PAL is requirsd to provide
sufficlent input and ontput lines, a table of

~ E.1 ~
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PAL DESIGN AND PROGRAMMING Desiyn Method

each output and its required inputs is drawn up,
and outputs having common inputs are grouped
together. By this means ¢the most compact
grouping of functions is found. Pin assignments
are then made, and the lines in the programmable
matrix are labled.

Very often it is convenient to choose a PAL
which automatically inverts its outputs, if the
functions to be implemented are active low. If
this is the case, the Boolean equations of each
function to be incorporated in the PAL, must be
inverted.

Boolean eguations are now minimizsed and
converted to sum of products form. This may be
done with the aid of a Karnaugh map.

If desired, outputs may be checked for possible
glitching which may arize during transitions of
the input lines, If Yy, extra

terms may be added to the Boolean equation to
avoid these conditions.

The fuse map of the PAL is then marked showing
which fuses musi be left intact to implement the
the equation of each output function. All unused
product terms must have all fuses intact to
ensure that they are always low. Where it is
required that a product term is always high
{often to permanently enable a tri-state
output), all fuses ihould be blown.

Finally the fuse map is fed into the progranmer
and the PAL is programmed.

“ B.2 =~
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PAL DESIGN AND PROGRAMMING Design Method

This procedure is both laborious and error prene. fThis is
particularly true of the equation minimisation stage, the

icn to sum p: form, and the plotting of fuse
maps. Any serious use of PALs definitly requires a design
aid.

The following sections contain all the essential
information about the PALs used in the two separate areas
of this design. The intermediate design steps are not
shown in most cases. VWhere more than one version of the
PAL was made, due to design or programming errors, only
the final version is shown.

The following conventions are used:

A1l signal names are in capital letters. Those that are
active low have an asterisk (*) after the name. For the
sake of clarity, signal names such as RI/BC* are not used
in truth tables, Boolean equationz or fuse maps. Instead,
KI represents this signal *high* and RT% represents it
"low®. The same is applied to TX/RX* (use TX or TX*),
Loc/MB*  (use LOC and LOC#), DT/R* (use DT and DT*), and
H/7L* (use H or H*}, etc.

In truth tables the entry (x) indicates a ‘“dont caren
rcondition, Usually output are given "dont care" entries
for combinations of inputs which should never occur,

E2 BUS INTERFACE PALS

Two AMD 16L8 PALs were used. These have inverting outputs,
thus all equations must be inverted. All I/O lines are
either permanently input or permanently output. The
product terms controlling the output tri-state buffers
must thus be programmed accordingly, to be either

- E.3 -
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permanently high or permanently low.

The PALs are PAL 1 and PAL 2 in the board layout. Three
versions of PAL 2 were made after design errors, and bugs
in minimisation and transfering to the fuse maps wers
found. The mnost recent fuse maps are shown at the end of
section E.2

The functions that have been put into these PALs are:

E.2.1  TX Latch Enable Lines

Outputs: LEEN* and HBEN#*
Inputs: RT/BC*, TX/RX*, H/L, DTRQ%, DWEN#*/VECTEN®, CWEN¥

LBEN* and HBEN* are asserted under identical combinations
of the inputs, except that LBEN* regquires that H/L* is
low, while HBEN* requires that it is high. The following
truth table describing the lines thus omits H/L¥.

The RX latches must be enabled in RT mode when:

- fetching a data word to be tranamitted, or
- reading the vector word,

and in BC mode when:
- fetching a data word to be transmitted,

- loading a command word, or
- loading a single data word.

- E.4 ~



s

Bus Interface PALs

&)
o
ol

B

D

IN*

E.1

In RT mode (le. RT = 1):

%

B

LBEN*

\TA's

IX DTRO*

O Ao XS OA

O H oMo 4B M

R e -

©C 0 00 A M

T TR

In BC mode (ie. RT = 0):

%

i) * CWEN®

IX DIRQ*

RO OANOOAR RN NO RO O

AT B -
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PAL DESYGN AND PROSRAMMING Bus Interface PALs

Using a Karnaugh map, the minimal inverted Boolsan
expressions with no output glitches are:

LBEN = H#,VECTEN/DWEN +
H*,DTRQ.TX +
H*.RT%,CWEN

RBEN = H.VECTEN/DWEN +
H.DTRQ.TX +
H.RT*. CHEN

E22 F Strobes

Qutputs: . .nd HBSTE*
Inputs: Ki,BC%, H/L¥, TX/RX*, DTRQ*, STATSTB, RMDSTB*,
TUSTB, SYNC

igain, LBSTB* and HBSTB* are asserted under identical
comblnations ~f the inputs, except that LBSTB* requires
that H/L* is low, while HASTB* vequires that it is high.
T.ue following +~uth table describing the lines thus omits
/LA,

The RX latches must be strobed in RT mode when:

- a data word is passed to subsystem, or
- a sync data word is received,

and in BC mode whent
- a data word le passed to subsystem,

- a status word is received, or
- a single data word is received.

- B.6 =
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Bus Interface PALs

G

1G]

GN AN

EAL

ued;

Conf

TABLE E,

STBY
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PAL DESIGN AND PROGRAMMING __ _  Bus Tnterface PALg

Using Karnaugh Maps,

Boolean expressions are:

LBSTBE = H%,RT,SYNC.IUSTB +
H# 7X%,JUSTR.DTRQ +
H* ,RT*,STATSTB +
H% ,RT* RMDSTB

HBSTB = H,RT.SYNZ.IUSTB +
H.TX*, TUSTB.DTRQ +
H,RT*.STATSTB +
H,RT*.RMDSTB

E.2.3  Data Transfer Har:' 5

Outputs: DMARQ,
Inputs: RXINT,

The following

-ing and DMA Requests

TXDMAR':, “XDTRQ, DTAR#
DTRQ*, TX/RX*, TXDTAK

circuit was designed and is now used

ohtain Boolean cxpressions.

- E.9 ~
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SIGN AN ROG) 1! Bus Interface PALg
RXINT
DMARQ
5TRG
| DHARY
n:“ TXDTRQ. { ;
5T
RXDTE ———
TXDTAK
FIGURE E.] HANDSHAKING AND DMA REQUEST LINES

The minimised glitch free inverted axpressions are:
TXDIRQ* = TX* + DTRQ*
THDMARQ® = DTRQ* + TX# +TXDTAK*
DMARQ#* ©» RXINT#.DTRQ#* +
RXINT#,TX* +

RXINT*.TXDTAK

DTAR = TXDTAK + RXINT.DTRQ.TX#

~ B.10 -



PAL DESIGN AND PROGRAMMING
E.2.4  Sync interrupt Strobe

Qutput: RTSYNC#*
Inputs: SYNC#, RT/BC*

The following circuit is implemented:

BTNC ‘DC

1—‘ A o RISYNC
RUEE /

| ——"

FIGURE E.2 RTSYNC# LINE

Inverted Boclean expression is:

RYSYNC = SYNC.RT

E.2.5 Bus Request Logic

Outpute: ENREQBUSA*, ENREQBUSR#
Inputs: REQBUSAOUT, REQBUSBOUT, ENREQ, RT/BC*

The following circuit drives the open collector gates
the hybrid:

- E.11 -
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A SIGN AND 9! {3 ug_Interface PALS

REQ] VQ SAOUT

KT/ BC E

Myussouw

ENREGBUSE

FIGURE %.3 ENREOBUS LINES

The inverted Boolean extpressions are:
ENREQBUSA = REQBUSAOUT + RT + ENREQY

ENREQBUSE = REQBUSBOUT + RT + ENREQ*

E.2.6 RXINT and INCMDINT Combination

output: RX/INCMDINT
Inputs: RXINT, INCMD#, RT/BC*

The two intarrupt iines are combined as shown:

w

i
¥

~ B.i2 -
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e
I GN PROGRAMMING Bus Interface PA.S

1

RX/INCMDINT 4

FIGLio: B4 BK/INCMDINT LINE

Inverted glitch free Boolean equation is:

RX/INCMDINT* = RXINT#.INCMD* +
RXINT*.RT# +
INCMD#,RT

'E.2.7 DBCINT and RTOINT Combination

output: DBC/RTOINT
Inputs: DBREQ*, RTO%, RT/BC*

These 4two interrupts are combined by the following
circuit:

- E.13 -



PAL DESIGN AND PROG! ING

ELGURE_E.3 DBC/RTOINT LINE

The inverted glitch free Boolean expression is:
DEC/RTOINT = RTO.RT* +

DBEREQ.RT +

DBREQ . RTO

E.2.8  Extra PAL Lines

Output: INVOUT
Input: INVIN

After assignment of functions to the PALs, two lines were
left over on cne of the PAls. These are simply made inte
an inverter for general use.

After inversion :

INVOUT = INVIN

- E.14 -



PAL DESIGN AND PROGRAMMING Bus Interface PALs
LOGIC DIAGRAN AMPAL1BLE/AMPALIGLIA
VEGTEN/DWER, worS 9-21
=N b :-j:-—w .
e T
,
)
1
: 1
: =
T
T t
Tt
I
FrT
T
T
SRS
;
1
1
T
T Eat
h TXDIRQ
H ) e
o - —
H 1 7
SYAC I} hl X
8- N
. i i e
H RTSYRC
: 1 s D e 1y
B 7
USTB
(E) :
: =l o
s e o
STATSTB "
s, ]
H 3 Y
; o INVOUT
RaDSTB : i ’ T
4
o I I T LW
HEE AR R aonars

FIGURE E.g DAL 3 VERSION 0
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PAL,_DESIGN AND PROGRAMMING

Bug Interface

PALS

LOOIC DIAGRAM AMPALISLYAC wALIELEA
WPUTS l9-31)

s TXDMARQ

v ENREQBUSA

o U/ INCHDINT

DBC/RTOINT

DMARQ
n

REQBUSBOUT
"

TXDTAK,
; ; T e —
: ; ;
: ¥ . i n >$’ - 1o ENREQEUSB
H 1 " i .
TR .
B T } —
H ]
W, | .
= EE‘Dzj———j'
i 7
RT/BG Py | <
!
= ]
R i ‘
A % i
H e 1§
pia g, : J
DERE] .4 1 1 -
|
K ¥
H =
s B
R10,
INCMD n—l‘“ | ]
. 1 1
H - v
S
P :
o et :
REQBUSAOUT |y 17 T 7 I
o R 4 Ll
FIGURE E.7 PAL 2 VERSION 2
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D] GN_AND CRA [e] Dual Port PALs

E3 DUAL PORT ARBITRATION AND CONTROL PALS

Two AMD 16k8 PALs were also used for this ecircuit.
Although the arbitration logic uses two latches, a FAL
with registered output could not be used as the latchas
have to be independantly clockable. Once again each
Boolean expression has to be inverted becaus: of the PAL
inverting cutputs,

The PALS are PAL 3, which is mainly the arbitration logic,
and PAL 4, which contains most of the countrol logic. Two
versions of each were made. The fuse maps of the latest
versions are shown at the end of this section E.3.

The arbitration and control logic is illustrated in the
hardvare design. The individual combinational functions
are implemented as follows:

E.3.1  Delayed Memory Chip Select

Cutput: DMCS*
Tnputs: MCSO0#, CLROUT

The circuit is:

- B.17 =
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PAL DESIGN AND PROGRAMMING Dual Port PALS

TG +8 IMCgk

This circuit 1s different from those encountered
previously in that it is not truly combinaticnal. It
implements an RS flip-flop (with some gating in front of
it). To do this, the output has to be fed back into the
circuit., It is also necessary to feed the inmput back as it
is an input t> the next function (ARBIP). This is acheived
easily in the PAL using an I/0 line. The inverted Beolean
expression is:

DMCS = MC{0.DMCS +
MCS0, CLROUT

~ B.18 =
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PAL DESIGN AND PRO\.!AMMING Dual Port PALS

E.3.2  Arbitration Latch Input

Output: ARBIP
Inputs: DMCS%, LOCALLOCK, MBSEL®, MWRC*, MRDC*, MBLOCK#,
LOC/MB*

The logic diagram was derived from the following truth

table vhich describes the arbitration srheme outlined in
€.6.6.1.

RBT IO} 'R ABL]

5
E
E
:

M PP Mo ooo
P OOMMOOo
“OHOROMO
HHOoMOROR

~ B.19 -
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— [ [ . 2RBIP

|
|
f w00/

B BIP NE

This line is also required by another function (LATCHCLR
see next section}. It is therefore also fed back into the
PAL {but not back to itself). This circuit was minimised
and checked for . .. .t glitches by means of a Karnaugh map
to give:

ARBIP* = DMCS*.LOCAL..JCK¥,MRDC.MBSEL +
DMCS#. LOCALLOCX* , MWRC. MBSEL +
LOC* . MRDC.MBSEL +
140  MRWC.MBSEL +
MBLOCK, LOC#*

- E.20 -
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E.3.3  Cycle Enable Latch Clear Line -

Qutputs: LATCHCLR*
Inputs: ARBIP, LOC/MB¥

The output is simply the logical XNOR of the two inputs.
Inverting, this becomes a logical XOR (:+:) as foilows:

LATCHCLR = ARBIP :+: LOC

Expanding the XOR function, the Boolean expression to be
programmed into the PAL is:

LATCHCLR = ARBIP.LOC* +
ARP ™ e

E.3.4 Controf logic

Outputs: DPCS*, DPRD*, DPUWR*, DPLWR*, LOCKREADY#*, XACK*,
LOCADREN%,  MBADREN*, LOCDEN*, WORD*, SWAP*,
MBDIR*

~puts: LOC/MB*, CYCEN%, DMCS%, LOCRD¥, LOCUWR*, LOCLWR*,
DT/R%,  186DEN%, MRDC*, MWNRC*, BHEN®, ADRO*,
I/FDEN*

The contrel logic is shown in the figure E.l0. It is
simply one large combin.itionel circuilt.

~ E.21 =
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STGN AND PROGLAMMING Dual Poxt PALs

There is only one “ine requiring special explanation;
XACK*, This output directly drives the Multibus XACK*
line, s it must be tri~-stated. It is implemented simply
hy setting the output always active low (by blowing ail
the fuses in one of the product terms). The Boolean
expresslon, which consists of one product term ism then
programmed onto the tri-state enable line. The Boolean
expreseion is thus:

XACK® tri-state enable = CYCEN,IOCH

The inverted glitch free minimised Boolean expressions for
all the other lines are:

DPRD = MRDC.IOC*.CYCEN +
LOCRD.LOC.CYCEN +
MRDC. LOCRD. CYCEN

DPUWR = CYCEN.LOC.LOCUWR +
CYCEN, LOC¥% , BREN . MWRC +
CYCEN, LOC*, ADRO . MWRC
CYCEN,MWRC, LOCUWR. ADRO
CYCEN . MWRC . LOCUWR. BHEN

DPLWR = LOC®,CYCEN,MWRC.ADRO® +
LOC.CYCEN. LOCLWR +
ADRO#*, CYCEN, LOCTWR . MWRC

LOCDEN =~ I/FDEN +
LOC#*, CYCEN. 186DEN. DMCS

MBDIR = MWRC.I/FDEN* +
DI'# . IFDEN

-~ H.23 -
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Dual Prrt pPals

WORD = BHEN.CYCEN.LOCH +
BHEN.I/FDEN +
ADRO*,I/FDEN +
ADRO*, CYCEN, LOC*

SWAP = BHEN*.ADRO.CYCEN.LOC* +
BHEN#*,ADRG.I/FDEN

MBADREN = LOC#*.CYCEN

LOCADREN = LOC.CYCEN

1OCREADY = DMCS.LOC.CYCEN

DPCS = DMCS.ILOC.CYCQEN +
LOCW,YCEN

~ Be24 =
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! - LOGIC GIAGRAM AmPALIGLE/AMPAL1SLEA I
weurs 0-31
pPone. T ]
. ; ——
\' o w DFUWR ‘
I "
axr e
DPLWR
"
3
)
<
5 ) TOCDER
=] o
H =) v
H ]
o TOCHWR, »
l H = A
: ! =] M
H i =]
. i= : x|
' TOCIWR | i
N . —
i H
IS « WORD
\ i -
. . o =]
] DIE il .
d o
t . |
) H w MBDIR
M e -
o TEGOEN . il d
4 i P - <t
| : : DMCS
) | i -
T7FGEN
e—LETTIT T
H % FACK
F e »
g
i Loc/iE i : e
| - I I Ju - e CHCEN
[ ! ™ T JRAEARE) [
{
P ‘ FIGURE E.12 PAL 4 VERSION 1
H J - E.26 -
P
h [
|



APPENDIX F

APPENDIX F

TEST SOFTWARE LISTINGS

‘the following software was written during the testing of
the dual port memory and 1553B bus interface. It is
representative of that which was written, both in
assembler and Forth, for testing and debugging other parts
of the design. No strict software design techniques were
used when writing these routines, rather they are the
result of adding necessary features as testing progressed.
They should, however, illustrate how the 15538 bus
interface hardware is driven and give some indication of
the power of the Forth language.

F.1 ASSEMBLER HYE T

This is a self contained assembler program, which
initialises the system and allows a choice of operations
on the bus i e to be

The initialisation code used in this program is an example
of how the full prototype terminal system could be
initialised. It is almost Iidentical to that which
precedes the jump into the Forth system, Note in
particular that the MRTU 53045 hybrid is initialized to a
known stats as soon as possible after powering up.

~ F.1 =



. |
"suzw
§ TESTARTY - ONTTIAL TESTS OF MRIUSSOMS WYERLY CHEP SE1
;
o £ o
Lr s oW
chnz e s
(CE A0 2 SRR JINTERNAL CONTROL. BLOGK )
LS, 400 £ 1C5_AD+EATH
- LK 40D B ICB ADDHAM
PACS 40D EQ TCBADDHGMH 1
p HACS_AID £ ICHADEHAGH
HPCS LD £Q 1CB_ARD#0ABH
" SCHIP SELECT RECISTER EQUATES
tHES YAL 2 =4 36 204 STE
0 WIS, ARDY IGHGRED
LGS VAL e SFEH 34 UPPER LINET

,n WALTS, 4RDY TGHURED
PALS VAL R 0

,1 WAIT, DY IGHRED
HPS VAL =T k] $HCSe LINES 2K EACH
1 341,42 FROVIDED
. \PESK LINES TN 1/0 SPACE
: 11 WAIT, ARDY [GNGRED

] PEA Y ]
ORG DFFFFR0OOH
SINITIALTSE LS PEJ;ISYER FO B\ RO
403 VAL
I(UV IIX UNCS A
o DX, A
’ 330 YO BOTION OF RoM
P FaR PTR INIT
INITIALIZE DlIP SELECT REGISTERS
OFERCHON0H
ol nuv A LHES VAL
WY BX,UACSADD
wuy DX,8%
L AX,PALS_VAL
Hay BX,PACS-ADD
. [T BX,AK
. Y 1,008 VL
[ DX, PCS_A0D
(i DXAX
SPPT ERUATES
PLS]_ BASE PRAH
FP1_FURTA_EVEN £ PLS)_BASEHD
PRI PﬂRTh o EQ PCSY_BASE+]
Pl PL\RTE _EVEN EQY PCSD_BASE+2
PPIPORTE 0DD  £QU $L50_BASE+S
PPI_PORTC_EVEN ERU PLRHAGEH
PPLJ FHR'!C op  EN PCB0_BA th
AT BN BN PCB0_BASED
PPICONTDOD  ERU FOS0_PASES?

- F.2 -




FPI_HODE_WORD  EQU

S INITIALLEE PPIS
M

L
out

B JBET CHIP SET TO KININAL STATE

™~ HRTUNULL WORD  EQU

N Hov
P [
wr

S IRITZALLZE STACK POTNIER
Hav

L
Hev

JTIHER EQUATES

HAXCOUNTAD_AUD  EQE
HAXCOUNTEO0_ADD  EGY
CONTO_ALD EAL

A HAXCOUNTAD VAL ERU
HAXCOUNTB VAL EQU
CONTOVAL ~ ERl

JSTART BALD RATE TIw'R
KoY

Koy
ot
Y
oy
T
Hov
Hov

27 SHORD TO SNITIALIEE BOTH 9PI5 AT OICE:
{PORTS A - MODE 0 1P
JPORTS B - BOIE 0 1P
$#0RT5 C - HODE 0 D/F

U4,PPL_CONT_EVEN
#%,2PT_NODE_WORD
DY,

00110180011100008
SHSHIAC,
JEMEQ FALSE
JSERVEREQH FALSE
sPASHONE FALSE
NG,
JIBCACCE FALSE
JBLSTENY FALSE
$HCSTEND FALSE
L%
JBCOPRER¥ FALSE
JSSERRIUT® FALSE
4RT/BC¥ SET YO KT
JREQRLISBOUT FALSE
SREQRISADOT FALSE
JBCOPE FALSE
HUOPA FALSE

AX,RTU_RILL_ORD
DX,2P1_POKTC_EVEN
o,

e
55,A%
EX

168 ABDHES2H
1€B_ADDHI5AH
ICB_pM4E56H

6 SGIVES O308 BB AT

7 {164 FALTIR

W0IH 10 HALT O HaX COIT
JALTERMATE HAX COuM)
INTERRAL CLOGK
{N0 FRESCALER
1M EETRICGER
JINTERRUET DISOBLED
JENALE CONTER -

X HAXCOUNTAD VAL
DX, WHCRNTAY ADE
A

A5 MAIEOUNTBO VoL
DX, HAYCOUNTR b0
o,

A4,00T9 VL

DX, CONTO 81D

- F.3 -



o
SUSERY EQUATES
PLS2_BASE £
kT Gt B
USART SIATUS R
USPRT_CONTROL  ERU

HUDE_VAL 213

CUMMAND VAL ER
TERY S EW
REIDYMSE  EW

JTRNITIALIZE USARY
MO

Ha
wr
CALL
ot
CAL
aut
CAGL
o
Wy

SLATCH ERUATES

FCO4 BASE  ERU
LATIR 4D KR
BUSY_i0D )
HRPUSEAD  EW
BCOPRST A0 EQD

JEISPLAY KERS
INITMESB OF POV
cL

NERO_Log? CALL

COHP_C o

SETBLMODE  EQU
SET_ENREQ_TRUE  EQU

JLOAFIGURE A% BUS CONTROLLER
BUS_CONT CALL

D1,

PRS00
FU52BGE
P52 BASEN
US4RT_§TUS

11018108 12 ST0F BITS
sPARITY DISAMLE
LASR LENETH 7 BITS
$HALD RATE FALTOR 16X
coountoiB JEMABLE RX AND TX
3

o

AL
DX, UBARY_CONTRIL

YA SENSURE COMHAND REG
TELAY 115 ADIRESSED
DAL

DELAY

7o {RESET 8T

DELAY
AL, CONHAND_VeL
AL

TELAY

PRA2AIR
PS4 SER
BCS4_BABEH
PUB_BAESS
PCS4_BASEH2

ST,0FFSET INIT MESSASE
HESS_op

X DR
AL,#8° {POLL FOR CPTION AND JURKK 70
BUS_COHY JSELECTED ROUTINE

o
TS O
LR

P
HUDE_DATA_CON
L

HENU LOOP

COHT_TRANS 0K

400010888 JRESET FORT € BIY 4
a00EI0IE {8ET PORY € BIT &

Tx CHAR

- P4 -



DX, BCOPRST_ADD
15,4 SENSURE, THAT THERE. T5 MO BUDKSTR
TX,PP1_CONT _EVER

AL,SET_BC_HOE

AL

0X,PP1_CONT_00D

AL, SET ENRER_TRUE
DY JENABLE BUSKER LINES
SI,0FFSET BUS_CONT_HES

HESS |
INIT_KESS, 0P
HECK B
¥ THIT_FESS 0
; GPTAESS.OF  HOV ST, OFFSET 097_WESS
L 3
GETBPT CALL RX_CHAR
H o A STHPUT CORMARD TYPE TO BE SERT
i OPT_ZERD 4
e AL,
b4 o
oHe oLz E
b3 OFT 10 ;
3 AL
ki3 GPT_THREE
o oL,
. i ]
TH BET_ 0T
OPT_IERD oy A8, Boaooaeer
e QFT_SET
OPT_ONE Hov A%, 0060018
. " 07T SET
T T v &, 10000010
N b P _SET
OPT_THREE Hov AH,T80008118
56T ChL 2
10V DX,PP1_PIRTE_EVEN
m AL
D AL, 110N
N Al,8
ot o, AL {SET BCUP AKD BUSREQ LINES AS RERUIRED
b OFY_WESS_DP
COMAND_WORD  EQU 000G1060001000818 jRT ADDRESS=]
SRECENE
; SUBADORES =t
JHORD COUKT=3
¥ ] o A, COHNAKD_WORD
; Y DX, LATCH_ADD
- [y DY SWRITE CONRAND WOKD T BE TRARSHITTED T TX LATCHES
v DXBCOPPULSE, ADD
T XX JSET BLOFSTR
Hov o3 JINITIALIZE COIRTER FOR 3 WIRDS
HERD_LOOF ol WALT_THRDKDRER .
Ny 4,0 {OERD WORD COURTER AS DATA
v DX,LATCH ADD
oy i
Lone WORD_LOP JUNTIL REAUIRED M0, OF WORDS HAVE HEEN SEWT
Y ST,DFFSET TRAKS_DOM_HESS
TALL HESS 0P
5w INIT_HESS 0F

JTRANSNIT A CTMAAND WORD FOLLONED BY A DATA NORD

- B -



HODE DATA COH  LALL

WOLEMORD  EQ)
MODEV 0P WV

BATA_UIRD EQU

STRANSHIT 4 COMMAND HORDS EIIHTINUBUSLY
CHECK,

CONT_TRANS COX  calL

CTCHESSI 0P KOV
tALL
CONGD_UORD_1 ERY

CTE,LOgP Hov

WALT Logp
CALL

el
CTC_END oY

CALL

e

CHECK_C
HUDE_§0RD_0F
®

DTN
B006308B0008E111B
AX HODE_WORQ
X LMCH ADD
DXy JMRITE COHAND WORD TO BE TRANSHIYTED T TX LAICHES
DX ?Pl _PORTC_EVEN

?
AL, 111E0000E
OL,050000018  ;BLS NG 9 DOTION {
X, AL JHET BCUP AND BUSREQ LINES AS REQUIRED
DX HEDPPULSE ._AbD
$SET BCOPSTH
HNWX“HH?HW
AX,BATA_JORD N
DX,LATCH_ADD
UAH TXHDRDREQ
SWRITE CONNAND WOKD TO BE THANSHITTED 7O TX LATCHES
IIX I’Fl POCTC_EVEN

hL mmm

AL, 900000188 {BUB O, 0 OPTION 2
WAl MR

oL {SET BCIP AND BUSKER LINES AS REQUIRED
DX, BCOPPULSE_ADD

o, {57 BCOPSTE
S1,0FFSET HODE_GATé NESS
KESS 0

INTT_ESS_ 0P

;THIS ROUTINE ALLONS THE MAVEFDRH
{T0 % DISPLAYED B 4 OSLTLLISLOPE
mc,nsssx_ur

INIT HESS_OP

ST,OFFSET LT HESS 1

WSS P
BO0IH00308000608 ;AT ADDRESS=
WRECEIVE

JBUBADIRESS=5

JNBRD COUT=32
L, EORD_WORD 1
DY, LATCH_ADD
B, SHRITE CONGAND WORD T02 BE TRANSHITIED T0 T LATCHES
DY,8P1_PIRTC_EVEN
a0
AL, 1t 130
AL nnnomna 185 X0, 1 OFTION §

SSET ECHP AND BUSREQ LINES 43 REQUIRED

ox,ncwmss 4o

+8ET BOOPSTE
RX DNM TEST )htE IF A CHARACTER HAS BEEN RECELVED
TC £ 3IF 50 ERD TRANSHTSSION
£X, 000FH
WL $DELAY BEFORE TESTING NURGx
WAIT_HORK
CiL | Loge {THEN BEGIN TRANSK1SSION ACATH
Sl DFTSET [ ‘aS
INIY HLSS ®

JROUTINE TO CHECK THAT CHLP SET I8 IN BC HODE
IECK 50 PUSH B )
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FUSH o
MV T, BPT_PORIC 46N
I I
oo AL,U06100008  jCHECK RIU IS TN 3U3 CONT HalE
i B
v S1,0FFSET BG_ERROR, HESS
AL 5.
o oL, 100000018
e CHELK_BC END
o AR, 010000008 CHECK ENREQ LINES EMABLED
i EMEL_K
Hov S1,0FFSET ENKEW EXR_ 4558
cALL HEss 0P
o o, o0ea00ets
e CHEEK_EC END
ENRER_tiK an AL, 000000028
CHECLIC_END PP &
POE ="
3]
JRAUTINE TO WATT FOR TKWORIRER LINE 10 BECORE TRUE
WATT_TAWORDRER. PUSH [
i ™
BX,PP1_PURTE EVEN

Hov
WATTTYREQ LOUP 1N
4N

D)
AL 0003101
o brd WAITTXREQ_LO0P
{ PP n
| 0P ax
RET
, 3 ROUTIHE TU WALT FOR THE NDRQ¥ LINE TO BECOWE FALSE
VALT_ORQ PUBH X
PUSH N
e IX,PeT_PIRTE EVEN
| VAITNDRO_LODP TN M)
] A0 AL,0E0106008
7 bl NALTNDR_LODF
o0 n
| 13 ™
! RET
3 KESSAGE OUTPUT ROUTINE
NESS 0P PUSH I3
HESSTOP L0 LODS CSIBITE PTR MESSARES
o AL HTLE J0/P CAIRS TD Uty
I RETERN JUNTIL CONROL 2 18
| cALL TX_CHAR JENCOUNTERED
i e HESS_6F, LOOP
RETURH 1
i T
|
{ 1 TRAUSHIT CHARACTER ROUTINE
i X CHAR PUSH JSAVE REGS
PUSH e
v DX, USART_STATUS
T Lo0 m Ny JWAIT FOR TX 7D BE READY
| a AL, TX_RDY_MASK
| n \otp
i way DXRT_DATA
B o a JRESTORE CHAR
| at DXl TRANBHTY
| [ o
Il
i
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N

=

RET

3 RECEIVE UKARACTER ROUTINE

RX_CHAR PUSH
RX 1007 CaLL
b4

{TEST UseRT RECEIVER
RX_CHB_TEST  PUSH

DELAY PROCEEDIRE
DELAY PROC
RET

HESSAGEY EQY
INTI MEGSAGE DB

BUS,CONT HESS DB
BC_ERROR_MESS DB
ENFEG_ERR_MESS DB
ST KESS ]
TRAKS CON NEsS DB
HODE_DAYA_HESS DB

X
RY_CHAR TEST  ;MAIT FOR CHAR TU ARRIVE

L0
DY, US4RT_DATA
%

)

24

PRVEEDHE
o
DY, USART_STATUS
X
AL,8X_RDY_HaK
13

REAR

JRECEIVE CHAR

$
CK)LF,LF, ‘TESIHRTY - TEST MRTUS3045 BYBRID CHIP SET',CK,LF,LF,

‘CHODSE FROM 3, CR,LF

/CONFIGIRE 88 Bl CONTRILLER - B 0K LF
TRANSHET  COMMEND KORD = 7', (R, 1F

TRANSHIT & HODE COMSAND AND A DAYA NORD - W/\CR,LF
‘CONTINIOUS COMMAND WORD TRANSATSSION ~ C’,QR\LF CNTLZ
CR,LF,"BUS CONTROL HGDE - BUSREQ LINES ENABLED',CR,LF,CNTLZ
CR,LF,“ERRUR ~ HTQU NOT [N BUS CONTROL HODE’,CR,LF,CNTLZ
CR,LF,"ERRK - BUSKER LINES NOT ENABLED,CR\LF,CNILZ

CR,LF, *REQUIRED BUS CONTROL OPTION (0,1,2 OR 3) R & TO EXELUTE : *,CHTLZ

£R,LF, ‘SINGLE COAMAND MORD TRANSHITYED',CR,LF,CNTLY

CR)LF, 'HODE COMMAND AND DATA NORD TRAMSKITTED

SR, 0z

CRLF, "TRANSHLTTING - HIT ANY KEY TO STOR’,CR,LF,EiTLZ

CR,LF, ' TRANSHISSIOR TERMINATED! ,CR,LF,NTLZ

-F.8 -
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Forth Primitives

F.2 FORTH PRIMITIVES

The following non-standard primitive assembler words had
been added to the version of Forth used, specifically to

test 8086 systems:

ol (word offset =~

oct (byte offset -- )

oe (offset -~ word )

0C@ (offset ~- byte )

EXCHANGE {word offset --

1 43 (word portadr =-- )

Pct  (byte portady -- )

re {portadr =-- word )

Fce (poxtadr -~ byte }

Stores a byte in the location
calculated by using the contents
of the varlable SEGMENT as a
segment  band and adding the
offset to it.

As above axcept a byte is stored.

Fetches a word from the location
calculated by the method above.

As above except a byte is
fetched,

word } A locked exchange is
performed with the word on the
stack being swapped for the one
in the location calculated by the
same method as used above.

The word is stored at the I/0
port address.

The byte is stored at the port
address.

The word at the I/0 port address
is fetched.

The byte at tho port address is

~ F.9 -




TEST SOFTH,

Forth Primitives

fetched.

The following primitives were added specifically te drive
the bue interface. They effect the transfer of single data
worde in either dirzction between a bus controller and

remote terminal.

Polling of lines rather than interrupts

are used. These operations cannot be done directly in
Forth because a fast response is required.

BCRX (adr -- )

BCTX (adr == )

RTSERVE (ady == )

The hybrid (assumed in BC mode)
is strobed to initiate command
word trrusmission (the command
word s assumed to be a receive
command already in the TX latch).
The werd in the location
specified by the address is
supplied as a data word when the
conmand word has been taken.

Hybrid BC transmission of a
transmit command is initiated as
above. When a data word ic
received in the RX latch, it is
stored in the location specified
by the address,

The hybrid is assumed to be in RT
mode. It is polled until a
command is recejved. If it is a
transmit command, the word in
the address is supplied to the TX
latchev If it is a receive
command, when a word arrives in
the RX latch, it is written <o
the location given by the

- F.10 =
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TEST SOFTWARE LISTINGS Forth Primitives
address + 2.
The assembler code for these Forth primitives is appended

at the end of the usual Forth dictionary. The code is
given below:

-~ F.J2 -
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3 THE FULLOWING PRIMATIVES DRIVE THE MRTU S3045 CHIP SET

;LATER EQUATES
PCS4_BASE B FBA+0200H
. LATER_ADY B PLG4_BASE+D
Ny BUSY_At £ PCS4 BASEH
" 7 BLOPPULSE ADR  EWU PCSE_BASESR
BCOPRST_ADD £ FC54_BASEHZ
§
} BCRX [t KECEIVE COMAND 1N BC HODE
i
j
HEADER T, LAST_STO_LATEL N1 BOR X
; BORX CFACODE
POV 3
' PUSHA
i WY B
1 v DX, RCOPPULSE_ADD
R wr DR
o I, FPI_PIRTY_EVEN
BCRXL W AL,DX
[ AL,0B608100K
i BLRXE
« ’ Hov A%, [BX]
Aoy DX,LATCH DD
o X%
7004
. JEXT
1
;
H BOTX MY TRANSATT COMAND 1N BC NODE
: i
: )
: HEADER 0848, K142, BCT %
H BTX CFACUDE.
I [ I
: PUsHh
. Wy T
v 1 BCOPRULSE I
o P
1oy DY,FPL_PORTE EVEN
8T W .
i AL 000
i BETX
oy DX, LATCH 400
™ 2%
o DK, PPI_PORTB_EVEN
IR K o,
o AL b0
h4 BLTXR
"y DX, LATCH 0D
b AR
| Wy b, &K

- F.12 -
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oy

ki ]

POy

[54)
5
¥
i RISERYE 1Y R/FK SERVIEE 10 KT HOIE
i
:

HEADER (4742, LAST,_LABEL R1SERY, €
RTSERVE CRACIE

#p &

PUSHS

H BX, A

Y BX, PPL_FIRTA EVEN
RTBERYEL W X

ap &L, 0080E818

o KTSERVEL

m L0

& #L,060000105

2 RTSERVEZ

v o, (K

Y BX,LATCH ADY

Hop

e

[ IX,AX

e RTSIRVES
RISERVER W DX, Pb1_PORTE_EVER
RISERUEA W Ay

o AL,400019208

] RTSERVES

My DX,LATCH_ 0D

W [

we B

e 3

M (B, 0%
RISERVES »OPA

KT

o
ENGICT ¢
LENGTH_FORTH £ $XFUTH

- F.13 -
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ST_S0! STING! Dual Po: =) lo} st
F.3 DUAL PORT MEMORY LOCK TEST

The scheme impl in Forth to test the lock
feature of the dual port memory is given:

- F.l4 -
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{
|
H
H
i

HEX

v DIBP C ENLT 1 WAIT BEGIN Uk B EMIT | WAIT
140 320 [ 008 4 R LOOP FTERNINAL UNTIL

+ SET-5ER { UFFGET ~— )
1 5P o

i
+ GET-SEN € OFFSET ~— }
BELTR
BUP 0 SKAP EXCHANGE
URTIL
DROP

i

HEX

+ COMPETE
BEGIN
0 GET-SER
§ SET-8EN
TTERHiRAL
Ui

(DISPLAT FIST 160H HENORY LOCATIONS?
LABDVE SECHENT BASE}

- F.15 =

-



N—

Sy SOFTWAI STINGS Fo g Interface Drivers
F.4 FORTH BUS INTERFACE DRIVERS

The following words were used to drive the 15538 bus
interface:
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M

HEX

+ PPL-FURT-H 0 5
PRI-PURT-H 2 |

+ PPI-PORI-L-EVEN 4 ;
3 PPI-PRT-C-U00
§ PRI-FORT-C 4 §
FPI-CUNT-EVER § ¢
PRI-CONT-DID 7
FRI-GONY & §

LATCH-ADD 280 5
+ BUBE-AID 204 3

+ BCOPPLLSE-AID 200 ;
BIPRST-ALD 20C §

{ DA CHANNEL ADIRESER )

1cB-ADD FFO8 ;

SHA-CONT 1CH-400 04 ¢ ;
+ B-TC TCB-ADD CB + §

DM 1CE-MD T4 + 3
+ D=5 ICB-ADO 26 + 5

USEFUL DEFINITZONS )

+ BINARY 2 BASE {3

S TRUE 1 3

i FALSE 0§

tNT 8=y

{ WORDS 10 TEST CHIF BET)
BINRY

+ BLOPRST
U JCOPRST-AID P! §

+ BCKODE'
WOPRST
0969808 PPI-DONT-EVEN PC!
CR .* BiS CONTRUL WODE* ;

1+ RTADDE
D0ETON1 PPI-CINT-EVEN PC3
€h " REMOTE TERHINAL MODE* |

1 ENREQ
Q0251188 PPL-CONT-GDD PC!
8 ,* BUSRER LINES ENABLER® }

+ DISRERQ
DOGO1100 PPI-CONT-0BO PL!
£R 4" BUGREQ LINES DISARLED® )

( VARIOUS Ll BE1 INITERFACE ADDRESSES }

( RESEY SCCPSTY® LINE )

{ CONFIGURE A5 HUS CONTROLLER )

{ RESEY PORY L BIT 4 )
{ THIS SETS BC MODE }

{ LONFIGURE AS RENOTE TERKINAL )
CSETPORTC BIT 4 )
{ THIS SET RY HODE )

{ ENABLE BUS REQUEST LINES ) .
{ 8EYT PORT € §T7 14 )
{ THIS ENABLES BUSRER LINES )

{ DISABLE BUS WERUEST LINES )
( RESEY PORT © BIT {4)
{ THIS DISABLES BUSREQ LIS )
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i EIRkSET { ENABLE MRTU RESET )

GO801{1 PPI-CONT-ODD PC)
Ok \* MRTU RESET ENABLED" 5

( 8ET FDRT € BIT 11)

+ DIBRESET { DISABLE HRTIf RESET )

G600Q11) PP1-CONT-0DD PC!
CR .* KRFU RESET DISARLED® ;
PPI'-P&IRT—C -EVER FOR 00010004 AND NOT
PPI-PORI-C-DDD  PCE ULEO0UBE AND
¥
1RUE

ae
FALSE (R .* BUS RERUEST LINES NOT ENWBLED®
THEN

FALSE CK * NOT IN BC HODE®
N )

{ RESET PORT C BIT 11)

CHECK-BL £ CHECK THAT (HIF SET 15 IN BC MUDE )

4 TEST R™/B0k LINE }
{ IF BE THEN TEST £NREG LINE )

+ BLDPSET { SET HUOPSTRE LINE )

ZHECK-BC
IF

0 BUGPPULSE-ALD P!
HEN §

+ COA-SETUP { DATA BUSKUMBEX OPTION -~ )

00090011 AND
SNAP 00800911 ARD T HEX ) 4 | BINARY 1 &

PPI-PORT-C-EVEN PCE 11112000 AND
OR PPI-PORT-L-EVEN PCI

LATIH-ADD P

i CoR-0P
COA-SETUF BCOPSET 4

¢ SET UP CONMARD WORD FOR TRANSHISSION )
i

« HASK GFTION )

{ FASK BUSNUMBER AND SNIFY 2 BITS LEFT )

{ CONBTHE YHEH )

{ READ TN PORT VAL ARD CLEAR LIGER 4 BITS )

{ COMBINE WITH NEW LONER 4 BITS AND WRITE OUT }

€ SRITE DATA 70 TX LATCR )

+ RYCON { LOAD_ADR NETW_ADDR ~- )
{ SSUESIHGLE RY CONNMND )

T DECINAL ) 2046 © BINARY 1 %

{ GHIFT RY ADDRESS TO BIT 11D )

0R0000T0R1 BDONL ¢ R, SUB_AIR t, WORD_COUNT 1 3
OK 4 Cam-SETLR ( ALWAYS BUS 8 OPTION & )
CHECK-BC
IF
BCRY
THEN
i
+ TXees { LUAD_ADR NETR ADLR -~ )

{ 189U STHELE TX CONYID )

© LECINAL ) 2048 { BINARY 1 %
0030LeL0RG08

OR § & LIM-SETUP

CHECK-BE

1

BTy
HEN

( SHIFT RY ADDRESS TC BIT 11D )
T, SURAIR 1, WORDCOUNT 1 )
t ALMYS HS 0 OVION 0 )
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TRST SOFTWARE LISTINGS Command 1) Service Roptine

F.5 COMMAND INTERRUPT SERVICE ROUTINE

The following assembler routine is invoked when an
interrupt is caused by the INCMD* line golng active. The
code is the result of much experimentation to f£ind the
quickest way to program the DMA channel, particularly in
the case of a transmit command. The method ultimately used
by this routine, is to leave the DMA channel permanently
pr tor a t If a receive command
occurs, the channel is reprogrammed, and then at the end
of the receive command returned to original state.
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*H0ige"

B
3 INCHDINT - KEMHTE TERMINAL LNCND INTERRUFT SERVILE ROUTINE

PBA

1PP1 EQUATES
PLSE_BASE
#P1_PURTS_EVEN
PRIPOKTAOND
PPI_PURTE_EVEN
PEIPORTE 00D
PPIPORTC,EVER
FEIPORIC Ol
FPI LONT_EVEN
PRLONT 00D

JLATLR EQUAIES
PLS4_ BASE
LATER_ADD
BUSY_AD
BLUPPULSE ADD
BUOPRST_ADD

[
0%_CONT

DA TG

DA TP

A 5P
DPH_kASE
E01RES
JUSIRT EQUATES
PES2 BASE
USERT_DATA
USHT S TATUS
USHR I CONTRIL

TX_Rf_Hask
RRDY_HASK

INT_VECTURS

INCRRIN

EQU
EqU
1)

e
EQ
EW

EQ
Eal
EQ
Eqr
QU
EQU
EQ
EQ
U
Eq

£

EQU
EQU
EQU
B

)
EqU
£QU
Eau
ER
ERY

(R
o8
2]

ORE
PusH
[

X

i
U
DAk

] JPROGRANMARLE BASE ANDRESS

Faet
PCSY_BASEHD
FCS0_BASES
PLSO_BASE2
PUS0BASER
PCSO_BASENY
PUSE_BASERS
PCSO_FASEHS
PLSIBASEN?

FRAHEZ0H
FC54_BAGEHS
PS4 BASEH
PLSA_BASESS
FOSA_BASE#2

UFFOI +INTERHAL. CONTROL. BLGCK
168 AIDHCN

1B AVDHLEN

ICE_ATHHCAH

IO ADDSECIH

1

TCB_ADDHRZN

PRAISOH
P2 BASE
PrSe_BsEs2
UART STATUS
ol

o

092000004 JSET INTERRUPT VECTORS TO PGINT
2 {10 THIS ROUTINE
INCHINT

09402848H

A

24

AL, [PPI_PORTA_UDDI  {READ IN WORD COUNT

(%]
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TRANSHIT

RECEIVE

VAT, DA

v

0%, Die_TE JURITE T Difh TERGINAL COUNT

DAL

AL, 9PL PORTA_EVEN]  [KEAD SUBSADIRESS AND TX/KAX LIME
")

ALy AL

) SSHIFT 10 USE AS BLOCK AUDRESS
[N

&L, 801 STEST TH/RN LINE

RECEIVE

DY, Dt 5% {PRGGRA Dl OURCE POLNTER
8%
DX, DHA_EDRT
4, 0000116101 001118
X
g

JEMADLE DN CHANIEL
14,08 P

AX, DX {FETCR SUBADDRESS AGAIN

A, 0901 11TIB

HODE_LKD. T

A, 000118018 (SEE IF CONMAND WAS & VODE CHHAND
DS, N

5, 0FFSET TRANSHLT HESS
HESS_ P

ENDROUTIHE

X, DA 1P
1,4 JERUGKAK DA DESTINATION POTNTER

AB, 000133118

HODE_CHBk JSEE IF CONNAND WAG 4 MODE CONMAND
Alf,D0011111H

HODE_CHD_K

DX,DMADPY2  jLNITIALISE OYHER UNA REGLSTERS
X, DPH_BASE

DX, 4K

1%, 8P

AX,LATCH DD

JENA_COIT

AX 101900 H101061118

[ JENAULE. DHA CHIEL

X, DH_CONT

4,0

X, 024 .

WAIT DMA JWAIT UNTIL DNA 1S CONPLETE

DX, DNASPS2  SREPROGRAN DTHER DA REGISTERS FIR
ADPHEASE  TRANGHLT CONAAND

B,8%

DY, Dih DP

B, LATEN 402

DX,AX

D D0 DP42

I
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ENDROUTINE.

HalE_C¥D T

HGEE_CKO_R

3 HESSAGE OUTPUT RUUTINE

5|
Hess_op_Loop

RETURN

3 TRANSKLT CHARACTER ROUTINE
TX_Coak

THLOBP

HERSACES
TRANGHLT MESS
RECETVE_fiESS
HIDE_CHD_MESS

out

PUSH
L
CalL

v
Hw
nt

PO
POP
4
WET

Ky
AOR
wr
PUsSH
Wy
CALL
e

PUSH
Los
o

3

LALL
w
POF
RET

B, 4K

51

SI,CHFSET RECEIVE MESS
#:85_0P

X, EOL_REC
X, 80008 5SEND NON-SPECIFIC EOT COARARD 10 PIC
I,

51

w
A

DY, DHA_CONT

A

B, 8K [UISAHLE DHA CHAMHEL
4

51, 0FFSET HODE_CHY HESS

WSS P

ENORRUTINE

A
CS:BYTE PTR HESSAGES

oL,001LZ §07F CHARS 70 ISART
RETURK SNTIL CONTROR. & 18
4 CHR SENCOLNTERED
HESa, P _Log

&

n $SAVE REGS

[

DX,USART_STATUS
) JHALT FOR TX T BE READY
AL, TX_RBY_HASK

DX;USART_DATA
AX

REBTIRE CHIR
DR, STRANSHIT
[}

CR,LF, +++ THANSHIT COMNARD ++++° R LF, DNTLZ
GR,LF, +++ RECIVE CONMID ++4+44 R UF, CHTLZ
CR,LF, ¥+ NJE CORMAND +4++7 LR LF,CNTLZ

~ F.22 =

N . L - . ae ek a

-



1
.

REFERENCES

REFERENCES

The citations are listed alphabetically under the sections
to which they relate.

MIL-STD-15538

i 1 HALEY A.L. "MIL-§TD-1553 Validation test results"
2 JOHNSON B.W. and JULIC.. P.M. "Fault tolerant computer
) N system for the Al29 helicopter", JIEEE don on

N wnd Bl ic systems Vol. AES-21, No.2,

March 1985, pp. 220-229.

3 Military standard Alrcraft Internal Time Division

Multiplex Pata Bus, Washington B.C.:
i U.8. Department of defense MIL-STD-15538B, 21
] September 1978.

4 MIL-STDz1553B Data Bus Summary, Issue 1, Marconi
Electronic Devices Limited, &bincoln, England, March
1984.
I
l . 5 MIL~-STD=1553 Multiplex Applicatiens sCI

systems, Inc., Buntsville, Alabama.

6 SEABRIDGE A.G. and LANCASTER P.A. "The 'dual
redundant' remote terminal in high integrity 1553B
based systems", Electronic Engineering, January 1982,
H pp. 29-34.

- REF.1 =




REFERENCES MIL~STP=1553B
7 SHAHSAVARI M.M., CALHOUN M.D., INGELS F.M., BENIDICK

¥., CUMMINGHAM P. and CONNELL C. "Error protection
for hierarchical MIL-STD-1553B data bus structures",
IEE southeastcon, 1982, pp 37~40.

8 U oM D.E. and J.A. "Inside MIL-STD-1553:
Efficient embedded protocol, IEEE. ___Natiopal
angd El ics ¢ (NAEBCON), 1981,
pp. 318-329.
NETWORKING
9 DESJARDINS R. and WHITE G. "Ansi Reference Model For

Distributed Syste. '

15538 BUS INTERFACE COMPONENTS

10

11

12

13

foid 1555 Data Terminal Bit Circuit
Technology incorporated, Farmingdale, N.Y.

DANCE M. *Mil 1553B data comms - a British nichev,
El jcs I ¥ 1982, pp. 11-15.

FRIEDMAN 8.N. WMIL~STD~1553 dynamic bus
controller/remote terminal hybrid set", IEEE National

and Electronics ¢ {NAECON)}, 1983,
PP. 639-644.

LEDAMUN D. and  GOODWIN M. “Exploring the
possibilities of the 15538 data bus", Electronic
Engineering, March 1983, pp. 147-152.

= REF.2 =

e

g



REEERENCES _15353B

14

15

16

17

MEYER D.H. and PARR D.R. %A MIL-STD-1553 flexible
interface device and applications", IEEE National

and Electronics G (NAECON), 1983,
pp. 618=-624.

SCHAIRE 8. and CAVIN J. "Single chip bus interface
unit eases MIL~STD~1553B remote terminal/bus

controller designs®, IEEE National and
Electronics Conference (NAECON), 1982, pp. 864-871.
8TC 55, ets, STC Components,

Great Yarmouth, Norfolk.

WILLIAMS D.G. "Local Networks: Industrial controller

joins the MIL-3TD-1553 bus®, Electronic Design,
October 14, 1982 pp. 205-211.

MARCON! CHIP SET

1&

18

20

MEDL 15538 LSI _chip Set - Remote Terminal
Specification, Marasoni Electronic Devices Limited,
Lincoln, England,

MII-STD-1553B Chipset for Bus Control Interface,

Marconi Electronic Devices Limited, Lincoln, England.

Interface for MEDDL 15538 ISI Remote
Texminals, Marconi Electronic Devices Limited,
Lincoln, England.

~ REF.3 -



REFERENCES Multibhus

MULTIBUS

21 GARROW R., JOHNSON J., and SOLTESZ L. "16-bit single-
board computer maintains 8-bit family tiesv,
Electronics, October 12, 1978, pp. 105~110.

22 i8B¢ 86/12 Single Board ¢
Manual, Intel Corporation, Santa Clara.

23 isBc Applications Manual, Intel Corporation, Santa
Clara, 1980.

24 Kultibus Handbook, Intel Corporation, Santa Clara,
1983,

25 NADIR J. and MoCORMICK B. “Bus arbiter streamlines
multiprocessor design", Computer Desiqn, June 1980,
pp. 103-109.

26 WILSON D. "Multibus: Evolving to meet new system
demands", Digital Design, February 1983, pp. 76-104.

80186/8086

27 "AP-186 application note", o] nd
Peripheral Handbook, Volume 1, Intel Coxporatien,
Santa Clara, 1984.

%8 HEMENWAY J. and TEJA E. "Increase 8086 throughput by
using interrupts", EDN, May 20, 1979, pp. 179-183,

29  JAPX 86/88 186/388 User's Manual; s

Intel C ion, Santa ¢'-ra, 1983.
- REF.4 -

—



REEERENCES Forth
FORTH
30 BRODIE L. starting Forth, 1st ed. california:

Prentice-Hall, 1981,

COMPONENT DATA

31 CTI MIL~STD-1553B Data Sheets, Circuit Technology
Incorporated, Farmingdale, N.Y.

32 HM 6264 CMOS 64k Static Raw Data Sheek, Hitachi.
33 I.C, Memories Hitachi.

34 2 00! {TTL} , National Semiconductor
Corporation, 1981,

35 MEDL MCT323]1 Tow Power Driver/Recelver Data Sheet,
Issue 2, Marconi Electronic Devices Limited, Lincoln,
England, March 1984.

k1 MEDL MWIL~STD-15538B cChip Set Data Sheet Marconi
Electronic Devices Limited, Lincoln, England.

37 MEDL _MRTU 53045 Remote Termipal Bus Contro] Data
Sheet, Issue 2, Marconi Electronic Devices Limited,
Lincoln, England, March 1884.

38 emory, ¢ ks Intel tion, Santa
Claxe 1983,
39 Mi and _ Peripheral Intel

Corporation, Santa Clara, 1983.

= REF.5 ~

-



"

-

FERENCES Data
40 PAL hapdbook, 3rd ed. Monolithic Memories Inc. Santa
Clara, 1983. :
! 41 le Array Logic Micro
Devices, Inc. Sunnyvale, 1983.
42 extool 68 Iead Chip Carrier Sowket data sheet,

Textool/3M, Irving.

~ REF.6 -«

[SENPN






Author Holt Geoffrey Anthony
Name of thesis Development Of A Mil-std-1553b Time Division Data Bus Terminal. 1985

PUBLISHER:
University of the Witwatersrand, Johannesburg
©2013

LEGAL NOTICES:

Copyright Notice: All materials on the University of the Witwatersrand, Johannesburg Library website
are protected by South African copyright law and may not be distributed, transmitted, displayed, or otherwise
published in any format, without the prior written permission of the copyright owner.

Disclaimer and Terms of Use: Provided that you maintain all copyright and other notices contained therein, you
may download material (one machine readable copy and one print copy per page) for your personal and/or
educational non-commercial use only.

The University of the Witwatersrand, Johannesburg, is not responsible for any errors or omissions and excludes any
and all liability for any errors in or omissions from the information on the Library website.



