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## Abstract

The importance of Orlicz spaces in the study of mathematics of finance came to the for in the 2000's when Frittelli and his collaborators connected the theory of utility functions to Orlicz spaces. In this thesis, we look at how Orlicz spaces play a role in financial mathematics. After giving an overview of scalar-valued Orlicz spaces, we look at the first fundamental theorem of asset pricing in an Orlicz space setting. We then give a brief summary of scalar risk measures, followed by the representation result for convex risk measures on Orlicz hearts. As an example of a risk measure, we take a detailed look at the Wang transform both as a pricing mechanism and as a risk measure. As the theory of financial mathematics is moving towards the set-valued setting, we give a description of vector-valued Orlicz hearts and their duals using tensor products. Lastly, we look at set-valued risk measures on Orlicz hearts, proving a robust representation theorem via a tensor product approach.
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## Chapter 1

## Introduction

Mathematical finance is a subset of applied mathematics, that attempts to understand and model the financial markets. Financial mathematics uses highly technical and abstract branches of mathematics to explain very practical applications that affect peoples' everyday lives. The first to enter into this field was Louis Bachelier [9], with a discussion of the use of Brownian motion to evaluate stock options. However, at the time, this contribution was only of interest in academia. One of the first influential works of mathematical finance was by Harry Markowitz, who looked at the theory of portfolio optimisation. Simultaneously, William Sharpe developed the theory to determine the correlation between the stocks and the market. For their pioneering work, Markowitz and Sharpe, along with Merton Miller, shared the 1990 Nobel Memorial Prize in Economic Sciences - the first time awarded for work in finance. Robert Merton and Paul Samuelson extended the then existing theory by replacing one-period models by continuous time, Brownian-motion models, and the quadratic utility function by a general increasing, concave utility function. In 1973, Fischer Black and Myron Scholes published their results on the modeling of financial markets with stochastic models. They changed the way mathematics of finance was viewed and since then, research in mathematics of finance has expanded significantly.

A large part of mathematics of finance is based on two theorems, called the fundamental theorems of asset pricing. This name was first coined by P.H. Dybvig and S. Ross in 1987 [53]. These theorems link the concepts of no arbitrage and market completeness to the theory of martingales.

The first fundamental theorem of asset pricing relates the principle of no arbitrage to the existence of an equivalent martingale measure. The no arbitrage principle takes on various forms, depending on, amongst other things, the completeness of the market and whether
the underlying asset is bounded or not. The definition of no arbitrage is relatively weak and does not always imply the existence of an equivalent martingale measure. Hence, Kreps [107] introduced the concept of no free lunch, followed by Delbaen and Schachermayer's notion of no free lunch with vanishing risk [39]. These concepts allow for the first fundamental theorem of asset pricing to hold in a more general setting. The type of equivalent martingale measure (e.g. local martingale, sigma-martingale, ...), that the first fundamental theorem shows to exist, depends on the finiteness of the probability space, the boundedness and the continuity of the price process and whether time is considered to be discrete or continuous.

The existence of an equivalent martingale measure in the market model is important, as it is required to price derivatives. The price of a derivative is the discounted expected value of the future payoff of the derivative under some risk-neutral measure.

The second fundamental theorem of asset pricing connects market completeness to the uniqueness of the equivalent martingale measure. This theorem was first introduced by Harrison and Kreps [81] for finite probability spaces. Due to an example by Artzner and Heath [7], there was doubt whether the second fundamental theorem holds in general. However, Jarrow, Jin and Madan [88] showed that modifying the definition of completeness allows for the second fundamental theorem of asset pricing to hold in general.

In complete markets, the set of equivalent martingale measures consist of a unique element and hence, it is possible to get a perfect hedge that eliminates all the risk. Each contingent claim has a unique, preference-independent price, which is consistent with no arbitrage. In the real world, however, market frictions, for example transaction costs, nontraded assets and portfolio constraints, create an incomplete market, where perfect replication is not possible. Therefore, there are infinitely many equivalent martingale measures, resulting in a range of prices for each contingent claim, which are all consistent with no arbitrage.

The problem then, is to determine a criterion for selecting one of the equivalent martingale measures. There are various ways to tackle this: the super replication method, the use of a minimal distance criterion, convex risk measures or the maximisation of expected utility.

In incomplete markets, there are claims that have an intrinsic component of risk, which cannot be hedged. Therefore, it makes sense to look at the preference structure of the investors in the market and introduce a description of the investor in terms of his utility function. To use the utility maximisation approach, it is necessary to solve the stochastic control problem of finding the optimal investment. There are two methods to find the solution to the stochastic control problem. The first was developed by Merton [124], which
reduces the problem to a partial differential equation (PDE) and solves it numerically. However, these PDE's are generally intractable if not virtually impossible to solve. The theory was extended by Davis [34, 35], Hendersen and Hobson [85] and others. The second method involves duality theory and stochastic calculus. It was first developed by Pliska [131] in 1984 and has since been improved and generalised by numerous others, most notably by Karatzas et al. [96] and Delbaen and Schachermayer [39, 40, 141].

Now, that a preference structure has been included in the valuation procedure, it is only natural to look at including it in other concepts of mathematical finance. To make this possible, it is necessary to look at a different mathematical setting. Instead of using the popular $L_{p}$-space setting, where $0 \leq p \leq \infty$, as has been done up until 2005, Biagini and Frittelli [15] consider a generalisation of the $L_{p}$-space: an Orlicz space, named after the Polish mathematician Wladyslaw Orlicz [128]. The utility function is used to generate the Orlicz space, and this space with its dual is then used to define a preference-dependent concept of no arbitrage and to prove a robust representation of convex risk measures.

Frittelli [64] uses the theory of Orlicz spaces to extend the concept of no free lunch to the Orlicz space setting, introducing a new notion called no market free lunch*. He, then, proves a new version of the first fundamental theorem of asset pricing, which states that no market free lunch*, defined on the Orlicz space, is equivalent to the existence of a sigmamartingale measure. For the proof of this theorem, it is necessary to adapt the minimax theorem to an Orlicz space setting. The minimax theorem plays an important role in the convex analysis of optimisation problems. In the financial setting it transforms the original expected utility maximisation problem into its dual form, which in some cases is easier to solve.

Now that we are looking at no arbitrage in an Orlicz space, it makes sense to look at risk measures in this setting as well. It has always been important to look at and understand the risks investors undertake when taking on certain financial positions. There are two main classifications of monetary risk measures: static risk measures and dynamic risk measures, the difference being that dynamic risk measures are time-dependent. In the 1960's Markowitz introduced the notion of using variance and correlation coefficients to quantify risk. As this is only accurate for elliptical distributions, Artzner et al. [6] presented an axiomatic approach to define risk measures. Their risk measures, called coherent risk measures, have to be monotonic, translation invariant, positively homogeneous and subadditive. Since risk does not necessarily increase in a linear manner, Heath [84] introduced convex risk measures in a finite probability space, which was later independently generalised by Föllmer and Schied [60] and Frittelli and Rosazza Gianin [62] to all probability spaces. Instead of
the positive homogeneity and the subadditivity conditions, they require the risk measure to be convex. Coherent risk measures are thus, special cases of convex risk measures.

Cheridito and Li [26] looked at risk measures on Orlicz hearts, proving a robust representation for these risk measures. Their representation theorem is similar in form to those obtained by Artzner et al. [6] and Föllmer and Schied [60], amongst others. Biagini and Frittelli [16] proved a representation result for risk measures on Frechet lattices, which generalises Cheridito and Li's results. Orlicz spaces are examples of Frechet lattices.

In most of the literature, the risky portfolio under consideration is a given real-valued random variable and the risk measure is a map into $\mathbb{R}$. In other words, these risk measures do not consider portfolio aggregation. In reality, however, investors have access to different markets and form multi-asset portfolios. It is not always possible or desirable to transform a multi-dimensional portfolio into a position in one financial market, i.e. the position cannot be described by one real number. The reason for this could be transaction costs, liquidity bounds, fluctuating exchange rates, etc.

Thus, we actually require a risk measure that takes values in $\mathbb{R}^{d}$ and gives us a value in $\mathbb{R}^{m}$, where $m \leq d$. These $m$ markets could, for example, be money market accounts in different currencies. In other words, it is necessary to look at risk measures in a set-valued setting.

Set-valued risk measures have gained in popularity over the past few years. Jouini et al. [91] were among the first to introduce the set-valued coherent risk measures. Since then, Hamel et al. [77, 78, 79] extended the approach of Jouini et al. to define set-valued convex risk measures and Konstantinides and Kountzakis [101] used the ideas from Stoica [149] and Jaschke and Küchler [89] to define a risk measure on partially ordered normed linear spaces.

Hamel et al. [77, 78, 79] defined convex set valued risk measures on the space $L_{p}\left(P, \mathbb{R}^{d}\right)$ of Bochner $p$-integrable functions with values in $\mathbb{R}^{d}$. Their method for the case $1 \leq p<\infty$ can be generalised to include spaces $H_{\Phi}\left(P, \mathbb{R}^{d}\right)$ of $\mathbb{R}^{d}$-valued Orlicz hearts. In view of the connection between utility functions and real-valued Orlicz spaces, as noted above, this extension to Orlicz spaces may be of interest. We use tensor products of Banach lattices and Banach spaces to generalise the results of Hamel et al. .

The thesis is set up as follows. For detailed information on the required results from functional analysis, tensor product theory and convex analysis, the reader is referred to the appendices. Chapter 2 considers scalar-valued Orlicz spaces. We define Young functions, the Orlicz space and heart and look at two norms on these spaces. We, then, look at the dual theory of and optimisation in Orlicz spaces. In Chapter 3, we look at the different variations
of the definition of no arbitrage and the first fundamental theorem of asset pricing. We first provide an overview, which can be found in [115]. Next, equivalent martingale measures in Orlicz spaces are considered, before we look at Frittelli's concept of no market free lunch. Lastly, we look at how these concepts can be explained in an Orlicz space setting. In particular, we look at the minimax theorem and Frittelli's notion of no market free lunch*. Then, in Chapter 4, we move on to risk measures. We give a brief history of the literature and then look at Cheridito and Li's representation theorem of risk measures on Orlicz hearts. We end the chapter with some examples. Chapter 5 extends one of the examples given in the previous chapter. It looks at Choquet pricing and gives as an example, a complete description of the Wang transform, introduced by Wang [160] in 1997. The section on pricing exotic options using the Wang transform is new (see [117]). We, then, compare the Wang transform to the Esscher-Girsanov transform, the proof of which is new (see [113]). To conclude this chapter, we look at comonotonic convex risk measures and how the Wang transform can be used as a risk measure. Vector-valued Orlicz spaces and their duals are then defined and characterised in Chapter 6. Except for the known results, stated for the convenience of the reader, the material in this chapter is new and [114] is based on it. We describe the vector-valued Orlicz heart in terms of a suitable tensor product. We use this description to characterise martingale convergence in Banach space-valued Orlicz spaces and also to describe the Radon-Nikodým property in such spaces. Lastly, in Chapter 7, risk measures on vector-valued Orlicz hearts are considered. Except for the first section in this chapter, almost everything is new (see [116]). We show that the results of Hamel et al. [79] can be obtained via a tensor-product approach. In addition, by the tensor product approach and using a result from Labuschagne and Offwood [114], we get a representation of set-valued convex risk measures on vector-valued Orlicz hearts.

## Chapter 2

## Scalar-valued Orlicz spaces

Orlicz spaces are named after Wladyslaw Orlicz, who together with Zygmunt William Birnbaum, introduced them (see [18, 128]). The theory of Orlicz spaces was further developed in the 1930's by Orlicz and subsequently by many other mathematicians. The development of the theory and applications of Orlicz spaces was boosted by the works of Zaanen [166] and Krasnoselskii and Rutickii [106]. It is now a mature theory with many important applications (see [134] for more details).

Modern probability theory, which plays an important role in financial mathematics, is generally based in an $L_{p}$-space setting. However, $L_{p}$-spaces are in some cases not broad enough. To include utility functions into the theory of financial mathematics, one needs to consider a generalisation of $L_{p}$-spaces: Orlicz spaces.

The importance of Orlicz spaces in the study of mathematics of finance came into the spotlight in the 2000's, when Frittelli and his collaborators connected the theory of utility functions to Orlicz spaces (see [15, 16, 17, 65]). This will be explained in detail in Chapter 3.

In this chapter, we familiarise the reader with the theory of scalar-valued Orlicz spaces. We first define the Orlicz space and the Orlicz heart. We then look at two norms, the Luxemburg norm and the Orlicz norm, and give some of their properties. Duality and optimisation in Orlicz spaces are also discussed. Most of this chapter is based on [54], [134] and [167].

### 2.1 Definition

Consider a $\sigma$-finite measure space $(\Omega, \mathcal{F}, P)$ and let $p$ and $q$ be such that $1<p<\infty$ and $\frac{1}{p}+\frac{1}{q}=1$. Let $u, v \geq 0$ and consider the function

$$
\Phi(u)=\frac{u^{p}}{p} .
$$

The derivative of this function is given by $\phi(u)=u^{p-1}$, the inverse of which is $\phi^{-1}(v)=$ $v^{\frac{1}{p-1}}=v^{q-1}$, which in turn is the derivative of the function $\Psi(v)=\frac{v^{q}}{q}$. In other words, the properties of the $L_{p}$-space and its Banach dual, the $L_{q}$-space, are closely related to the functions $u^{p}$ and $v^{q}$.

These properties motivated W.H. Young (1912) to develop the following generalisation. Instead of using $\phi(u)=u^{p-1}$, define a non-decreasing, left-continuous function $\phi(u)$ for $u \geq 0$ such that $\phi(0)=0$ and $\phi(u) \rightarrow \infty$ as $u \rightarrow \infty$. Let $\psi(v)$ be the inverse function of $\phi(u)$. Then, define

$$
\Phi(u)=\int_{0}^{u} \phi(t) d t \quad \text { and } \quad \Psi(v)=\int_{0}^{v} \psi(t) d t,
$$

where $u, v \geq 0$. The functions $\Phi$ and $\Psi$ are called Young functions or sometimes Orlicz functions.

Definition 2.1.1. A Young function is a function $\Phi:[0, \infty) \rightarrow[0, \infty]$ satisfying the following conditions:
(i) $\Phi(0)=0$,
(ii) $\Phi$ is left-continuous, i.e. $\lim _{u \uparrow x} \Phi(u)=\Phi(x)$,
(iii) $\Phi$ is non-decreasing,
(iv) $\Phi$ is convex and
(v) $\Phi$ is non-trivial, i.e. $\Phi(u)>0$ for some $u>0$ and $\Phi(u)<\infty$ for some $u>0$.

The convexity of the Young function $\Phi$ implies that $\Phi$ is continuous except possibly at a single point, where it jumps to $\infty$. So condition (ii) is only required at that one point.

For the dual space of an Orlicz space, we require the definition and some properties of complementary Young functions. Let $v=\phi(u)$, where $u \geq 0$, be a non-decreasing, leftcontinuous, real function such that $\phi(0)=0$ and $\phi$ does not vanish identically. Let $u=\psi(v)$ denote the generalised left continuous inverse of $\phi$ given by

$$
\psi(y)=\inf \{x \in(0, \infty): \phi(x) \geq y\}
$$

This means that

- if $\phi$ is discontinuous at $u=a$, then $\psi(v)=a$ for $\phi\left(a^{-}\right)<v<\phi\left(a^{+}\right)$,
- if $\phi(u)=c$ for $a<u \leq b$ but $\phi(u)<c$ for $u<a$, then $\psi(c)=a$,
- if $\phi(u)$ has a finite limit $l$ as $u \rightarrow \infty$, then $\psi(v)=\infty$ for $v>l$, and
- $\psi(0)=0$.

The above defined function $\psi$ is non-decreasing and its generalised left-continuous inverse is given by $\phi$. The functions, defined by

$$
\Phi(u)=\int_{0}^{u} \phi(t) d t \quad \text { and } \quad \Psi(v)=\int_{0}^{v} \psi(t) d t \quad \text { for all } u, v \geq 0
$$

are called complementary Young functions.
This leads to an important theorem, linking the multiplication of the domain to a sum in the range.

Theorem 2.1.2. (Young's inequality) Let $\Phi$ and $\Psi$ be complementary Young functions. Then for all $u, v \geq 0$, we have

$$
u v \leq \Phi(u)+\Psi(v),
$$

where equality is obtained if and only if $v=\phi(u)$ or $u=\psi(v)$.

Corollary 2.1.3. For all $u, v \geq 0$, we have

$$
\begin{gathered}
\Phi(u)=\max \{u v-\Psi(v): v \geq 0\} \\
\psi(v)=\sup \{u v-\Phi(u): u \geq 0\},
\end{gathered}
$$

where the sup may be replaced by max if $\psi(v)<\infty$.
Note that $\frac{\Phi(u)}{u} \rightarrow \infty$ as $u \rightarrow \infty$ if and only if $\Phi(u) \rightarrow \infty$ as $u \rightarrow \infty$ which in turn is equivalent to $\Psi(v)<\infty$ for all $v \geq 0$. If $\lim _{u \rightarrow \infty} \Phi(u)=l$ is finite, then, as defined before, $\psi(v)=\Psi(v)=\infty$ and we will say that $\Psi$ jumps.

Using Young functions, we can define the Young class.

Definition 2.1.4. The Young class $Y_{\Phi}(P)=Y_{\Phi}(\Omega, \mathcal{F}, P)$ is the set of all $P$-measurable functions $f$ on $\Omega$ for which

$$
M_{\Phi}(f):=\int_{\Omega} \Phi(|f|) d P<\infty
$$

The Young class $Y_{\Psi}(P)$ is defined similarly. These sets of functions are called complementary Young classes and $M_{\Phi}$ is called the modular of $f$ for $\Phi$.

The convexity of $\Phi$ implies that $M_{\Phi}$ is convex which in turn implies that the Young class $Y_{\Phi}(P)$ is a convex set.

In general Young classes fail to be vector spaces. Therefore, we need to consider a more general set of functions.

## Definition 2.1.5.

(i) The Orlicz space for $\Phi$, denoted by $L_{\Phi}(P)=L_{\Phi}(\Omega, \mathcal{F}, P)$, is the set of all measurable functions $f: \Omega \rightarrow \mathbb{R}$ such that $M_{\Phi}\left(\frac{f}{a}\right)<\infty$ for some $a>0$. The space $L_{\Psi}(P)$ is defined similarly.
(ii) The heart of the Orlicz space, denoted by $H_{\Phi}(P)=H_{\Phi}(\Omega, \mathcal{F}, P)$, is the set of all measurable functions $f: \Omega \rightarrow \mathbb{R}$ such that $M_{\Phi}\left(\frac{f}{a}\right)<\infty$ for all $a>0$. The space $H_{\Psi}(P)$ is defined similarly.

The spaces $L_{\Phi}(P)$ and $L_{\Psi}(P)$ are ideals in $L_{0}(P)$, as is readily verified, and are therefore Dedekind complete Riesz spaces. The spaces $L_{\Phi}(P)$ and $L_{\Psi}(P)$ are called complementary Orlicz spaces. Both Orlicz [128] and W.A.J. Luxemburg [120] introduced norms on these spaces. Although these norms are different, they are equivalent. We will first focus on the Luxemburg norm.

Definition 2.1.6. The Luxemburg norm of a measurable function $f \in L_{\Phi}(P)$ is defined by

$$
\mathcal{N}_{\Phi}(f)=\inf \left\{a>0: M_{\Phi}\left(\frac{f}{a}\right) \leq 1\right\}
$$

Theorem 2.1.7. The Luxemburg norm is a Riesz norm in $L_{\Phi}(P)$.

See [167] for a proof of this theorem.
Note that if $f \in L_{\Phi}(P)$, then $M_{\Phi}\left(\frac{f}{n}\right)<\infty$ for some integer $n$. But $\frac{|f|}{n} \rightarrow 0$ a.e. as $n \rightarrow \infty$, so $\Phi\left(\frac{|f|}{n}\right) \rightarrow 0$ a.e.. By the dominated convergence theorem, $M_{\Phi}\left(\frac{f}{n}\right) \leq 1$ for some $n$ and $\mathcal{N}_{\Phi}(f)<\infty$. Conversely, if $\mathcal{N}_{\Phi}(f)<\infty$, then clearly $f \in L_{\Phi}(P)$. Hence, another
description of $L_{\Phi}(P)$ is the set of all $f$ with $\mathcal{N}_{\Phi}(f)<\infty$. This looks very similar to the definition of an $L_{p}$-space.

## Theorem 2.1.8.

(i) If $0 \leq \mathcal{N}_{\Phi}(f)<\infty$, then $M_{\Phi}\left(\frac{f}{\mathcal{N}_{\Phi}(f)}\right) \leq 1$.
(ii) If $\mathcal{N}_{\Phi}(f) \leq 1$, then $M_{\Phi}(f) \leq \mathcal{N}_{\Phi}(f) \leq 1$.
(iii) If $\mathcal{N}_{\Phi}(f)>1$, then $M_{\Phi}(f) \geq \mathcal{N}_{\Phi}(f)>1$.

Combining (ii) and (iii), we get that in $L_{\Phi}(P), \mathcal{N}_{\Phi}(f) \leq 1$ if and only if $M_{\Phi}(f) \leq 1$ (see [167]).

Theorem 2.1.9.
(i) The set $L_{\Phi}(P)$ is a Banach lattice.
(ii) The set $H_{\Phi}(P)$ is a closed vector subspace of $L_{\Phi}(P)$ and $H_{\Phi}(P) \subseteq Y_{\Phi}(P) \subseteq L_{\Phi}(P)$.
(iii) If $\left(f_{n}\right) \subseteq L_{\Phi}(P)$ is an increasing nonnegative sequence with $\mathcal{N}_{\Phi}\left(f_{n}\right) \leq 1$ for all $n$, then the pointwise limit $f=\lim f_{n}$ belongs to $L_{\Phi}(P)$ and $\mathcal{N}_{\Phi}(f) \leq 1$.
$H_{\Phi}(P)$ has some properties that $L_{\Phi}(P)$ generally does not have.
Theorem 2.1.10. Let $\Phi$ be a finite Young function.
(i) $H_{\Phi}(P)$ has an order continuous norm.
(ii) $H_{\Phi}(P)$ is the closure in $L_{\Phi}(P)$ of the integrable simple functions.

Moreover, $H_{\Phi}([0,1])$ is separable.

Due to these properties, it is generally easier to work with $H_{\Phi}(P)$ than $L_{\Phi}(P)$.

### 2.2 Comparing Orlicz spaces with $L_{p}$-spaces

As mentioned earlier, $L_{p}$-spaces are special cases of Orlicz spaces. Let $p$ be given with $1 \leq p<\infty$. Then

$$
\Phi_{p}(x)=\frac{x^{p}}{p}
$$

is a Young function with conjugate $\Phi_{q}$, where $\frac{1}{p}+\frac{1}{q}=1$. Clearly, the Orlicz space $L_{\Phi_{p}}(P)$ and its heart $H_{\Phi_{p}}(P)$ are both equal to $L_{p}(P)$. The Luxemburg norm, however, is given by

$$
\mathcal{N}_{\Phi_{p}}(f)=\frac{1}{p^{\frac{1}{p}}}\|f\|_{p}
$$

The following two propositions show how Orlicz spaces compare to $L_{1}(P)$ and $L_{\infty}(P)$.
Proposition 2.2.1. Let $\Phi$ be a Young function. If $\Phi(u)=\infty$ for some $u$, then $L_{\Phi}(P) \subseteq$ $L_{\infty}(P)$ and $H_{\Phi}(P)=\{0\}$.

Proof. Suppose $\Phi\left(u_{0}\right)=\infty$ and let $f \in L_{\Phi}(P)$. Then $M_{\Phi}\left(\frac{f}{a}\right)<\infty$ for some $a>0$. This implies that $\frac{|f|}{a}<u_{0}$ a.e. and hence, $f \in L_{\infty}(P)$.

If we take $f \in H_{\Phi}(P)$, then $M_{\Phi}\left(\frac{f}{a}\right)<\infty$ for all $a>0$, which implies $|f| \leq a u_{0}$ a.e. for all $a>0$. In particular, $|f| \leq n u_{0}$ for all $n \in \mathbb{N}$. As $L_{0}(P)$ is an Archimedean Riesz space, $|f|=0$, i.e. $f=0$.

Proposition 2.2.2. If $(\Omega, \mathcal{F}, P)$ is a probability space, then

$$
L_{\infty}(P) \hookrightarrow L_{\Phi}(P) \hookrightarrow L_{1}(P),
$$

i.e. then there exists constants $c, k \in \mathbb{R}$ such that $\mathcal{N}_{\Phi}(f) \leq k\|f\|_{\infty}$ for all $f \in L_{\infty}(P)$ and $\|f\|_{1} \leq c \mathcal{N}_{\Phi}(f)$ for all $f \in L_{\Phi}(P)$.

Proof. Let $f \in L_{\infty}(P)$. Then there exists $k \in \mathbb{N}$ such that $|f| \leq k \mathbf{1}$ a.e., where $\mathbf{1}(\omega)=1$ a.e. for all $\omega \in \Omega$. Let $l>0$ such that $\Phi(l)<\infty$. Then $\frac{|f|}{k / l} \leq l \mathbf{1}$ a.e. and

$$
\int_{\Omega} \Phi\left(\frac{|f|}{k / l}\right) d P \leq \int_{\Omega} \Phi(l) d P \leq \Phi(l) P(\Omega)=\Phi(l)<\infty .
$$

Hence, $f \in L_{\Phi}(P)$.
For the second part, choose an $a>0$ with $\Phi(a)>0$ and $b$ with $0<b \leq \Phi(a)$. Consider the graphs of the Orlicz function $y=\Phi(x)$ and the straight line $y=\frac{\Phi(a)}{a} x$. By the convexity of $\Phi$, we have for $u \geq a$ that $\Phi(u) \geq \frac{\Phi(a)}{a} u$. As $b<\Phi(a)$, it follows that $\frac{\Phi(a)}{a} u \geq \frac{b}{a} u$. Hence $\Phi(u) \geq \frac{b}{a} u$. Let $C=\frac{a}{b}+a$. Now, if $f \in L_{\Phi}(P)$, let $r=\mathcal{N}_{\Phi}(f)$ and compute

$$
\begin{aligned}
\frac{1}{r} \int|f| d P & =\int_{\{|f| \geq a r\}} \frac{|f|}{r} d P+\int_{\{|f|<a r\}} \frac{|f|}{r} d P \\
& \leq \frac{a}{b} \int \Phi\left(\frac{|f|}{r}\right) d P+a P(\Omega) \\
& \leq \frac{a}{b}+a=C
\end{aligned}
$$

That is, $\|f\|_{1} \leq C r=C \mathcal{N}_{\Phi}(f)$.

### 2.3 The $\Delta_{2}$-condition

In this section, we define the condition that results in $L_{\Phi}(P)=H_{\Phi}(P)$.
Definition 2.3.1. The Young function $\Phi$ is said to satisfy a $\Delta_{2}$-condition if there exists a constant $M>0$ such that

$$
\Phi(2 u) \leq M \Phi(u) \text { for all } u \geq 0
$$

If there exists a $u_{0}>0$ such that the above holds for all $u \geq u_{0}$, then $\Phi$ is said to satisfy a $\Delta_{2}$-condition for large $u$.

This $\Delta_{2}$-condition is a sufficient condition for $Y_{\Phi}(P)$ to be a vector space.
Theorem 2.3.2. If $\Phi$ satisfies the $\Delta_{2}$-condition, then $Y_{\Phi}(P)$ is a vector space. If $\Omega$ is of finite measure and $\Phi$ satisfies $\Delta_{2}$-condition for large $u$, then $Y_{\Phi}(P)$ is a vector space.

Theorem 2.3.3. If $\Phi$ satisfies the $\Delta_{2}$-condition, then $L_{\Phi}(P)=H_{\Phi}(P)$.

Corollary 2.3.4. Let $\Phi$ be a strictly positive Young function satisfying the $\Delta_{2}$-condition. Then the following statements hold:
(i) Integrable simple functions are dense in $L_{\Phi}(P)$.
(ii) If $\left(f_{n}\right)$ is an increasing sequence in $L_{\Phi}(P)$ and $\sup \mathcal{N}_{\Phi}\left(f_{n}\right)<\infty$, then $\left(f_{n}\right)$ converges in norm.
(iii) Modular convergence is equivalent to norm convergence in $L_{\Phi}(P)$, i.e. $\mathcal{N}_{\Phi}\left(f-f_{n}\right) \rightarrow 0$ if and only if $M_{\Phi}\left(f-f_{n}\right) \rightarrow 0$.

Moreover, $L_{\Phi}([0,1])$ is separable.

### 2.4 The Orlicz norm

Proposition 2.4.1. Let $\Phi$ and $\Psi$ be complementary Young functions. If $f \in L_{\Phi}(P)$ and $g \in L_{\Psi}(P)$, then the product $f g$ is integrable and

$$
\int|f g| d P<2 \mathcal{N}_{\Phi}(f) \mathcal{N}_{\Psi}(g)
$$

As mentioned before, Luxemburg, as well as Orlicz, introduced norms on the Orlicz space. We will now define the Orlicz norm.

Definition 2.4.2. The Orlicz norm of $g \in L_{\Psi}(P)$ is defined as the norm of the bounded linear functions:

$$
\begin{aligned}
\|g\|_{\Psi} & =\sup \left\{\left|\int f g d P\right|: f \in L_{\Phi}(P), \mathcal{N}_{\Phi}(f) \leq 1\right\} \\
& =\sup \left\{\left|\int f g d P\right|: M_{\Phi}(f) \leq 1\right\}
\end{aligned}
$$

The next proposition shows some simple variants of the definition of the Orlicz norm.
Proposition 2.4.3. Let $g \in L_{\Psi}(P)$. Then

$$
\begin{equation*}
\|g\|_{\Psi}=\sup \left\{\int|f g| d P: f \in L_{\Phi}(P), \mathcal{N}_{\Phi}(f) \leq 1\right\} \tag{i}
\end{equation*}
$$

(ii)

$$
\|g\|_{\Psi}=\sup \left\{\int|f g| d P: f \text { integrable simple, } \mathcal{N}_{\Phi}(f) \leq 1\right\} .
$$

(iii) If $\Phi$ is finite, then

$$
\|g\|_{\Psi}=\sup \left\{\int|f g| d P: f \in H_{\Phi}(P), \mathcal{N}_{\Phi}(f) \leq 1\right\} .
$$

The Orlicz space $L_{\Phi}(P)$ carries two equivalent norms, that will be used in this thesis. The first one is the Luxemburg norm, given by

$$
\mathcal{N}_{\Phi}(f)=\inf \left\{k: k>0, \int \Phi\left(\frac{|f|}{k}\right) d P \leq 1\right\}
$$

and the second one is the Orlicz norm, given by

$$
\|f\|_{\Phi}=\sup \left\{\int|f g| d P: g \in L_{\Psi}(P), \mathcal{N}_{\Psi}(g) \leq 1\right\}
$$

An important relationship between the Orlicz norm and the Luxemburg norm, as well as the relationship between the Orlicz norm and the modular, are shown in the following theorem.

Theorem 2.4.4. Let $g \in L_{\Psi}(P)$. Then
(i) $\mathcal{N}_{\Psi}(g) \leq\|g\|_{\Psi} \leq 2 \mathcal{N}_{\Psi}(g)$, i.e. the Luxemburg norm $\mathcal{N}_{\Psi}$ and the Orlicz norm $\|\cdot\|_{\Psi}$ are equivalent.
(ii) $\|g\|_{\Psi} \leq 1+M_{\Psi}(g)$.

### 2.5 Duality for Orlicz spaces

Remark 2.5.1. Since Orlicz spaces are Banach lattices, we know from Theorem A.4.4 that the Banach dual and the order dual coincide, i.e. $\left(L_{\Phi}(P)\right)^{*}=\left(L_{\Phi}(P)\right)^{\sim}$ and therefore so do the bands $\left(L_{\Phi}(P)\right)_{c}^{\sim}$ and $\left(L_{\Phi}(P)\right)_{c}^{*}$ of order continuous elements in $\left(L_{\Phi}(P)\right)^{\sim}$ and $\left(L_{\Phi}(P)\right)^{*}$. Added to this, it is known, (see [167]), that in an Orlicz space $L_{\Phi}(P)$, the spaces of order continuous and $\sigma$-order continuous functions coincide, i.e.

$$
\left(L_{\Phi}(P)\right)_{n}^{\sim}=\left(L_{\Phi}(P)\right)_{c}^{\sim} .
$$

Therefore, using Theorem A.2.5, we can decompose the Banach dual of the Orlicz space $L_{\Phi}(P)$ into the following:

$$
\left(L_{\Phi}(P)\right)^{*}=\left(L_{\Phi}(P)\right)_{c}^{*} \oplus\left(L_{\Phi}(P)\right)_{s}^{*} .
$$

From the theory of Banach function spaces, $\left(L_{\Phi}(P)\right)_{c}^{*}=\left(L_{\Phi}(P)\right)_{c}^{\sim}$ is known as the associate space of $L_{\Phi}(P)$ and we will denote it by $L_{\Phi}^{\prime}(P)$. The proofs of the following three theorems can be found in [167].

Theorem 2.5.2. The space $L_{\Phi}(P)$ and the associate space $L_{\Psi}^{\prime}(P)$ of $L_{\Psi}(P)$ contain the same functions, i.e. $L_{\Psi}^{\prime}(P)=\left(L_{\Psi}(P)\right)_{c}^{\sim}=L_{\Phi}(P)$. Similarly, the space $L_{\Psi}(P)$ and the associate space $L_{\Phi}^{\prime}(P)$ of $L_{\Phi}(P)$ contain the same functions.

Theorem 2.5.3. If $L_{\Phi}(P)$ is equipped with the Luxemburg norm, then its associate space is $L_{\Psi}(P)$ with the Orlicz norm. If $L_{\Phi}(P)$ is equipped with the Orlicz norm, then its associate space is $L_{\Psi}(P)$ with the Luxemburg norm. Similar facts hold if $\Phi$ and $\Psi$ are interchanged. Hence, the second associate space of $L_{\Phi}(P)$ with either the Luxemburg or the Orlicz norm is again $L_{\Phi}(P)$ with the same norm. Similarly for $L_{\Psi}(P)$.

Theorem 2.5.4. Let $\Phi$ and $\Psi$ be finite complementary Young functions with $\Phi$ continuous and let $(\Omega, \mathcal{F}, P)$ be a $\sigma$-finite measure space. Then $\left(H_{\Phi}(P)\right)^{*}=L_{\Psi}(P)$ and for each $x^{*} \in\left(H_{\Psi}(P)\right)^{*}$, there is a unique $g_{x^{*}} \in L_{\Phi}(P)$ such that

$$
\begin{aligned}
& x^{*}(f)=\int_{\Omega} f g_{x^{*}} d P, \quad f \in H_{\Phi}(P), \\
& \left\|x^{*}\right\|=\sup \left\{\left|x^{*}(f)\right|: \mathcal{N}_{\Phi}(f) \leq 1, f \in H_{\Phi}(P)\right\}=\left\|g_{x^{*}}\right\|_{\Psi}, \\
& \left\|x^{*}\right\|^{\prime}=\sup \left\{\left|x^{*}(f)\right|:\|f\|_{\Phi} \leq 1, f \in H_{\Phi}(P)\right\}=\mathcal{N}_{\Psi}\left(g_{x^{*}}\right) .
\end{aligned}
$$

Thus $\left\|x^{*}\right\|$ and $\left\|x^{*}\right\|^{\prime}$ are equivalent norms for $\left(H_{\Phi}(P)\right)^{*}$.

Note that we can equivalently write the norm of $x^{*} \in\left(H_{\Phi}(P)\right)^{*}$ as

$$
\left\|x^{*}\right\|=\sup \left\{\left|x^{*}(f)\right|: M_{\Phi}(f) \leq 1, f \in H_{\Phi}(P)\right\}
$$

using the remark after Theorem 2.1.8.
Corollary 2.5.5. Suppose $\Phi$ and $\Psi$ are finite complementary Young functions. If $\Psi$ satisfies the $\Delta_{2}$-condition, then the Banach dual of $L_{\Psi}(P)$ is $L_{\Phi}(P)$. If $\Phi$ satisfies the $\Delta_{2}$ condition, then the bidual of $H_{\Psi}(P)$ is $L_{\Psi}(P)$. If both $\Psi$ and $\Phi$ satisfy the $\Delta_{2}$-condition, then $L_{\Phi}(P)$ and $L_{\Psi}(P)$ are reflexive, i.e. $L_{\Phi}(P)=\left(L_{\Phi}(P)\right)^{* *}$ and $L_{\Psi}(P)=\left(L_{\Psi}(P)\right)^{* *}$.

The next theorem is an important result, which shows that Orlicz spaces are in fact semi-M-spaces (see Appendix A. 5 for more details on semi-M-spaces).

Theorem 2.5.6. The Orlicz space $L_{\Phi}(P)$ is a semi-M-space.

Proof. [167, Theorem 133.6] As before, the Luxemburg norm and the Orlicz norm of $L_{\Phi}(P)$ are denoted by $\mathcal{N}_{\Phi}$ and $\|\cdot\|_{\Phi}$ respectively. By Theorem 2.4.4, we have $\mathcal{N}_{\Phi}(f) \leq\|f\|_{\Phi}$ and $\|f\|_{\Phi} \leq 1+M_{\Phi}(f)$ for every $f \in L_{\Phi}(P)$. Hence, $\mathcal{N}_{\Phi}(f) \leq 1+M_{\Phi}(f)$. Assume that nonnegative functions $u_{1}$ and $u_{2}$ are given such that $\mathcal{N}_{\Phi}\left(u_{1}\right)=\mathcal{N}_{\Phi}\left(u_{2}\right)=1$. Thus, by Theorem 2.1.8, we have $M_{\Phi}\left(u_{1}\right) \leq 1$ and $M_{\Phi}\left(u_{2}\right) \leq 1$. Let $\left(v_{n}\right)$ be a sequence of functions in $L_{\Phi}(P)$ such that $u_{1} \vee u_{2} \geq v_{n} \downarrow 0$ and let $u=u_{1} \vee u_{2}$. The function $u$ is equal to $u_{1}$ on a certain subset $A$ of $\Omega$ and equal to $u_{2}$ on the complementary subset $A^{c}$. Hence,

$$
\begin{aligned}
M_{\Phi}(u) & =\int_{\Omega} \Phi[u(x)] d P \\
& =\int_{A} \Phi\left[u_{1}(x)\right] d P+\int_{A^{c}} \Phi\left[u_{2}(x)\right] d P \\
& \leq M_{\Phi}\left(u_{1}\right)+M_{\Phi}\left(u_{2}\right) \\
& \leq 2 .
\end{aligned}
$$

Since $u \geq v_{n} \downarrow 0$, we have by the continuity of $\Phi$ that $\Phi\left[v_{n}(x)\right] \downarrow 0$ for almost every $x \in \Omega$ and therefore $M_{\Phi}\left(v_{n}\right) \downarrow 0$. Following from this, we have that

$$
\lim _{n \rightarrow \infty} \mathcal{N}_{\Phi}\left(v_{n}\right) \leq 1+\lim _{n \rightarrow \infty} M_{\Phi}\left(v_{n}\right)=1
$$

This shows that $L_{\Phi}(P)$ is a semi-M-space.
The next result is a consequence of Theorem A.5.3.
Corollary 2.5.7. The disjoint complement of the set of all $\sigma$-order continuous linear functions $\left(L_{\Phi}(P)\right)_{s}^{*}$ is an AL-space.
T. Ando [1] was the first to prove that for an Orlicz space $L_{\Phi}(P)$, the space $\left(L_{\Phi}(P)\right)_{s}^{*}$ is an AL-space.

Now that we have classified the dual space of an Orlicz space, we can look at decomposing it. Denote the annihilator of $H_{\Phi}(P)$ by $\left(H_{\Phi}(P)\right)^{\text {annh }}$, which by definition is the set of elements of $\left(L_{\Phi}(P)\right)^{*}$ that vanish on $H_{\Phi}(P)$, i.e.

$$
\left(H_{\Phi}(P)\right)^{\mathrm{annh}}=\left\{z \in\left(L_{\Phi}(P)\right)^{*}: z(f)=0 \text { for all } f \in H_{\Phi}(P)\right\} .
$$

We could not find a proof for the following result in the literature. The proof presented here is due to the author.

Theorem 2.5.8. If $\Phi$ is continuous and finite, then

$$
\left(L_{\Phi}(P)\right)^{*}=\left(H_{\Phi}(P)\right)^{*} \oplus\left(H_{\Phi}(P)\right)^{\mathrm{annh}} .
$$

Proof. Using Remark 2.5.1, we can decompose $\left(L_{\Phi}(P)\right)^{*}$ into

$$
\left(L_{\Phi}(P)\right)^{*}=\left(L_{\Phi}(P)\right)_{c}^{*} \oplus\left(L_{\Phi}(P)\right)_{s}^{*} .
$$

By Theorem 2.5.2 and Theorem 2.5.4, we have that $\left(L_{\phi}(P)\right)_{c}^{*}=\left(H_{\Phi}(P)\right)^{*}$.
It remains to show that $\left(L_{\Phi}(P)\right)_{s}^{*}=\left(H_{\Phi}(P)\right)^{\text {annh }}$. Let $\gamma \in\left(H_{\Phi}(P)\right)^{\text {annh }}$. By the definition of $\left(H_{\Phi}(P)\right)^{\text {annh }}$, we have that $\gamma \in\left(L_{\Phi}(P)\right)^{*}$. Thus, we can write $\gamma=\gamma_{c}+\gamma_{s}$, where $\gamma_{c} \in\left(L_{\Phi}(P)\right)_{c}^{*}$ and $\gamma_{s} \in\left(L_{\Phi}(P)\right)_{s}^{*}$. Then, for all $h \in H_{\Phi}(P), \gamma(h)=\gamma_{c}(h)+\gamma_{s}(h)$, where $\gamma(h)=0$ by definition and $\gamma_{c}$ and $\gamma_{s}$ are disjoint. Hence, $\gamma_{c}=-\gamma_{s}$ on $H_{\Phi}(P)$. This implies that $\gamma_{s} \in\left(L_{\Phi}(P)\right)_{c}^{*}=\left(H_{\Phi}(P)\right)^{*}$. However, $\left(L_{\Phi}(P)\right)_{c}^{*}$ and $\left(L_{\Phi}(P)\right)_{s}^{*}$ are disjoint and so we must have $\gamma_{s}=0$ on $H_{\Phi}(P)$. Hence, $\gamma_{c}=0$ on $H_{\Phi}(P)$. Thus, we can write $\gamma=\gamma_{s} \in\left(L_{\Phi}(P)\right)_{s}^{*}$, i.e. $\left(H_{\Phi}(P)\right)^{\mathrm{annh}} \subseteq\left(L_{\Phi}(P)\right)_{s}^{*}$.

Let $g \in\left(L_{\Phi}(P)\right)_{s}^{*}$. Since $\left(L_{\Phi}(P)\right)_{s}^{*}$ is a band projection, there exists a projection $P_{s}:\left(L_{\Phi}(P)\right)^{*} \rightarrow\left(L_{\Phi}(P)\right)_{s}^{*}$. By the surjective property of this projection, there exists $h \in\left(L_{\Phi}(P)\right)^{*}$ such that $P_{s}(h)=g$. There also exists a band projection $P_{c}:\left(L_{\Phi}(P)\right)^{*} \rightarrow$ $\left(L_{\Phi}(P)\right)_{c}^{*}=\left(H_{\Phi}(P)\right)^{*}$ such that $h=P_{c} h+P_{s} h=P_{c} h+g$. Hence, if $x \in H_{\Phi}(P)$, then $h(x)=P_{c} h(x)$, i.e. $\left(h-P_{c} h\right)(x)=0$. But $\left(h-P_{c} h\right)(x)=P_{s} h(x)=g(x)=0$. Thus $g \in\left(H_{\Phi}(P)\right)^{\mathrm{annh}}$ and $\left(L_{\Phi}(P)\right)_{s}^{*} \subseteq\left(H_{\Phi}(P)\right)^{\mathrm{annh}}$.

Remark 2.5.9. It can be shown, without the use of Theorem A.2.5, that $\left(H_{\Phi}(P)\right)^{\text {annh }}$ is norm and order isomorphic to $\left(L_{\Phi}(P) / H_{\Phi}(P)\right)^{*}$. See [134] for more details.

To conclude this section, we will look at some simple but interesting examples of Orlicz spaces. The following examples also show how the choice of Young function influences where the $L_{p}$-spaces fit into the Orlicz space setting.

Example 2.5.10. (These examples are taken from [26]).

1. For $\Phi(x)=x$, we have

$$
\Psi(y)= \begin{cases}0 & \text { for } y \leq 1 \\ \infty & \text { for } y>1\end{cases}
$$

and

$$
H_{\Phi}(P)=L_{\Phi}(P)=L_{1}(P), \quad \mathcal{N}_{\Phi}(\cdot)=\|\cdot\|_{1}, \quad L_{\Psi}(P)=L_{\infty}(P), \quad\|\cdot\|_{\Psi}=\|\cdot\|_{\infty}
$$

2. If $\Phi(x)=x^{p}$ for $1<p<\infty$, then $\Psi(y)=p^{1-q} q^{-1} y^{q}$, and we have

$$
H_{\Phi}(P)=L_{\Phi}(P)=L_{p}(P), \quad \mathcal{N}_{\Phi}(\cdot)=\|\cdot\|_{p}, \quad L_{\Psi}(P)=L_{q}(P), \quad\|\cdot\|_{\Psi}=\|\cdot\|_{q}
$$

3. If $\Phi(x)=e^{\lambda x}-1$ for $\lambda>0$, then

$$
\Psi(y)= \begin{cases}0 & \text { for } y \leq \lambda \\ \frac{y}{\lambda} \log \left(\frac{y}{\lambda}\right)-\frac{y}{\lambda}+1 & \text { for } y>\lambda\end{cases}
$$

and $L_{\infty}(P) \subseteq H_{\Phi}(P) \subseteq L_{p}(P) \subseteq L_{\Psi}(P) \subseteq L_{1}(P)$ for all $1<p<\infty$.

### 2.6 Optimisation in Orlicz spaces

The Orlicz space duality can be used to solve some optimisation problems. One such problem will be discussed in detail in Chapter 3. For more details regarding convex optimisation, the reader is referred to Appendix C.

Let $(\Phi, \Psi)$ be complementary Young functions and consider their Orlicz spaces $L_{\Phi}(P)$ and $L_{\Psi}(P)$. If $F: \mathbb{R} \rightarrow[-\infty, \infty]$ and $F^{*}: \mathbb{R} \rightarrow[-\infty, \infty]$ are lower semi-continuous, convex and not identically equal to $\infty$, then

$$
K_{F}(x)=\mathbb{E}[F(x)], \text { for all } x \in H_{\Phi}(P)
$$

and

$$
K_{F^{*}}\left(x^{*}\right)=\mathbb{E}\left[F^{*}\left(x^{*}\right)\right], \text { for all } x^{*} \in L_{\Psi}(P)
$$

define convex functions $K_{F}: H_{\Phi}(P) \rightarrow[-\infty, \infty]$ and $K_{F^{*}}: L_{\Psi}(P) \rightarrow[-\infty, \infty]$ respectively. The question that arises is: If $F$ and $F^{*}$ are conjugates, are $K_{F}$ and $K_{F^{*}}$ conjugates? Both Rockafellar [135] and Kozek [103] showed that this is true, Rockafellar solved it for $L_{p}$-spaces and Kozek for Orlicz spaces. They both, however, addressed it in more generality. For the details, see the above mentioned references.

Theorem 2.6.1. Let $(\Phi, \Psi)$ be complementary Young functions. Let $F: \mathbb{R} \rightarrow[-\infty, \infty]$ and $F^{*}: \mathbb{R} \rightarrow[-\infty, \infty]$ be lower semi-continuous convex functions, which are not identically equal to $\infty$. If $F$ and $F^{*}$ are conjugates, then $K_{F}$ and $K_{F^{*}}$ are conjugate to each other.

The next theorem is required to prove the minimax theorem, stated and proved later in the thesis.

Theorem 2.6.2. Let $(\Phi, \Psi)$ be complementary Young functions. Let $F: \mathbb{R} \rightarrow[-\infty, \infty]$ and $F^{*}: \mathbb{R} \rightarrow[-\infty, \infty]$ be lower semi-continuous convex functions, which are not identically equal to $\infty$. If $F$ and $F^{*}$ are conjugates, then the conjugate of $K_{F}$ is given by

$$
\left(K_{F}\right)^{*}\left(x^{*}\right)=K_{F^{*}}\left(x_{c}^{*}\right)+\sup \left\{x_{s}^{*}(x): x \in C\right\},
$$

where $x^{*}=x_{c}^{*}+x_{s}^{*}$ is the decomposition of $x^{*}$ into its $\sigma$-order continuous part, $x_{c}^{*}$, and its singular part, $x_{s}^{*}$, and $C=\operatorname{dom}\left(K_{F}\right)$.

### 2.7 Conditional expectations on Orlicz spaces

To be able to use Orlicz spaces in place of $L_{p}$-spaces, we need to define conditional expectations on Orlicz spaces. If $(\Omega, \mathcal{F}, P)$ is a probability space and $\Phi:[0, \infty) \rightarrow[0, \infty]$ is a Young function, it was noted earlier that

$$
L_{\infty}(P) \hookrightarrow L_{\Phi}(P) \hookrightarrow L_{1}(P)
$$

Theorem 2.7.1. Let $(\Omega, \mathcal{F}, P)$ be a probability space, $\mathcal{F}_{1}$ a sub $\sigma$-algebra of $\mathcal{F}$ and $\Phi$ : $[0, \infty) \rightarrow[0, \infty]$ a Young function. Then the restriction of $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]: L_{1}(\mathcal{F}, P) \rightarrow L_{1}\left(\mathcal{F}_{1}, P\right)$ to $L_{\Phi}(P)$, again denoted by $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]$, is a map $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]: L_{\Phi}(\mathcal{F}, P) \rightarrow L_{\Phi}\left(\mathcal{F}_{1}, P\right)$ such that $\left\|\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]\right\|=1$. A similar statement holds if $L_{\Phi}(P)$ is replaced by $H_{\Phi}(P)$.

Proof. Let $f \in L_{\Phi}(P)$. Consider the convex function $\phi=\Phi \circ|\cdot|$. By Jensen's inequality $\Phi\left(\left|\mathbb{E}\left[f \mid \mathcal{F}_{1}\right]\right|\right)=\phi\left(\mathbb{E}\left[f \mid \mathcal{F}_{1}\right]\right) \leq \mathbb{E}\left[\phi(f) \mid \mathcal{F}_{1}\right]=\mathbb{E}\left[\Phi(|f|) \mid \mathcal{F}_{1}\right]$ a.s.. But then

$$
M_{\Phi}\left(\mathbb{E}\left[f \mid \mathcal{F}_{1}\right]\right)=\int_{\Omega} \Phi\left(\left|\mathbb{E}\left[f \mid \mathcal{F}_{1}\right]\right|\right) d P \leq \int_{\Omega} \mathbb{E}\left[\Phi(|f|) \mid \mathcal{F}_{1}\right] d P=M_{\Phi}(f)
$$

Consequently, $\mathbb{E}\left[f \mid \mathcal{F}_{1}\right] \in L_{\Phi}(P)$. It also follows from

$$
\begin{aligned}
\mathcal{N}_{\Phi}(f) \leq 1 & \Rightarrow M_{\Phi}(f) \leq \mathcal{N}_{\Phi}(f) \leq 1 \\
& \Rightarrow M_{\Phi}\left(\mathbb{E}\left[f \mid \mathcal{F}_{1}\right]\right) \leq 1 \\
& \Rightarrow \mathcal{N}_{\Phi}\left(\mathbb{E}\left[f \mid \mathcal{F}_{1}\right]\right) \leq 1,
\end{aligned}
$$

that $\mathcal{N}_{\Phi}\left(\mathbb{E}\left[f \mid \mathcal{F}_{1}\right]\right) \leq \mathcal{N}_{\Phi}(f)$. The latter implies that $\left\|\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]\right\| \leq 1$. However, as $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]$ is a projection, we must have that $\left\|\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]\right\| \geq 1$. Thus $\left\|\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]\right\|=1$.

## Chapter 3

## No free lunch in Orlicz spaces

The concept of the first fundamental theorem of asset pricing plays a very important role in mathematical finance. There are various versions of this fundamental theorem, but all come down to a similar form: The absence of some form of arbitrage is equivalent to the existence of an 'equivalent martingale measure' for the stochastic processes representing the discounted prices of the financial securities in the market. Section 3.1 gives part of the history of the first fundamental theorem of asset pricing.

In Section 3.2, we take a look at equivalent martingale measures in an Orlicz space setting.

In an incomplete market, the pricing of contingent claims can be done via various techniques, one of which is by considering the preference structure of the investor. In other words, utility functions are used to measure an investor's preference for wealth and how much risk they are willing to undertake to gain more wealth. It, thus, makes sense to look at how this preference structure can be included into the first fundamental theorem. In this regard, Frittelli [63] introduced a concept, which he called 'no market free lunch'. This will be defined in Section 3.4 and we give the relationship between Frittelli's concept and the original definitions of no arbitrage. Frittelli shows that there exists an equivalent separating measure if and only if there is no market free lunch with respect to monotone concave utility functions.

However, no market free lunch is only equivalent to the existence of a separating measure. To find a condition, that includes the preference structure, and is equivalent to the existence of a sigma-martingale measure, Frittelli [64] introduces the concept of 'no market free lunch*'. He then uses Orlicz space theory and utility maximisation to show that it is equivalent to the existence of a sigma-martingale measure. This is discussed in Section 3.5.

### 3.1 No free lunch

This section is based on [41], see also [115].
Let $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \in[0, T]}, P\right)$ be a filtered probability space, where we assume that the filtration satisfies the usual conditions of right continuity and completeness, as defined in Appendix A. The variable $T$ denotes a fixed time horizon, which can take on the value $\infty$. The $\mathbb{R}^{d}$-valued càdlàg (see Definition A.6.2) semimartingale $S=\left(S_{t}\right)_{t \in[0, T]}$, where $S_{t}=\left\{S_{t}^{1}, S_{t}^{2}, \ldots, S_{t}^{d}\right\}$, represents the discounted price process of $d$ tradeable assets. Let $\mathbb{P}$ be the set of all probability measures equivalent to $P$.

The investor has an initial endowment of $x$ and there are no restrictions on the quantities he can buy, sell or short sell. A predictable process $H=\left(H_{t}\right)_{t \in[0, T]}$, where $H_{t}=$ $\left\{H_{t}^{1}, H_{t}^{2}, \ldots, H_{t}^{d}\right\}$, gives the amounts invested in each tradeable asset respectively.

We denote by $\int_{0}^{t} H_{s} \cdot d S_{s}$ the Itô integral of $H_{t}$ with respect to $S_{t}$.
Definition 3.1.1. An $\mathbb{R}^{d}$-valued $S$-integrable predictable process $H$ is called admissible if there exists a constant $c$ such that for all $t \in[0, T]$,

$$
(H \cdot S)_{t}=\int_{0}^{t} H_{s} \cdot d S_{s} \geq c \quad P \text {-a.s.. }
$$

We denote the set of all admissible processes by

$$
\mathcal{H}^{1}=\left\{H \in \mathfrak{P}(S):(H \cdot S)_{t} \geq-c \text { for all } t \in[0, T] \text { and for some } c>0\right\}
$$

where $\mathfrak{P}(S)$ denotes the set of predictable and $S$-integrable processes.
The financial interpretation of $c$ is a finite credit line, which the investor must respect in his trading. This lower bound on the investors losses, allows $(H \cdot S)_{\infty}$ to exist and bans socalled doubling strategies, where the losses are not bounded below. This restriction traces back to Harrison and Pliska [82], and is now a standard assumption in the literature. This also implies that any wealth process $X_{T}=x+\int_{0}^{T} H_{s} \cdot d S_{s}$ is bounded below.

Set

$$
K=\left\{(H \cdot S)_{T}: H \in \mathcal{H}^{1}\right\}
$$

and

$$
\begin{aligned}
C & =\left(K-L_{0}^{+}(P)\right) \cap L_{\infty}(P) \\
& =\left\{f \in L_{\infty}(P): f \leq g \text { for some } g \in K\right\} .
\end{aligned}
$$

The set $K$ represents the cone of all claims that are replicable at zero cost via admissible trading strategies. The set $\left(K-L_{0}^{+}(P)\right)$, defined by

$$
\left(K-L_{0}^{+}(P)\right)=\left\{f \in L_{0}(P): f \leq g P \text {-a.s. for some } g \in K\right\}
$$

is the cone of all claims in $L_{0}(P)$ that can be dominated by a replicable claim. In other words, it is the cone of super-replicable claims and consequently, $C$ is the cone of bounded super-replicable claims. A contingent claim $g \in L_{\infty}(P)$ is super-replicable at price 0 if we can achieve some other contingent claim $f, f \geq g$, with zero net investment by pursuing some predictable trading strategy $H$. Thus it might be necessary to 'throw away money' to arrive at $g$ (also known as 'free disposal').

The notion of separating measures, which will be defined next, was introduced by Bellini and Frittelli [11].

Definition 3.1.2. A $P$-absolutely continuous probability measure $Q$ is called a separating measure if $K \subseteq L_{1}(\Omega, \mathcal{F}, Q)$ and $\mathbb{E}_{Q}[k] \leq 0$ for all $k \in K$. It is called an equivalent separating measure if in addition $Q \in \mathbb{P}$. We denote the set of separating measures by $\mathcal{M}$.

The set $\mathcal{M}$ of separating measures can also be written as

$$
\mathcal{M}=\left\{Q \ll P: \mathbb{E}_{Q}[w] \leq 0 \text { for all } w \in C\right\}
$$

If $S$ is bounded (resp. locally bounded), then $\mathcal{M}$ reduces to

$$
\mathcal{M}=\{Q \ll P: S \text { is a } Q \text {-martingale (resp. local martingale) }\} .
$$

Generally, if $\mathcal{M} \neq \emptyset$, then the set of sigma-martingale measures $\mathbb{M}_{\sigma}(S) \neq \emptyset$ and the $L_{1}(P)$-norm closure of $\mathbb{M}_{\sigma}(S)$ is equal to $\mathcal{M}$. See Appendix A for more details on sigmamartingales.

The ability to price a contingent claim is based on the first fundamental theorem of asset pricing. The first fundamental theorem of asset pricing essentially states that the existence of an equivalent separating measure is equivalent to a properly defined condition of no arbitrage or no free lunch. The different notions of no arbitrage depend on different closures of $C$.

Definition 3.1.3. A semimartingale $S$ satisfies the condition of no arbitrage (NA) if

$$
K \cap L_{0}^{+}(P)=\{0\},
$$

or equivalently

$$
C \cap L_{\infty}^{+}(P)=\{0\} .
$$

The NA property has an obvious interpretation: the terminal payoffs cannot be positive for all admissible trading strategies as this implies that the investor will make a profit with probability 1, i.e. he makes a profit without taking on any risk. This cannot be allowed.

Harrison and Pliska proved that for a finite probability space and a discrete time filtration, we have NA equivalent to the existence of an equivalent martingale measure. Dalang, Morton and Willinger extended this to infinite probability spaces.

In continuous time, the no arbitrage condition is too weak to imply the existence of an equivalent martingale measure. Kreps realised that the purely algebraic notion of no arbitrage has to be complemented with a topological notion. Thus, he introduced the notion of no free lunch.

Definition 3.1.4. A semimartingale $S$ satisfies the condition of no free lunch (NFL) if

$$
\bar{C}^{*} \cap L_{\infty}^{+}(P)=\{0\},
$$

where $\bar{C}^{*}$ denotes the weak-star closure of $C$.

The process $S$ admits a free lunch, if there exists a random variable $f \in L_{\infty}^{+}(P) \backslash\{0\}$ and a net $\left(f_{\alpha}\right)_{\alpha \in I}=\left(g_{\alpha}-h_{\alpha}\right)_{\alpha \in I}$ such that $g_{\alpha}=\int_{0}^{T} H_{t}^{\alpha} d S_{t}$, for some admissible trading strategy $H^{\alpha}, h_{\alpha} \geq 0$ and $\left(f_{\alpha}\right)_{\alpha \in I}$ converges to $f$ in the weak-star topology of $L_{\infty}(P)$. Economically, this implies that although $f$ itself is not allowed to be of the form $\int_{0}^{T} H_{t} d S_{t}$, for some admissible $H$ (this would be an arbitrage), it is required that $f$ can be approximated by $f_{\alpha}$ in a suitable topology. In this approximation, people are allowed to 'throw money away', which is represented by the $h_{\alpha}$.

Kreps then proved the following theorem. He used a separability assumption in his proof, which is not necessary, as Yan [165] showed. Hence, Delbaen and Schachermayer named the theorem after both these authors.

Theorem 3.1.5 (Kreps-Yan theorem). A locally bounded stochastic process $S$ satisfies the condition of no free lunch if and only if there exists an equivalent local martingale measure.

Delbaen and Schachermayer found the economic interpretation of NFL problematic, as there is no control on the maximal loss obtained when using the trading strategy that gives the gain of $g_{\alpha}$. They asked themselves the following [41]:
(i) Can we find a requirement being closer to the original notion of NA and such that a version of the fundamental theorem of asset pricing still holds?
(ii) Can the weak* topology be replaced by a finer topology?
(iii) Is it possible to replace the net $\left(f_{\alpha}\right)_{\alpha \in I}$ by a sequence $\left(f_{n}\right)_{n=0}^{\infty}$ ?
(iv) Is it really necessary to allow for the 'throwing away of money'?

Added to the above drawbacks, if the semimartingale is not locally bounded, the KrepsYan theorem no longer holds. Hence, Delbaen introduced no free lunch with bounded risk, followed shortly by Delbaen and Schachermayer's [39, 40] introduction of the notion of no free lunch with vanishing risk.

Definition 3.1.6. A semimartingale $S$ satisfies the condition of no free lunch with bounded risk (NFLBR) if

$$
\tilde{C} \cap L_{\infty}^{+}(P)=\{0\},
$$

where $\tilde{C}$ is the set of all limits of weak-star converging sequences of elements of $C$.

The process $\left(S_{t}\right)$ satisfies NFLBR if and only if there does not exist a $(0, \infty]$-valued random variable $f$ and a sequence $\left(f_{n}\right) \subseteq K$ such that $f_{n} \geq-1$ for all $n \in \mathbb{N}$ and $\lim _{n \rightarrow \infty} f_{n}=f$ $P$-a.e.. An arbitrageur knows that in any case he can at most lose one unit of money, while as $n$ increases, the net gain $f_{n}$ becomes pointwise arbitrarily close to $f$.

Shortly thereafter, Delbaen and Schachermayer introduced no free lunch with vanishing risk.

Definition 3.1.7. A semimartingale $S$ satisfies the condition of no free lunch with vanishing risk (NFLVR) if

$$
\bar{C} \cap L_{\infty}^{+}(P)=\{0\},
$$

where $\bar{C}$ denotes the closure of $C$ with respect to the norm topology of $L_{\infty}(P)$.

In NFLVR, the weak star topology is replaced by the topology of uniform convergence. Now $S$ allows for a free lunch with vanishing risk, if there exists $f \in L_{\infty}^{+}(P) \backslash\{0\}$ and sequences $\left(f_{n}\right)_{n=0}^{\infty}=\left(\left(H^{n} \cdot S\right)_{\infty}\right)_{n=0}^{\infty} \in K$, where $\left(H^{n}\right)_{n=0}^{\infty}$ is a sequence of admissible integrands, and $\left(g_{n}\right)_{n=0}^{\infty}$ satisfying $g_{n} \leq f_{n}$, such that

$$
\lim _{n \rightarrow \infty}\left\|f-g_{n}\right\|_{\infty}=0
$$

The term vanishing risk is explained by the fact that the negative parts $\left(\left(f_{n}\right)^{-}\right)_{n=0}^{\infty}$ and $\left(\left(g_{n}\right)^{-}\right)_{n=0}^{\infty}$ tend to zero uniformly.

With this new concept of NFLVR and the notion of sigma-martingales, Delbaen and Schachermayer proved the fundamental theorem of asset pricing for the most general semimartingale market model.

Theorem 3.1.8. For any semimartingale $S$, the following are equivalent:
(i) $S$ satisfies NFLVR,
(ii) $\mathbb{M}_{\sigma}(S) \cap \mathbb{P} \neq \emptyset$.

As $C \subseteq \bar{C} \subseteq \tilde{C} \subseteq \bar{C}^{*}$, we have that NFL $\Rightarrow$ NFLBR $\Rightarrow$ NFLVR $\Rightarrow$ NA. Surprisingly, we actually have that NFL $\Leftrightarrow$ NFLBR $\Leftrightarrow$ NFLVR. This is due to the following theorem, proved by Kabanov [93].

Theorem 3.1.9. Under NFLVR, $C=\bar{C}^{*}$.

### 3.2 Equivalent martingale measures on Orlicz hearts

The existence of an equivalent martingale measure is of vital importance in mathematics of finance, as it is required to price financial instruments in a risk neutral setting. In this section, we show the necessary and sufficient conditions to ensure the existence of an equivalent martingale measure on an Orlicz heart.

### 3.2.1 Yan's theorem in Banach lattices

If $E$ is a Banach lattice and $e \in E^{+}$, let

$$
E_{e}:=\bigcup_{n \in \mathbb{N}}[-n e, n e],
$$

where

$$
[u, v]:=\{x \in E: u \leq x \leq v\} \text { for all } u, v \in E .
$$

Let

$$
p_{e}(x)=\inf \{\lambda>0: x \in[-\lambda e, \lambda e]\} \text { for all } x \in E_{e} .
$$

It is well-known that $p_{e}$ is an $M$-norm on $E_{e}$. If $\bar{E}_{e}=E$, then $e$ is called a quasi-interior point of $E$, where $\bar{E}_{e}$ denotes the norm closure of $E_{e}$ in $E$.

The following theorem by Nagel $[125,126]$ is based on Kakutani's $M$-space and $L$-space characterizations (see Kakutani [94, 95]).

Theorem 3.2.1. Let $E$ be a Banach lattice with order continuous norm and with a quasiinterior point $e \in E^{+}$. Then, there exists a probability space $(\Omega, \mathcal{F}, P)$ such that

$$
L_{\infty}(P) \hookrightarrow E \hookrightarrow L_{1}(P) \text { and } L_{\infty}(P) \hookrightarrow E^{*} \hookrightarrow L_{1}(P),
$$

where $L_{\infty}(P)$ and $E$ are dense order-ideals in $E$ and $L_{1}(P)$ respectively, and $L_{\infty}(P)$ and $E^{*}$ are dense order-ideals in $E^{*}$ and $L_{1}(P)$ respectively, where the duality is given by

$$
\left\langle x, x^{*}\right\rangle=\int_{\Omega} x^{*} x d P
$$

Moreover, $L_{\infty}(P)$ is the Banach lattice $\left(E_{e}, p_{e}\right)$ and $e$ is the function $\mathbf{1}: \Omega \rightarrow \mathbb{R}$, which is 1 a.s..

The following theorem was proved by Yan for $E=L_{1}(P)$ [165] and by Ansel and Stricker for $E=L_{p}(P)$, where $1 \leq p<\infty[2]$. We generalise it to Banach lattices with order continuous norm and quasi-interior points, by means of Nagel's theorem. The proof is adapted from Ansel and Stricker [2].

Theorem 3.2.2. Let $K$ be a convex subset of $E$ such that $0 \in K$. The following statements are equivalent.
(i) There exists $z^{*} \in E^{*}$ such that $z^{*}>0$ a.s. and

$$
\sup _{\xi \in K} z^{*}(\xi)<\infty
$$

(ii) For all $\eta \in E^{+}$with $\eta \neq 0$, there exists $c>0$ such that $c \eta \notin \overline{K-L_{\infty}^{+}(P)}$.
(iii) For all $A \in \mathcal{F}$ with $P(A)>0$, there exists $c>0$ such that $c \mathbb{1}_{A} \notin \overline{K-L_{\infty}^{+}(P)}$.

If, in addition $K$ is a cone, then the following statements are equivalent to (i), (ii) and (iii).
(iv) For all $A \in \mathcal{F}$ with $P(A)>0$, we have $\mathbb{1}_{A} \notin \overline{K-L_{\infty}^{+}(P)}$.
(v) $E^{+} \cap\left(\overline{K-L_{\infty}^{+}(P)}\right)=\{0\}$.

Proof. It is clear that (ii) $\Rightarrow$ (iii).
(iii) $\Rightarrow$ (i): Suppose condition (iii) is satisfied. Consider $A \in \mathcal{F}$ such that $P(A)>0$. By assumption, there exists a real-number $c>0$ such that $c \mathbb{1}_{A} \notin \overline{K-L_{\infty}^{+}(P)}$. Since $\overline{K-L_{\infty}^{+}(P)}$ is convex, we have by the Hahn Banach theorem that there exists $y^{*} \in E^{*}$ such that

$$
\begin{equation*}
\sup _{\xi \in K, \eta \in L_{\infty}^{+}(P)} y^{*}(\xi-\eta)<c y^{*}\left(\mathbb{1}_{A}\right) . \tag{3.1}
\end{equation*}
$$

Let $\xi=0 \in K$ and $\eta=a \mathbb{1}_{\left\{y^{*}<0\right\}}$, where $a>0$. Then we get

$$
-a y^{*}\left(\mathbb{1}_{\left\{y^{*}<0\right\}}\right)<c y^{*}\left(\mathbb{1}_{A}\right),
$$

i.e.

$$
-y^{*}\left(\mathbb{1}_{\left\{y^{*}<0\right\}}\right)<\frac{c}{a} y^{*}\left(\mathbb{1}_{A}\right) .
$$

By the Archimedean property of $\mathbb{R}$, we have $y^{*}\left(\mathbb{1}_{\left\{y^{*}<0\right\}}\right) \geq 0$ and therefore $y^{*} \geq 0$ a.s..

Letting $\eta=0$, we get

$$
\sup _{\xi \in K} y^{*}(\xi) \leq c y^{*}\left(\mathbb{1}_{A}\right)<\infty
$$

Consequently

$$
H:=\left\{x^{*} \in\left(E^{*}\right)^{+}: \sup _{\xi \in K} x^{*}(\xi)<\infty\right\}
$$

is non-empty, as $y^{*} \in H$ from our above proof. Let

$$
C=\left\{\left\{z^{*}=0\right\}: z^{*} \in H\right\} .
$$

We want to show that if $z_{n}^{*} \in H$ for all $n \in \mathbb{N}$ with $\left\{z_{n}^{*}=0\right\} \in C$, then $\bigcap_{n}\left\{z_{n}^{*}=0\right\} \in C$.
Let $\left(z_{n}^{*}\right)$ be any sequence in $H$. By (3.1), the sequences $\left(\sup _{\xi \in K} z_{n}^{*}(\xi)\right)_{n \in \mathbb{N}}$ and $\left(\left\|z_{n}^{*}\right\|_{E^{*}}\right)_{n \in \mathbb{N}}$ are bounded. Let

$$
c_{n}=\sup _{\xi \in K} z_{n}^{*}(\xi) \quad \text { and } \quad d_{n}=\left\|z_{n}^{*}\right\|_{E^{*}}
$$

Define

$$
z^{*}=\sum_{n} b_{n} z_{n}^{*},
$$

where the $b_{n}$ 's are such that $b_{n} \geq 0$ for all $n, \sum_{n} b_{n} c_{n}<\infty$ and $\sum_{n} b_{n} d_{n}<\infty$. As $\left\|z^{*}\right\|_{E^{*}}<\sum_{n} b_{n} d_{n}<\infty$ and $z^{*} \geq 0$, we have $z^{*} \in\left(E^{*}\right)^{+}$. Since

$$
\sup _{\xi \in K} z^{*}(\xi) \leq \sum_{n} b_{n} \sup _{\xi \in K} z_{n}^{*}(\xi)=\sum_{n} b_{n} c_{n}<\infty,
$$

it follows that $z^{*} \in H$. By the construction of $z^{*}$, we have $\left\{z^{*}=0\right\}=\bigcap_{n}\left\{z_{n}^{*}=0\right\}$.
Hence, there exists $z^{*} \in H$ such that $P\left(z^{*}=0\right)=\inf _{c \in C} P(c)$.
We will show that $z^{*}>0$ a.s.. Suppose that $P\left(z^{*}=0\right)>0$. Let $y^{*} \in H$ satisfy (3.1) with $A=\left\{z^{*}=0\right\}$. As shown above, we have $0<y^{*}\left(\mathbb{1}_{A}\right)=y^{*}\left(\mathbb{1}_{\left\{z^{*}=0\right\}}\right)$ and the random variable $y^{*}+z^{*} \in H$ with

$$
P\left(y^{*}+z^{*}=0\right)=P\left(z^{*}=0\right)-P\left(z^{*}=0, y^{*}>0\right)<P\left(z^{*}=0\right),
$$

which contradicts the fact that $P\left(z^{*}=0\right)=\inf _{c \in C} P(c)$. Therefore, $z^{*}>0$ a.s., proving (iii) $\Rightarrow$ (i).
(i) $\Rightarrow$ (ii): Suppose (ii) is not satisfied. Then there exists $\eta \in E^{+}$with $\eta \neq 0$ such that for all $n \in \mathbb{N}$, we have $n \eta \in \overline{K-L_{\infty}^{+}(P)}$. Hence, there exists $\left(z_{n}\right) \subseteq K-L_{\infty}^{+}(P)$ such that for $n \in \mathbb{N}$

$$
\left\|n \eta-z_{n}\right\|_{E} \leq \frac{1}{n}
$$

Also, there exists $k_{n} \in K$ and $l_{n} \in L_{\infty}^{+}(P)$ such that $z_{n}=k_{n}-l_{n}$. Let $\delta_{n}=n \eta-k_{n}+l_{n}$, then $\left\|\delta_{n}\right\|_{E} \leq \frac{1}{n}$.

If $z^{*}$ is a random variable in $E^{*}$ such that $z^{*}>0$ a.s., then we have

$$
\begin{aligned}
z^{*}\left(k_{n}\right) & =n z^{*}(\eta)+z^{*}\left(l_{n}\right)-z^{*}\left(\delta_{n}\right) \\
& \geq n z^{*}(\eta)-z^{*}\left(\delta_{n}\right) .
\end{aligned}
$$

By definition, we have

$$
\left\|z^{*}\right\|_{E^{*}}=\sup \left\{\left|z^{*}(z)\right|:\|z\|_{E} \leq 1\right\} \geq\left|z^{*}\left(n \delta_{n}\right)\right| \geq n z^{*}\left(\delta_{n}\right)
$$

Thus,

$$
\begin{aligned}
z^{*}\left(k_{n}\right) & \geq n z^{*}(\eta)-z^{*}\left(\delta_{n}\right) \\
& \geq n z^{*}(\eta)-\frac{1}{n}\left\|z^{*}\right\|_{E^{*}} .
\end{aligned}
$$

Hence, $\sup _{\xi \in K} z^{*}(\xi)=\infty$, showing that condition (i) is not satisfied.
Next, assume that $K$ is a cone.
$(\mathrm{v}) \Rightarrow(\mathrm{ii})$ : Assume that $E^{+} \cap\left(\overline{K-L_{\infty}^{+}(P)}\right)=\{0\}$. We will prove this by contradiction. Assume there exists $\eta \in E^{+}$such that for all $c>0, c \eta \in \overline{K-L_{\infty}^{+}(P)}$. This implies that $c \eta \notin E^{+}$, which is a contradiction as $E^{+}$is a Banach lattice.
(ii) $\Rightarrow(\mathrm{v})$ : Assume that (ii) holds. Once again, we will prove this by contradiction. Assume there exists $a \in E^{+} \cap\left(\overline{K-L_{\infty}^{+}(P)}\right)$. Then $a \in E^{+}$, which, by (ii), implies that for all $c>0 c a \notin \overline{K-L_{\infty}^{+}(P)}$, and $a \in \overline{K-L_{\infty}^{+}(P)}$. However, as $K$ is cone, we have that for all $c>0, c a \in \overline{K-L_{\infty}^{+}(P)}$, which is a contradiction.
(iii) $\Leftrightarrow$ (iv): Follows similarly.

### 3.2.2 Equivalent martingale measures

In this section, we take a look at an application of Theorem 3.2.2, which will give us a condition for the existence of an equivalent martingale measure. We prove the theorems for Banach lattices. The application of these theorems to Orlicz hearts will be a special case. The proofs are adapted from Stricker [150].

Let $H$ be a predictable, simple process, i.e. $H=\sum_{i=1}^{n-1} \lambda_{i} \mathbb{1}_{\left(t_{i}, t_{i+1}\right]}$, where $0 \leq t_{0}<t_{1}<$ $\cdots<t_{n} \leq 1$ and $\lambda_{i}=\left(\lambda_{i}^{1}, \ldots, \lambda_{i}^{d}\right) \in \mathbb{R}^{d}$ is a random $\mathcal{F}_{t}$-measurable vector. We denote by $(H \cdot X)_{t}$ the stochastic integral of the predictable process $H=\left(H^{1}, \ldots, H^{d}\right) \in \mathbb{R}^{d}$ with respect to the semimartingale $X=\left(X^{1}, \ldots, X^{d}\right) \in \mathbb{R}^{d}$. We suppose that $(H \cdot X)_{0}=0$. If $H$ is locally bounded, then it is well known that

$$
(H \cdot X)_{t}=\sum_{j=i}^{d} \int_{0}^{t} H_{s}^{j} d X_{s}^{j}
$$

Let $X$ be a $\mathbb{R}^{d}$-valued, càdlàg, adapted semimartingale with $X_{t} \in E$ for all $t \in[0,1]$. In this section, we consider the following special case of the convex set $K$ of the previous section. Let

$$
K=\left\{(H \cdot X)_{1}: H \text { is predictable, simple and bounded }\right\} .
$$

By considering this cone $K$, we may add another equivalent condition to those in Theorem 3.2.2.

Theorem 3.2.3. The following are equivalent.
(v) $E^{+} \cap\left(\overline{K-L_{\infty}^{+}(P)}\right)=\{0\}$.
(vi) There exists a probability measure $Q$ equivalent to $P$ and with density $\frac{d Q}{d P} \in E^{*}$ such that $X$ is a $Q$-martingale.

Proof. (v) $\Rightarrow$ (vi): Assume that condition (v) holds, then condition (i) of Theorem 3.2.2 also holds. Thus, by Theorem 3.2.2, there exists a random variable $z^{*} \in\left(E^{*}\right)^{+}$such that $\sup _{\xi \in K} z^{*}(\xi)<\infty$. Hence, $z^{*}(k) \leq \sup _{\xi \in K} z^{*}(\xi)$ for all $k \in K$. Since $K$ is a cone, we get for all $n \in \mathbb{N}$ that

$$
z^{*}(k) \leq \frac{1}{n} \sup _{\xi \in K} z^{*}(\xi)
$$

Thus, by the Archimedean property, we have that $z^{*}(k)=0$ for all $k \in K$. In other words, $z^{*}\left((H \cdot X)_{1}\right)=0$ for all predictable, simple and bounded processes $H$. Let $d Q=z^{*} d P$. Then $\frac{d Q}{d P} \in E^{*}$ and $X$ is a martingale under $Q$. Thus, we have shown that there exists a probability measure $Q$ equivalent to $P$ and with Radon-Nikodým derivative $\frac{d Q}{d P} \in E^{*}$ such that $X$ is a $Q$-martingale.
(vi) $\Rightarrow(\mathrm{v})$ : If $Q$ is equivalent to $P$, the Radon-Nikodým derivative $\frac{d Q}{d P}=z^{*}$ belongs to $E^{*}$ and $z^{*}>0$. If $X$ is a martingale under $Q$, then $z^{*}\left((H \cdot X)_{1}\right)=0$ for all previsible, simple, bounded $H$. Thus $z^{*}(k)=0$ for all $k \in K$, i.e.

$$
\sup _{k \in K} z^{*}(k)=0<\infty .
$$

Hence, condition (i) of Theorem 3.2.2 is verified with $z^{*}=\frac{d Q}{d P}$ and $(v)$ holds.
If $X$ is continuous we can weaken condition (v) of Theorem 3.2.3 by replacing $\overline{K-L_{\infty}^{+}(P)}$ with $\bar{K}$, as is shown in the next theorem.

Theorem 3.2.4. Let $X$ be a continuous, adapted process with values in $\mathbb{R}^{d}$. Let $X_{t} \in E$ for all $t \in[0,1]$. Then there exists a probability $Q$ equivalent to $P$ and with Radon-Nikodým derivative $\frac{d Q}{d P} \in E^{*}$ such that $X$ is a $Q$-martingale if and only if $E^{+} \cap \bar{K}=\{0\}$.

Proof. $\Rightarrow$ : Assume that there exists a probability $Q$ equivalent to $P$ and with RadonNikodým derivative $\frac{d Q}{d P} \in E^{*}$ such that $X$ is a $Q$-martingale. Then, by Theorem 3.2.3, we have that $E^{+} \cap\left(\overline{K-L_{\infty}^{+}(P)}\right)=\{0\}$. As $\bar{K} \subseteq \overline{K-L_{\infty}^{+}(P)}$, we must have that $E^{+} \cap \bar{K}=\{0\}$.
$\Leftarrow$ : Conversely, suppose that $E^{+} \cap \bar{K}=\{0\}$. We show, using a contradiction argument, that $\mathbb{1}_{A} \notin \overline{K-L_{\infty}^{+}(P)}$ is satisfied for all $A \in \mathcal{F}$ with $P(A)>0$. Assume there exists $A \in \mathcal{F}$ with $P(A)>0$ such that $\mathbb{1}_{A} \in \overline{K-L_{\infty}^{+}(P)}$. Then we can find a sequence of positive, bounded, random variables $\left(B_{n}\right)$, a sequence of previsible, simple, bounded processes $\left(H_{n}\right)$ and a set $A \in \mathcal{F}$ with $P(A)>0$, such that $\left(H_{n} \cdot X\right)_{1}-B_{n}$ converges to $\mathbb{1}_{A}$.

We will construct two sequences $\left(U_{n}\right)$ and $\left(B_{n}^{\prime}\right)$ such that

- $B_{n}^{\prime} \in L_{\infty}^{+}(P)$,
- $U_{n}$ is a previsible, simple, bounded process,
- $\left(\left(U_{n} \cdot X\right)_{1}\right)$ is bounded in $E$ and
- $\left(\left(U_{n} \cdot X\right)_{1}-B_{n}^{\prime}\right)$ converges to $\mathbb{1}_{A}$.

To construct these sequences, we introduce the stopping time

$$
T_{n}= \begin{cases}1 & \text { if }\left(H_{n} \cdot X\right)_{t}<1 \text { for all } t \in[0,1] \\ \inf \left\{t>0:\left(H_{n} \cdot X\right)_{t} \geq 1\right\} & \text { otherwise } .\end{cases}
$$

Note that $\left(H_{n} \cdot X\right)_{1}^{-} \geq\left(H_{n} \cdot X\right)_{T_{n}}^{-} \geq 0$. In fact $\left(H_{n} \cdot X\right)_{1}^{-}$tends to 0 in $E$. We also have that $0 \leq\left(H_{n} \cdot X\right)_{T_{n}}^{+} \leq 1$. Thus, the sequence $\left(H_{n} \cdot X\right)_{T_{n}}=\left(H_{n} \cdot X\right)_{T_{n}}^{+}-\left(H_{n} \cdot X\right)_{T_{n}}^{-}$is bounded in $E$.

However, the process $\mathbb{1}_{\left[0, T_{n}\right]} H_{n}$ is not simple.
It is well known that there exists a decreasing sequence of stopping times $\left(T_{m}\right)_{m \in \mathbb{N}}$ with $\lim _{m \rightarrow \infty} T_{m}=T_{n}$. Let

$$
T_{m}^{\prime}= \begin{cases}T_{m} & \text { if }\left|\left(H_{n} \cdot X\right)_{T_{n}}-\left(H_{n} \cdot X\right)_{T_{m}}\right| \leq 1 \\ 1 & \text { otherwise }\end{cases}
$$

Then, we see that

$$
\begin{equation*}
\lim _{m \rightarrow \infty}\left\|\left(H_{n} \cdot X\right)_{T_{n}}-\left(H_{n} \cdot X\right)_{T_{m}^{\prime}}\right\|=0 \tag{3.2}
\end{equation*}
$$

We can thus choose $m$ such that $\left\|\left(H_{n} \cdot X\right)_{T_{n}}-\left(H_{n} \cdot X\right)_{T_{m}^{\prime}}\right\| \leq \frac{1}{n}$.
Let $U_{n}=\mathbb{1}_{\left[0, T_{m}^{\prime}\right]} H_{n}$ and $B_{n}^{\prime}=\mathbb{1}_{\left\{T_{n}<1\right\} \cap A^{c}}+\mathbb{1}_{\left\{T_{n}=1\right\}} B_{n}$. Then $U_{n}$ is a simple and bounded process and $B_{n}^{\prime} \in L_{\infty}^{+}(P)$. But

$$
\left(H_{n} \cdot X\right)_{T_{n}}-B_{n}^{\prime}= \begin{cases}\left(H_{n} \cdot X\right)_{1}-B_{n} & \text { on }\left\{T_{n}=1\right\} \\ 0 & \text { on } A^{c} \cap\left\{T_{n}<1\right\} \\ 1 & \text { on } A \cap\left\{T_{n}<1\right\}\end{cases}
$$

Therefore, $\left(H_{n} \cdot X\right)_{T_{n}}-B_{n}^{\prime}$ converges to $\mathbb{1}_{A}$ in $E$. From (3.2), we see that $\left(H_{n} \cdot X\right)_{T_{m}^{\prime}}-B_{n}^{\prime}$ also converges to $\mathbb{1}_{A}$.

Since $\left(\left(U_{n} \cdot X\right)_{1}\right)$ is bounded, we can extract a sub-sequence which converges weakly to a random variable $Y$. As $\bar{K}$ is convex and closed in the strong topology, $Y \in \bar{K}$. But $\left(H_{n} \cdot X\right)_{1}-B_{n}$ converges to $\mathbb{1}_{A}$ in $E$, with the result that the weak convergence of $\left(H_{n} \cdot X\right)_{1}$ leads to the weak convergence of $B_{n}$ to a random variable $B \geq 0$. Thus, $Y=B+\mathbb{1}_{A} \neq 0$. This shows that $Y \in E^{+}$, contradicting our assumption that $E^{+} \cap \bar{K}=\{0\}$.

Hence, $\mathbb{1}_{A} \notin \overline{K-L_{\infty}^{+}(P)}$. Hence, there exists a probability $Q$ equivalent to $P$ and with Radon-Nikodým derivative $\frac{d Q}{d P} \in E^{*}$ such that $X$ is a $Q$-martingale.

Let $(\Phi, \Psi)$ be complementary finite Young functions. As $H_{\Phi}(P)$ is a Banach lattice with order continuous norm, $e=\mathbf{1}$ is a quasi-interior point of $H_{\Phi}(P)$ and we have that $L_{\infty}(P) \subseteq H_{\Phi}(P) \subseteq L_{1}(P)$, we can specialise Theorem 3.2.2 and Theorem 3.2.3 to Orlicz hearts by letting $E=H_{\Phi}(P)$.

In incomplete markets, there does not exist a unique equivalent martingale measure that can be used to price contingent claims. One method of choosing an equivalent pricing measure, is to incorporate a preference structure into the pricing techniques. This is done via utility funtions, which will be introduced in the next section.

### 3.3 Utility functions

There are two different ways to model the prices of assets: via a no arbitrage model or via a capital asset pricing model. The latter is based on balancing supply with demand among investors who have utility functions that convert units of consumption into units of satisfaction. In other words, utility functions are used to measure an investor's preference for wealth and how much risk he is willing to undertake to gain more wealth. While the no arbitrage model allows for precise quantitative insights into the market in a complete market setting, the utility based methods are currently the only theoretically defensible way to model in incomplete markets [144].

Definition 3.3.1. A utility function $u: \mathbb{R} \rightarrow[-\infty, \infty]$ is a non-decreasing, twice differentiable function, with the following properties:
(i) non-satiation, i.e. $u^{\prime}(x)>0$, where $u^{\prime}$ denotes the first derivative of $u$.
(ii) risk aversion, i.e. $u^{\prime \prime}(x)<0$, where $u^{\prime \prime}$ denotes the second derivative of $u$.

The non-satiation property implies that the the utility increases with wealth, i.e. that more wealth is preferred to less wealth, and that the investor never has enough wealth.

The risk aversion property implies that the utility function is concave, i.e. that the marginal utility of wealth decreases as wealth increases. This concavity of the utility function captures the trade-off between risk and return. In other words, the gain of one dollar to someone who only has one dollar is worth more than to someone who already has a million dollars.

Different investors can have different utility functions, as long as they satisfy the above mentioned properties.

By comparing expected utility of payoffs instead of expected payoffs, and choosing the utility function judiciously, it is possible to capture an investor's attitude towards the tradeoff between risk and return. Therefore, in the theory of portfolio optimisation, a rational investor will always try to maximise his expected utility of wealth.

Definition 3.3.2. The principle of expected utility maximisation involves finding the optimal portfolio, by solving the following:

$$
\max _{I \in \mathcal{H}} \mathbb{E}[u(X(I))]
$$

where $\mathcal{H}$ is the set of all feasible investment options and $X(I)$ is the terminal value of the investment $I$ after the given time period.

Note, that this expectation is computed under the real-world probability measure and not the risk-neutral one. It would not make sense to work under the risk-neutral measure. Under this measure, the stock and the money market account have the same expected rate of return and hence, the investor would only invest in the money market.

Example 3.3.3 (A fair game). Consider the function defined by

$$
u(x)=\sqrt{x} .
$$

As

$$
u^{\prime}(x)=0.5 x^{-0.5}>0 \text { and } u^{\prime \prime}(x)=-0.25 x^{-1.5}<0,
$$

we have that $u$ is a utility function. Assume that the investor's initial wealth is $\$ 5$ and assume that there is only one investment available. In this investment a fair coin is flipped. If it comes up heads, the investor wins $\$ 4$, increasing his wealth to $\$ 9$. If it comes up tails, the investor loses $\$ 4$, decreasing his wealth to $\$ 1$. This is called a fair game as the expected
gain is $0.5(4)+0.5(-4)=0$. Will the investor choose to play this game if he follows the principle of expected utility maximisation?

If he refuses to play the game, he has an expected utility of $\sqrt{5}=2.24$. If he decides to play the game, his expected utility becomes $0.5 \sqrt{1}+0.5 \sqrt{9}=2$. Since 2.24 is greater than 2 , the investor will refuse to play the game.

In general, a risk-averse investor will never choose an investment whose expected return is $0 \%$. In other words, the property of risk aversion implies that investors attach more weight to losses than they do to gains of equal magnitude.

If we change the probability of a good outcome to $75 \%$, then the expected outcome is $\$ 7$, the expected return is $40 \%$ and the expected utility would be $0.75 \sqrt{9}+0.25 \sqrt{1}=2.5$. Since 2.5 is greater than 2.24 , the investor would be willing to make the investment. The expected return of $40 \%$ is a 'risk premium', which compensates him for undertaking the risk of the investment.

## Definition 3.3.4.

(i) The certainty equivalent for an investment with outcome given by a random variable $x$, is denoted by $c$ and is defined by

$$
u(c)=\mathbb{E}(u(x)) .
$$

(ii) The risk premium for an investment with outcome given by a random variable $x$, is denoted by $\rho$ and is defined by

$$
\rho(x)=\mathbb{E}[x]-c .
$$

An investor with current wealth less than the certainty equivalent will consider the investment attractive, while an investor with current wealth greater than the certainty equivalent will not. Note that since the utility function is an increasing function, maximising expected utility is equivalent to maximising the certainty equivalent.

Definition 3.3.5. Suppose that $u$ is a twice continuously differentiable utility function on $\Omega$. Then

$$
\alpha(x)=-\frac{u^{\prime \prime}(x)}{u^{\prime}(x)}
$$

is called the Arrow-Pratt coefficient of absolute risk aversion of $u$ at level $x$.

The most general class of utility functions used in practice, is called the hyperbolic absolute risk aversion class, also known as the HARA class. A utility function falls into the

HARA class, if its Arrow-Pratt coefficient of absolute risk aversion is hyperbolic, i.e.

$$
\alpha(x)=\frac{1}{a x+b}
$$

for $a, b \in \mathbb{R}$. This class is obtained as follows. Let $c \in \mathbb{R}$ and $p \in[0,1)$. For $p \neq 0$, define

$$
u_{p}(x)= \begin{cases}\frac{1}{p}(x-c)^{p} & \text { if } x>c \\ 0 & \text { if } 0<p<1 \text { and } x=c \\ -\infty & \text { if } p<0 \text { and } x=c \\ -\infty & \text { if } x<c .\end{cases}
$$

For $p=0$, define the logarithmic utility function

$$
u_{0}(c)= \begin{cases}\ln (x-c) & \text { if } x>c \\ -\infty & \text { if } x \leq c\end{cases}
$$

We end this section with another example.
Example 3.3.6 (Optimising a portfolio). Consider an investment, which returns $-10 \%$ with probability $\frac{1}{2}$ and $+20 \%$ with probability $\frac{1}{2}$. The investor has the choice to invest any part of his total wealth of $\$ 100$ in the risky asset. We will consider the following utility function. For any $\lambda<1, \lambda \neq 0$, let

$$
u_{\lambda}(x)=\frac{x^{\lambda}-1}{\lambda} .
$$

Then,

$$
\begin{aligned}
u_{\lambda}^{\prime}(x) & =x^{\lambda-1}>0 \\
u_{\lambda}^{\prime \prime}(x) & =(\lambda-1) x^{\lambda-2}<0 .
\end{aligned}
$$

Let $\theta$ be the amount invested in the risky asset and the investor does nothing with the remaining $100-\theta$. The two possible outcomes are:

$$
\text { Bad outcome: } x=0.9 \theta+(100-\theta)=100-0.1 \theta
$$

Good outcome: $x=1.2 \theta+(100-\theta)=100+0.2 \theta$.
The expected utility of the outcome is

$$
\begin{aligned}
f(\theta) & =\frac{1}{2} u(100-0.1 \theta)+\frac{1}{2} u(100+0.2 \theta) \\
& =\frac{(100-0.1 \theta)^{\lambda}-1}{2 \lambda}+\frac{(100+0.2 \theta)^{\lambda}-1}{2 \lambda} \\
& =\frac{1}{2 \lambda}\left[(100-0.1 \theta)^{\lambda}+(100+0.2 \theta)^{\lambda}-2\right] .
\end{aligned}
$$



Figure 3.1: Utility Hill for $\lambda=-3$.

Figure 3.1 shows the certainty equivalent of the function $u^{-1}(f(\theta))$ for $\lambda=-3$. Since maximising expected utility is equivalent to maximising the certainty equivalent, Figure 3.1 indicates that the optimal amount to invest in the risky asset in the case of $\lambda=-3$ is approximately $\$ 59$.


Figure 3.2: Utility Hill for $\lambda=-5$.

Figure 3.2 shows the corresponding graph for $\lambda=-5$. For this more risk averse investor, the optimal amount to invest in the risky asset is approximately $\$ 39$.

Since, this example is relatively simple, we can find the exact optimal portfolio. The value of $\theta$ that maximises $f(\theta)$, is given by

$$
\theta=\frac{100\left(2^{\frac{1}{A}}-1\right)}{0.2+0.1\left(2^{\frac{1}{A}}\right)},
$$

where $A=1-\lambda$. The number $A$ is called the coefficient of risk aversion. As $\lambda$ decreases, investors become more risk averse and vice versa.


Figure 3.3: Amount invested in risky asset as coefficient of risk aversion changes.

Figure 3.3 shows how much the investor should invest in the risky asset as a function of his risk aversion. It is interesting to note that an investor with a very low coefficient of risk aversion, should actually invest more than his total wealth in the risky asset.

### 3.4 No market free lunch

In this section we will consider the positive cone of $L_{\infty}(P)$ excluding zero, i.e. $L_{\infty}^{+}(P) \backslash\{0\}$. Note that the set

$$
\left\{w \in L_{\infty}(P): P(w \geq 0)=1 \text { and } P(w>0)>0\right\}
$$

as considered in [63], is equal to $L_{\infty}^{+}(P) \backslash\{0\}$.
We will interpret each element $w \in L_{\infty}^{+}(P) \backslash\{0\}$ as the time $T$ payoff of a claim.
If we short sell this claim, then we will receive a positive amount now, but will have to pay back $-w$ at time $T$. But today we could also choose an admissible trading strategy, with zero (or negative) initial cost, that might 'hedge' the claim $w$. At time $t$, our payoff will then be $f-w$, where $f \in C$.

Lemma 3.4.1. If for some $w \in L_{\infty}^{+}(P) \backslash\{0\}$ and $f \in C$

$$
f-w \geq 0 P \text {-a.s. }
$$

then the no arbitrage condition is violated.

Proof. Select $w \in L_{\infty}^{+}(P) \backslash\{0\}$ and $f \in C=\left(K-L_{0}^{+}(P)\right) \cap L_{\infty}(P)$ such that $f-w \geq 0 P$-a.s.. Since both $f, w \in L_{\infty}(P)$, we have $f-w \in L_{\infty}^{+}(P)$.

Since $f \in\left(K-L_{0}^{+}(P)\right)$, we can write $f=k-l$ where $k \in K$ and $l \in L_{0}^{+}(P)$. Then

$$
f-w=k-(l+w),
$$

where $l+w \in L_{0}^{+}(P)$. Hence $f-w \in\left(K-L_{0}^{+}(P)\right)$ and thus $f-w \in C$. In other words, $f-w \in C \cap L_{\infty}^{+}(P)$, which implies that arbitrage is possible.

Definition 3.4.2. The essential infimum, denoted by essinf $f$, is given by

$$
e s s \inf f=\sup \{z: f \geq z \text { a.e. }\}
$$

Lemma 3.4.3. The following are equivalent.
(i) There is FLVR.
(ii) There exist $w \in L_{\infty}^{+}(P) \backslash\{0\}$ and a sequence $\left(f_{n}\right) \subseteq C$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|f_{n}-w\right\|_{\infty}=0 \tag{3.3}
\end{equation*}
$$

(iii) There exist $w \in L_{\infty}^{+}(P) \backslash\{0\}$ and $f \in C$ such that

$$
\begin{equation*}
\sup _{f \in C}\left\{e s s \inf _{\Omega}(f-w)\right\} \geq 0 . \tag{3.4}
\end{equation*}
$$

Proof. To show (i) $\Leftrightarrow$ (ii) is trivial.
(ii) $\Rightarrow$ (iii): Suppose there exist $w \in L_{\infty}^{+}(P) \backslash\{0\}$ and a sequence $\left(f_{n}\right) \subseteq C$ such that $\lim _{n \rightarrow \infty}\left\|f_{n}-w\right\|_{\infty}=0$. Let $\tilde{f}_{n}=f_{n}-\left(f_{n}-w\right)^{+}$for all $n \in \mathbb{N}$. Then $\left(\tilde{f}_{n}\right) \subseteq C$ and

$$
-\frac{1}{n} \leq \tilde{f}_{n}-w \leq\left(f_{n}-w\right)-\left(f_{n}-w\right)^{+} \leq 0
$$

Hence,

$$
\operatorname{ess} \inf _{\Omega}\left(\tilde{f}_{n}-w\right) \geq-\frac{1}{n}
$$

and so

$$
\sup _{f \in C}\left\{e s s \inf _{\Omega}(f-w)\right\} \geq 0 .
$$

(iii) $\Rightarrow$ (ii): Suppose there exist $w \in L_{\infty}^{+}(P) \backslash\{0\}$ and $f \in C$ such that $\sup _{f \in C}\left\{\right.$ ess $\left.\inf _{\Omega}(f-w)\right\} \geq 0$. Then, for all $n \in \mathbb{N}$, there exists $f_{n} \in C$ such that

$$
\operatorname{ess} \inf _{\Omega}\left(f_{n}-w\right) \geq-\frac{1}{n}
$$

Let $\tilde{f}_{n}=f_{n}-\left(f_{n}-w\right)^{+}$. Then $\tilde{f}_{n} \in C$ and

$$
-\frac{1}{n} \leq \tilde{f}_{n}-w \leq\left(f_{n}-w\right)-\left(f_{n}-w\right)^{+} \leq 0 \leq \frac{1}{n}
$$

Hence, we have that

$$
\lim _{n \rightarrow \infty}\left\|\tilde{f}_{n}-w\right\|_{\infty}=0
$$

Let $\mathbb{U}$ be a certain set of utility functions $u: \mathbb{R} \rightarrow[-\infty, \infty]$. We assume that the preference " $\succeq$ " of the investors in the market under consideration can be represented by the expected utility, i.e.

$$
f_{1} \succeq f_{2} \quad \Leftrightarrow \quad \mathbb{E}_{Q}\left[u\left(f_{1}\right)\right] \geq \mathbb{E}_{Q}\left[u\left(f_{2}\right)\right]
$$

where $Q \in \mathbb{P}, u \in \mathbb{U}$ and $f_{1}, f_{2} \in L_{0}(P)$.
Frittelli [63] introduced the notion of a market free lunch that depends on the preferences of the investors in the market. Market free lunch with respect to $\mathbb{U}$ is defined as follows.

Definition 3.4.4. [63, Definition 3] There is a market free lunch with respect to $\mathbb{U}$ if for all $P \in \mathbb{P}$ and $u \in \mathbb{U}$, there exists $w \in L_{\infty}^{+}(P) \backslash\{0\}$ such that

$$
\begin{equation*}
\sup _{f \in C} \mathbb{E}_{P}[u(f-w)] \geq u(0) . \tag{3.5}
\end{equation*}
$$

Hence, there is no market free lunch $(\operatorname{NMFL}(\mathbb{U}))$ with respect to $\mathbb{U}$ if for all $w \in L_{\infty}^{+}(P) \backslash\{0\}$ there exist $P \in \mathbb{P}$ and $u \in \mathbb{U}$ such that

$$
\sup _{f \in C} \mathbb{E}_{P}[u(f-w)]<u(0) .
$$

This definition clearly depends on the set of utility functions, which we choose. The above definition only makes economical sense if our utility function is non-decreasing on $\mathbb{R}$. Consider $w \in L_{\infty}^{+}(P) \backslash\{0\}$ such that Equation 3.5 holds. A market free lunch implies that all investors in the market, who are represented by their beliefs $P \in \mathbb{P}$ and their preferences $u \in \mathbb{U}$, regard the risk $w$ as a free lunch, as each investor can hedge the risk $g$ in such a way that their preferences and beliefs are not compromised.

Consider the following families of utility functions

$$
\begin{aligned}
& \mathbb{U}_{0}=\{u: \mathbb{R} \rightarrow[-\infty, \infty]: u \text { is non-decreasing on } \mathbb{R}\}, \\
& \mathbb{U}_{1}=\left\{u \in \mathbb{U}_{0}: u \text { is left continuous at } 0 \in \operatorname{int}(\operatorname{dom}(u))\right\} \text { and } \\
& \mathbb{U}_{2}=\left\{u \in \mathbb{U}_{0}: u \text { is finite-valued and concave on } \mathbb{R}\right\} .
\end{aligned}
$$

Note that $\mathbb{U}_{2} \subseteq \mathbb{U}_{1} \subseteq \mathbb{U}_{0}$ and $\operatorname{NMFL}\left(\mathbb{U}_{0}\right) \Rightarrow \operatorname{NMFL}\left(\mathbb{U}_{1}\right) \Rightarrow \operatorname{NMFL}\left(\mathbb{U}_{2}\right)$.

## Proposition 3.4.5.

(i) $N M F L\left(\mathbb{U}_{0}\right) \Leftrightarrow N A$.
(ii) $\operatorname{NMFL}\left(\mathbb{U}_{1}\right) \Leftrightarrow \operatorname{NFLVR}$.

Proof. ([63, Proposition 5]) (i): Assume that an arbitrage opportunity exists. We need to show that there exists $w \in L_{\infty}^{+}(P) \backslash\{0\}$ such that (3.5) holds. Consider $w \in C \cap L_{\infty}^{+}(P) \backslash\{0\}$. Since $L_{\infty}^{+}(P) \backslash\{0\} \subseteq L_{\infty}(P)$, we have that $w \in C \cap L_{\infty}(P)$, which shows that $w$ is an arbitrage opportunity. Then, for $u \in \mathbb{U}_{0}$

$$
\sup _{f \in C} \mathbb{E}_{P}[u(f-w)] \geq \mathbb{E}_{P}[u(w-w)]=u(0),
$$

i.e. there is a $\operatorname{MFL}\left(\mathbb{U}_{0}\right)$.

Conversely, assume there exists a $\operatorname{MFL}\left(\mathbb{U}_{0}\right)$, i.e. there exists $w \in L_{\infty}^{+}(P) \backslash\{0\}$ such that $\sup \mathbb{E}_{P}[u(f-w)] \geq u(0)$ holds for all $P \in \mathbb{P}$ and $u \in \mathbb{U}_{0}$. Take $P \in \mathbb{P}$ and define $u \in \mathbb{U}_{0}$ by $f \in C$

$$
u(x)= \begin{cases}0 & \text { for } x \geq 0 \\ -\infty & \text { for } x<0\end{cases}
$$

Thus, $\sup _{f \in C} \mathbb{E}_{P}[u(f-w)] \geq 0$ and due to the definition of $u$, there must exist $f \in C$ such that $P(f-w \geq 0)=1$, i.e. by Lemma 3.4.1, there is an arbitrage opportunity.
(ii): Let $n \geq 1$. Suppose there is a free lunch with vanishing risk. Then, by Lemma 3.4.3, there exist $w \in L_{\infty}^{+}(P) \backslash\{0\}$ and a sequence $\left(f_{n}\right) \subseteq C$ such that (3.4) is satisfied. From the left continuity of $u$ at 0 , there exists $\epsilon_{n}>0$ such that if $-\epsilon_{n}<x \leq 0$, then $u(x)>u(0)-\frac{1}{n}$.

For each $n$, there exists $\delta_{n}>0$ such that $\lim _{n \rightarrow \infty}\left\|f_{n}-w\right\|_{\infty}>\delta_{n}$. Set $\tilde{f}_{n}:=f_{n}-\left(f_{n}-w\right)^{+}$. Then $\tilde{f}_{n} \in C$ and $-\delta_{n}<\left(\tilde{f}_{n}-w\right) \leq 0 P$-a.s.. Hence, $u\left(\tilde{f}_{n}-w\right)>u(0)-\frac{1}{n} P$-a.s.. Thus, we can conclude that $\sup _{f \in C} \mathbb{E}_{P}[u(f-w)] \geq u(0)$, i.e. a $\operatorname{MFL}\left(\mathbb{U}_{1}\right)$ exists.

Conversely, suppose that there exists a $\operatorname{MFL}\left(\mathbb{U}_{1}\right)$. Take $P \in \mathbb{P}$ and for all $n \geq 1$, define $u_{n}$ by

$$
u_{n}(x)= \begin{cases}0 & \text { for } x>-\frac{1}{n} \\ -\infty & \text { for } x \leq-\frac{1}{n}\end{cases}
$$

Then $u_{n} \in \mathbb{U}_{1}$. By assumption there exists $w \in L_{\infty}^{+}(P) \backslash\{0\}$ such that $\sup _{f \in C} \mathbb{E}_{P}\left[u_{n}(f-w)\right] \geq$ $u_{n}(0)=0$ for all $n \geq 1$. Hence, there exists $f_{n} \in C$ such that $P\left(f_{n}-w \leq-\frac{1}{n}\right)=0$, i.e. such that essinf $\left(f_{n}-w\right) \geq-\frac{1}{n}$ for all $n \geq 1$. Thus, $\sup _{f \in C}\{$ ess $\inf (f-w)\} \geq 0$, which, by Lemma 3.4.3, implies that there exists a FLVR.

This proposition shows that the difference, from an economic perspective, between NA and NFLVR is due to the differing preferences of the investors.

Under this new concept of NMFL, Bellini and Frittelli [11] proved another version of the fundamental theorem of asset pricing.

Theorem 3.4.6. For any semimartingale $S$, the following are equivalent:
(i) $S$ satisfies $\operatorname{NMFL}\left(\mathbb{U}_{2}\right)$,
(ii) $\mathcal{M} \cap \mathbb{P} \neq \emptyset$.

We will not prove this theorem here, as we will be considering an alternative version of it in Section 3.5, which we will then prove. See [14] for a proof of Theorem 3.4.6.

If $S$ is not locally bounded, then $\mathcal{M}$ cannot be reduced to a simpler form. Hence, we need to introduce a new setup, introduced by Frittelli [64], which allows us to work with unbounded processes.

### 3.5 No free lunch in Orlicz spaces

### 3.5.1 The optimisation problem

The analysis of any optimisation problem depends greatly on the definition of the domain of optimisation and the objective function. In a financial setting, it is very helpful to ensure that the optimal value is finite. Therefore, the utility maximisation problem, given by

$$
\sup _{k \in D} \mathbb{E}[u(x+k)],
$$

where $u$ is the utility function, $x$ is the initial wealth of the investor and $D$ is an appropriate set of admissible strategies, requires the specification of

1. the financial market model and the admissible terminal wealths,
2. the technical assumptions on the utility function and
3. some joint conditions on the market model and the utility function.

The market model and the admissible terminal wealths have been described in Section 3.1.
The utility function $u: \mathbb{R} \rightarrow[-\infty, \infty]$ is increasing and concave on $(a, \infty)$, where $a \in[-\infty, 0)$ and, if $a$ is finite, then $u(x)=-\infty$ for all $x \leq a$. Hence, $u(x)$ must satisfy $\lim _{x \rightarrow-\infty} u(x)=-\infty$.

Two widely used utility functions satisfy the above conditions. They are stated in the following example.

## Example 3.5.1.

1. The logarithmic utility function is given by

$$
u(x)= \begin{cases}\ln (1+x) & \text { for } x>-1 \\ -\infty & \text { for } x \leq-1\end{cases}
$$

In this example, we have $a=-1$.
2. The exponential utility function is given by

$$
u(x)=-e^{-x} \text { for } x \in \mathbb{R}
$$

Here $a=-\infty$.

Figure 3.4 shows the general shape of a utility function, that satisfies these conditions.


Figure 3.4: General shape of a Utility function.

In general, our class of utility functions includes all those functions, for which

$$
\lim _{x \downarrow 0} \frac{u(x)}{x}<\infty
$$

and those functions, which are constant for $x \geq x_{0}$, where $x_{0} \in \mathbb{R}$ is fixed.

## Definition 3.5.2.

(i) The utility function $u$ satisfies the Inada conditions if

$$
\lim _{x \downarrow-\infty} u^{\prime}(x)=-\infty \quad \text { and } \quad \lim _{x \uparrow \infty} u^{\prime}(x)=0 .
$$

(ii) The utility function $u$ satisfies the reasonable asymptotic elasticity condition $R A E(u)$ introduced in $[104,141]$ if

$$
\liminf _{x \rightarrow-\infty} \frac{x u^{\prime}(x)}{u(x)}>1 \quad \text { and } \quad \limsup _{x \rightarrow \infty} \frac{x u^{\prime}(x)}{u(x)}<1
$$

When working with a locally bounded semimartingale, the above two technical conditions ensure that the optimisation problem has a solution. This is shown in [141]. However, it has been shown $[13,105]$ that within a specific market model one may state more general necessary and sufficient conditions on the utility function that allow the dual approach of the optimisation to work and ensure the existence of an optimal investment. The advantages of the RAE(u) condition is that it is easily verified and the most commonly used utility functions satisfy it.

Lastly, we need to look at the joint conditions between the market model and the utility function. The duality approach to the optimisation problem requires the convex conjugate $\Phi$ of the utility function $u$, given by

$$
\Phi(y)=\sup _{x \in \mathbb{R}}\{u(x)-x y\} .
$$

This is just the Legendre-transform of $x \mapsto-u(-x)$. Note that $\Phi^{\prime}=-\left(u^{\prime}\right)^{-1}$.
Definition 3.5.3. A probability $Q \ll P$ has finite generalised entropy if its density $\frac{d Q}{d P}$ satisfies the integrability condition

$$
\mathbb{E}\left[\Phi\left(\frac{d Q}{d P}\right)\right]<\infty
$$

where $\Phi$ denotes the convex conjugate of the utility function $u$.

Given $\Phi$, we denote the set of pricing measures with finite generalised entropy by $M_{\Phi}$. In general, the optimisation problem above does not admit an optimal solution if $D=K$. It was first shown in Bellini and Frittelli [11] that if

$$
\sup _{k \in K} \mathbb{E}_{P}[u(x+k)]<\lim _{y \rightarrow \infty} u(y),
$$

then the following duality relation holds

$$
\sup _{k \in K} \mathbb{E}_{P}[u(x+k)]=\min _{Q \in \mathcal{M}} \min _{\lambda>0}\left\{\lambda x+\mathbb{E}_{P}\left[\Phi\left(\lambda \frac{d Q}{d P}\right)\right]\right\},
$$

without any further assumptions on the utility function. In this section, we show a generalised version of this relation as done in [15].

Frittelli proves a clear financial interpretation of the set $M_{\Phi}$. Pricing by $Q \in M_{\Phi}$ guarantees that the investor cannot reach his maximum possible utility.

The utility maximisation problem can take on various forms. We will state it now as in the work of Biagini and Frittelli [15, 64]. We are trying to solve the following problem

$$
\begin{equation*}
\sup _{H \in \mathcal{H}} \mathbb{E}_{P}\left[u\left(x+(H \cdot S)_{T}\right)\right], \tag{3.6}
\end{equation*}
$$

where

- $u$ is the utility function of the investor, which is assumed to be concave and increasing over its proper domain,
- $x$ is the initial endowment of the investor, $x \in \operatorname{dom}(u)$,
- $T$ is the time horizon,
- $\mathcal{H}$ is the proper class of admissible $\mathbb{R}^{d}$-valued predictable processes, which represent the allowed trading strategies,
- $P$ is the real-world probability measure,
- $S$ is an $\mathbb{R}^{d}$-valued càdlàg semimartingale defined on the filtered probability space $(\Omega, \mathcal{F}, \mathbb{F}, P)$, where the filtration $\mathbb{F}$ satisfies the usual assumptions of right continuity and completeness and $\mathcal{F}_{0}$ is trivial, i.e. consists only of null sets and their complements,
- $(H \cdot S)_{T}$ is the terminal gain of the investor when following strategy $H$.

Initially, this maximisation was done over $\mathcal{H}^{1}$ (see [104, 141, 13]). However, when S is non-locally bounded, $\mathcal{H}^{1}$ may reduce to the null set, making the maximisation trivial. This may happen if, for example, $S$ is a compound Poisson process with unbounded jump sizes. Therefore, we need to enlarge this set by introducing the less-restrictive notion of $W$-admissible strategies. This extension of the notion of admissibility was first used by Delbaen and Schachermayer [40] in the context of the fundamental theorem of asset pricing, and subsequently by Biagini and Frittelli [15] in the context of utility maximisation.

Definition 3.5.4. Let $W \in L_{0}(P)$ be a fixed random variable. The predictable and $S$ integrable process $H$ is $W$-admissible if there exists a nonnegative constant $c$ such that for all $t \leq T$,

$$
(H \cdot S)_{T} \geq-c W
$$

The set of all $W$-admissible trading strategies is defined by

$$
\mathcal{H}^{W}=\left\{H \in \mathcal{H}:(H \cdot S)_{t} \geq-c W \text { for some } c>0 \text { and for all } t \in[0, T]\right\} .
$$

In other words, the random variable $W$ controls the losses in trading and, in order to build a reasonable utility maximisation, should satisfy two conditions. These two conditions are stated next.

Definition 3.5.5. A random variable $W \geq 1$ is suitable for the process $S$ if for each $i=1, \ldots, d$, there exists a process $H^{i} \in \mathcal{H}$ such that

$$
P\left(\left\{\omega: H_{t}^{i}(\omega)=0 \text { for some } t \geq 0\right\}\right)=0
$$

and

$$
\left|\left(H^{i} \cdot S^{i}\right)_{t}\right| \leq W \quad \text { for all } t \in[0, T] .
$$

The set of suitable random variables is denoted by $\mathbb{S}$.

The suitability condition changes the integrability of the stochastic integral.
Definition 3.5.6. A positive random variable $W$ is compatible with the utility function $u$ if

$$
\mathbb{E}_{P}[u(-\alpha W)]>-\infty \text { for all } \alpha>0
$$

and weakly compatible with $u$ if

$$
\mathbb{E}_{P}[u(-\alpha W)]>-\infty \text { for some } \alpha>0
$$

We call a suitable and compatible random variable a loss variable.
Stochastic integrals formed with $W$-admissible strategies enjoy good mathematical properties, when the random variable $W$ satisfies suitability with the market and compatibility with the preference structure.

The problem we are trying to solve is written in terms of an optimisation over stochastic processes, however, to use the duality arguments, we need it to be written as an optimisation
over random variables. Therefore, given a suitable and compatible random variable $W$, we define the set of terminal values obtained from $W$-admissible trading strategies by

$$
K^{W}=\left\{(H \cdot S)_{T}: H \in \mathcal{H}^{W}\right\} .
$$

The primal optimisation problem can then be written as

$$
\sup _{k \in K^{W}} \mathbb{E}_{P}[u(x+k)] .
$$

Note that for the duality, $W$ does not necessarily have to be suitable. But this property is very desirable, as it makes the domain of maximisation $K^{W}$ non-trivial.

The next step is to identify an appropriate cone $C^{W}$, related to $K^{W}$, and invoke Fenchel's duality theorem (see Appendix C). To do this, we need to choose an appropriate Banach space and its order dual, so that we can define the polar set $\left(C^{W}\right)^{\circ}$. Classically, the spaces $\left(L_{1}(P), L_{\infty}(P)\right)$ were used to deal with locally bounded traded assets. Biagini and Frittelli [64], however, wanted to accommodate more general markets and decided to use an appropriate Orlicz space, which is defined in the next section. The following choice was mainly made because of the similarity between the compatibility condition and the heart of the appropriate Orlicz space.

### 3.5.2 The Orlicz space associated with $u$

To create an Orlicz space using a utility function we need to find a convex function which is related to the concave utility function.

Lemma 3.5.7. If $u$ is a utility function, then $\hat{u}:[0, \infty) \rightarrow[0, \infty]$ defined by

$$
\hat{u}(x)=-u(-x)+u(0),
$$

is a Young function.

Figures 3.4 and 3.5 can be used to aid in the proof of Lemma 3.5.7.
The Orlicz space induced by $\hat{u}$ is given by

$$
L_{\hat{u}}(P)=\left\{f \in L_{0}(P): \mathbb{E}[\hat{u}(\alpha|f|)]<\infty \text { for some } \alpha>0\right\}
$$

and we endow it with the Luxemburg norm

$$
\mathcal{N}_{\hat{u}}(f)=\inf \left\{a>0: M_{\hat{u}}\left(\frac{f}{a}\right) \leq 1\right\} .
$$



Figure 3.5: General shape of $\hat{u}$.
Using Corollary 2.1.3, the convex conjugate function $\hat{\Phi}$ of $\hat{u}$ is given by

$$
\hat{\Phi}(y)=\sup _{x}\{x y-\hat{u}(x)\},
$$

which is also a Young function, and therefore we can introduce the Orlicz space $L_{\hat{\Phi}}(P)$ given by

$$
L_{\hat{\Phi}}(P)=\left\{f \in L_{0}(P): \mathbb{E}[\hat{\Phi}(\alpha|f|)]<\infty \text { for some } \alpha>0\right\},
$$

which we endow with the Orlicz norm

$$
\|f\|_{\hat{\Phi}}=\sup \left\{\mathbb{E}[|f g|]: g \in L_{\hat{u}}(P) \text { and } \mathbb{E}[\hat{u}(g)] \leq 1\right\} .
$$

The heart of the Orlicz space $L_{\hat{u}}(P)$ is given by

$$
H_{\hat{u}}(P)=\left\{f \in L_{0}(P): \mathbb{E}[\hat{u}(\alpha|f|)]<\infty \text { for all } \alpha>0\right\} .
$$

The utility function is increasing and concave on $(a, \infty)$. We will consider the two possible cases: either $a$ is finite or $a$ is infinite.

- The case $a<0$ is finite.

Since $\hat{u}$ is a Young function, we have that $-u(-x)+u(0) \geq 0$ for all $x$. Therefore, for all $|x| \leq-a$ and $y>0$, we have

$$
\begin{aligned}
x y-\hat{u}(x) & =x y+u(-x)-u(0) \\
& \leq x y \\
& \leq-a y .
\end{aligned}
$$

Hence, $\hat{\Phi}(y) \leq-a y$, and in particular $\hat{\Phi}(\alpha|y|) \leq-a \alpha|y|$. Taking expectations on both sides results in

$$
\mathbb{E}[\hat{\Phi}(\alpha|y|)] \leq \mathbb{E}[-a \alpha|y|]=-a \alpha \mathbb{E}[|y|] .
$$

Now, if we take $f \in L_{1}(P)$, then

$$
\mathbb{E}[\hat{\Phi}(\alpha|f|)] \leq-a \alpha \mathbb{E}[|f|]<\infty
$$

and $f \in L_{\hat{\Phi}}(P)$. This and Proposition 2.2.2 show that $L_{\hat{\Phi}}(P)=L_{1}(P)$.
Since $\hat{u}(y)=\infty$ for some $y$, we have by Proposition 2.2.1 and 2.2.2, that $L_{\hat{u}}(P)=$ $L_{\infty}(P)$ and $H_{\hat{u}}(P)=\{0\}$. Since $L_{\hat{u}}(P), L_{\hat{\Phi}}(P), L_{1}(P)$ and $L_{\infty}(P)$ are Banach spaces, we also have that the Luxemburg norm $\mathcal{N}_{\hat{u}}$ and the Orlicz norm $\|\cdot\|_{\hat{\Phi}}$ are equivalent to the $\|\cdot\|_{\infty}$-norm and the $\|\cdot\|_{1}$-norm respectively. This follows from a well known result in functional analysis, see Theorem A.3.2.

## - The case $a=-\infty$.

The function $\hat{u}$ is continuous and consequently the subspace $H_{\hat{u}}(P)$ is a Banach space with the inherited $\hat{u}$-norm. We will look at two examples, one with the exponential utility and one with a linear utility.

## Example 3.5.8.

1. Let $u(x)=-e^{-x}$, then $\hat{u}(x)=e^{x}-1, \Phi(y)=y \ln y-y$ and

$$
\hat{\Phi}(y)=(|y| \ln |y|-|y|+1) \mathbb{1}_{\{|y| \geq 1\}} .
$$

Therefore

$$
\begin{aligned}
& L_{\hat{u}}(P)=\left\{f \in L_{0}(P): \mathbb{E}\left[e^{\alpha|f|}\right]<\infty \text { for some } \alpha>0\right\}, \\
& H_{\hat{u}}(P)=\left\{f \in L_{0}(P): \mathbb{E}\left[e^{\alpha|f|}\right]<\infty \text { for all } \alpha>0\right\}, \text { and } \\
& L_{\hat{\Phi}}(P)=\left\{g \in L_{0}(P): \mathbb{E}[|g| \ln |g|]+(\ln \alpha-1) \mathbb{E}[|g|]<\infty \text { for some } \alpha>0\right\} .
\end{aligned}
$$

2. Let $u(x)=x$, then $\hat{u}(x)=x, \Phi(y)=\infty$ for all $y \geq 0$ and

$$
\hat{\Phi}(y)=(\infty) \mathbb{1}_{\{|y| \geq 1\}}=\delta_{\{|y| \leq 1\}} .
$$

So, $L_{\hat{u}}(P)=L_{1}(P)=H_{\hat{u}}(P)$ and $L_{\hat{\Phi}}(P)=L_{\infty}(P)$.

Note that the Young function $\hat{u}$ carries information about the utility function at large losses, in the sense that for $\alpha>0$ we have that

$$
\mathbb{E}_{P}[\hat{u}(\alpha|f|)]<\infty \quad \Leftrightarrow \quad \mathbb{E}_{P}[u(-\alpha|f|)]>-\infty .
$$

Hence, a random variable $W$ is compatible with a utility function $u$ if and only if $W \in H_{\hat{u}}(P)$ and weakly compatible if and only if $W \in L_{\hat{u}}(P)$. The suitability condition shows that $(H \cdot S)_{t}$ is an element of the ideal generated by $W$ in $L_{\hat{u}}(P)$.

Next we need to have a look at the duality. As mentioned before, we can generally decompose the Banach dual of the Orlicz space $L_{\hat{u}}(P)$ into the following:

$$
\left(L_{\hat{u}}(P)\right)^{*}=\left(L_{\hat{u}}(P)\right)_{c}^{*} \oplus\left(L_{\hat{u}}(P)\right)_{s}^{*}
$$

Depending on the nature of $u$, this decomposition can be reduced to more familiar spaces.

- If $a$ is finite, then $L_{\hat{u}}(P)=L_{\infty}(P)$ and the above decomposition reduces to the Yosida-Hewitt decomposition for elements of $\left(L_{\infty}(P)\right)^{*}$, i.e.

$$
\left(L_{\infty}(P)\right)^{*}=L_{1}(P) \oplus\left(L_{\hat{u}}(P)\right)_{s}^{*} .
$$

- If $a=-\infty$, then $\hat{u}$ is continuous and $\hat{u}(x)=0$ if and only if $x=0$, and by Theorem 2.5.8 we have

$$
\left(L_{\hat{u}}(P)\right)^{*}=\left(H_{\hat{u}}(P)\right)^{*} \oplus\left(H_{\hat{u}}(P)\right)^{\mathrm{annh}}=L_{\hat{\Phi}}(P) \oplus\left(H_{\hat{u}}(P)\right)^{\mathrm{annh}} .
$$

Note that Biagini and Frittelli proved in [15, Proposition 11], that $\left(H_{\hat{u}}(P)\right)^{\text {annh }}$ is an ALspace. However, it is just a special case of Corollary 2.5.7.

Another thing to note is that $H_{\hat{u}}(P)={\overline{L_{\infty}(P)}}^{\hat{u}}$ and consequently

$$
z \in\left(L_{\hat{u}}(P)\right)_{s}^{*} \Leftrightarrow z(f)=0 \text { for all } f \in L_{\infty}(P)
$$

Therefore, we can identify $z_{c} \in\left(L_{\hat{u}}(P)\right)_{c}^{*}$ of any $z \in\left(L_{\hat{u}}(P)\right)_{+}^{*}$ with its Radon-Nikodým derivative $\frac{d z_{c}}{d P} \in L_{\hat{\Phi}}(P)$ and we write its action on $f \in L_{\hat{u}}(P)$ as

$$
\begin{aligned}
z_{c}(f) & =\int_{\Omega} f d z_{c} \\
& =\mathbb{E}_{z_{c}}[f]
\end{aligned}
$$

Now that we have defined and characterised the appropriate Orlicz space and its dual, we can return to the optimisation problem.

### 3.5.3 The minimax theorem

The minimax theorem, established by John von Neumann [155], is a decision rule used in decision theory, statistics and philosophy for minimising the maximum possible loss. Informally, the minimax theorem states that for every two-person, zero-sum game with finite strategies, there exists a value V and a mixed strategy for each player, such that
(a) given player 2's strategy, the best payoff possible for player 1 is V , and
(b) given player 1's strategy, the best payoff possible for player 2 is -V .

The name minimax arises because each player minimises the maximum payoff possible for the other, and, since the game is zero-sum, he also maximises his own minimum payoff.

Before we can generalise the minimax theorem to Orlicz spaces, some theory is needed. Firstly, we need to state the monotone convergence theorem and an extension thereof, as we will require these theorems in the proof of a lemma, that allows us to change the set over which we are optimising.

Theorem 3.5.9 (Monotone convergence theorem). Consider the measure space $(\Omega, \mathcal{F}, P)$. Let $\left(h_{i}\right)$ be an increasing sequence of nonnegative Borel measurable functions, and let $h(\omega)=$ $\lim _{n \rightarrow \infty} h_{n}(\omega)$ for $\omega \in \Omega$. Then

$$
\int_{\Omega} h_{n} d P \rightarrow \int_{\Omega} h d P
$$

This theorem is restricted to nonnegative sequences. If the nonnegativity assumption is dropped, then the following extension, taken from [8, Theorem 1.6.7], allows one to make the same conclusion.

Theorem 3.5.10 (Extended monotone convergence theorem). Consider the measure space $(\Omega, \mathcal{F}, P)$. Let $g_{1}, g_{2}, \ldots, g, h$ be Borel measurable.
(i) If $h \leq g_{n}$ for all $n$, where $\int_{\Omega} h d P>-\infty$ and $g_{n} \uparrow g$, then

$$
\int_{\Omega} g_{n} d P \uparrow \int_{\Omega} g d P .
$$

(ii) If $g_{n} \leq h$ for all $n$, where $\int_{\Omega} h d P<\infty$ and $g_{n} \downarrow g$, then

$$
\int_{\Omega} g_{n} d P \downarrow \int_{\Omega} g d P
$$

The following lemma is also required to prove that we can change the set over which we are optimising.

Lemma 3.5.11. Let $W \neq 0$ and $W \in L_{\hat{u}}^{+}(P)$. If $n \in \mathbb{N}$ and $f \in K^{W}$, then

$$
f \wedge n \mathbf{1} \in\left(K^{W}-L_{0}^{+}(P)\right) \cap L_{\hat{u}}(P)
$$

Proof. Since $f \in K^{W}$, there exists $c>0$ such that $f \geq-c W$, i.e. $-f \leq c W$. But $c W>0$, and hence $f^{-}=(-f) \vee 0 \leq c W$. Since $\hat{u}$ is an increasing function and $W \in L_{\hat{u}}^{+}(P)$,

$$
\hat{u}\left(f^{-}\right) \leq \hat{u}(c W) \Rightarrow \int \hat{u}\left(f^{-}\right) d P \leq \int \hat{u}(c W) d P<\infty
$$

showing that $f^{-} \in L_{\hat{u}}^{+}(P)$. It follows from

$$
0 \leq f^{+} \wedge n \mathbf{1} \leq n \mathbf{1}
$$

that $f^{+} \wedge n \mathbf{1} \in L_{\infty}(P) \subseteq L_{\hat{u}}(P)$. Using $f^{+} \wedge n \mathbf{1}, f^{-} \in L_{\hat{u}}(P)$ and the identity

$$
f \wedge n \mathbf{1}=f^{+} \wedge n \mathbf{1}-f^{-}
$$

established in Lemma A.1.10, it follows that $f \wedge n \mathbf{1} \in L_{\hat{u}}(P)$. Furthermore,

$$
f \wedge n \mathbf{1}=f-(f-f \wedge n \mathbf{1})
$$

where $f \in K^{W}$ and $f-f \wedge n \mathbf{1} \in L_{0}^{+}(P)$. Hence, $f \wedge n \mathbf{1} \in K^{W}-L_{0}^{+}(P)$. Therefore,

$$
f \wedge n \mathbf{1} \in\left(K^{W}-L_{0}^{+}(P)\right) \cap L_{\hat{u}}(P)
$$

which completes the proof.
The next lemma proves that we can change the set over which we are optimising.
Lemma 3.5.12. Let $W \neq 0$ and $W \in L_{\hat{u}}^{+}(P)$ and let $x$ be such that $-\infty<\mathbb{E}[u(x)]<\infty$. Then

$$
\sup _{f \in K^{W}} \mathbb{E}[u(x+f)]=\sup _{f^{*} \in\left(K^{W}-L_{0}^{+}(P)\right) \cap L_{\hat{u}}(P)} \mathbb{E}\left[u\left(x+f^{*}\right)\right] .
$$

Proof. Since $f \in K^{W}$ can be written as $f=f-0$, it follows that $K^{W} \subseteq K^{W}-L_{0}^{+}(P)$, which implies that

$$
\sup _{f \in K^{W}} \mathbb{E}[u(x+f)] \leq \sup _{f \in K^{W}-L_{0}^{+}(P)} \mathbb{E}[u(x+f)]
$$

Let $f \in K^{W}-L_{0}^{+}(P)$, then $f$ can be written as $f=k-l$, where $k \in K^{W}$ and $l \in L_{0}^{+}(P)$. Then

$$
\begin{aligned}
\mathbb{E}[u(x+f)] & =\mathbb{E}[u(x+k-l)] \\
& \leq \mathbb{E}[u(x+k)] \\
& \leq \sup _{f \in K^{W}} \mathbb{E}[u(x+f)] .
\end{aligned}
$$

Consequently,

$$
\sup _{f \in K^{W}-L_{0}^{+}(P)} \mathbb{E}[u(x+f)] \leq \sup _{f \in K^{W}} \mathbb{E}[u(x+f)] .
$$

Hence,

$$
\begin{aligned}
\sup _{f \in K^{W}} \mathbb{E}[u(x+f)] & =\sup _{f \in K^{W}-L_{0}^{+}(P)} \mathbb{E}[u(x+f)] \\
& \geq \sup _{f^{*} \in\left(K^{W}-L_{0}^{+}(P)\right) \cap L_{\hat{u}}(P)} \mathbb{E}\left[u\left(x+f^{*}\right)\right] .
\end{aligned}
$$

To prove the reverse inequality we need to use the extension of the monotone convergence theorem, stated above in Theorem 3.5.10. Firstly, note that by Lemma A.1.10

$$
f \wedge n \mathbf{1} \uparrow f
$$

since $\mathbf{1}$ is a weak order unit of $L_{0}(P)$. Hence, $x+f \wedge n \mathbf{1} \uparrow x+f$ and, since $u$ is left-continuous, $u(x+f \wedge n \mathbf{1}) \uparrow u(x+f)$.

But $0 \in K^{W}$, so

$$
\sup _{f \in K^{W}} \mathbb{E}[u(x+f)] \geq \mathbb{E}[u(x)]>-\infty .
$$

Pick any $f \in K^{W}$ satisfying $\mathbb{E}[u(x+f)]>-\infty$. Consider $f_{n}=f \wedge n$, which is in $\left(K^{W}-L_{0}^{+}(P)\right) \cap L_{\hat{u}}(P)$ by Lemma 3.5.11. Then

$$
\begin{aligned}
u\left(x+f_{n}\right) & =u\left(x+f^{+} \wedge n\right) \mathbb{1}_{\{f \geq 0\}}+u\left(x-f^{-}\right) \mathbb{1}_{\{f<0\}} \\
& \geq u(x) \mathbb{1}_{\{f \geq 0\}}+u\left(x-f^{-}\right) \mathbb{1}_{\{f<0\}} .
\end{aligned}
$$

Let $h=u(x) \mathbb{1}_{\{f \geq 0\}}+u\left(x-f^{-}\right) \mathbb{1}_{\{f<0\}}$ and $g_{n}=u\left(x+f_{n}\right)$. Then $h \leq g_{n}$ for all $n$ and $\mathbb{E}[h] \geq-\infty$. The extended monotone convergence theorem gives

$$
\mathbb{E}\left[u\left(x+f_{n}\right)\right] \uparrow \mathbb{E}[u(x+f)],
$$

and since $f_{n}=f \wedge n \in\left(K^{W}-L_{0}^{+}(P)\right) \cap L_{\hat{u}}(P)$,

$$
\sup _{f \in K^{W}} \mathbb{E}[u(x+f)] \leq \sup _{f^{*} \in\left(K^{W}-L_{0}^{+}(P)\right) \cap L_{\hat{u}}(P)} \mathbb{E}\left[u\left(x+f^{*}\right)\right],
$$

which completes the proof.
Therefore, given a loss variable $W \in L_{\hat{u}}^{+}(P)$, we define

$$
C^{W}(P)=\left(K^{W}-L_{0}^{+}(P)\right) \cap H_{\hat{u}}(P) .
$$

This cone represents those random variables that can be super-replicated by trading strategies in $\mathcal{H}^{W}$ and have the same type of boundedness as $W$.

We also define the concave function $K_{u}: L_{\hat{u}}(P) \rightarrow[-\infty, \infty)$ by

$$
K_{u}(f)=\mathbb{E}[u(f)]
$$

and let $\mathcal{D}$ be its proper domain, i.e.

$$
\mathcal{D}=\left\{f \in L_{\hat{u}}(P): \mathbb{E}[u(f)]>-\infty\right\} .
$$

Proposition C. 13 can be used to characterise the above function. Note that a similar result holds for concave functions. This proposition allows us to prove the following proposition characterising $K_{u}$.

Proposition 3.5.13. The concave function $K_{u}$ on $L_{\hat{u}}(P)$ is proper and it is norm-continuous on the interior of its proper domain, which is not empty. Moreover, there exists a norm continuity point of $K_{u}$ that belongs to $C^{W}(P)$.

Proof. [15, Proposition 16] By Proposition C.13, the first statement is equivalent to the existence of a non-empty open set $\mathcal{O}$ on which $K_{u}$ is not everywhere equal to $\infty$ and is bounded below by a constant $c \in \mathbb{R}$.

Firstly, we show that on the unit ball $U$ of $L_{\hat{u}}(P)$, the function $K_{u}$ is everywhere less than $\infty$. If $x \in U$, then by Jensen's inequality and the fact that $L_{\hat{u}}(P) \subseteq L_{1}(P)$, it follows that $|\mathbb{E}[x \mid]| \leq \mathbb{E}[|x|]<\infty$. So, using Jensen's inequality again and the definition of the utility function, $K_{u}(x)=\mathbb{E}[u(x)] \leq \mathbb{E}[u(|x|)] \leq u(\mathbb{E}[x])<\infty$.

Secondly, we show that $K_{u}$ is uniformly bounded below on the unit ball $U \in L_{\hat{u}}(P)$. For all $x \in U, \mathbb{E}[\hat{u}(x)] \leq 1$ and $\mathbb{E}\left[\hat{u}\left(x^{-}\right)\right] \leq 1$. Hence

$$
\begin{aligned}
-K_{u}\left(-x^{-}\right) & =-\mathbb{E}\left[u\left(-x^{-}\right)\right] \\
& =\mathbb{E}\left[-u\left(-x^{-}\right)\right] \\
& =\mathbb{E}\left[\hat{u}\left(x^{-}\right)-u(0)\right] \\
& =\mathbb{E}\left[\hat{u}\left(x^{-}\right)\right]-u(0) \\
& \leq 1-u(0)
\end{aligned}
$$

and so $K_{u}(x) \geq K_{u}\left(-x^{-}\right) \geq u(0)-1$, i.e. $K_{u}$ is uniformly bounded below.
The second statement follows from the following. Let $z \in-U^{+}$, then $z \in L_{\hat{u}}(P)$. Also, $z$ can be written as $z=0-(-z)$, which shows that $z \in K^{W}-L_{0}^{+}(P)$. Hence, $z \in C^{W}(P)$ and $-U^{+} \subseteq C^{W}(P)$.

Note that the above proof shows that $K_{u}$ is finite on the unit ball $U$.

Proposition 3.5.14. If $z \in\left(L_{\hat{u}}(P)\right)_{s}^{*}$ with $z \geq 0$, then

$$
\begin{equation*}
\|z\|_{\left(L_{\hat{u}}\right)^{*}}=\sup \left\{z(f): f \geq 0, f \in L_{\hat{u}}(P) \text { such that } \mathbb{E}[\hat{u}(f)]<\infty\right\} \tag{3.7}
\end{equation*}
$$

Proof. By definition,

$$
\|z\|_{\left(L_{\hat{u}}\right)^{*}}=\sup \left\{\|z(f)\|: \mathcal{N}_{\hat{u}}(f) \leq 1, f \geq 0\right\} .
$$

Since $z$ is nonnegative and using Theorem 2.1.8, we can complete the proof.
For the convenience of the reader, we recall that the utility function $u: \mathbb{R} \rightarrow[-\infty, \infty]$ is increasing and concave on $(a, \infty)$, where $a \in[-\infty, 0)$.

Lemma 3.5.15. Let $z \in\left(\left(L_{\hat{u}}(P)\right)_{s}^{*}\right)^{+}$. Then

$$
\|z\|_{\left(L_{\hat{u}}\right)^{*}}=\sup _{f \in \mathcal{D}} z(-f) .
$$

In the case where $a$ is finite,

$$
\|z\|_{\left(L_{\hat{u}}\right)^{*}}=-a z(\Omega)
$$

Proof. Since $z \geq 0$,

$$
\sup _{f \in \mathcal{D}} z(-f)=\sup _{(-f) \geq 0, f \in \mathcal{D}} z(-f) .
$$

Now, $f \in \mathcal{D}$ implies that $\mathbb{E}[u(f)]>-\infty$, which is equivalent to $\mathbb{E}[\hat{u}(-f)]<\infty$, where $-f$ is nonnegative. Therefore,

$$
\sup _{f \in \mathcal{D}} z(-f)=\sup \left\{z(-f):-f \geq 0,(-f) \in L_{\hat{u}}(P) \text { such that } \mathbb{E}[\hat{u}(-f)]<\infty\right\}
$$

and using Proposition 3.5.14 completes the first part of the proof.
For $a$ finite, we have

$$
\|z\|_{\left(L_{\hat{u}}\right)^{*}}=\sup \left\{z(f): f \in L_{\hat{u}}^{+}(P), f<-a\right\}=-a z(\Omega),
$$

as $\sup _{f \in L_{\hat{u}}^{+}(P), f<\mathbf{1}} z(f)=z(\Omega)$.
To describe the dual variables, we define the negative polar cone by

$$
\left(C^{W}(P)\right)_{-}^{\circ}=\left\{z \in\left(H_{\hat{u}}(P)\right)^{*}=L_{\hat{\Phi}}(P): z(f) \leq 0 \text { for all } f \in C^{W}(P)\right\}
$$

and the subset of normalised functions in $\left(C^{W}(P)\right)_{-}^{\circ}$ by

$$
\mathcal{M}^{W}(P)=\left\{Q \in\left(C^{W}(P)\right)_{-}^{\circ}: Q\left(\mathbb{1}_{\Omega}\right)=1\right\} .
$$

Thus, the elements of $\mathcal{M}^{W}(P)$ are probability measures, which are absolutely continuous with respect to $P$.

Remark 3.5.16. By definition, if $Q \in \mathcal{M}^{W}(P)$ and $f \in C^{W}(P)$, then $\mathbb{E}_{Q}[f] \leq 0$.

In general,

$$
\mathbb{M}_{\sigma}(S) \cap L_{\hat{\Phi}}(P) \subseteq \mathcal{M}^{W}(P)
$$

and it can be shown, see [15], that if $W \in \mathbb{S} \cap H_{\hat{u}}(P)$, then

$$
\begin{equation*}
\mathbb{M}_{\sigma}(S) \cap L_{\hat{\Phi}}(P)=\mathcal{M}^{W}(P) \tag{3.8}
\end{equation*}
$$

Next, we will state the special case of Rockafellar and Kozek's theorem, Theorem 2.6.2, required for the proof of Theorem 3.5.18.

Theorem 3.5.17. Suppose that $F: \mathbb{R} \rightarrow(-\infty, \infty]$ and $F^{*}: \mathbb{R} \rightarrow(-\infty, \infty]$ are convex, lower semi-continuous conjugate functions, not identically equal to $\infty$, and that there exists $f \in L_{\hat{u}}(P)$ such that $K_{F}(f)=\mathbb{E}[F(f)]<\infty$. If $K_{F^{*}}(g)<\infty$ for some $g \in L_{\hat{\Phi}}(P)$, then the convex conjugate $K_{F}^{*}:\left(L_{\hat{u}}(P)\right)^{*} \rightarrow(-\infty, \infty]$ of $K_{F}$ is given by

$$
K_{F}^{*}(z)=K_{F^{*}}\left(\frac{d z_{r}}{d P}\right)+\sup \left\{z_{s}(f): f \in \operatorname{dom}\left(K_{F}\right)\right\}
$$

Now we can state and prove the required version of the minimax theorem, as proved by Biagini and Frittelli (see [15, Theorem 21]).

Theorem 3.5.18. Let $u: \mathbb{R} \rightarrow[-\infty, \infty]$ be increasing and concave on the interior $(a, \infty)$, $a \in[-\infty, 0)$, of its effective domain and let $\lim _{x \rightarrow-\infty} u(x)=-\infty$.
(i) If there exists $W \in L_{\hat{u}}^{+}(P)$ such that $\sup _{f \in K^{W}} \mathbb{E}[u(x+f)]<\lim _{y \rightarrow \infty} u(y)$ for some $x>a$, then $\mathcal{M}^{W}$ is not empty and

$$
\begin{align*}
U^{W}(x) & :=\sup _{H \in \mathcal{H}^{W}} \mathbb{E}\left[u\left(x+(H \cdot S)_{T}\right)\right] \\
& =\sup _{f \in K^{W}} \mathbb{E}[u(x+f)] \\
& =\sup _{f^{*} \in C^{W}(P)} \mathbb{E}\left[u\left(x+f^{*}\right)\right] \\
& =\min _{\lambda>0, Q \in \mathcal{M}^{W}(P)}\left\{\lambda\left(x+\left\|Q_{s}\right\|\right)+\mathbb{E}\left[\Phi\left(\lambda \frac{d Q_{c}}{d P}\right)\right]\right\}, \tag{3.9}
\end{align*}
$$

where $Q=Q_{c}+Q_{s}$ is the decomposition of $Q$ into its $\sigma$-order continuous and singular part.
(ii) If $W \in H_{\hat{u}}(P)$, then the set $\mathcal{M}^{W}(P)$ can be replaced by the set $\mathbb{M}_{\sigma}(S) \cap L_{\hat{\Phi}}(P)$ and no singular term appears in the duality formula above.

Proof. (i): Firstly, we will prove the result for $x=0$. Using Theorem 3.5.17, the concave conjugate function of $K_{u}$ is given by

$$
\begin{aligned}
J_{u}(z) & =-K_{\Phi}\left(z_{c}\right)-\sup _{f \in \mathcal{D}}\left\{z_{s}(-f)\right\} \\
& =-\mathbb{E}\left[\Phi\left(z_{c}\right)\right]-\sup _{f \in \mathcal{D}}\left\{z_{s}(-f)\right\} \\
& =-\mathbb{E}\left[\Phi\left(\frac{d z_{c}}{d P}\right)\right]-\sup _{f \in \mathcal{D}}\left\{z_{s}(-f)\right\} .
\end{aligned}
$$

From Lemma 3.5.15,

$$
J_{u}(z)=-\mathbb{E}\left[\Phi\left(\frac{d z_{c}}{d P}\right)\right]-\left\|z_{s}\right\| .
$$

Due to Proposition 3.5.13, we know that an interior point of $C^{W}(P)$ exists and hence, we can apply the Fenchel duality theorem, or more specifically we can use Equation (C.1), to get

$$
\begin{align*}
\sup _{f \in C^{W}(P)} K_{u}(f) & =\sup _{f \in C^{W}(P)} \mathbb{E}[u(f)] \\
& =\min _{z \in\left(C^{W}(P)\right)^{\circ}}-J_{u}(z) \\
& =\min _{z \in\left(C^{W}(P)\right)^{\circ}}\left\{\mathbb{E}\left[\Phi\left(\frac{d z_{c}}{d P}\right)\right]+\left\|z_{s}\right\|\right\} . \tag{3.10}
\end{align*}
$$

Let $\tilde{z} \in\left(C^{W}(P)\right)^{\circ}$ be such that

$$
\min _{z \in\left(C^{W}(P)\right)^{\circ}}\left\{\mathbb{E}\left[\Phi\left(\frac{d z_{c}}{d P}\right)\right]+\left\|z_{s}\right\|\right\}=\mathbb{E}\left[\Phi\left(\frac{d \tilde{z}_{c}}{d P}\right)\right]+\left\|\tilde{z}_{s}\right\| .
$$

We next prove the claim that $\mathcal{M}^{W}(P)$ is not empty. Assume that $\tilde{z}_{c}=0$. Then

$$
\sup _{f \in C^{W}(P)} \mathbb{E}[u(f)]=\Phi(0)+\left\|\tilde{z}_{s}\right\| \geq \lim _{x \rightarrow \infty} u(x)
$$

since $\Phi(0)=\lim _{x \rightarrow \infty} u(x)$. This contradicts the assumption that $\sup _{k \in K^{W}} \mathbb{E}[u(k)]<\lim _{x \rightarrow \infty} u(x)$. Hence, $\tilde{z}_{c} \neq 0$. Let $\hat{z}=\frac{\tilde{z}_{c}}{\left\|\tilde{z}_{c}\right\|}$, then $\|\hat{z}\|=1$ and consequently $\frac{d \hat{z}}{d P} \in \mathcal{M}^{W}(P)$, i.e. $\mathcal{M}^{W}(P)$ is not empty.

Returning to (3.10) and reparametrising our optimisation problem via $\mathcal{M}^{W}$, which consist of all the functions of norm 1, we have that

$$
\sup _{f \in C^{W}(P)} K_{u}(f)=\min _{\lambda>0, Q \in \mathcal{M}^{W}(P)}\left\{\mathbb{E}\left[\Phi\left(\lambda \frac{d Q_{c}}{d P}\right)\right]+\lambda\left\|Q_{s}\right\|\right\}
$$

Next we look at the case where $x \neq 0$. Let $u_{x}(f)=u(x+f)$. Then $u_{x}$ is finite on $\left(a_{x}, \infty\right)$, where $a_{x}=a-x<0$, and $K_{u_{x}}$ is given by $K_{u_{x}}(f)=\mathbb{E}[u(x+f)]$ with $\mathcal{D}_{x}=\mathcal{D}-x$
as its domain. Now, we can use the same method as when $x=0$, noting that the conjugate of $u_{x}$ is given by $\Phi_{x}(g)=x g+\Phi(g)$ and thus, the concave conjugate of $K_{u_{x}}$ is given by

$$
J_{u_{x}}(z)=-x z_{c}(\Omega)-\mathbb{E}\left[\Phi\left(\frac{d z_{c}}{d P}\right)\right]-\sup _{f \in \mathcal{D}_{x}} z_{s}(-f)
$$

However, $\sup _{f \in \mathcal{D}_{x}} z_{s}(-f)=\sup _{g \in \mathcal{D}} z_{s}(-g)+x z_{s}(\Omega)$, so

$$
J_{u_{x}}(z)=-\mathbb{E}\left[\Phi\left(\frac{d z_{c}}{d P}\right)\right]-x z(\Omega)-\left\|z_{s}\right\|
$$

Using this in Fenchel's theorem and simplifying as in the case where $x=0$, completes the proof.
(ii): The singular term disappears due to the fact that the dual of $H_{\hat{u}}(P)$, which is $L_{\hat{\Phi}}(P)$, has no singular part. Using (3.8), we can replace $\mathcal{M}^{W}(P)$ by $\mathbb{M}_{\sigma}(S) \cap L_{\hat{\Phi}}(P)$.

The following corollary is a reformulation of Theorem 3.5.18, required for the preferencedependent version of the first fundamental theorem of asset pricing presented in the next section. The constant initial endowment $x$ is replaced by a random variable $B$, which is assumed to be bounded. For a more general version of Theorem 3.5.18, where the random variable is not necessarily bounded, the reader is referred to [17].

If $\mathbb{S} \cap H_{\hat{u}}(P)$ is not empty, define

$$
\mathcal{H}^{\hat{u}}=\bigcup_{W \in \mathbb{S} \cap H_{\hat{u}}(P)} \mathcal{H}^{W}
$$

Then, $\mathcal{H}^{\hat{u}}$ does not depend on any particular $W \in \mathbb{S} \cap H_{\hat{u}}(P)$.

Corollary 3.5.19. Assume $B \in L_{\infty}(P)$ and suppose that there exists $W \in H_{\hat{u}}(P)$ with $W \geq 1$ and satisfying

$$
\sup _{H \in \mathcal{H}^{W}} \mathbb{E}_{P}\left[u\left(B+(H \cdot S)_{T}\right)\right]<\lim _{y \rightarrow \infty} u(y)
$$

Then
(i) $\mathcal{M}^{W}(P)$ is not empty and

$$
\begin{aligned}
U^{W}(B) & :=\sup _{H \in \mathcal{H}^{W}} \mathbb{E}_{P}\left[u\left(B+(H \cdot S)_{T}\right)\right] \\
& =\min _{\lambda>0, Q \in \mathcal{M}^{W}(P)}\left\{\lambda \mathbb{E}_{Q}[B]+\mathbb{E}_{P}\left[\Phi\left(\lambda \frac{d Q}{d P}\right)\right]\right\} .
\end{aligned}
$$

(ii) If in addition, $W \in \mathbb{S} \cap H_{\hat{u}}(P)$, then $\mathbb{M}_{\sigma}(S) \cap L_{\hat{\Phi}}(P)$ is not empty and $\mathcal{H}^{W}$ can be replaced by $\mathcal{H}^{\hat{u}}$ and $\mathcal{M}^{W}(P)$ by $\mathbb{M}_{\sigma}(S) \cap L_{\hat{\Phi}}(P)$.

Now that we have stated and proved the minimax theorem, we can state and prove Frittelli's new version of the fundamental theorem of asset pricing.

### 3.5.4 No market free lunch*

In this section, we specialise the definition of a market free lunch to a subset $\mathcal{P}_{\hat{u}}$ of the probability measures $\mathbb{P}$. Define

$$
\mathcal{P}_{\hat{u}}=\left\{Q \sim P: \mathbb{S} \cap H_{\hat{u}}(Q) \neq \emptyset\right\} .
$$

Then, similar to Section 3.4, Frittelli [64] defines a market free lunch* with respect to $\mathbb{U}$, which will be based on the Orlicz space.

Definition 3.5.20. There is a market free lunch* with respect to $\mathbb{U}$ if for all $P \in \mathcal{P}_{\hat{u}}$ and $u \in \mathbb{U}$, there exists $w \in L_{\infty}^{+}(P) \backslash\{0\}$ such that

$$
\begin{equation*}
\sup _{f \in \mathcal{H}^{\hat{u}}} \mathbb{E}_{P}[u(f-w)] \geq u(0) \tag{3.11}
\end{equation*}
$$

Hence, there is no market free lunch* (NMFL* $^{*}(\mathbb{U})$ ) with respect to $\mathbb{U}$ if for all $w \in$ $L_{\infty}^{+}(P) \backslash\{0\}$, there exists $P \in \mathcal{P}_{\hat{u}}$ and $u \in \mathbb{U}$ such that

$$
\begin{equation*}
\sup _{f \in \mathcal{H}^{\hat{u}}} \mathbb{E}_{P}[u(f-w)]<u(0) \tag{3.12}
\end{equation*}
$$

We need the following result, due to Halmos and Savage [75] to prove the preference dependent version of the first fundamental theorem of asset pricing.

Theorem 3.5.21 (Halmos-Savage theorem). Let $M$ be a set of $P$-absolutely continuous probability measures on $\mathcal{F}$, which is closed under countable convex combinations. Suppose that for each set $A \in \mathcal{F}$ with $P(A)>0$, there exists $Q \in M$ with $Q(A)>0$. Then, there exists $Q_{0}$ such that, for all sets $A \in \mathcal{F}$ with $P(A)>0, Q_{0}(A)>0$; that is, $Q_{0}$ and $P$ are equivalent probability measures.

Theorem 3.5.22. $N M F L^{*}\left(\mathbb{U}_{2}\right) \Longleftrightarrow \mathbb{M}_{\sigma}(S) \cap \mathbb{P} \neq \emptyset$.

Proof. $\Leftarrow$ : Assume there exists $Q \in \mathbb{M}_{\sigma}(S) \cap \mathbb{P}$. We need to show that for all $w \in L_{\infty}^{+} \backslash\{0\}$, there exist $P \in \mathcal{P}_{\hat{u}}$ and $u \in \mathbb{U}_{2}$ such that (3.12) holds. By Proposition A.8.6, since $Q$ is a sigma-martingale measure, there exist a $d$-dimensional $Q$-martingale $N$ and a positive predictable $N$-integrable process $\varphi$ such that $S^{i}=\varphi \cdot N^{i}$. Then $N^{i}=\varphi^{-1} \cdot S^{i}$ is a martingale
and its maximal process $\left(N^{i}\right)^{*}=\sup _{t \leq T}\left|N_{t}^{i}\right|$ is $Q$-integrable. Let

$$
W=\mathbf{1}+\sum_{i=1}^{d} \sup _{t \leq T}\left\{\left|\left(\varphi^{-1} \cdot S^{i}\right)_{t}\right|\right\}
$$

Then $W \in L_{1}(Q)$. By definition $\left|\left(\varphi^{-1} \cdot S^{i}\right)_{t}\right| \leq W$ for all $t$ and $i$, where $\varphi^{-1}$ is a positive predictable $S^{i}$-integrable process. Hence $W$ is suitable.

Consider $u \in \mathbb{U}_{2}$ such that it is strictly increasing and $\lim _{x \rightarrow-\infty} u(x)=x$. It follows that $\lim _{x \rightarrow \infty} \hat{u}(x)=x+u(0)$. Since $\hat{u}(0)=0$, we must have that

$$
\hat{u}(x) \leq \begin{cases}x+u(0) & \text { if } u(0) \geq 0 \\ x & \text { if } u(0)<0\end{cases}
$$

Now, let $f \in L_{1}(Q)$, i.e. $\int|f| d Q<\infty$. Then, for all $a>0$,

$$
\int \hat{u}\left(\frac{|f|}{a}\right) d Q \leq \begin{cases}\int\left(\frac{|f|}{a}+u(0)\right) d Q<\infty & \text { if } u(0) \geq 0 \\ \int \frac{|f|}{a} d Q<\infty & \text { if } u(0)<0\end{cases}
$$

i.e. $f \in H_{\hat{u}}(Q)$. Hence, in conjunction with Proposition 2.2.2, $H_{\hat{u}}(Q)=L_{1}(Q)$.

Since $W$ is integrable with respect to $Q$, we have that $W \in L_{1}(Q)=H_{\hat{u}}(Q)$, which shows that $W$ is compatible. Therefore, $W \in H_{\hat{u}}(Q) \cap \mathbb{S}$ and by definition, $Q \in \mathcal{P}_{\hat{u}}$.

Since $W \in H_{\hat{u}}(Q) \cap \mathbb{S}$, we have by Equation (3.8) that

$$
\mathcal{M}^{W}(Q)=\mathbb{M}_{\sigma}(S) \cap L_{\hat{\Phi}}(Q)=\mathbb{M}_{\sigma}(S) \cap L_{\infty}(P)
$$

The last equality follows from the fact that $H_{\hat{u}}(Q)=L_{1}(Q)$ and $\left(L_{1}(Q)\right)^{*}=L_{\infty}(Q)$. Since $Q \sim P$, we also have that $L_{\infty}(Q)=L_{\infty}(P)$.

Since $\mathbf{1} \in L_{\hat{\Phi}}(P)$, we have that $Q \in \mathbb{M}_{\sigma}(S) \cap L_{\infty}(P)$ and hence, $Q \in \mathcal{M}^{W}(Q)$. Thus, using Remark 3.5.16, it follows that $\mathbb{E}_{Q}[f] \leq 0$ for all $f \in C^{W}(Q)$.

Let $g \in L_{\infty}^{+}(P) \backslash\{0\}$. Using Jensen's inequality and the fact that $u$ is increasing,

$$
\begin{equation*}
\mathbb{E}_{Q}[u(f-g)] \leq u\left(\mathbb{E}_{Q}[f]-\mathbb{E}_{Q}[g]\right) \leq u\left(-\mathbb{E}_{Q}[g]\right) \leq u(0) \tag{3.13}
\end{equation*}
$$

Thus, we can deduce that

$$
\sup _{f \in C^{W}(Q)} \mathbb{E}_{Q}[u(f-g)]<u(0)
$$

which implies

$$
\sup _{f \in \mathcal{H}^{\hat{u}}(Q)} \mathbb{E}_{Q}[u(f-g)]<u(0),
$$

completing the first part of the proof.
$\Rightarrow$ : Assume that for all $g \in L_{\infty}^{+} \backslash\{0\}$ there exist $u \in \mathbb{U}_{2}, P \in \mathcal{P}_{\hat{u}}$ and $W \in H_{\hat{u}}(P) \cap \mathbb{S}$ such that

$$
\sup _{f \in C^{W}(P)} \mathbb{E}_{P}[u(f-g)]<u(0) \leq u(\infty) .
$$

From Corollary 3.5.19, we can deduce that there exist $Q_{g} \in \mathbb{M}_{\sigma}(S) \cap L_{\hat{\Phi}}(P)$ and $\lambda_{g}>0$ that attain the minimum in the dual problem, i.e.

$$
\begin{aligned}
u(0) & >\sup _{f \in \mathcal{H}^{\hat{u}}(P)} \mathbb{E}_{P}[u(f-g)] \\
& =\min _{\lambda>0, Q \in \mathbb{M}_{\sigma}(S) \cap L_{\hat{\Phi}}(P)}\left\{-\lambda \mathbb{E}_{Q}[g]+\mathbb{E}_{P}\left[\Phi\left(\lambda \frac{d Q}{d P}\right)\right]\right\} \\
& =-\lambda_{g} \mathbb{E}_{Q_{g}}[g]+\mathbb{E}_{P}\left[\Phi\left(\lambda_{g} \frac{d Q_{g}}{d P}\right)\right] \\
& \geq-\lambda_{g} \mathbb{E}_{Q_{g}}[g]+u(0),
\end{aligned}
$$

where the last inequality follows from

$$
\Phi(y)=\sup _{x \in \mathbb{R}}\{u(x)-x y\} \geq u(0) \text { for all } y \geq 0 .
$$

In particular, let $g=\mathbb{1}_{A}$, where $A \in \mathcal{F}$ satisfies $P(A)>0$. Using the above, we have that $0>-\lambda_{\mathbb{1}_{A}} Q_{\mathbb{1}_{A}}(A)$. In other words, for all $A \in \mathcal{F}$ with $P(A)>0$, there exists $Q_{\mathbb{1}_{A}} \in \mathbb{M}_{\sigma}(S) \cap L_{\hat{\Phi}}(P)$ such that $Q_{\mathbb{1}_{A}}(A)>0$. By the Halmos-Savage theorem, there exists $Q_{0} \in \mathbb{M}_{\sigma}(S) \cap L_{\hat{\Phi}}(P) \subseteq \mathbb{M}_{\sigma}(S)$ such that $Q_{0} \sim P$, i.e. $\mathbb{M}_{\sigma}(S) \cap \mathbb{P} \neq \emptyset$.

Corollary 3.5.23. $\operatorname{NMFL}\left(\mathbb{U}_{2}\right) \Leftrightarrow N F L V R$

Proof. This follows easily from Theorem 3.1.8 and Theorem 3.5.22.
Klein $[100]$ states that $\operatorname{NMFL}\left(\mathbb{U}_{2}\right) \Leftrightarrow$ NFL. In our opinion there is a gap in the first part of the proof, as we cannot verify the first inequality on page 4 line 17. However, using the above corollary along with Theorem 3.1.9 proves her statement.

## Chapter 4

## Scalar-valued risk measures on Orlicz hearts

It is important, both theoretically and practically, to be able to quantify the risk involved in a financial position and hence, decide if it is acceptable or not. For this reason, different ways to quantify risk and various risk measures have been proposed in the literature.

Markowitz proposed to use the variance of the return distribution to measure the risk associated with each investment, and in the case of a portfolio, i.e. a combination of assets, to look at the covariance between all pairs of investments. The main innovation by Markowitz was to use the joint distribution of returns of all assets. A joint distribution is characterised by the marginal properties of each component random variable and by their dependence structure. Markowitz used the mean and the variance to describe the marginal properties and the linear correlation coefficient between each pair to describe the dependence structure. However, the only class of random variables for which the linear correlation coefficient can be used as a dependence measure, is the class of elliptic distributions, like the normal or $t$-distribution with finite variances.

Another disadvantage of using the variance as a risk measure, is the asymmetry in the financial interpretation, i.e. only the downside risk plays a role, whereas the variance gives both upside and downside risk.

A popular risk measures is value at risk (VaR). VaR has been around since the early 1900's but JP Morgan was the first to coin the term 'value at risk' in a report by 30 people entitled: Derivatives: Practices and Principles [92]. VaR with parameter $\alpha$ answers the following question: what are your expected losses in one day (week, year, ...) with a given probability $\alpha$. In other words, what percentage of your investment is at risk? The
disadvantages of VaR are that it is model dependent and that it does not decrease when we diversify the portfolio. See Section 4.4 for more details.

This lead Artzner et al. [4] to introduce an axiomatic definition of a risk measure, which they called a coherent risk measure. Their results are based in a finite probability space. This was later extended to an infinite probability space by Delbaen [42]. Independently around the same time, Wang et al. [158] published similar results on the closely related topic of insurance premia.

The theory of risk measures can be split into two parts: static risk measures, like value at risk and coherent risk measures, and dynamic risk measures, which were proposed by Cvitanic and Karatzas [33] and Wang [163]. In this chapter, we will only look at static risk measures.

### 4.1 Definition

Measuring risk is equivalent to establishing a correspondence $\rho$ between the space $\mathcal{X}$ of random variables (for instance the returns of a given set of investments) and the real numbers, i.e. risk measures are defined as functions from some set of possible scenarios to the reals and they need to satisfy certain conditions of consistency, as defined below.

Definition 4.1.1. Let $\mathcal{X}$ be a vector subspace of $L_{0}(P)$ that contains all constant functions. A map $\rho: \mathcal{X} \rightarrow(-\infty, \infty]$ is called a monetary risk measure on $\mathcal{X}$ if it has the following properties:
(i) Finiteness at 0 , i.e. $\rho(0) \in \mathbb{R}$.
(ii) Monotonicity, i.e. if $x \leq y$, then $\rho(x) \geq \rho(y)$ for all $x, y \in \mathcal{X}$.
(iii) Translation invariance, i.e. if $m \in \mathbb{R}$, then $\rho(x+m \mathbf{1})=\rho(x)-m$ for all $x \in \mathcal{X}$, where $\mathbf{1}(\omega)=1$ a.e. for all $\omega \in \Omega$.

The monetary risk measure is called coherent if it also satisfies
(iv) Positive homogeneity, i.e. if $\lambda \geq 0$, then $\rho(\lambda x)=\lambda \rho(x)$ for all $x \in \mathcal{X}$.
(v) Subadditivity, i.e. $\rho(x+y) \leq \rho(x)+\rho(y)$ for all $x, y \in \mathcal{X}$.

The translation invariance property (also known as the cash additivity property) implies that by adding a sure return to a random return, the risk will decrease by that sure amount.

If we are working with a loss variable $x$, then (iii) becomes $\rho(x+m \mathbf{1})=\rho(x)+m$ for all $m \in \mathbb{R}$. From here onwards we will write only $m$ for $m \mathbf{1}$ as is customary in the literature.

Subadditivity seems like a natural requirement as diversification should not increase the risk. Artzner et al. [6] explain it by the phrase 'a merger does not create extra risk'. Note that subadditivity implies $\rho(\lambda x) \leq \lambda \rho(x)$. The positive homogeneity gives us the other inequality. Artzner et al. [5, 6] justify the latter inequality by liquidity considerations. An investment $\lambda X$ would be less liquid and hence, more risky than $\lambda$ smaller investments.

In many situations, however, the risk of a position might increase in a non-linear manner with the size of the position. This suggests that the conditions of positive homogeneity and subadditivity should be relaxed. Therefore, Heath [84] introduced convex risk measures in a finite probability space, which was later independently generalised by Föllmer and Schied [60] and Frittelli and Rosazza Gianin [62] to all probability spaces. Convex risk measures are defined as follows.

Definition 4.1.2. A map $\rho: \mathcal{X} \rightarrow(-\infty, \infty]$ is called a convex risk measure if it satisfies the conditions of monotonicity, translation invariance and
(vi) Convexity, i.e. $\rho(\lambda x+(1-\lambda) y) \leq \lambda \rho(x)+(1-\lambda) \rho(y)$ for any $\lambda \in(0,1)$ and for all $x, y \in \mathcal{X}$.

Note that coherent risk measures are special cases of convex risk measures. It can be shown that any positively homogeneous function is convex if and only if it is subadditive. Convex risk measures are sometimes called weakly coherent.

If there is uncertainty in the interest rate, then El Karoui and Ravanelli [57] suggest replacing cash-additivity with cash-subadditivity.

Definition 4.1.3. A map $\rho: \mathcal{X} \rightarrow(-\infty, \infty]$ is cash-subadditive if for all $x \in \mathcal{X}$ and $m \in \mathbb{R}$

$$
\begin{equation*}
\rho(x+m) \geq \rho(x)-m . \tag{4.1}
\end{equation*}
$$

Cash-subadditivity implies that when $m$ is subtracted from a future position the present capital requirement cannot be increased by more than $m$. Note that (4.1) is equivalent to

$$
\rho(x-m) \leq \rho(x)+m \text { for all } x \in \mathcal{X} .
$$

Cerreia-Vioglio et al. [22] then suggest that once cash-additivity has been replaced by cash-subadditivity, convexity should be replaced by quasiconvexity, in order to maintain the original interpretation in terms of diversification.

Definition 4.1.4. A map $\rho: \mathcal{X} \rightarrow(-\infty, \infty]$ is quasiconvex if for any $\lambda \in(0,1)$ and for all $x, y \in \mathcal{X}$

$$
\begin{equation*}
\rho(\lambda x+(1-\lambda) y) \leq \max (\rho(x), \rho(y)) \tag{4.2}
\end{equation*}
$$

Cerreia-Vioglio et al. [22] state that quasiconvexity 'allows a complete disentangling between the diversification principle, which is arguably the central pillar of risk management, and the assumption of liquidity of the riskless asset, which is an abstract simplification'. The economic counterpart of quasiconvexity of risk measures is quasiconcavity of utility functions. In this thesis we only consider convex risk measures.

To compare all these different types of risk measures, representation theorems can be helpful. A lot of work has gone into finding the dual representation theorems of risk measures with different properties.

Artzner et al. [5, 6] and Föllmer and Schied [60] modelled future financial positions by elements of the set $L(\Omega)$ of all real-valued functions on a finite sample space $\Omega$ and a coherent, convex or monetary risk measure is a map $\rho: L(\Omega) \rightarrow \mathbb{R}$ satisfying certain properties. They show that every monetary risk measure can be expressed as

$$
\rho(x)=\inf \{m \in \mathbb{R}: x+m \in \mathcal{A}\} \text { for all } x \in \mathcal{X}
$$

where $\mathcal{A}=\{x \in L(\Omega): \rho(x) \leq 0\}$ is the set of acceptable positions, and that every convex risk measure has a convex dual representation of the form

$$
\begin{equation*}
\rho(x)=\sup _{Q \in \mathcal{M}_{p}}\left\{\mathbb{E}^{Q}[-x]-\alpha(Q)\right\} \text { for all } x \in \mathcal{X} \tag{4.3}
\end{equation*}
$$

where $\mathcal{M}_{p}$ is the set of all probability measures on $\Omega$ and $\alpha$ is a function from $\mathcal{M}_{p}$ to $(-\infty, \infty]$. Note that $\mathcal{M}_{p}$ is independent of $x$. If $\rho$ is coherent, then $\alpha$ can be chosen so that it only takes the values 0 or $\infty$, and thus (4.3) reduces to

$$
\rho(x)=\sup _{Q \in \mathcal{Q}} \mathbb{E}^{Q}[-x] \text { for all } x \in \mathcal{X},
$$

where $\mathcal{Q}=\left\{Q \in \mathcal{M}_{p}: \alpha(Q)=0\right\}$.
Economically, this representation tells us that $\rho(x)$ is the minimal amount which has to be added to a position $x$ to make it acceptable. The function $\alpha$ is called the penalty function and it penalises different probabilities, depending on how likely they are to occur. In the literature, the standard proofs of the robust representations involve the separating hyperplane theorem and become more involved in a general framework. It is also noteworthy, that the representation changes depending on the set $L(\Omega)$. If, for example, one looks at $L_{\infty}(P)$, the robust representation formula involves finitely additive measures and to reduce it to $\sigma$-additive measures, additional continuity assumptions are required.

### 4.2 Acceptance sets

The acceptance set describes all those positions that the regulator or investor deems as acceptable in terms of risk.

Definition 4.2.1. Let $\mathcal{X}$ be a linear subspace of $L_{0}(P)$ that contains all constant functions. Let $\rho: \mathcal{X} \rightarrow(-\infty, \infty]$ be a monetary risk measure. The set $\mathcal{A}_{\rho}$ given by

$$
\mathcal{A}_{\rho}=\{x \in \mathcal{X}: \rho(x) \leq 0\},
$$

is called the acceptance set of $\rho$.

The following propositions, taken from Cheridito and Li [26], shows the connection between risk measures and certain sets of random variables.

Proposition 4.2.2. Let $\mathcal{X}$ be a linear subspace of $L_{0}(P)$ that contains all constant functions, and $\rho: \mathcal{X} \rightarrow(-\infty, \infty]$ a monetary risk measure with acceptance set $\mathcal{A}_{\rho}$. Then, for $x \in \mathcal{X}$,

$$
\rho(x)=\inf \left\{m \in \mathbb{R}: x+m \in \mathcal{A}_{\rho}\right\} .
$$

Furthermore, the following properties are satisfied by $\mathcal{A}_{\rho}$ :
(i) $\inf \left\{m \in \mathbb{R}: m \geq z\right.$ for some $\left.z \in \mathcal{A}_{\rho}\right\} \in \mathbb{R}$.
(ii) For all $x \in \mathcal{X}, \inf \left\{m \in \mathbb{R}: x+m \geq z\right.$ for some $\left.z \in \mathcal{A}_{\rho}\right\} \in(-\infty, \infty]$.
(iii) For all $x \in \mathcal{A}_{\rho},\{y \in \mathcal{X}: y \geq x\} \subseteq \mathcal{A}_{\rho}$.
(iv) If ( $x_{n}$ ) is a sequence in $\mathcal{A}_{\rho}$ such that $\left\|x_{n}-x\right\|_{\infty} \rightarrow 0$ for some $x \in \mathcal{X}$, then $x \in \mathcal{A}_{\rho}$, i.e. $\mathcal{A}_{\rho}$ is closed with respect to $\|\cdot\|_{\infty}$. Moreover, if $\rho$ is convex, then so is $\mathcal{A}_{\rho}$. If $\rho$ is coherent, then $\mathcal{A}_{\rho}$ is a convex cone.
(v) If $\rho$ is real-valued, then $\mathcal{A}_{\rho}$ has the following property: For all $x \in \mathcal{X}, \inf \{m \in \mathbb{R}$ : $x+m \geq z$ for some $\left.z \in \mathcal{A}_{\rho}\right\} \in \mathbb{R}$.

Proof. Assume $x+m \in \mathcal{A}_{\rho}$. It follows from the definition of $\mathcal{A}_{\rho}$ and the translation invariance property that $\rho(x) \leq m$ for all $m \in \mathbb{R}$. Therefore,

$$
\rho(x)=\inf \left\{m \in \mathbb{R}: x+m \in \mathcal{A}_{\rho}\right\} .
$$

(iii): Let $y_{0} \in\{y \in \mathcal{X}: y \geq x\}$. By the monotonicity, $\rho\left(y_{0}\right) \leq \rho(x) \leq 0$ and hence, $y_{0} \in \mathcal{A}_{\rho}$.
(ii): Using (iii), we get that

$$
\left\{m \in \mathbb{R}: x+m \geq z \text { for some } z \in \mathcal{A}_{\rho}\right\} \subseteq\left\{m \in \mathbb{R}: x+m \in \mathcal{A}_{\rho}\right\} .
$$

Since $x+m \geq x+m$, we have equality in the above. Therefore,

$$
\rho(X)=\inf \left\{m \in \mathbb{R}: x+m \geq z \text { for some } z \in \mathcal{A}_{\rho}\right\}
$$

and since $\rho(x) \in(-\infty, \infty]$, we get (ii).
(i): $\rho(0)=\left\{m \in \mathbb{R}: m \geq z\right.$ for some $\left.z \in \mathcal{A}_{\rho}\right\} \in \mathbb{R}$.
(iv): Consider a sequence $\left(x_{n}\right) \subseteq \mathcal{A}_{\rho}$ with $\left\|x_{n}-x\right\|_{\infty} \rightarrow 0$ for some $x \in \mathcal{X}$. Then, for all $\epsilon>0$, there exists $n \geq 1$ such that $x \geq x_{n}-\epsilon$. By the monotonicity and the translation invariance,

$$
\rho(x) \leq \rho\left(x_{n}-\epsilon\right)=\rho\left(x_{n}\right)+\epsilon \leq \epsilon,
$$

and thus, $x \in \mathcal{A}_{\rho}$.
Now, assume that $\rho$ is convex and let $x, y \in \mathcal{A}$. Then for $\lambda \in(0,1)$

$$
\rho(\lambda x+(1-\lambda) y) \leq \lambda \rho(x)+(1-\lambda) \rho(y) \leq 0,
$$

i.e. $\lambda x+(1-\lambda) y \in \mathcal{A}_{\rho}$. Thus, $\mathcal{A}_{\rho}$ is convex.

It is obvious that if $\rho$ is coherent, then $\mathcal{A}_{\rho}$ is a convex cone.
(v): Assume $\rho$ is real-valued. By the proof of (ii), we have that

$$
\rho(x)=\inf \left\{m \in \mathbb{R}: x+m \geq z \text { for some } z \in \mathcal{A}_{\rho}\right\} .
$$

Proposition 4.2.3. Let $\mathcal{X}$ be a vector subspace of $L_{0}(P)$ that contains all constant functions, and $\mathcal{B}$ a subset of $\mathcal{X}$ with properties (i) and (ii) of Proposition 4.2.2.
(i) Then

$$
\rho_{\mathcal{B}}(x)=\inf \{m \in \mathbb{R}: x+m \geq z \text { for some } z \in \mathcal{B}\}
$$

defines a monetary risk measure on $\mathcal{X}$, whose acceptance set $\mathcal{A}_{\rho_{\mathcal{B}}}$ is the smallest subset of $\mathcal{X}$ that contains $\mathcal{B}$ and satisfies (iii) and (iv) of Proposition 4.2.2.
(ii) If $\mathcal{B}$ is convex, then so is $\rho_{\mathcal{B}}$.
(iii) If $\mathcal{B}$ is a convex cone, then $\rho_{\mathcal{B}}$ is coherent.
(iv) If $\mathcal{B}$ satisfies condition (v) of Proposition 4.2.2, then $\rho_{\mathcal{B}}$ is real-valued.

Proof. (i): First we will show that $\rho_{\mathcal{B}}$ is a monetary risk measure. Consider

$$
\rho_{\mathcal{B}}(0)=\inf \{m \in \mathbb{R}: m \geq z \text { for some } z \in \mathcal{B}\} .
$$

Since $\mathcal{B}$ satisfies property (i) of Proposition 4.2.2, we have that $\rho_{\mathcal{B}}(0) \in \mathbb{R}$. Next let $x \leq y$, then we have

$$
\{m \in \mathbb{R}: x+m \geq z \text { for some } z \in \mathcal{B}\} \subseteq\{m \in \mathbb{R}: y+m \geq z \text { for some } z \in \mathcal{B}\} .
$$

Thus, when looking at the infimum of each set, we have that $\rho_{\mathcal{B}}(x) \geq \rho_{\mathcal{B}}(y)$. It is easy to show that $\rho_{\mathcal{B}}$ has the translation invariance property. We have proved that $\rho_{\mathcal{B}}$ is a monetary risk measure.

Consider $x \in \mathcal{B}$. Then $x+m \geq x$ for all $m \geq 0$. Hence

$$
\mathbb{R}_{+} \subseteq\{m \in \mathbb{R}: x+m \geq z \text { for some } z \in \mathcal{B}\}
$$

and $\rho_{\mathcal{B}}(x) \leq \inf \mathbb{R}_{+}=0$, i.e. $x \in \mathcal{A}_{\rho_{\mathcal{B}}}$. Thus $\mathcal{B}$ is contained in $\mathcal{A}_{\rho_{\mathcal{B}}}$.
Now, consider a subset $C$ of $\mathcal{X}$ with $\mathcal{B} \subseteq C$ and satisfying (iii) and (iv) of Proposition 4.2.2. We need to show that $\mathcal{A}_{\rho_{\mathcal{B}}} \subseteq C$. Thus, consider $x \in \mathcal{A}_{\rho_{\mathcal{B}}}$. Then

$$
\inf \{m \in \mathbb{R}: x+m \geq z \text { for some } z \in \mathcal{B}\} \leq 0 .
$$

Hence, there exists $z_{n} \in \mathcal{B} \subseteq C$ such that $x+\frac{1}{n} \geq z_{n}$ for $n \geq 1$. By (iii) of Proposition 4.2.2, we have $x+\frac{1}{n} \in C$ and since $x+\frac{1}{n} \rightarrow x$ as $n \rightarrow \infty$, we have by (iv) of Proposition 4.2.2 that $x \in C$, proving our claim.
(ii): Assume that $\mathcal{B}$ is convex. First, let $\lambda \in(0,1)$ and consider

$$
\begin{aligned}
\lambda \rho_{\mathcal{B}}(x) & =\inf \{\lambda m \in \mathbb{R}: x+m \geq z \text { for some } z \in \mathcal{B}\} \\
& =\inf \left\{m_{1} \in \mathbb{R}: \lambda x+m_{1} \geq \lambda z \text { for some } z \in \mathcal{B}\right\} .
\end{aligned}
$$

Let

$$
U_{1}=\left\{m_{1} \in \mathbb{R}: \lambda x+m_{1} \geq \lambda z \text { for some } z \in \mathcal{B}\right\}
$$

and

$$
U_{2}=\left\{m_{2} \in \mathbb{R}:(1-\lambda) y+m_{1} \geq(1-\lambda) z \text { for some } z \in \mathcal{B}\right\} .
$$

Take $u \in U_{1}+U_{2}$. Then, $u=u_{1}+u_{2}$, where for some $z_{1}, z_{2} \in \mathcal{B}, \lambda x+u_{1} \geq \lambda z_{1}$ and $(1-\lambda) y+u_{2} \geq(1-\lambda) z_{2}$. Hence,

$$
\lambda x+(1-\lambda) y+u \geq z
$$

where $z=\lambda z_{1}+(1-\lambda) z_{2} \in \mathcal{B}$, as $\mathcal{B}$ is convex. Thus

$$
U_{1}+U_{2} \subseteq\{m \in \mathbb{R}: \lambda x+(1-\lambda) y+m \geq \lambda z \text { for some } z \in \mathcal{B}\},
$$

proving that $\rho_{\mathcal{B}}$ is convex.
(iii): Assume that $\mathcal{B}$ is a convex cone. By the convexity of $\mathcal{B}$ we get that $\rho_{\mathcal{B}}$ is convex. All we need to show is that $\rho_{\mathcal{B}}$ is positive homogeneous. Let $\lambda>0$ and consider

$$
\begin{aligned}
\rho_{\mathcal{B}}(\lambda x) & =\inf \{m \in \mathbb{R}: \lambda x+m \geq z \text { for some } z \in \mathcal{B}\} \\
& =\inf \left\{m \in \mathbb{R}: x+\frac{m}{\lambda} \geq \frac{z}{\lambda} \text { for some } z \in \mathcal{B}\right\} \\
& =\inf \left\{\lambda n \in \mathbb{R}: x+n \geq z_{1} \text { for some } z_{1} \in \mathcal{B}\right\} \\
& =\lambda \inf \left\{n \in \mathbb{R}: x+n \geq z_{1} \text { for some } z_{1} \in \mathcal{B}\right\} \\
& =\lambda \rho_{\mathcal{B}}(x)
\end{aligned}
$$

Note that if $z \in \mathcal{B}$, we have $\frac{z}{\lambda} \in \mathcal{B}$, as $\mathcal{B}$ is a cone. Hence, we have shown that $\rho_{\mathcal{B}}$ is coherent. (iv): If $\mathcal{B}$ satisfies (v) of Proposition 4.2.2, then $\rho_{\mathcal{B}}$ is by definition real-valued.

The following two examples are taken from [61].
Example 4.2.4. Consider the worst case measure $\rho_{\max }$ defined by

$$
\rho_{\max }(x)=-\inf _{\omega \in \Omega} x(\omega) \quad \text { for all } x \in \mathcal{X} .
$$

The corresponding acceptance set $\mathcal{A}$ is given by the convex cone of all nonnegative functions in $\mathcal{X}$. Thus, $\rho_{\max }$ is a coherent measure of risk. It is the most conservative measure of risk in the sense that any monetary risk measure $\rho$ on $\mathcal{X}$ with $\rho(0)=0$ satisfies

$$
\rho(x) \leq-\inf _{\omega \in \Omega} x(\omega)=\rho_{\max }(x) .
$$

Example 4.2.5. Let $\mathcal{Q}$ be a set of probability measures on $(\Omega, \mathcal{F})$, and consider a mapping $\gamma: \mathcal{Q} \rightarrow \mathbb{R}$ with $\sup _{Q \in \mathcal{Q}} \gamma(Q)<\infty$. Suppose that a position is acceptable if

$$
\mathbb{E}_{Q}[x] \geq \gamma(Q) \quad \text { for all } Q \in \mathcal{Q}
$$

In other words, $\gamma(Q)$ is a lower bound for the expected value. The acceptance set $\mathcal{A}$ of such positions satisfies properties (ii) and (iii) of Proposition 4.2.2 and it is convex. Hence, the associated risk measure $\rho_{\mathcal{A}}$ is convex and is of the form

$$
\rho_{\mathcal{A}}(x)=\sup _{Q \in \mathcal{Q}}\left\{\gamma(Q)-\mathbb{E}_{Q}[x]\right\} .
$$

Alternatively, we can write

$$
\rho_{\mathcal{A}}(x)=\sup _{Q \in \mathbb{P}}\left\{\mathbb{E}_{Q}[-x]-\alpha(Q)\right\},
$$

where the penalty function $\alpha: \mathbb{P} \rightarrow(-\infty, \infty]$ is defined by $\alpha(Q)=-\gamma(Q)$ if $Q \in \mathcal{Q}$ and $\alpha(Q)=\infty$ otherwise. Note that $\rho_{\mathcal{A}}$ is coherent if $\gamma(Q)=0$ for all $Q \in \mathcal{Q}$.

As mentioned before, representation theorems are important in the study of risk measures. In 2002, Föllmer and Schied [60] proved the following representation theorem for convex risk measures. They assume that $\rho: L_{\infty}(P) \rightarrow \mathbb{R}$.

Theorem 4.2.6. [60, Theorem 6] Suppose $\mathcal{X}=L_{\infty}(\Omega, \mathcal{F}, P), \mathbb{P}$ is the set of probability measures, which are absolutely continuous with respect to $P$, and $\rho: \mathcal{X} \rightarrow \mathbb{R}$ is a convex risk measure. Then the following properties are equivalent:
(i) There is a function $\alpha: \mathbb{P} \rightarrow(-\infty, \infty]$ such that

$$
\begin{equation*}
\rho(x)=\sup _{Q \in \mathbb{P}}\left\{\mathbb{E}_{Q}[-x]-\alpha(Q)\right\} \text { for all } x \in \mathcal{X} . \tag{4.4}
\end{equation*}
$$

(ii) The acceptance set $\mathcal{A}_{\rho}$ associated with $\rho$ is $\sigma\left(L_{\infty}(P), L_{1}(P)\right)$-closed.
(iii) The risk measure $\rho$ possesses the Fatou property, i.e. if the sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subseteq \mathcal{X}$ is uniformly bounded and $x_{n}$ converges in probability to some $x \in \mathcal{X}$, then $\rho(x) \leq$ $\liminf _{n} \rho\left(x_{n}\right)$.
(iv) If the sequence $x_{n} \subseteq \mathcal{X}$ decreases to $x \in \mathcal{X}$, then $\rho\left(x_{n}\right) \rightarrow \rho(x)$.

This considers bounded random variables. However, most models in financial mathematics allow for random variables, which are not bounded, and therefore, it makes sense to look at risk measures on larger sets than $L_{\infty}(P)$. This has been done by numerous people, amongst them Delbaen [42] and Cheridito et al. [25], who investigated convex risk measures on $L_{0}(P)$, Frittelli and Rosazza Gianin [62], who provide robust representations for real-valued risk measures on $L_{p}$-spaces, and various others (see [26] for more details). Cheridito and Li [26] extended the theory on risk measures to Orlicz spaces, which will be discussed in the next section.

### 4.3 Risk measures on Orlicz hearts

### 4.3.1 Monotone functionals on Banach lattices

Before we can state and prove the theorem which gives us the robust representation of a convex risk measure on an Orlicz heart, we need a few definitions and properties of monotone functionals on Banach lattices.

Definition 4.3.1. Consider two normed spaces $\mathcal{X}$ and $\mathcal{Y}$. A function $f: \mathcal{X} \rightarrow \mathcal{Y}$ is Lipschitz-continuous if there exists a positive constant $K \in \mathbb{R}$ such that

$$
\left\|f\left(x_{1}\right)-f\left(x_{2}\right)\right\| \leq K\left\|x_{1}-x_{2}\right\|,
$$

for all $x_{1}, x_{2} \in \mathcal{X}$.

It can be shown that any monetary risk measure $\rho$ is Lipschitz continuous with respect to the supremum norm $\|\cdot\|_{\infty}$, i.e.

$$
|\rho(x)-\rho(y)| \leq\|x-y\|_{\infty} .
$$

Lemma 4.3.2. If $f$ is an increasing function from a Banach lattice $\mathcal{X}$ to $(-\infty, \infty]$, then $\operatorname{core}(\operatorname{dom}(f))=\operatorname{int}(\operatorname{dom}(f))$.

Proof. Since $\operatorname{int}(A) \subseteq \operatorname{core}(A)$ for every $A \subseteq \mathcal{X}$, we just have to show that core $(\operatorname{dom}(f)) \subseteq$ $\operatorname{int}(\operatorname{dom}(f))$. By way of contradiction, assume that $f$ is real-valued on an algebraic neighbourhood of $x \in \mathcal{X}$ but not on a neighbourhood of $x$. Then there exist elements $z_{n} \in \mathcal{X}$, $n \geq 1$ with norm $\left\|x-z_{n}\right\| \leq 4^{-n}$ and $f\left(z_{n}\right)=\infty$. We also have that $\left\|x-z_{n}^{+}\right\| \leq 4^{-n}$ and $f\left(z_{n}^{+}\right)=\infty$. Let $y_{n}^{+}=x-z_{n}^{+}$. Then $\left\|y_{n}^{+}\right\| \leq 4^{-n}$ and $f\left(x+y_{n}^{+}\right)=\infty$.

Define $y=\sum_{n \geq 1} 2^{n} y_{n}^{+}$. By assumption, there exists an $\epsilon>0$ such that $f(x+t y) \in \mathbb{R}$ for $t \in[0, \epsilon]$. It follows that for all $n$ with $\epsilon 2^{n} \geq 1$, we have

$$
\infty>f(x+\epsilon y) \geq f\left(x+\epsilon 2^{n} y_{n}^{+}\right) \geq f\left(x+y_{n}^{+}\right)=\infty,
$$

a contradiction. So there has to exist a neighbourhood of $x$ on which $f$ is real-valued.
For every proper convex function $f$, the conjugate $f^{*}$, as defined previously, is given by

$$
f^{*}\left(x^{*}\right)=\sup _{x \in \mathcal{X}}\left\{x^{*}(x)-f(x)\right\} .
$$

The conjugate is a $\sigma\left(\mathcal{X}^{*}, \mathcal{X}\right)$-lower semi-continuous, convex function from $\mathcal{X}^{*}$ to $(-\infty, \infty]$. It is immediate from the definition of $f^{*}$ that

$$
f(x) \geq f^{* *}(x)=\sup _{x^{*} \in \mathcal{X}^{*}}\left\{x^{*}(x)-f^{*}\left(x^{*}\right)\right\} .
$$

The next proposition, taken from [169, Corollary 2.2.12], is required for the proof of Theorem 4.3.4.

Proposition 4.3.3. Let $\mathcal{X}$ be a normed space and $f: \mathcal{X} \rightarrow[-\infty, \infty]$ a proper convex function. Suppose that $x_{0} \in \operatorname{dom} f$ and for some $p>0$ and $m \geq 0$

$$
f(x) \leq f\left(x_{0}\right)+m
$$

for all $x \in \mathcal{X}$ such that $\left|x-x_{0}\right| \leq p$. Then for all $p^{\prime} \in(0, p)$ and $x, y \in \mathcal{X}$ such that $\left|x-x_{0}\right| \leq p^{\prime}$ and $\left|y-x_{0}\right| \leq p^{\prime}$, we have

$$
|f(x)-f(y)| \leq \frac{m}{p} \cdot \frac{p+p^{\prime}}{p-p^{\prime}}\|x-y\| .
$$

Now we can state and prove the following, as done by Cheridito and Li in [26].
Theorem 4.3.4. Let $f$ be an increasing, convex function from a Banach lattice $\mathcal{X}$ to $(-\infty, \infty]$. For all $x \in \operatorname{core}(\operatorname{dom}(f))$,
(i) there exists a neighbourhood of $x$ on which $f$ is Lipschitz-continuous with respect to the norm on $\mathcal{X}$,
(ii) $f$ is subdifferentiable at $x$, and
(iii) $f(x)=\max _{x^{*} \in \mathcal{X}^{*}}\left\{x^{*}(x)-f^{*}\left(x^{*}\right)\right\}$.

Proof. (ii): By Lemma 4.3.2, every $x \in \operatorname{core}(\operatorname{dom}(f))$ has a neighbourhood contained in $\operatorname{dom} f$. So it follows from Proposition C. 14 that $f$ is continuous and subdifferentiable at $x$.
(iii): Note that if $f$ is increasing then $f^{*}$ is finite at most over $\left(X^{*}\right)^{+}$. Since $f$ is subdifferentiable, there exists a positive subgradient $x^{*} \in \mathcal{X}^{*}$ of $f$ such that for all $y \in$ $\operatorname{int}(\operatorname{dom} f)$ we have

$$
f(x)-f(y) \geq x^{*}(x-y)
$$

i.e.

$$
x^{*}(y)-f(y) \geq x^{*}(x)-f(x) .
$$

As this holds for all $x \in \mathcal{X}$, we have

$$
x^{*}(y)-f(y)=\max _{x \in \mathcal{X}}\left\{x^{*}(x)-f(x)\right\}=f^{*}\left(x^{*}\right) .
$$

This chain of equalities implies that

$$
f(y)=x^{*}(y)-f^{*}\left(x^{*}\right)=\max _{x^{*} \in \mathcal{X}^{*}}\left\{x^{*}(y)-f^{*}\left(x^{*}\right)\right\},
$$

where the last equality is satisfied because $f(y) \geq x^{*}(y)-f^{*}\left(x^{*}\right)$ automatically holds for any $x^{*} \in \mathcal{X}^{*}$.
(i): Since $f$ is continuous at $x$, there exists a neighbourhood of $x$ on which $f$ is bounded and hence, (i) follows from Proposition 4.3.3.

Remark 4.3.5. Theorem 4.3 .4 is a special case of the extended Namioka-Klee theorem proved by Biagini and Frittelli [16]. Biagini and Frittelli prove this theorem for a proper, convex and monotone increasing function on a Frechet lattice, which is a generalisation of a Banach lattice. By using a Frechet lattice, Biagini and Frittelli obtain a representation result that holds for Orlicz spaces as well as Orlicz hearts.

### 4.3.2 Dual Representation

We will now look at risk measures on Orlicz hearts. Let ( $\Phi, \Psi$ ) be complementary finite Young functions. The Orlicz space, heart and norm and the Luxemburg norm are defined as in Chapter 2. We will identify a probability measure $Q \in \mathbb{P}$ on $(\Omega, \mathcal{F})$ with its RadonNikodým derivative $\xi=\frac{d Q}{d P} \in L_{1}(P)$. Define

$$
\mathcal{R}(P)=\left\{\xi \in L_{1}(P): \xi \geq 0, \mathbb{E}_{P}[\xi]=1\right\}
$$

and let $\mathcal{R}^{\Psi}(P)=\mathcal{R}(P) \cap L_{\Psi}(P)$.
Remark 4.3.6. Let $\mathcal{X}$ be an ordered locally convex topological vector space, endowed with a topology $\tau$, for which $\mathcal{X}$ and its Banach dual space $\mathcal{X}^{*}$ form a dual system. The space of positive continuous linear functionals, i.e. the positive polar cone of $\mathcal{X}^{+}$is given by

$$
\left(\mathcal{X}^{+}\right)^{\circ}=\left\{x^{*} \in \mathcal{X}^{*}: x^{*}(x) \geq 0 \text { for all } x \in \mathcal{X}^{+}\right\} .
$$

If $z^{*} \in\left(\mathcal{X}^{+}\right)^{\circ}$ and $z^{*}(\mathbf{1})=1$, then $z^{*}$ is a probability density in $\left(\mathcal{X}^{+}\right)^{\circ}$. By the RadonNikodým theorem, the probability density $z^{*}$ can be identified with its associated probability measure $Q$ by setting $z^{*}=\frac{d Q}{d P}$. Therefore, we have

$$
z^{*}(x)=\mathbb{E}_{P}\left[z^{*} x\right]=\mathbb{E}_{Q}[x] .
$$

The concept of a penalty function is crucial to the theory of risk measures as it defines the robust representations.

## Definition 4.3.7.

(i) A map $\alpha: \mathcal{R}^{\Psi}(P) \rightarrow(-\infty, \infty]$ is called a penalty function on $\mathcal{R}^{\Psi}(P)$ if it is bounded from below and not identically equal to infinity.
(ii) The penalty function $\alpha: \mathbb{P} \rightarrow(-\infty, \infty]$ satisfies the growth condition with respect to the norm $\|\cdot\|$ if there exist $a \in \mathbb{R}$ and $b>0$ such that

$$
\begin{equation*}
\alpha(Q) \geq a+b\|Q\| \text { for all } Q \in \mathbb{P} \tag{4.5}
\end{equation*}
$$

(iii) For any penalty function $\alpha$ on $\mathcal{R}^{\Psi}(P)$, we define for all $x \in \mathcal{X}$

$$
\begin{equation*}
\rho_{\alpha}(x)=\sup _{Q \in \mathcal{R}^{\Psi}(P)}\left\{\mathbb{E}_{Q}[-x]-\alpha(Q)\right\}, \tag{4.6}
\end{equation*}
$$

and call the right hand side of (4.6) a robust representation of $\rho_{\alpha}$.

Since the Orlicz norm and the Luxemburg norm are equivalent, a penalty function $\alpha$ satisfies the growth condition with respect to the Orlicz norm if and only if $\alpha$ satisfies the growth condition with respect to the Luxemburg norm.

Remark 4.3.8. We repeat here as a reminder some properties of the Orlicz and Luxemburg norms. Note that by the definitions of the $L_{1}$-norm and the $L_{\infty}$-norm, we have for $Q \in$ $L_{\Psi}(P)$ that $\mathbb{E}_{Q}[y] \leq\|y\|_{\infty}$ and $\mathbb{E}_{Q}[-y] \leq\|-y\|_{\infty}=\|y\|_{\infty}$.

Also, by the definition of the Orlicz norm

$$
\begin{aligned}
\|Q\|_{\Psi} & \geq \int\left|Q \cdot \frac{y-x}{\mathcal{N}_{\Phi}(y-x)}\right| d P \\
\mathcal{N}_{\Phi}(y-x)\|Q\|_{\Psi} & \geq \int|Q(y-x)| d P \\
& =\mathbb{E}_{Q}[|y-x|] \\
& =\mathbb{E}_{Q}[|x-y|] \\
& \geq\left|\mathbb{E}_{Q}[x-y]\right| \\
& \geq \mathbb{E}_{Q}[x-y],
\end{aligned}
$$

where the second last inequality follows from Jensen's inequality.

Proposition 4.3.9. The function $\rho_{\alpha}$ given by (4.6) defines a lower semi-continuous convex monetary risk measure on $H_{\Phi}(P)$ with values in $(-\infty, \infty]$.

Proof. First, consider

$$
\rho_{\alpha}(0)=\sup _{Q \in \mathcal{R}^{\Psi}(P)}\{-\alpha(Q)\}=-\inf _{Q \in \mathcal{R}^{\Psi}(P)} \alpha(Q)<\infty,
$$

as $\alpha$ is bounded below.

Secondly, let $x \leq y$. Then $\mathbb{E}_{Q}[-x]-\alpha(Q) \geq \mathbb{E}_{Q}[-y]-\alpha(Q)$ for all $Q \in \mathcal{R}^{\Psi}(P)$, proving the monotonicity. Translation invariance is clear. To show that $\rho_{\alpha}$ is convex, let $\lambda \in(0,1)$. Then,

$$
\begin{aligned}
\lambda \rho_{\alpha}(x) & +(1-\lambda) \rho_{\alpha}(y) \\
& =\sup _{Q \in \mathcal{R}^{\Psi}(P)}\left\{\mathbb{E}_{Q}[-\lambda x]-\lambda \alpha(Q)\right\}+\sup _{Q \in \mathcal{R}^{\Psi}(P)}\left\{\mathbb{E}_{Q}[-(1-\lambda) y]-(1-\lambda) \alpha(Q)\right\} \\
& \geq \sup _{Q \in \mathcal{R}^{\Psi}(P)}\left\{\mathbb{E}_{Q}[-\lambda x-(1-\lambda) y]-\alpha(Q)\right\} \\
& =\rho_{\alpha}(\lambda x+(1-\lambda) y) .
\end{aligned}
$$

To show that the risk measure $\rho_{\alpha}$ is lower semi-continuous at $x$, we have to show that for every $\epsilon>0$, there exists $\delta>0$ such that for all $y \in N_{\delta}(x)$, where $N_{\delta}(x)$ is the $\delta$ neighbourhood of $x$, we have $\rho_{\alpha}(x)-\rho_{\alpha}(y)<\epsilon$. Consider

$$
\begin{aligned}
\mathbb{E}[-x] & \leq \mathbb{E}[|x-y|]+\mathbb{E}[-y] \\
& =\|x-y\|_{1}+\mathbb{E}[-y] \\
& \leq K \mathcal{N}_{\Phi}(x-y)+\mathbb{E}[-y]
\end{aligned}
$$

for some $K$, as we have the continuous embedding $L_{\infty} \hookrightarrow L_{\Phi} \hookrightarrow L_{1}$. Hence,

$$
\begin{aligned}
\mathbb{E}[-x]-\alpha(Q) & \leq K \mathcal{N}_{\Phi}(x-y)+\mathbb{E}[-y]-\alpha(Q) \\
& \leq K \mathcal{N}_{\Phi}(x-y)+\rho_{\alpha}(y) .
\end{aligned}
$$

Thus,

$$
\rho_{\alpha}(x) \leq K \mathcal{N}_{\Phi}(x-y)+\rho_{\alpha}(y),
$$

i.e. $\rho_{\alpha}(x)-\rho_{\alpha}(y) \leq K \mathcal{N}_{\Phi}(x-y)<\epsilon$ if and only if $\mathcal{N}_{\Phi}(x-y)<\delta:=\frac{\epsilon}{K}$.

The next theorem characterises penalty functions, which satisfy the growth condition.
Theorem 4.3.10. Let $\alpha$ be a penalty function on $\mathcal{R}^{\Psi}(P)$. The following are equivalent.
(i) $\alpha$ satisfies the growth condition with respect to $\|\cdot\|_{\Psi}$.
(ii) $\operatorname{core}\left(\operatorname{dom}\left(\rho_{\alpha}\right)\right) \neq \emptyset$.
(iii) $\rho_{\alpha}$ is real-valued and every $x \in H_{\Phi}(P)$ has a neighbourhood on which $\rho_{\alpha}$ is Lipschitzcontinuous with respect to $\mathcal{N}_{\Phi}(\cdot)$.

Proof. We show (iii) $\Rightarrow$ (ii) $\Rightarrow$ (i) $\Rightarrow$ (iii). The first implication is trivial.
(ii) $\Rightarrow$ (i): Assume that $\rho_{\alpha}$ is real-valued on an algebraic neighbourhood of $x \in H_{\Phi}(P)$. Since the mapping $y \rightarrow \rho_{\alpha}(-y)$ is increasing, we obtain from Lemma 4.3.2 that there exists an $\epsilon>0$ such that $\rho_{\alpha}$ is real-valued on the closed ball $B_{\epsilon}(x)$ with radius $\epsilon$ around $x$. Since $L_{\infty}(P)$ is $\mathcal{N}_{\Phi}$-dense in $H_{\Phi}(P)$, there exists a sequence $\left(y_{n}\right)_{n \geq 1}$ of bounded random variables such that $\mathcal{N}_{\Phi}\left(y_{n}-x\right) \leq \epsilon 2^{-n-2}$. Assume that $\alpha$ does not satisfy the growth condition with respect to $\|\cdot\|_{\Psi}$. Then there exists a sequence of probability measures $\left(Q_{n}\right)_{n \geq 1}$ in $\mathcal{R}^{\Psi}(P)$ such that for all $n \geq 1$

$$
\alpha\left(Q_{n}\right)<-n-\left\|y_{n}\right\|_{\infty}+\epsilon 2^{-n-2}\left\|Q_{n}\right\|_{\Psi} .
$$

Since $\left(L_{\Psi}(P),\|\cdot\|_{\Psi}\right)$ is the norm dual of $\left(H_{\Phi}(P), \mathcal{N}_{\Phi}(\cdot)\right)$ and by the definition of the Orlicz norm, there exists for every $n \geq 1, z_{n} \in H_{\Phi}(P)$ such that $z_{n} \leq 0, \mathcal{N}_{\Phi}\left(z_{n}\right) \leq 1$ and

$$
\begin{aligned}
\mathbb{E}_{Q_{n}}\left[-z_{n}\right] & =\int-z_{n} Q_{n} d P \\
& =\int\left|-z_{n} Q_{n}\right| d P \\
& \geq\left\|Q_{n}\right\|_{\Psi} \\
& \geq \frac{1}{2}\left\|Q_{n}\right\|_{\Psi}
\end{aligned}
$$

The random variable $z=\epsilon \sum_{n \geq 1} 2^{-n} z_{n}$ is in $H_{\Phi}(P)$ with norm $\mathcal{N}_{\Phi}(z) \leq \epsilon$. As $z_{n} \leq 0$ and $\rho_{\alpha}$ is monotonic and using Remark 4.3.8, we get

$$
\begin{aligned}
& \rho_{\alpha}(x+z) \\
& \quad \geq \rho_{\alpha}\left(x+\epsilon 2^{-n} z_{n}\right) \\
& \quad \geq \mathbb{E}_{Q_{n}}\left[-x-\epsilon 2^{-n} z_{n}\right]-\alpha\left(Q_{n}\right) \\
& \quad \geq \mathbb{E}_{Q_{n}}\left[-y_{n}\right]+\mathbb{E}_{Q_{n}}\left[y_{n}-x\right]+\epsilon 2^{-n} \mathbb{E}_{Q_{n}}\left[-z_{n}\right]+n+\left\|y_{n}\right\|_{\infty}-\epsilon 2^{-n-2}\left\|Q_{n}\right\|_{\Psi} \\
& \quad \geq-\left\|y_{n}\right\|_{\infty}-\mathcal{N}_{\Phi}\left(y_{n}-x\right)\left\|Q_{n}\right\|_{\Psi}+\epsilon 2^{-n-1}\left\|Q_{n}\right\|_{\Psi}+n+\left\|y_{n}\right\|_{\infty}-\epsilon 2^{-n-2}\left\|Q_{n}\right\|_{\Psi} \\
& \quad=\left\|Q_{n}\right\|_{\Psi}\left[-\mathcal{N}_{\Phi}\left(y_{n}-x\right)+\epsilon 2^{-n-1}-\epsilon 2^{-n-2}\right]+n \\
& \quad=\left\|Q_{n}\right\|_{\Psi}\left[-\mathcal{N}_{\Phi}\left(y_{n}-x\right)+\epsilon 2^{-n-2}\right]+n \\
& \quad \geq 0+n \\
& \quad=n
\end{aligned}
$$

for all $n \geq 1$. But this contradicts the finiteness of $\rho_{\alpha}$ on $B_{\epsilon}(x)$. Therefore, $\alpha$ must satisfy the growth condition with respect to $\|\cdot\|_{\Psi}$, and (i) is proved.
(i) $\Rightarrow$ (iii): Assume there exist constants $a \in \mathbb{R}$ and $b>0$ such that $\alpha(Q) \geq a+b\|Q\|_{\Psi}$ for all $Q \in \mathcal{R}^{\Psi}(P)$. Choose $x \in H_{\Phi}(P)$. There exists $\bar{x} \in L_{\infty}(P)$ with $\mathcal{N}_{\Phi}(x-\bar{x}) \leq b$, and we obtain

$$
\begin{aligned}
\mathbb{E}_{Q}[-x]-\alpha(Q) & =\mathbb{E}_{Q}[-\bar{x}]+\mathbb{E}_{Q}[\bar{x}-x]-\alpha(Q) \\
& \leq\|\bar{x}\|_{\infty}+\mathcal{N}_{\Phi}(\bar{x}-x)\|Q\|_{\Psi}-a-b\|Q\|_{\Psi} \\
& \leq\|\bar{x}\|_{\infty}-a
\end{aligned}
$$

for all $Q \in \mathcal{R}^{\Psi}(P)$. This shows that $\rho_{\alpha}(x) \leq\|\bar{x}\|_{\infty}-a<\infty$. Hence, $\rho_{\alpha}$ is real-valued. The rest of (iii) follows from Theorem 4.3.4 (i) with $f(x)=\rho_{\alpha}(-x)$.

Cheridito and Li [26] show that every convex monetary risk measure $\rho$ on $H_{\Phi}(P)$ with $\operatorname{core}(\operatorname{dom}(\rho)) \neq \emptyset$ has a robust representation with penalty function

$$
\begin{equation*}
\rho^{\#}(Q)=\sup _{x \in \mathcal{A}_{\rho}} \mathbb{E}_{Q}[-x] \tag{4.7}
\end{equation*}
$$

for $Q \in \mathcal{R}^{\Psi}(P)$ and that $\rho^{\#}$ is the minimal penalty function of $\rho$. Since $x+\rho(x) \in \mathcal{A}_{\rho}$ for all $x \in H_{\Phi}(P)$, Equation (4.7) can equivalently be written as

$$
\begin{equation*}
\rho^{\#}(Q)=\sup _{x \in H_{\Phi}(P)}\left\{\mathbb{E}_{Q}[-x]-\rho(x)\right\} \tag{4.8}
\end{equation*}
$$

for $Q \in \mathcal{R}^{\Psi}(P)$.
Now we are ready to state and prove the representation theorem for risk measures on Orlicz hearts.

Theorem 4.3.11. Let $\rho: H_{\Phi}(P) \rightarrow(-\infty, \infty]$ be a convex monetary risk measure with $\operatorname{core}(\operatorname{dom}(\rho)) \neq \emptyset$. Then
(i) $\rho$ is real-valued,
(ii) $\rho^{\#}$, defined by

$$
\rho^{\#}(Q)=\sup _{x \in H_{\Phi}(P)}\left\{\mathbb{E}_{Q}[-x]-\rho(x)\right\},
$$

is a penalty function on $\mathcal{R}^{\Psi}(P)$ satisfying the growth condition with respect to $\|\cdot\|_{\Psi}$, and
(iii) for all $x \in H_{\Phi}(P)$

$$
\begin{equation*}
\rho(x)=\max _{Q \in \mathcal{R}^{\Psi}(P)}\left\{\mathbb{E}_{Q}[-x]-\rho^{\#}(Q)\right\} . \tag{4.9}
\end{equation*}
$$

Moreover, if $\rho=\rho_{\alpha}$ for a penalty function $\alpha$ on $\mathcal{R}^{\Psi}(P)$, then $\rho^{\#}$ is the greatest convex, $\sigma\left(L_{\Psi}(P), H_{\Phi}(P)\right)$-lower semi-continuous minorant of $\alpha$.

Proof. Consider the function $f(x)=\rho(-x)$ for $x \in H_{\Phi}(P)$. Then $f$ is increasing and convex. Note that

$$
\begin{aligned}
f^{*}(Q) & =\sup _{x \in H_{\Phi}(P)}\left\{\mathbb{E}_{Q}[x]-f(x)\right\} \\
& =\sup _{x \in H_{\Phi}(P)}\left\{\mathbb{E}_{Q}[x]-\rho(-x)\right\} \\
& =\sup _{y \in H_{\Phi}(P)}\left\{\mathbb{E}_{Q}[-y]-\rho(y)\right\} \\
& =\sup _{y \in \mathcal{A}_{\rho}} \mathbb{E}_{Q}[-y] \\
& = \begin{cases}\rho^{\#}(Q) & \text { if } Q \in \mathcal{R}^{\Psi}(P) \\
\infty & \text { if } Q \in L_{\Psi}(P) \backslash \mathcal{R}^{\Psi}(P) .\end{cases}
\end{aligned}
$$

To get the last equality, we adapt the proof of Lemma 4.30 of Föllmer and Schied [60]. Consider $Q \in L_{\Psi}(P) \backslash \mathcal{R}^{\Psi}(P)$, i.e. $Q$ is not absolutely continuous with respect to $P$. Then there exists $A \in \mathcal{F}$ such that $Q(A)>0$ but $P(A)=0$. Take any $x \in \mathcal{A}_{\rho}$ and define $x_{n}=x-n \mathbb{1}_{A}$ for $n \in \mathbb{N}$. Then $\rho\left(x_{n}\right)=\rho(x)$, i.e. $x_{n} \in \mathcal{A}_{\rho}$. Hence,

$$
\begin{aligned}
f^{*}(Q) & \geq \mathbb{E}_{Q}\left[-x_{n}\right]-\rho\left(x_{n}\right) \\
& \geq \mathbb{E}_{Q}[-x]+n Q(A) \rightarrow \infty .
\end{aligned}
$$

Thus, it follows from Theorem 4.3 .4 (iii), that for all $X \in \operatorname{core}(\operatorname{dom}(f))$,

$$
\begin{align*}
\rho(x)=f(-x) & =\max _{Q \in L_{\Psi}(P)}\left\{\mathbb{E}_{Q}[-x]-f^{*}(Q)\right\}  \tag{4.10}\\
& \geq \max _{Q \in \mathcal{R}^{\Psi}(P)}\left\{\mathbb{E}_{Q}[-x]-f^{*}(Q)\right\} \\
& =\max _{Q \in \mathcal{R}^{\Psi}(P)}\left\{\mathbb{E}_{Q}[-x]-\rho^{\#}(Q)\right\} . \tag{4.11}
\end{align*}
$$

This shows that $\rho$ has a continuous affine minorant. Therefore, the greatest lower semicontinuous minorant $\overline{\operatorname{co}} \rho$ of $\rho$ (defined in Appendix C), also called the lower semi-continuous hull of $\rho$, is proper. Since $\rho$ is convex, we have that the greatest lower semi-continuous minorant $\overline{c o} \rho$ is equal to the lower semi-continuous envelope $\bar{\rho}$ of $\rho$. Hence, we obtain from Theorem C. 18 that $\bar{\rho}=\rho^{* *}$, i.e.

$$
\bar{\rho}(x)=\sup _{Q \in \mathcal{R}^{\Psi}(P)}\left\{\mathbb{E}_{Q}[-x]-\rho^{\#}(Q)\right\}
$$

for all $x \in H_{\Phi}(P)$.
Since $\bar{\rho}$ is proper for all $x \in \mathcal{X}$ and $\rho(0) \in \mathbb{R}$, we get $-\infty<\bar{\rho}(0)<\rho(0)<\infty$. Also,

$$
\bar{\rho}(0)=-\inf _{Q \in \mathcal{R}^{\Psi}(P)} \rho^{\#}(Q) .
$$

This implies that $\rho^{\#}$ is bounded below and not identically equal to $\infty$, and hence $\rho^{\#}$ is a penalty function.

Furthermore, $\operatorname{core}(\operatorname{dom}(\bar{\rho})) \supseteq \operatorname{core}(\operatorname{dom}(\rho)) \neq \emptyset$. So, Theorem 4.3.10 yields that $\bar{\rho}$ is real-valued and $\rho^{\#}$ satisfies the growth condition.
(Note that a set is nowhere dense if and only if its closure has non-empty interior. Also, a convex set has the same interior points as its closure. Thus, if the interior of a convex set is non-empty, then the set is dense.) By Lemma 4.3.2, the interior of the convex set dom $\rho$ is non-empty, thus we have that $\operatorname{dom} \rho$ is dense in $H_{\Phi}(P)$.

Now assume that there exists $y \in H_{\Phi}(P) \backslash$ dom $\rho$, i.e. $\rho(y)=\infty$. Then, by Eidelheit's separation theorem, Theorem C.3, there exists $\xi \in L_{\Psi}(P) \backslash\{0\}$ such that

$$
\sup _{x \in \operatorname{dom} \rho} \mathbb{E}_{P}[x \xi] \leq \mathbb{E}_{P}[y \xi] .
$$

Then select $z \in H_{\Phi}(P)$ such that

$$
\sup _{x \in \operatorname{dom} \rho} \mathbb{E}_{P}[x \xi] \leq \mathbb{E}_{P}[y \xi]<\mathbb{E}_{P}[z \xi] .
$$

However, since $\operatorname{dom} \rho$ is dense in $H_{\Phi}(P)$ and $z \in H_{\Phi}(P)$, we have that there exists $z_{0} \in \operatorname{dom} \rho$ such that for all $\epsilon>0$

$$
\begin{aligned}
\mathbb{E}_{P}[z \xi] & =\mathbb{E}_{P}\left[z \xi-z_{0} \xi\right]+\mathbb{E}\left[z_{0} \xi\right] \\
& \leq K \epsilon+\sup _{x \in \operatorname{dom} \rho} \mathbb{E}_{P}[x \xi] \\
& \leq \sup _{x \in \operatorname{dom} \rho} \mathbb{E}_{P}[x \xi] \\
& <\mathbb{E}_{P}[z \xi] .
\end{aligned}
$$

This is a contradiction of the density of $\operatorname{dom} \rho$ in $H_{\Phi}(P)$ and the continuity of $\mathbb{E}_{P}$. Hence, $\rho$ must be real-valued. The equality in representation (4.9) now follows from (4.11) and the fact that $\rho$ is real-valued.

To prove the last part of the theorem, let $\alpha$ be a penalty function on $\mathcal{R}^{\Psi}(P)$ with $\rho=\rho_{\alpha}$. Denote by $\hat{\alpha}$ the function from $L_{\Psi}(P)$ to $(-\infty, \infty]$ which is equal to $\alpha$ on $\mathcal{R}^{\Psi}(P)$ and $\infty$ on $L_{\Psi}(P) \backslash \mathcal{R}^{\Psi}(P)$. Then $f^{*}$ is the biconjugate of $\hat{\alpha}$ in the duality $\left(L_{\Psi}(P), H_{\Phi}(P)\right)$. Since $\hat{\alpha}$ is bounded from below, it follows from Theorem C. 18 that $f^{*}$ is the greatest convex,
$\sigma\left(L_{\Psi}(P), H_{\Phi}(P)\right)$-lower semi-continuous minorant of $\hat{\alpha}$. Since $\rho^{\#}$ is the restriction of $f^{*}$ to $\mathcal{R}^{\Psi}(P)$, this completes the proof.

For every non-empty subset $\mathcal{Q}$ of $\mathcal{R}^{\Psi}(P)$,

$$
\alpha(Q)= \begin{cases}0 & \text { for } Q \in \mathcal{Q} \\ \infty & \text { for } Q \notin \mathcal{Q}\end{cases}
$$

is a penalty function on $\mathcal{R}^{\Psi}(P)$. It is easily verified, that the corresponding risk measure

$$
\rho_{\mathcal{Q}}(x)=\sup _{Q \in \mathcal{Q}} \mathbb{E}_{Q}[-x]
$$

is coherent and $\alpha$ satisfies the growth condition if and only if $\mathcal{Q}$ is $\|\cdot\|_{\Psi}$-bounded. Hence, Theorem 4.3.10 can be written as follows.

Corollary 4.3.12. Let $\mathcal{Q}$ be a non-empty subset of $\mathcal{R}^{\Psi}(P)$. Then the following conditions are equivalent:
(i) $\mathcal{Q}$ is $\|\cdot\|_{\Psi}$-bounded;
(ii) $\operatorname{core}\left(\operatorname{dom}\left(\rho_{\mathcal{Q}}\right)\right) \neq \emptyset$;
(iii) $\rho_{\mathcal{Q}}$ is real-valued and Lipschitz-continuous with respect to $\mathcal{N}_{\Phi}(\cdot)$.

Proof. We once again show (iii) $\Rightarrow$ (ii) $\Rightarrow$ (i) $\Rightarrow$ (iii). The first implication is trivial.
(ii) $\Rightarrow$ (i): This follows from the fact that $\alpha$ satisfies the growth condition if and only if $\mathcal{Q}$ is $\|\cdot\|_{\Psi}$-bounded. This is easily verified.
(i) $\Rightarrow$ (iii): For all $x, y \in H_{\Phi}(P)$ and $Q \in \mathcal{Q}$, we have

$$
\rho_{\mathcal{Q}}(x) \leq \mathbb{E}_{Q}[y-x]+\mathbb{E}_{Q}[-y] \leq \mathcal{N}_{\Phi}(x-y)\|Q\|_{\Psi}+\rho_{\mathcal{Q}}(y)
$$

and analogously

$$
\rho_{\mathcal{Q}}(y) \leq \mathcal{N}_{\Phi}(x-y)\|Q\|_{\Psi}+\rho_{\mathcal{Q}}(x) .
$$

So if (i) holds, then $K=\sup _{Q \in \mathcal{Q}}\|Q\|_{\Psi}$ is finite and

$$
\left|\rho_{\mathcal{Q}}(x)-\rho_{\mathcal{Q}}(y)\right| \leq K \mathcal{N}_{\Phi}(x-y) .
$$

Thus, for a coherent risk measure $\rho$, Theorem 4.3.11 reduces to the following.

Corollary 4.3.13. Let $\rho: H_{\Phi}(P) \rightarrow(-\infty, \infty]$ be a coherent risk measure with acceptance set $\mathcal{A}_{\rho}$. If $\operatorname{core}(\operatorname{dom}(\rho)) \neq \emptyset$, then $\rho$ is real-valued and can be represented as

$$
\rho(x)=\max _{Q \in \mathcal{Q}} \mathbb{E}_{Q}[-x],
$$

where $x \in H_{\Phi}(P)$ and $\mathcal{Q}$ is a $\|\cdot\|_{\Psi}$-bounded, convex set given by

$$
\mathcal{Q}=\left\{Q \in \mathcal{R}^{\Psi}(P): \mathbb{E}_{Q}[x] \geq 0 \text { for all } x \in \mathcal{A}_{\rho}\right\} .
$$

Proof. Let $\rho$ be a coherent risk measure. Then $\rho$ is a convex risk measure and by Theorem 4.3.11, we have that

$$
\rho(x)=\max _{Q \in \mathcal{R}^{\Psi}(P)}\left\{\mathbb{E}_{Q}[-x]-\rho^{\#}(Q)\right\} .
$$

Next, we claim that if $\rho$ is coherent we get

$$
\rho^{\#}(Q)= \begin{cases}0 & \text { for } Q \in \mathcal{Q} \\ \infty & \text { otherwise }\end{cases}
$$

where $\mathcal{Q}=\left\{Q \in \mathcal{R}^{\Psi}(P): \mathbb{E}_{Q}[X] \geq 0\right.$ for all $\left.X \in \mathcal{A}_{\rho}\right\}$. First, note that

$$
\begin{aligned}
\rho^{\#}(Q) & =\sup _{x \in H_{\Phi}(P)}\left\{\mathbb{E}_{Q}[-x]-\rho(x)\right\} \\
& =-\inf _{x \in H_{\Phi}(P)}\left\{\mathbb{E}_{Q}[x]+\rho(x)\right\} .
\end{aligned}
$$

Secondly, for $\lambda>0$,

$$
\begin{aligned}
\rho^{\#}(Q) & =\sup _{x \in H_{\Phi}(P)}\left\{\mathbb{E}_{Q}[-x]-\rho(x)\right\} \\
& =\sup _{\lambda x \in H_{\Phi}(P)}\left\{\mathbb{E}_{Q}[-\lambda x]-\rho(\lambda x)\right\} \\
& =\lambda \rho^{\#}(Q),
\end{aligned}
$$

by the positive homogeneity of $\rho$. Hence, we must have that $\rho^{\#}(Q)=0$ if

$$
\begin{equation*}
\mathbb{E}_{Q}[x]+\rho(x) \geq 0 \tag{4.12}
\end{equation*}
$$

for all $x \in H_{\Phi}(P)$ and $\rho^{\#}(Q)=\infty$ otherwise. Lastly, note that if $\mathbb{E}_{Q}[x]+\rho(x) \geq 0$, then $\mathbb{E}_{Q}[x] \geq 0$ if and only if $x \in \mathcal{A}_{\rho}$. Conversely, if $\mathbb{E}_{Q}[x] \geq 0$ for $x \in \mathcal{A}_{\rho}$, then we always have that $\mathbb{E}_{Q}[x]+\rho(x) \geq 0$. Thus, (4.12) is equivalent to $\mathbb{E}_{Q}[x] \geq 0$ for $x \in \mathcal{A}_{\rho}$, proving our claim.

### 4.4 Examples of risk measures

For this section, fix some real-valued random variable $x$ on a probability space $(\Omega, \mathcal{F}, P)$. The random variable $x$ represents the profit or loss of some asset or portfolio.

Definition 4.4.1. Given $\alpha \in(0,1)$.
(i) The lower $\alpha$-quantile of $x$ is given by $q_{\alpha}(x)=\inf \left\{x_{0} \in \mathbb{R}: P\left(x \leq x_{0}\right) \geq \alpha\right\}$.
(ii) The upper $\alpha$-quantile of $x$ is given by $q^{\alpha}(x)=\inf \left\{x_{0} \in \mathbb{R}: P\left(x \leq x_{0}\right)>\alpha\right\}$.

Value at risk (VaR) is a good example of a popular risk measure that is in general not coherent. For a given portfolio, probability and time horizon, VaR is defined as the threshold value such that the probability, that the loss on the portfolio over the given time horizon exceeds this value, is the given probability level.

Definition 4.4.2. Given a confidence level $\alpha \in(0,1), \operatorname{VaR}_{\alpha}$ at level $\alpha$ of $x$ is given by

$$
\operatorname{VaR}_{\alpha}(x)=q_{1-\alpha}(-x) .
$$

Note that VaR is not even weakly coherent as, in general, it fails the subadditivity condition. This implies that VaR might discourage diversification. As VaR is dependent on the distribution used, the subadditivity of VaR also depends on which distribution is chosen. If the underlying distribution is elliptic, like the normal or $t$-distribution, then VaR is coherent (see [55] for more details and a proof). In spite of VaR's drawbacks, it has met the favour of regulatory agencies and has thus become a vital part of financial regulations.

Another risk measure, introduced by Artzner et al. [6], which is easy to compute but once again is, in general, not coherent is the tail conditional expectation (TCE).

Definition 4.4.3. Assume $\mathbb{E}\left[x^{-}\right]<\infty$.
(i) The lower tail conditional expectation at level $\alpha$ of $x$ is given by

$$
T C E_{\alpha}(x)=-\mathbb{E}\left[x \mid x \leq q_{\alpha}(x)\right] .
$$

(ii) The upper tail conditional expectation at level $\alpha$ of $x$ is given by

$$
T C E^{\alpha}(x)=-\mathbb{E}\left[x \mid x \leq q^{\alpha}(x)\right] .
$$

In general, TCE does not define a subadditive risk measure.
An example of a coherent risk measure is the worst conditional expectation, introduced by Artzner et al. [6].

Definition 4.4.4. Assume $\mathbb{E}\left[x^{-}\right]<\infty$. The worst conditional expectation (WCE) at level $\alpha$ of $x$ is defined by

$$
W C E_{\alpha}(x)=-\inf \{\mathbb{E}[x \mid A]: P(A)>\alpha\} .
$$

WCE is coherent but only useful in a theoretical setting as it requires the knowledge of the whole underlying probability space.

The natural coherent alternative to VaR is expected shortfall $(E S)$, sometimes also called conditional value at risk or tail loss. It was also introduced by Artzner et al. [6] and it answers the question: if things do get bad, what is the expected loss?

Definition 4.4.5. Assume $\mathbb{E}\left[x^{-}\right]<\infty$. The expected shortfall at level $\alpha$ of $x$ is defined as

$$
E S_{\alpha}(x)=-\frac{1}{\alpha}\left(\mathbb{E}\left[x \mathbb{1}_{\left\{x \leq q_{\alpha}(x)\right\}}\right]+q_{\alpha}(x)\left(\alpha-P\left(x \leq q_{\alpha}(x)\right)\right)\right) .
$$

If the distribution is continuous then $E S$ can be written as

$$
E S_{\alpha}(x)=\mathbb{E}\left[x \mid x<\operatorname{Va}_{\alpha}(x)\right] .
$$

It is easy to show that $E S$ is coherent, continuous with respect to $\alpha$ and monotone in $\alpha$.
It is also possible to define a risk measure with respect to a utility function. Consider an investor, whose preferences can be represented by a utility function $u: \mathbb{R} \rightarrow \mathbb{R}$, which is increasing and concave and satisfies $\lim _{x \rightarrow-\infty} u(x)=-\infty$. Without loss of generality, we assume that $u(0)=0$. Using the Orlicz space associated with the utility function as defined in Section 3.5.2, it is possible to find a risk measure linked to the utility function.

Proposition 4.4.6. The downside risk $\Theta: H_{\hat{u}}(P) \rightarrow(-\infty, \infty]$ given by $\Theta(x)=\mathbb{E}[-u(x)]$, is a well-defined proper, convex, monotone decreasing and order lower semi-continuous function, which admits the representation

$$
\Theta(x)=\sup _{x^{*} \in L_{\tilde{\Phi}}^{+}(P)}\left\{x^{*}(-x)-\mathbb{E}\left[\Phi\left(x^{*}\right)\right]\right\} .
$$

For a proof of this result, see Biagini and Frittelli [16]. The function $\Theta$ satisfies all the properties of a convex risk measure, except for translation invariance.

The function $\zeta_{u}: H_{\hat{u}}(P) \rightarrow(-\infty, \infty]$ defined by

$$
\zeta_{u}(x)=\sup _{Q \ll P, \frac{d Q}{d P} \in L_{\hat{\Phi}}^{+}(P)}\left\{\mathbb{E}_{Q}[-x]-\mathbb{E}\left[\Phi\left(\frac{d Q}{d P}\right)\right]\right\}
$$

is a well-defined, order lower semi-continuous, convex risk measure. This risk measure is the greatest, order lower semi-continuous, convex risk measure smaller than the downside risk $\Theta$. See [16] for more details.

If $u$ is the quadratic-flat utility function, defined by

$$
u(x)= \begin{cases}-\frac{x^{2}}{2} & \text { for } x \leq 0 \\ 0 & \text { for } x \geq 0\end{cases}
$$

then $L_{\hat{u}}(P)=L_{2}(P)$ and for $x \in L_{2}(P)$, we have

$$
\Theta(x)=\frac{1}{2} \mathbb{E}\left[\left(x^{-}\right)^{2}\right]=\sup _{y \in L_{2}^{+}(P)}\left\{\mathbb{E}[-y x]-\frac{1}{2} \mathbb{E}\left[y^{2}\right]\right\}
$$

and

$$
\zeta_{u}(x)=\sup _{\frac{d Q}{d P} \in L_{2}^{+}(P)}\left\{\mathbb{E}_{Q}[-x]-\frac{1}{2} \mathbb{E}\left[\left(\frac{d Q}{d P}\right)^{2}\right]\right\} .
$$

If $u$ is an exponential utility function, defined by $u(x)=-e^{-x}+1$, then for $x \in H_{\hat{u}}(P)$, we have $\Theta(x)=\mathbb{E}\left[e^{-x}-1\right]$ and

$$
\begin{aligned}
\zeta_{u}(x) & =\ln \mathbb{E}\left[e^{-x}\right] \\
& =\sup _{Q \ll P, \frac{d Q}{d P} \in L_{\hat{\Phi}}^{+}}\left\{\mathbb{E}_{Q}[-x]-\mathbb{E}_{Q}\left[\ln \left(\frac{d Q}{d P}\right)\right]\right\},
\end{aligned}
$$

which is known as the entropic risk measure.
Another way to define a risk measure with respect to a utility function is as follows. Consider a utility function $u$, a probability measure $Q \in \mathcal{M}_{p}$ and fix some threshold $c \in \mathbb{R}$. Define the set

$$
\mathcal{A}=\left\{x \in \mathcal{X}: \mathbb{E}_{Q}[u(x)] \geq u(c)\right\} .
$$

Clearly, this set satisfies the axioms of an acceptance set and thus, $\rho_{\mathcal{A}}$ is a convex risk measure. One can extend this by defining acceptability in terms of a whole class $\mathcal{Q}$ of probability measures, i.e.

$$
\mathcal{A}=\bigcap_{Q \in \mathcal{Q}}\left\{x \in \mathcal{X}: \mathbb{E}_{Q}[u(x)] \geq u\left(c_{Q}\right)\right\},
$$

where $\sup _{Q \in \mathcal{Q}} c_{Q}<\infty$.
This definition of acceptability can be described in terms of a loss function instead of a utility function. Suppose that $l: \mathbb{R} \rightarrow \mathbb{R}$ is an increasing convex loss function, which is not identically constant. For a position $x \in L_{\infty}(P)$, the expected loss is given by $\mathbb{E}_{P}[l(-X)]$. Let $x_{0}$ be an interior point in the range of $l$. A position $x$ will be called acceptable if the expected loss is bounded by $x_{0}$, i.e. the acceptance set is given by

$$
\begin{equation*}
\mathcal{A}=\left\{x \in L_{\infty}(P): \mathbb{E}_{P}[l(-x)] \leq x_{0}\right\} . \tag{4.13}
\end{equation*}
$$

The risk measure $\rho_{\mathcal{A}}$ can be represented in the form

$$
\rho_{\mathcal{A}}(x)=\max _{Q \in \mathcal{M}}\left\{\mathbb{E}_{Q}[-x]-\alpha_{\min }(Q)\right\}
$$

The minimal penalty function can be calculated for different loss functions. For example, if $l(x)=e^{\beta x}$, then the minimal penalty function can be described in terms of relative entropy. The reader is referred to Föllmer and Schied [61] for more details.

Lastly, consider a set function $c: \mathcal{F} \rightarrow[0,1]$ such that $c(\emptyset)=0, c(\Omega)=1$ and $c(A) \leq$ $c(B)$ if $A \subseteq B$. Define for all $x \in \mathcal{X}$, the integral

$$
\left.\int X d c=\int_{-\infty}^{0} c\left(x>x_{0}\right)-1\right) d x_{0}+\int_{0}^{\infty} c\left(x>x_{0}\right) d x_{0} .
$$

This is known as the Choquet integral, which will be defined and described in detail in the next chapter. The Choquet integral of loss

$$
\rho(x)=\int(-x) d c
$$

is a positively homogeneous monetary risk measure on $\mathcal{X}$. In Chapter 5 , we will characterise these risk measures as 'comonotonic risk measures' and prove a representation theorem.

An example of the set function $c$ is the Wang transform, introduced by Wang [159]. This will be discussed in detail in the next chapter.

## Chapter 5

## Wang transform as a risk measure

In this chapter, we consider a risk measure that has its roots in actuarial science. At the end of Chapter 4, we mentioned the Wang transform [159] as an example of a static risk measure. In this chapter we will develop the theory for this. As the Wang transform is a special case of a Choquet integral, we first define comonotonicity and the Choquet integral and state some representation results for the Choquet integral. We then describe how the Choquet integral can be used to price contingent claims in mathematics of finance. Before we can define the Wang transform and show how it can be used to price financial risk, we define stochastic differential equations and give some of their properties. We also state and prove the necessary condition required on the parameters of the Wang transform to ensure arbitrage-free pricing, as shown by Pelsser [130].

Section 5.4 .2 is new and is based on [117]. In this section, we show how the Wang transform can be used to price exotic options. Section 5.5 is based on original work by Labuschagne and Offwood [113] and shows that the Wang transform is in fact a special case of the Esscher-Girsanov transform.

Then, we define comonotonic convex risk measures and state the representation theorem for these risk measures, giving an alternate proof to the original by Song and Yan [148]. Lastly, we show how the Wang transform can be used as a risk measure.

Note that in this chapter, we use the capital $X$ for random variables, as is customary in statistics. In the rest of the thesis, we reserve the capital $X$ for spaces.

### 5.1 Comonotonicity and the Choquet integral

### 5.1.1 Comonotonicity

The term 'comonotonic' comes from 'common monotonic' and the theory surrounding comonotonicity is discussed amongst others by Schmeidler [143] and Yaari [164].

Definition 5.1.1. The set $A \subseteq \mathbb{R}^{n}$ is comonotonic if for any $\underline{x}$ and $\underline{y}$ in A, either $\underline{x} \leq \underline{y}$ or $\underline{y} \leq \underline{x}$ holds, where $\underline{x} \leq \underline{y}$ means that $x_{i} \leq y_{i}$ for all $i$.

A set $A \subseteq \mathbb{R}^{n}$ is comonotonic if for any $\underline{x}$ and $\underline{y}$ in A , the inequality $x_{i}<y_{i}$ for some $i$, implies that $\underline{x} \leq \underline{y}$. As a comonotonic set is simultaneously non-decreasing in each component, it is also called a non-decreasing set.

Next we define a comonotonic random vector $X=\left(X_{1}, \ldots, X_{n}\right)$. The support of a random vector $X$ is a set $A \subseteq \mathbb{R}^{n}$ for which $\mathbb{P}[X \in A]=1$.

Definition 5.1.2. A random vector $X=\left(X_{1}, \ldots, X_{n}\right)$ is comonotonic if it has comonotonic support.

In the following theorem, some equivalent characterisations are given for the comonotonicity of a random vector.

Theorem 5.1.3. A random vector $X=\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ is comonotonic if and only if one of the following equivalent conditions holds:
(i) $X$ has a comonotonic support.
(ii) $X$ has a comonotonic copula, i.e. for all $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, we have

$$
F_{X}(x)=\min \left\{F_{X_{1}}\left(x_{1}\right), F_{X_{2}}\left(x_{2}\right), \ldots, F_{X_{n}}\left(x_{n}\right)\right\},
$$

where $F_{X}$ denotes the cumulative distribution function (cdf) of $X$.
(iii) For $U \sim \operatorname{Uniform}(0,1)$, we have

$$
X={ }_{d}\left(F_{X_{1}}^{-1}(U), F_{X_{2}}^{-1}(U), \ldots, F_{X_{n}}^{-1}(U)\right)
$$

(iv) There exist a random variable $Z$ and non-decreasing functions $f_{i}, i=1, \ldots, n$, such that

$$
X={ }_{d}\left(f_{1}(Z), f_{2}(Z), \ldots, f_{n}(Z)\right)
$$

Proof. This proof is taken from [44].
(i) $\Rightarrow$ (ii): Assume that $X$ has comonotonic support $B$. Let $\underline{x} \in \mathbb{R}^{n}$ and let $A_{j}$ be defined by

$$
A_{j}=\left\{\underline{y} \in B: y_{j} \leq x_{j}\right\} \quad j=1, \ldots, n .
$$

Due to the comonotonicity of $B$, there exists an $i$ such that $A_{i}=\cap_{j=1}^{n} A_{j}$. Hence, we find

$$
\begin{aligned}
F_{X}(\underline{x}) & =\mathbb{P}\left(X \in \cap_{j=1}^{n} A_{j}\right)=\mathbb{P}\left(X \in A_{i}\right)=F_{X_{i}}\left(x_{i}\right) \\
& =\min \left\{F_{X_{1}}\left(x_{1}\right), F_{X_{2}}\left(x_{2}\right), \ldots, F_{X_{n}}\left(x_{n}\right)\right\} .
\end{aligned}
$$

The last equality follows from $A_{i} \subseteq A_{j}$, so that $F_{X_{i}}\left(x_{i}\right) \leq F_{X_{j}}\left(x_{j}\right)$ holds for all $j$.
(ii) $\Rightarrow$ (iii): Now assume that $F_{X}(x)=\min \left\{F_{X_{1}}\left(x_{1}\right), F_{X_{2}}\left(x_{2}\right), \ldots, F_{X_{n}}\left(x_{n}\right)\right\}$ for all $\underline{x}=\left(x_{1}, \ldots, x_{n}\right)$. We have for all $x \in \mathbb{R}$ and $p \in[0,1]$, that

$$
F_{X}^{-1}(p) \leq x \Leftrightarrow p \leq F_{X}(x) .
$$

Thus,

$$
\begin{aligned}
\mathbb{P}\left(F_{X_{1}}^{-1}(U) \leq x_{1}, F_{X_{2}}^{-1}(U) \leq x_{2}, \ldots, F_{X_{n}}^{-1}(U) \leq x_{n}\right) & =\mathbb{P}\left(U \leq F_{X_{1}}\left(x_{1}\right), \ldots, U \leq F_{X_{n}}\left(x_{n}\right)\right) \\
& =\mathbb{P}\left(U \leq \min _{j=1, \ldots n}\left\{F_{X_{j}}\left(x_{j}\right)\right\}\right) \\
& =\min _{j=1, \ldots . n}\left\{F_{X_{j}}\left(x_{j}\right)\right\} .
\end{aligned}
$$

(iii) $\Rightarrow$ (iv): Straightforward.
(iv) $\Rightarrow$ (i): Assume that there exists a random variable $Z$ with support $B$, and nondecreasing functions $f_{i}, i=1, \ldots, n$, such that

$$
X={ }_{d}\left(f_{1}(Z), f_{2}(Z), \ldots, f_{n}(Z)\right) .
$$

The set of possible outcomes of $X$ is $\left\{f_{1}(z), f_{2}(z), \ldots, f_{n}(z): z \in B\right\}$, which is obviously comonotonic. This implies that $X$ is comonotonic.

Definition 5.1.4. A family $\mathcal{C}$ of subsets of $\Omega$ is called a chain if for all $C_{1}, C_{2} \in \mathcal{C}$ either $C_{1} \subseteq C_{2}$ or $C_{2} \subseteq C_{1}$.

The following proposition and its proof is taken from Parker [129] and it characterises comonotonicity in terms of chains.

Proposition 5.1.5. The functions $f: \Omega \rightarrow \mathbb{R}$ and $g: \Omega \rightarrow \mathbb{R}$ are comonotonic if and only if, for all $\alpha, \beta \in \mathbb{R}$, the subsets $\{f \geq \alpha\}$ and $\{g \geq \beta\}$ form a chain.

Proof. Suppose that for all $\alpha, \beta \in \mathbb{R}$, the sets $\{f \geq \alpha\}$ and $\{g \geq \beta\}$ form a chain. Let $s, t \in \Omega$ be such that $f(s)>f(t)$ and set $\alpha=f(s)$ and $\beta=g(t)$. Since $t \notin\{f \geq \alpha\}$ and $t \in\{g \geq \beta\}$, it must be that $\{f \geq \alpha\} \subseteq\{g \geq \beta\}$. It follows that $s \in\{g \geq \beta\}$, that is $g(s) \geq g(t)$. Thus, $f$ and $g$ are comonotonic.

Conversely, suppose that there exists $\alpha, \beta \in \mathbb{R}$ such that $\{f \geq \alpha\}$ and $\{g \geq \beta\}$ do not form a chain. Then there exists $s, t \in \Omega$ such that $s \in\{f \geq \alpha\} \backslash\{g \geq \beta\}$ and $t \in\{g \geq$ $\beta\} \backslash\{f \geq \alpha\}$. This means that $f(s) \geq \alpha>f(t)$ and $g(t) \geq \beta \geq g(s)$, i.e. $f$ and $g$ are not comonotonic.

Denneberg [43] defines comonotonicity of functions in terms of chains.
Definition 5.1.6. A class $\mathcal{C}$ of functions from $\Omega$ to $[-\infty, \infty]$ is called comonotonic if

$$
\bigcup_{X \in \mathcal{C}} \Lambda_{X}
$$

is a chain, where $\Lambda_{X}=\{\{X>x\}: x \in[-\infty, \infty]\} \cup\{\{X \geq x\}: x \in[-\infty, \infty]\}$.

Clearly a class of functions $\mathcal{C}$ is comonotonic if and only if each pair of functions in $\mathcal{C}$ is comonotonic. The following proposition gives equivalent conditions for a pair of functions to be comonotonic.

Proposition 5.1.7. For two functions $X, Y: \Omega \rightarrow[-\infty, \infty]$, the following conditions are equivalent.
(i) $X$ and $Y$ are comonotonic.
(ii) There is no pair $\omega_{1}, \omega_{2} \in \Omega$ such that $X\left(\omega_{1}\right)>X\left(\omega_{2}\right)$ and $Y\left(\omega_{1}\right)<Y\left(\omega_{2}\right)$.
(iii) For all $\omega_{1}, \omega_{2} \in \Omega$, we have

$$
\left(X\left(\omega_{1}\right)-X\left(\omega_{2}\right)\right)\left(Y\left(\omega_{1}\right)-Y\left(\omega_{2}\right)\right) \geq 0 .
$$

For the following two conditions, we suppose that $X$ and $Y$ are real-valued.
(iv) There exists a function $Z: \Omega \rightarrow \mathbb{R}$ and increasing functions $u$ and $v$ on $\mathbb{R}$ such that $X=u(Z)$ and $Y=v(Z)$.
(v) There exist continuous and increasing functions $u$ and $v$ on $\mathbb{R}$ such that $u(z)+v(z)=z$ for $z \in \mathbb{R}, X=u(X+Y)$ and $Y=v(X+Y)$.

Proof. (i) $\Rightarrow$ (ii): Assume there exists $\omega_{1}, \omega_{2} \in \Omega$ such that $X\left(\omega_{1}\right)<X\left(\omega_{2}\right)$ and $Y\left(\omega_{1}\right)>$ $Y\left(\omega_{2}\right)$. Defining $A=\left\{X>X\left(\omega_{1}\right)\right\}$ and $B=\left\{Y>Y\left(\omega_{2}\right)\right\}$, we get $\omega_{2} \in A \backslash B$ and $\omega_{1} \in B \backslash A$, contradicting (i).
(ii) $\Rightarrow$ (i): Assume there exists $A \in \Lambda_{X}$ and $B \in \Lambda_{Y}$ such that $A \nsubseteq B$ and $B \nsubseteq A$. Then, choosing $\omega_{1} \in A \backslash B$ and $\omega_{2} \in A \backslash B$, we get $X\left(\omega_{1}\right)>a \geq X\left(\omega_{2}\right)$ in the case $A=\{X>a\}$ and $X\left(\omega_{1}\right) \geq a>X\left(\omega_{2}\right)$ in the case $A=\{X \geq a\}$. In any case, we have $X\left(\omega_{1}\right)>X\left(\omega_{2}\right)$ and similarly $Y\left(\omega_{1}\right)<Y\left(\omega_{2}\right)$, contradicting (ii).
(ii) $\Leftrightarrow$ (iii): Straightforward.

Now assume $X, Y$ are real-valued. The implications (v) $\Rightarrow$ (iv) $\Rightarrow$ (ii) are trivial.
(ii) $\Rightarrow(\mathrm{v})$ : Let $Z=X+Y$. First, we define $u, v$ on $Z(\Omega)$. We show that $z \in Z(\Omega)$ possesses a unique decomposition

$$
z=x+y
$$

for some $x \in X(\omega), y=Y(\omega)$ and $\omega \in \Omega$. Define $u(z)=x$ and $v(z)=y$. Only the uniqueness of the decomposition has to be checked. Assume there are $\omega_{1}, \omega_{2} \in \Omega$ such that

$$
X\left(\omega_{1}\right)+Y\left(\omega_{1}\right)=z=X\left(\omega_{2}\right)+Y\left(\omega_{2}\right)
$$

Then $X\left(\omega_{1}\right)-X\left(\omega_{2}\right)=-\left(Y\left(\omega_{1}\right)-Y\left(\omega_{2}\right)\right)$. From (ii) we get that the last expression has to be zero, i.e. $X\left(\omega_{1}\right)=X\left(\omega_{2}\right)$ and $Y\left(\omega_{1}\right)=Y\left(\omega_{2}\right)$, hence uniqueness.

Next we check if $u$ and $v$ are increasing. Take $z_{1}, z_{2} \in Z(\Omega)$ with $z_{1}<z_{2}$. Then, there are $\omega_{1}, \omega_{2} \in \Omega$ such that

$$
X\left(\omega_{1}\right)+Y\left(\omega_{1}\right)=z_{1}<z_{2}=X\left(\omega_{2}\right)+Y\left(\omega_{2}\right) .
$$

Then $X\left(\omega_{1}\right)-X\left(\omega_{2}\right)<-\left(Y\left(\omega_{1}\right)-Y\left(\omega_{2}\right)\right)$. This inequality is compatible with (ii) only if

$$
X\left(\omega_{1}\right)-X\left(\omega_{2}\right) \leq 0 \quad \text { and } Y\left(\omega_{1}\right)-Y\left(\omega_{2}\right) \leq 0
$$

i.e. $u\left(z_{1}\right) \leq u\left(z_{2}\right)$ and $v\left(z_{1}\right) \leq v\left(z_{2}\right)$.

Next, we need to prove that $u, v$ are continuous on $Z(\Omega)$. First notice

$$
u(z) \leq u(z+h) \leq u(z)+h
$$

for $z, z+h \in Z(\Omega), h>0$. The first inequality follows from the monotonicity of $u$, the second follows from

$$
\begin{aligned}
z+h & =u(z+h)+v(z+h) \\
& \geq u(z+h)+v(z) \\
& =u(z+h)+z-u(z) .
\end{aligned}
$$

Similarly, $u(z)-h \leq u(z-h) \leq u(z)$ for $z, z-h \in Z(\Omega), h>0$. These inequalities together imply the continuity of $u$ at $z$. Similarly, we can show that $v$ is continuous.

It remains to show that $u, v$ can be extended continuously from $Z(\Omega)$ to $\mathbb{R}$. We first extend to the closure $\overline{Z(\Omega)}$. If $z$ is only a one-sided boundary point, the continuous extension generates no problem since we deal with increasing functions. If $z$ can be approximated from both sides through points of $Z(\Omega)$, the above inequalities imply that the left sided and right sided continuous extensions coincide. Finally the extension of $u$ and $v$ from $\overline{Z(\Omega)}$ to $\mathbb{R}$ is done linearly on each connected component of $\mathbb{R} \backslash \overline{Z(\Omega)}$ in order to maintain the condition $u(z)+v(z)=z$.

If $X$ and $Y$ are comonotonic, the outcomes of $X$ and $Y$ always move in the same direction (good or bad), thus there is no hedge or diversifiability when pooling the two risks.

The following lemma is taken from Parker [129].

## Lemma 5.1.8.

(i) Any function $f$ and any constant function are comonotonic.
(ii) If $f$ and $g$ are comonotonic then so are $\alpha f$ and $g$ for all $\alpha>0$.
(iii) If $f$ and $h$ are comonotonic and $g$ and $h$ are comonotonic, then $f+g$ and $h$ are comonotonic.
(iv) If $f, g$ and $h$ are pairwise comonotonic, then $\max \{f, g\}$ and $h$ are comonotonic, as are $\min \{f, g\}$ and $h$.
(v) Comonotonicity is not transitive as can be seen by considering the indicator functions of subsets of $\Omega$.
(vi) Let $A, B \in \Omega$. Then $\mathbb{1}_{A}$ and $\mathbb{1}_{B}$ are comonotonic if and only if $A \subseteq B$ or $B \subseteq A$.

### 5.1.2 The Choquet integral

Let $\mu: \mathcal{P}(\Omega) \rightarrow \mathbb{R}_{+}$be a monotone set function, where $\mathcal{P}(\Omega)$ denotes the power set of $\Omega$, and let $X: \Omega \rightarrow[-\infty, \infty]$ be an arbitrary function on $\Omega$. Then the function

$$
S_{X}(x)=S_{\mu, X}(x)=\mu(X>x)
$$

is decreasing and is called the (decreasing) distribution function of $X$ with respect to $\mu$. The pseudo-inverse function $\tilde{S}_{\mu, X}$ of $S_{\mu, X}$, also called the quantile function of $X$ with respect to
$\mu$, is given by

$$
\tilde{S}_{\mu, X}(p)=\inf \left\{x: S_{\mu, X}(x) \geq p\right\}
$$

Let $\mu: \mathcal{S} \rightarrow[0, \infty]$ be a monotone set function and assume $\Omega \in \mathcal{S} \subseteq \mathcal{P}(\Omega)$. Given an upper $\mu$-measurable function $X: \Omega \rightarrow[-\infty, \infty]$ with decreasing distribution function $S_{\mu, X}$ and quantile function $\tilde{S}_{\mu, X}$, we define the asymmetric integral of $X$ with respect to $\mu$ by

$$
\int X d \mu=\int_{0}^{\mu(\Omega)} \tilde{S}_{\mu, X}(t) d t
$$

This integral is often called the Choquet integral after Gustave Choquet [29]. The asymmetric integral can also be expressed in terms of the distribution function as follows

$$
\int X d \mu=\int_{0}^{\infty} S_{\mu, X}(x) d x \quad \text { if } X \geq 0
$$

This is Choquet's [29] original definition. For arbitrary upper $\mu$-measurable $X$, we have

$$
\int X d \mu=\int_{-\infty}^{0}\left(S_{\mu, X}(x)-\mu(\Omega)\right) d x+\int_{0}^{\infty} S_{\mu, X}(x) d x \quad \text { if } \mu(\Omega)<\infty
$$

If $\mu(\Omega)=\infty$, then the asymmetric integral can only be defined for $X \geq 0$.
Proposition 5.1.9. If $\mu$ is a monotone set function on $\mathcal{P}(\Omega)$ and $X, Y: \Omega \rightarrow[-\infty, \infty]$ are functions, then the Choquet integral has the following properties:
(i) $\int \mathbb{1}_{A} d \mu=\mu(A)$ for $A \in \mathcal{P}(\Omega)$.
(ii) Positive homogeneity, i.e. $\int c X d \mu=c \int X d \mu$ if $c \geq 0$.
(iii) Monotonicity, i.e. $X \leq Y$ implies $\int X d \mu \leq \int Y d \mu$.
(iv) Asymmetry, i.e. if $\mu$ is finite, then

$$
\int(-X) d \mu=-\int X d \bar{\mu} \text {, where } \bar{\mu}(A)=\mu(\Omega)-\mu\left(A^{c}\right) .
$$

(v) +-Translation invariance, i.e. $\int(X+c) d \mu=\int X d \mu+c \mu(\Omega)$ for $c \in \mathbb{R}$.
(vi) Comonotonic additivity, i.e. if $X$ and $Y$ are comonotonic and real-valued, then

$$
\int(X+Y) d \mu=\int X d \mu+\int Y d \mu .
$$

Remark 5.1.10. We call property (v) '+-translation invariance' as not to confuse with the translation invariance property in Chapter 4.

Let $\mathcal{S} \subseteq \mathcal{P}(\Omega)$ be a set and $\mu: \mathcal{S} \rightarrow[0, \infty]$ a monotone set function. As explained in Appendix A, a function $X: \Omega \rightarrow[-\infty, \infty]$ can be decomposed into its positive and negative parts

$$
X=X^{+}-X^{-}, \quad X^{+}=0 \vee X, \quad X^{-}=(-X)^{+} .
$$

If $X$ is $\mu$-measurable, then $X^{+}$and $-X^{-}$are upper $\mu$-measurable. Since $X^{+}$and $-X^{-}$are comonotonic functions, we have for $X$ real-valued

$$
\begin{aligned}
\int X d \mu & =\int X^{+} d \mu+\int\left(-X^{-}\right) d \mu \\
& =\int X^{+} d \mu-\int X^{-} d \bar{\mu} \quad \text { if } \mu(\Omega)<\infty
\end{aligned}
$$

### 5.1.3 Integral representation theorems

Let $(\Omega, \mathcal{F})$ be a measurable space. The set of all monotonic set functions $\mu: \mathcal{F} \rightarrow[0,1]$, which are normalised to $\mu(\Omega)=1$, is denoted by $\mathcal{M}_{1, m}$. Let $\phi: \mathcal{X} \rightarrow \mathbb{R}$. We define the following properties:
(i) Comonotonic additivity, i.e. if $X, Y$ are comonotonic, then

$$
\phi(X+Y)=\phi(X)+\phi(Y)
$$

(ii) Comonotonic convexity, i.e. if $X$ and $Y$ are comonotonic, then

$$
\phi(\lambda X+(1-\lambda) Y) \leq \lambda \phi(X)+(1-\lambda) \phi(Y) .
$$

Let $\mu \in \mathcal{M}_{1, m}$. For $X \in \mathcal{X}$, the Choquet integral of $X$ with respect to $\mu$ can also be written as

$$
\begin{align*}
\mu(X) & =\int_{-\infty}^{0}[\mu(X \geq x)-\mu(\Omega)] d x+\int_{0}^{\infty} \mu(X \geq x) d x  \tag{5.1}\\
& =\int_{-\infty}^{0}[\mu(X \geq x)-1] d x+\int_{0}^{\infty} \mu(X \geq x) d x
\end{align*}
$$

Given a family $\mathcal{G}$ of functions $X: \Omega \rightarrow[-\infty, \infty]$ and a functional $\Gamma: \mathcal{G} \rightarrow[-\infty, \infty]$, a monotone set function $\gamma$ on $\mathcal{P}(\Omega)$ is said to represent $\Gamma$ if

$$
\Gamma(X)=\int X d \gamma, \quad X \in \mathcal{G}
$$

The following is known as Greco's representation theorem [72].

## Theorem 5.1.11. Given a family $\mathcal{G}$ of functions on $\Omega$ with properties

(i) $X \geq 0$ for all $X \in \mathcal{G}$, and
(ii) $a X, X \wedge a, X-X \wedge a \in \mathcal{G}$ if $X \in \mathcal{G}$ and $a \in \mathbb{R}^{+}$,
and given a monotonic functional $\Gamma: \mathcal{G} \rightarrow \mathbb{R}$ which satisfies comonotonic additivity and the following continuity properties
(i) $\lim _{a \searrow} \Gamma(X-X \wedge a)=\Gamma(X)$ for $X \in \mathcal{G}, X \geq 0$ (lower marginal continuity), and
(ii) $\lim _{b \rightarrow \infty} \Gamma(X \wedge b)=\Gamma(X)$ for $X \in \mathcal{G}$,
then there exists a monotone set function $\gamma: \mathcal{P}(\Omega) \rightarrow \mathbb{R}$, which represents $\Gamma$.

Song and Yan [147] use a particular version of Greco's representation theorem, applied to bounded functions.

Theorem 5.1.12. Let $\mathcal{H}$ be a family of bounded functions on $\Omega$ with properties
(i) $a X, X \wedge a, X-X \wedge a \in \mathcal{H}$ if $X \in \mathcal{H}$ and $a \in \mathbb{R}^{+}$,
(ii) $X+1 \in \mathcal{H}$ for $X \in \mathcal{H}$.

Then, if $\Gamma$ is a real functional on $\mathcal{H}$ with $\Gamma(1)=1$ and satisfying monotonicity, positive homogeneity and comonotonic additivity, then there exists $\gamma \in \mathcal{M}_{1, m}$ representing $\Gamma$ in the sense that $\gamma(X)=\Gamma(X)$ for all $X \in \mathcal{H}$.

### 5.2 Choquet pricing

Choquet pricing has recently been introduced as an alternative to traditional pricing principles in insurance (see [159]) and in finance (see [24]). The Choquet integral, which is a non-linear generalisation of the Lebesgue integral, has several properties that cause it to be especially suitable for pricing insurance contracts or financial assets. Choquet pricing implies that an insurance contract or a financial asset with payoff $X$ is priced by taking the Choquet integral of $X$ with respect to a concave capacity.

Definition 5.2.1. Let $S$ be any set and $H$ any subset of $S$. A set function $\nu: H \rightarrow[0, \infty)$ is a capacity if $\nu(\emptyset)=0, \nu(\Omega)=1$ and $\nu$ satisfies monotonicity with respect to set inclusion, i.e. $A \subseteq B \Rightarrow \nu(A) \leq \nu(B)$. A set function $\nu$ is concave if for all $A, B \in H$

$$
\nu(A \cup B)+\nu(A \cap B) \leq \nu(A)+\nu(B)
$$

It is easily verified, that for a non-decreasing function $g:[0,1] \rightarrow[0,1]$ with $g(0)=0$ and $g(1)=1$, and a probability measure $Q$, the set function $\nu=g \circ Q$ is a capacity. The function $g$ is called a distortion function or a distortion operator, as it transforms a probability distribution $F_{X}$ to a new distribution $g\left(F_{X}\right)$.

One can define a Choquet integral with respect to a capacity by replacing $\mu$ by the capacity $\nu$ in Equation (5.1).

The intuition behind using a Choquet integral as a pricing method is shown by the following. Let $F_{X}$ be the cumulative distribution function of a random variable $X$, i.e. $F_{X}(x)=P(X \leq x)$. The decumulative distribution function is given by

$$
S_{X}(x)=P(X>x)=1-F_{X}(x) .
$$

Then $S_{X}$ is a non-increasing function from $\mathbb{R}^{+}$to $[0,1]$.
Proposition 5.2.2. The expected value of a random variable $X$ can be written as

$$
\mathbb{E}[X]=\int_{-\infty}^{0}\left(S_{X}(x)-1\right) d x+\int_{0}^{\infty} S_{X}(x) d x
$$

Proof. Firstly, let $X \geq 0$. Then $X$ can be written as $X=\int_{0}^{\infty} \mathbb{1}_{\{X>u\}} d u$. Using Fubini's theorem to change the order of integration, we have

$$
\begin{aligned}
\mathbb{E}[X] & =\int_{0}^{\infty} \mathbb{E}\left[\mathbb{1}_{\{X>u\}}\right] d u \\
& =\int_{0}^{\infty} P(X>u) d u \\
& =\int_{0}^{\infty} S_{X}(u) d u
\end{aligned}
$$

Next, let $X \leq 0$. As above, $X$ has the representation $X=\int_{-\infty}^{0}-\mathbb{1}_{\{X<u\}} d u$. Then

$$
\begin{aligned}
\mathbb{E}[X] & =\int_{-\infty}^{0}-\mathbb{E}\left[\mathbb{1}_{\{X<u\}}\right] d u \\
& =-\int_{-\infty}^{0} P(X<u) d u \\
& =\int_{-\infty}^{0}(P(X>u)-1) d u \\
& =\int_{-\infty}^{0}\left(S_{X}(u)-1\right) d u
\end{aligned}
$$

As $X=X^{+}-X^{-}$, the result follows.
Alternatively, the above proposition can be restated in terms of the cdf.

Proposition 5.2.3. The expected value of a random variable $X$ can be written as

$$
\mathbb{E}[X]=-\int_{-\infty}^{0} F_{X}(x) d x+\int_{0}^{\infty}\left[1-F_{X}(x)\right] d x
$$

This expansion of the expected value leads to a different method of calculating the risk adjusted premium for a risk.

Definition 5.2.4. The risk adjusted premium $H_{g}[\cdot]$ with respect to a distortion operator $g$ is given by the Choquet integral

$$
\begin{equation*}
H_{g}[X]=\int_{-\infty}^{0}\left(g\left(S_{X}(x)\right)-1\right) d x+\int_{0}^{\infty} g\left(S_{X}(x)\right) d x \tag{5.2}
\end{equation*}
$$

for any risk $X$ with decumulative distribution function $S_{X}$.

Another method of characterising the transformation of a probability distribution is using the Radon-Nikodým derivative. The following proposition shows how a continuous distortion function and the Radon-Nikodým derivative are related.

Proposition 5.2.5. Given any continuous and differentiable distortion function

$$
S_{X}^{*}(x)=g\left(S_{X}(x)\right)
$$

its Radon-Nikodým derivative is given by the derivative of $g$ with respect to $x$ evaluated at $S_{X}(x)$.

Proof. Firstly, $S_{X}^{*}(x)=1-F_{X}^{*}(x)$, thus $\frac{d}{d x} S_{X}^{*}(x)=-f_{X}^{*}(x)$. As $S_{X}^{*}(x)=g\left(S_{X}(x)\right)$, we get

$$
\frac{d}{d x} S_{X}^{*}(x)=-f_{X}^{*}(x)=\frac{d}{d x} g\left(S_{X}(x)\right)
$$

Using the chain rule,

$$
-f_{X}^{*}(x)=\frac{d g}{d x}\left(S_{X}(x)\right) \cdot \frac{d S_{X}}{d x}(x)
$$

Since, $\frac{d S_{X}}{d x}(x)=\frac{d}{d x}\left(1-F_{X}(x)\right)=-f_{X}(x)$, we have

$$
\frac{f_{X}^{*}(x)}{f_{X}(x)}=\frac{d g}{d x}\left(S_{X}(x)\right)
$$

which proves the proposition.
Note that the Radon-Nikodým derivative of a distortion function can also be given by the derivative of $g$ with respect to $x$ evaluated at $F_{X}(x)$. The proof follows similarly.

This theorem provides a way to compute the distorted probability density function (pdf),

$$
f_{X}^{*}(x)=\frac{d}{d x} F_{X}^{*}(x)=\frac{d}{d x} g\left(F_{X}(x)\right)=f(x) g^{\prime}\left(F_{X}(x)\right),
$$

where $f$ is the original probability density function of $X$.
Expressing an asset as a negative loss, it can be shown that

$$
H_{g}[-A]=-H_{g^{*}}[A],
$$

where $g^{*}(u)=1-g(1-u)$ is called the dual distortion operator.
The dual distortion operator links the distortion of the decumulative distribution function to the distortion of the cumulative distribution function, i.e. $S_{X}^{*}(x)=g\left(S_{X}(x)\right)$ if and only if $F_{X}^{*}(x)=g^{*}\left(F_{X}(x)\right)$.

### 5.3 Stochastic differential equations

Assume that the evolution of traded assets in the economy can be described by stochastic differential equations. Suppose we have a traded asset $X_{t}$, whose price follows the stochastic differential equation

$$
\begin{equation*}
d X_{t}=\mu\left(t, X_{t}\right) d t+\sigma\left(t, X_{t}\right) d W_{t} \tag{5.3}
\end{equation*}
$$

where $W_{t}$ is a Brownian motion under the 'real world' measure $P, \mu\left(t, X_{t}\right)$ is referred to as the drift and $\sigma\left(t, X_{t}\right)$ the volatility. The $d W_{t}$-term can be interpreted as a noise term with $\mathbb{E}\left[d W_{t}\right]=0$ and $\mathbb{E}\left[\left(d W_{t}\right)^{2}\right]=d t$. Note that the paths of Brownian motions are continuous functions of time that are nowhere differentiable. Thus, the usual rules of integration and differentiation cannot be applied to Brownian motion.

The most common process, that a traded asset follows, is called geometric Brownian motion, which is given by

$$
d X_{t}=\mu X_{t} d t+\sigma X_{t} d W_{t}
$$

Here, $X_{t}$ is lognormally distributed with parameters $\mu$ and $\sigma$.
A stochastic differential equation with a zero $d t$-term is a martingale.
A financial derivative is an asset in the market, whose value at some time $T$ in the future is given by a function $f\left(X_{T}\right)$. The expected value of the payoff $f\left(X_{T}\right)$ at time $t \leq T$ is given by $u(t, x)=\mathbb{E}\left[f\left(X_{T}\right) \mid X_{t}=x\right]$, where $u$ satisfies the Kolmogorov backward equation, defined next.

Definition 5.3.1. Let the stochastic differential equation for the process $x(t)$ be given by Equation (5.3). The Kolmogorov backward equation for a function $u(t, x)$ is given by

$$
\frac{\partial}{\partial t} u(t, x)+\mu(t, x) \frac{\partial}{\partial x} u(t, x)+\frac{1}{2} \sigma^{2}(x, t) \frac{\partial^{2}}{\partial x^{2}} u(t, x)=0,
$$

for $t \leq T$ with boundary condition $u(T, x)=f(x)$.

Definition 5.3.2 (Itô's lemma). Let the stochastic differential equation for the process $x(t)$ be given by Equation (5.3). Let the function $g(t, x)$ be continuous and twice differentiable. Define $Y_{t}=g(t, x)$, then the stochastic differential equation for $Y_{t}$ is given by

$$
\begin{aligned}
d Y_{t}= & {\left[\frac{\partial}{\partial t} g(t, x)+\mu(t, x) \frac{\partial}{\partial x} g(t, x)+\frac{1}{2} \sigma^{2}(t, x) \frac{\partial^{2}}{\partial x^{2}} g(t, x)\right] d t } \\
& +\sigma(t, x) \frac{\partial}{\partial x} g(t, x) d W_{t} .
\end{aligned}
$$

Lastly, we state a fundamental result of stochastic analysis, called Girsanov's theorem. Girsanov's theorem states that if we change the probability distribution of a stochastic process, then we only change the $d t$-coefficient of the stochastic differential equation.

Theorem 5.3.3 (Girsanov). For any stochastic process $K_{t}$, such that $\int_{0}^{t} K_{s}^{2} d s<\infty$ a.s., consider the stochastic process

$$
R_{t}=e^{\int_{0}^{t} K_{s} d W_{s}-\frac{1}{2} \int_{0}^{t} K_{s}^{2} d s},
$$

where $W_{t}$ is a Brownian motion under the probability measure $Q$. Define the probability measure $Q^{*}$ as $d Q^{*}=R_{t} d Q$. Then

$$
W_{t}^{*}=W_{t}-\int_{0}^{t} K_{s} d s
$$

is a Brownian motion under $Q^{*}$.

The process $R_{t}$ is often called the Radon-Nikodým derivative and $K_{t}$ the Girsanov kernel or Girsanov exponent. To see what effect a change in probability has on a stochastic process, we proceed as follows. The change in probability measure results in a Radon-Nikodým derivative $R_{t}$. Applying Itô's lemma to $R_{t}$, we obtain its stochastic differential equation and can infer the Girsanov kernel $K_{t}$. The stochastic differential equation for $X_{t}$ under the new probability measure $Q^{*}$ can now be obtained by substituting $d W_{t}=d W_{t}^{*}+K_{t} d t$. For example, the stochastic process $X_{t}$, which follows (5.3) under $Q$, follows

$$
\begin{align*}
d X_{t} & =\mu\left(t, X_{t}\right) d t+\sigma\left(t, X_{t}\right)\left(d W_{t}^{*}+K_{t} d t\right) \\
& =\left(\mu\left(t, X_{t}\right)+\sigma\left(t, X_{t}\right) K_{t}\right) d t+\sigma\left(t, X_{t}\right) d W_{t}^{*} \tag{5.4}
\end{align*}
$$

under $Q^{*}$. The change in measure only changed the coefficient of the $d t$-term.
For arbitrage-free pricing, we need the discounted price process to be a martingale under the risk-neutral measure. Hence, we require Equation (5.4) to have zero drift. The only possible choice for the Girsanov kernel is thus

$$
\begin{equation*}
K_{t}=-\frac{\mu\left(t, X_{t}\right)}{\sigma\left(t, X_{t}\right)} \tag{5.5}
\end{equation*}
$$

This expression is known as the market price of risk.

### 5.4 The Wang transform

The Wang transform was defined by Wang [159], as a universal pricing method for pricing both financial and actuarial risk. This transform connects the traditional actuarial standard deviation loading principle, Yaari's economic theory of risk [164], CAPM and the optionpricing theory (see [159] for more details).

Definition 5.4.1. Let $\Phi$ denote the standard normal cumulative distribution function, i.e. $\Phi(x)=\int_{-\infty}^{x} \frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2} s^{2}} d s$, and let $\alpha \in \mathbb{R}$. Then $g_{\alpha}:[0,1] \rightarrow[0,1]$, defined by

$$
g_{\alpha}(p)=\Phi\left[\Phi^{-1}(p)+\alpha\right],
$$

defines a distortion operator, called the Wang transform.

Assuming that $X$ follows a normal distribution, this operator shifts the $p^{t h}$ quantile of $X$, i.e. the value $y$ such that $P(X \leq y)=p$, by a positive or negative value $\alpha$, and then re-evaluates the normal cumulative probability for the shifted quantile. The parameter $\alpha$ can be viewed as the market price of risk. By shifting the quantiles to the left, i.e. assigning higher probabilities to lower values, the Wang transform allows for pessimistic behaviour and by shifting the quantiles to the right, it allows for more optimistic attitudes.

The first derivative of the Wang transform is given by

$$
\frac{d g_{\alpha}(p)}{d p}=e^{-\alpha p-\frac{\alpha^{2}}{2}}>0
$$

and the second derivative by

$$
\frac{d^{2} g_{\alpha}(p)}{d p^{2}}=-\alpha \sqrt{2 \pi} e^{\frac{p}{2}-\alpha p-\frac{\alpha^{2}}{2}} .
$$

Thus $g_{\alpha}$ is continuous and increasing for all $\alpha$, convex for $\alpha<0$ and concave for $\alpha>0$.

Wang [159] uses the following Choquet integral with respect to $g_{\alpha}$ to define the risk adjusted premium $H[\cdot, \alpha]$ of a risk $X$ :

$$
\begin{equation*}
H[X, \alpha]=\int_{-\infty}^{0}\left[g_{\alpha}\left(S_{X}(x)\right)-1\right] d x+\int_{0}^{\infty} g_{\alpha}\left(S_{X}(x)\right) d x . \tag{5.6}
\end{equation*}
$$

It is easy to verify that the Choquet integral with respect to the Wang transform $H[X, \alpha]$ has the following properties:
(i) $\min (X) \leq H[X, \alpha] \leq \max (X)$.
(ii) $H[X, \alpha]$ is an increasing function of $\alpha$.
(iii) $H[c, \alpha]=c$ and $H[X+c, \alpha]=H[X, \alpha]+c$.
(iv) If $b>0$, then $H[b X, \alpha]=b H[X, \alpha]$ and if $b<0$, then $H[b X, \alpha]=b H[X,-\alpha]$.
(v) If $\alpha<0$, then $H[X, \alpha]<\mathbb{E}[X]$, and if $\alpha>0$, then $H[X, \alpha]>\mathbb{E}[X]$.
(vi) If $X_{1}$ and $X_{2}$ are comonotonic, then $H\left[X_{1}+X_{2}, \alpha\right]=H\left[X_{1}, \alpha\right]+H\left[X_{2}, \alpha\right]$.
(vii) If $\alpha>0$, then $H\left[X_{1}+X_{2}, \alpha\right] \leq H\left[X_{1}, \alpha\right]+H\left[X_{2}, \alpha\right]$, and if $\alpha<0$, then $H\left[X_{1}+X_{2}, \alpha\right] \geq$ $H\left[X_{1}, \alpha\right]+H\left[X_{2}, \alpha\right]$.

Remark 5.4.2. Note that $1-g_{\alpha}(1-u)=g_{-\alpha}(u)$. Thus, $1-g_{-\alpha}\left(F_{X}(x)\right)=1-g_{-\alpha}(1-$ $\left.S_{X}(x)\right)=g_{\alpha}\left(S_{X}(x)\right)$. The dual distortion operator of $g_{\alpha}$ is, hence, given by

$$
g_{\alpha}^{*}(p)=g_{-\alpha}(p) .
$$

This implies that when valuing an asset, we need to work with $-\alpha$. Hence, the risk adjusted premium defined in (5.6), can also be written as

$$
\begin{equation*}
\pi_{X}^{W T}(\alpha)=-\int_{-\infty}^{0} g_{-\alpha}\left(F_{X}(x)\right) d x+\int_{0}^{\infty}\left(1-g_{-\alpha}\left(F_{X}(x)\right)\right) d x \tag{5.7}
\end{equation*}
$$

Wang's asset pricing approach involves applying $H[X, \alpha]$ to the present value of an asset to get the risk-neutral price. Underlying this is the assumption that the certainty equivalent of a risky cash flow is the market price and $H[X, \alpha]$ can be seen as the certainty equivalent. In order to derive pricing results using $H[X, \alpha]$, the $\alpha$ is calibrated in such a way that the certainty equivalent is consistent with the market price of the asset. More formally, $\alpha$ is determined in such a way that the martingale condition is fitted for all $T$, i.e. solves the following equation

$$
\mathbb{E}^{W T}\left[X_{T} \mid \mathcal{F}_{t}\right]=X_{t},
$$

where $\mathbb{E}^{W T}[\cdot]$ refers to the conditional expectation under the Wang transform distribution defined above.

## Proposition 5.4.3.

(i) If $X \sim \operatorname{Normal}\left(\mu, \sigma^{2}\right)$, then $g_{\alpha}\left(S_{X}\right) \sim \operatorname{Normal}\left(\mu+\alpha \sigma, \sigma^{2}\right)$.
(ii) If $X \sim \operatorname{Lognormal}\left(\mu, \sigma^{2}\right)$, then $g_{\alpha}\left(S_{X}\right) \sim \operatorname{Lognormal}\left(\mu+\alpha \sigma, \sigma^{2}\right)$.

Proof. (i): For $X \sim \operatorname{Normal}\left(\mu, \sigma^{2}\right)$, we have

$$
\begin{aligned}
S_{X}(t)=P(X>t) & =1-P\left(\frac{X-\mu}{\sigma} \leq \frac{t-\mu}{\sigma}\right) \\
& =1-\Phi\left[\frac{t-\mu}{\sigma}\right] \\
& =\Phi\left[-\frac{t-\mu}{\sigma}\right]
\end{aligned}
$$

by symmetry of the standard normal. Then

$$
\begin{aligned}
g_{\alpha}\left(S_{X}(t)\right) & =\Phi\left[\Phi^{-1}\left[S_{X}(t)\right]+\alpha\right] \\
& =\Phi\left[\Phi^{-1}\left(\Phi\left[-\frac{t-\mu}{\sigma}\right]\right)+\alpha\right] \\
& =\Phi\left[-\frac{t-\mu-\alpha \sigma}{\sigma}\right]=S_{Z}(t),
\end{aligned}
$$

where $Z \sim \operatorname{Normal}\left(\mu+\alpha \sigma, \sigma^{2}\right)$. Also

$$
\begin{aligned}
H[X, \alpha] & =\int_{-\infty}^{0}\left[g_{\alpha}\left(S_{X}(t)\right)-1\right] d t+\int_{0}^{\infty} g_{\alpha}\left(S_{X}(t)\right) d t \\
& =\int_{-\infty}^{0}\left[S_{Z}(t)-1\right] d t+\int_{0}^{\infty} S_{Z}(t) d t \\
& =\mathbb{E}[Z]=\mu+\alpha \sigma .
\end{aligned}
$$

(ii): Follows similarly to (i), replacing $t$ by $\ln t$.

Proposition 5.4.4. The Radon-Nikodým derivative corresponding to the Wang transform is given by

$$
R N D_{g}(x)=e^{-\alpha \Phi^{-1}\left(F_{X}(x)\right)-\frac{1}{2} \alpha^{2}}
$$

Proof. Let

$$
f(x)=\Phi(x)=\int_{-\infty}^{x} \frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2} y^{2}} d y
$$

and $h(x)=\Phi^{-1}(x)$ such that $f(h(x))=h(f(x))=x$. Note that $\Phi(x)$ can be written as

$$
\Phi(x)=\frac{1}{2}\left[\frac{2}{\sqrt{\pi}} \int_{0}^{\frac{x}{\sqrt{2}}} e^{-t^{2}} d t+1\right] .
$$

Also, note that $\frac{d}{d x}(f(h(x)))=1$. But

$$
\begin{aligned}
\frac{d}{d x}(f(h(x))) & =\frac{d f}{d x}(h(x)) \cdot \frac{d h}{d x} \\
& =\left.\frac{d}{d x}\left(\frac{1}{2}\left[\frac{2}{\sqrt{\pi}} \int_{0}^{\frac{x}{\sqrt{2}}} e^{-t^{2}} d t+1\right]\right)\right|_{h(x)} \cdot \frac{d h}{d x} \\
& =\frac{1}{\sqrt{\pi}} e^{-\frac{h^{2}(x)}{2}} \cdot \frac{1}{\sqrt{2}} \cdot \frac{d h}{d x} \\
& =\frac{1}{\sqrt{2 \pi}} e^{-\frac{h^{2}(x)}{2}} \cdot \frac{d h}{d x}
\end{aligned}
$$

Thus,

$$
\frac{d h}{d x}=\sqrt{2 \pi} e^{\frac{1}{2} h^{2}(x)}
$$

where $h(x)=\Phi^{-1}(x)$.
The Wang transform is given by

$$
g(u)=\Phi\left(\Phi^{-1}(u)+\alpha\right)=\int_{-\infty}^{\Phi^{-1}(u)+\alpha} \frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2} y^{2}} d y
$$

and hence, its Radon-Nikodým derivative is given by

$$
\begin{aligned}
g^{\prime}(u) & =\frac{d}{d u} \int_{-\infty}^{\Phi^{-1}(u)+\alpha} \frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2} y^{2}} d y \\
& =\frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2}\left(\Phi^{-1}(u)+\alpha\right)^{2}} \cdot \frac{d}{d u}\left(\Phi^{-1}(u)+\alpha\right) \\
& =\frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2}\left(\Phi^{-1}(u)\right)^{2}-\alpha \Phi^{-1}(u)-\frac{1}{2} \alpha^{2}} \cdot \sqrt{2 \pi} e^{\frac{1}{2}\left(\Phi^{-1}(u)\right)^{2}} \\
& =e^{-\alpha \Phi^{-1}(u)-\frac{1}{2} \alpha^{2}}
\end{aligned}
$$

Finally, substituting $u=F_{X}(x)$, we get our result.
An important question that arises, is how did Wang decide on this particular distortion? What follows next, hopefully clears up this question.

Assume the stock price follows geometric Brownian motion, i.e.

$$
d S_{t}=\mu S_{t} d t+\sigma S_{t} d W_{t}
$$

where $W_{t}$ is a Brownian motion under the real world measure $P$. Then the solution to this stochastic differential equation is

$$
S_{t}=S_{0} e^{\left(\mu-\frac{\sigma^{2}}{2}\right) t+\sigma W_{t}} .
$$

To be able to price, we need to transform our probability measure into the risk-neutral measure under which the discounted price process is a martingale. Thus, we apply Girsanov's theorem. The risk-neutral probability $Q$ is determined by the Radon-Nikodým derivative

$$
R_{t}=e^{-\left(\frac{\mu-r}{\sigma}\right) W_{t}-\frac{1}{2}\left(\frac{\mu-r}{\sigma}\right)^{2} t}
$$

and therefore, $W_{t}^{*}=W_{t}+\left(\frac{\mu-r}{\sigma}\right) t$ is a Brownian motion under $Q$. The stock dynamics then become

$$
d S_{t}=r S_{t} d t+\sigma S_{t} d W_{t}^{*}
$$

Now

$$
\begin{aligned}
P\left(S_{t} \leq x\right) & =P\left(\ln S_{0}-\left(\mu-\frac{\sigma^{2}}{2}\right) t+\sigma W_{t} \leq \ln x\right) \\
& =\Phi\left[\frac{\ln \left(\frac{S_{0}}{x}\right)-\left(\mu-\frac{\sigma^{2}}{2}\right) t}{\sigma \sqrt{t}}\right] .
\end{aligned}
$$

Under the risk-neutral measure,

$$
\begin{aligned}
Q\left(S_{t} \leq x\right) & =\Phi\left[\frac{\ln \left(\frac{S_{0}}{x}\right)-\left(r-\frac{\sigma^{2}}{2}\right) t}{\sigma \sqrt{t}}\right] \\
& =\Phi\left[\frac{\ln \left(\frac{S_{0}}{x}\right)-\left(\mu-\frac{\sigma^{2}}{2}\right) t}{\sigma \sqrt{t}}+\frac{\mu-r}{\sigma} \sqrt{t}\right] \\
& =\Phi\left[\Phi^{-1}\left[P\left(S_{t} \leq x\right)\right]+\frac{\mu-r}{\sigma} \sqrt{t}\right] .
\end{aligned}
$$

This derivation works for any attainable contingent claim of the form $X_{T}=h\left(S_{T}\right)$, where $h$ is a positive, increasing function. Hence,

$$
\mathbb{E}_{Q}\left[X_{T}\right]=\int_{0}^{\infty} Q\left(X_{T}>x\right) d x=H\left[X_{T},-\frac{\mu-r}{\sigma} \sqrt{T}\right]
$$

Next, let us consider the case, where the underlying security price has a lognormal distribution with time-varying drift and volatility. Let $X_{t}$ be a variable following

$$
d X_{t}=\mu(t) d t+\sigma(t) d W_{t}
$$

where $W_{t}$ is a Brownian motion under the real-world probability $P$. Written more formally, we have

$$
X_{t}=X_{0}+\int_{0}^{t} \mu(s) d s+\int_{0}^{t} \sigma(s) d W_{s}
$$

Assume that the underlying security price is given by $S_{t}=e^{X_{t}}$, then by Itô's lemma, we have

$$
d S_{t}=\left(\mu(t)+\frac{1}{2} \sigma^{2}(t)\right) S_{t} d t+\sigma(t) S_{t} d W_{t}
$$

Since $X_{t} \sim \operatorname{Normal}\left(X_{0}+\int_{0}^{t} \mu(s) d s, \int_{0}^{t} \sigma^{2}(s) d s\right)$, we obtain

$$
\begin{aligned}
P\left[S_{t} \leq x\right] & =P\left[X_{t} \leq \ln x\right] \\
& =\Phi\left[\frac{\ln x-\left(X_{0}+\int_{0}^{t} \mu(s) d s\right)}{\sqrt{\int_{0}^{t} \sigma^{2}(s) d s}}\right] .
\end{aligned}
$$

Let $\gamma_{t}$ denote the market price of risk for the security $S_{t}$. The market price of risk is determined in such a way that the security price discounted to the present value at the risk-free rate will be a martingale under the risk-neutral probability measure. Thus, $\gamma_{t}$ will be equal to

$$
\gamma_{t}=\frac{\mu(t)+\frac{1}{2} \sigma^{2}(t)-r}{\sigma(t)} .
$$

By Girsanov's theorem, we have that $W_{t}^{*}=W_{t}+\int_{0}^{t} \gamma_{s} d s$ is a Brownian motion under the risk-neutral measure $Q$. Hence, $X_{t}$ follows

$$
d X_{t}=\left(\mu(t)-\sigma(t) \gamma_{t}\right) d t+\sigma(t) d W_{t}^{*}
$$

under $Q$. The probability distribution under $Q$ becomes

$$
\left.\begin{array}{rl}
Q\left[S_{t} \leq x\right] & =Q\left[X_{t} \leq \ln x\right] \\
& =\Phi\left[\frac{\ln x-\left(X_{0}+\int_{0}^{t}\left(\mu(s)-\sigma(s) \gamma_{s}\right) d s\right)}{\sqrt{\int_{0}^{t} \sigma^{2}(s) d s}}\right] \\
& =\Phi\left[\frac{\ln x-\left(X_{0}+\int_{0}^{t} \mu(s) d s\right)}{\sqrt{\int_{0}^{t} \sigma^{2}(s) d s}}+\frac{\int_{0}^{t} \sigma(s) \gamma_{s} d s}{\sqrt{\int_{0}^{t} \sigma^{2}(s) d s}}\right.
\end{array}\right] .
$$

Define

$$
g_{\gamma}(u)=\Phi\left[\Phi^{-1}[u]+\frac{\int_{0}^{t} \sigma(s) \gamma_{s} d s}{\sqrt{\int_{0}^{t} \sigma^{2}(s) d s}}\right]
$$

then the risk adjusted premium becomes

$$
H[Y, \gamma]=\int_{0}^{\infty} g_{\gamma}(P(Y>u)) d u
$$

for any nonnegative random variable $Y$. From Equation (5.8), we have

$$
Q\left(S_{T}>x\right)=g_{-\gamma}\left(P\left(S_{t}>x\right)\right)
$$

and since $\mathbb{E}_{Q}\left[S_{t}\right]=\int_{0}^{\infty} Q\left(S_{t}>x\right) d x$, it follows that $\mathbb{E}_{Q}\left[S_{t}\right]=H\left[S_{t},-\gamma\right]$.

### 5.4.1 Pricing financial risk

The following proposition simplifies matters when we are dealing with functions of standard normal random variables.

Proposition 5.4.5. Let $Z$ be a standard normal variable and $h$ a continuous increasing function with range in $[0, \infty)$. If $X=h(Z)$ and $\alpha \in \mathbb{R}$, then

$$
H[X, \alpha]=\mathbb{E}[h(Z+\alpha)] .
$$

Proof. We have

$$
H[X, \alpha]=\int_{0}^{\infty} g_{\alpha}\left(S_{X}(t)\right) d t
$$

Now

$$
S_{X}(t)=P(X>t)=P(h(Z)>t)=P\left(Z>h^{-1}(t)\right)=\Phi\left(-h^{-1}(t)\right)
$$

and

$$
\begin{aligned}
g_{\alpha}\left(S_{X}(t)\right) & =\Phi\left[\Phi^{-1}\left(\Phi\left(-h^{-1}(t)\right)\right)+\alpha\right] \\
& =\Phi\left[-h^{-1}(t)+\alpha\right] \\
& =P\left(Z>h^{-1}(t)-\alpha\right) \\
& =P(h(Z+\alpha)>t) .
\end{aligned}
$$

Therefore

$$
H[X, \alpha]=\int_{0}^{\infty} g_{\alpha}\left(S_{X}(t)\right) d t=\mathbb{E}[h(Z+\alpha)] .
$$

Corollary 5.4.6. Let $Z$ be a standard normal variable and $h$ be of the form

$$
h(x)= \begin{cases}0 & \text { for } x \in[0, a] \\ h_{2}(x) & \text { for } x \in(a, \infty),\end{cases}
$$

where $h_{2}$ is a continuous increasing function with range in $[0, \infty)$ and $a \in \mathbb{R}$. If $X=h(Z)$ and $\alpha \in \mathbb{R}$, then

$$
H[X, \alpha]=\mathbb{E}\left[h_{2}(Z+\alpha)\right] .
$$

Proof. Since

$$
P(h(Z)>t)=P\left(h_{2}(Z)>t\right),
$$

the corollary follows easily by suitably adapting the proof of Proposition 5.4.5.

This corollary will be required to price binary options.
Note that if we replace the standard normal cumulative distribution function in the Wang transform by the cumulative distribution function $F$ of a symmetric distribution, i.e.

$$
g_{\alpha}(x)=F\left(F^{-1}(x)+\alpha\right),
$$

then the above proposition and corollary still hold.
Proposition 5.4.5 allows for the easy computation of prices of claims that can be written as functions of standard normal random variables.

Consider a filtered probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \in[0, T]}, P\right)$ and let $S_{t}$ be the price of a security at time $t$. We assume that $S_{t}$ follows geometric Brownian motion, i.e.

$$
d S_{t}=\mu S_{t} d t+\sigma S_{t} d W_{t}
$$

where $W_{t}$ is a Brownian motion under the real-world measure $P$. Since $S_{t}$ follows geometric Brownian motion, it is well known that $S_{T}=h(Z)$, where

$$
h(Z)=S_{0} e^{\left(\mu-\frac{\sigma^{2}}{2}\right) t+\sigma \sqrt{t} Z}
$$

Hence, using Proposition 5.4.5,

$$
\begin{aligned}
H\left[S_{T},-\alpha\right] & =\mathbb{E}[h(Z-\alpha)] \\
& =\mathbb{E}\left[S_{0} e^{\left(\mu-\frac{\sigma^{2}}{2}\right) T+\sigma \sqrt{T} Z-\sigma \sqrt{T} \alpha}\right] \\
& =S_{0} e^{\left(\mu-\frac{\sigma^{2}}{2}\right) T-\sigma \sqrt{T} \alpha+\frac{\sigma^{2}}{2} T} .
\end{aligned}
$$

For the condition of no arbitrage to hold, we need the price of $S_{T}$ at time 0 to be the future value of the current security price $e^{r T} S_{0}$. Thus $\alpha=\frac{\mu-r}{\sigma} \sqrt{T}$ and

$$
S_{0}=e^{-r T} H\left[S_{T},-\alpha\right] .
$$

In other words, we used $\alpha$ to calibrate the discounted certainty equivalent of the security price on a future date to the initial price of the security.

Next we shall look at pricing a European call option using the Wang transform. The payoff of a European call option with strike $K$ and maturity $T$ is given by

$$
C(T, K)=\left(S_{T}-K\right)^{+},
$$

where $(x)^{+}=\max (x, 0)$. Once again we can write this payoff as a function of a standard normal random variable $C(T, K)=f(Z)$, where $f(Z)=\left(S_{0} e^{\left(\mu-\frac{\sigma^{2}}{2}\right) T+\sigma \sqrt{T} Z}-K\right)^{+}$. Then
using Proposition 5.4.5, we get

$$
\begin{aligned}
H[C(T, K),-\alpha] & =\mathbb{E}[f(Z-\alpha)] \\
& =\int_{-\infty}^{\infty}\left(S_{0} e^{\left(\mu-\frac{\sigma^{2}}{2}\right) T-\sigma \sqrt{T} \alpha+\sigma \sqrt{T} z}-K\right)^{+} \frac{1}{\sqrt{2 \pi}} e^{-\frac{z^{2}}{2}} d z
\end{aligned}
$$

The region of integration is determined by the values of $z$ for which

$$
S_{0} e^{\left(\mu-\frac{\sigma^{2}}{2}\right) T-\sigma \sqrt{T} \alpha+\sigma \sqrt{T} z} \geq K .
$$

Solving for $z$ results in

$$
z \geq \frac{\ln \left(\frac{K}{S_{0}}\right)-\left(\mu-\frac{\sigma^{2}}{2}\right) T+\sigma \sqrt{T} \alpha}{\sigma \sqrt{T}} .
$$

Let $z_{\text {min }}$ denote the minimum value for which the latter inequality holds. Then

$$
\begin{aligned}
H[C(T, K),-\alpha] & =\int_{z_{\text {min }}}^{\infty}\left(S_{0} e^{\left(\mu-\frac{\sigma^{2}}{2}\right) T-\sigma \sqrt{T} \alpha+\sigma \sqrt{T} z}-K\right) \frac{1}{\sqrt{2 \pi}} e^{-\frac{z^{2}}{2}} d z \\
& =S_{0} e^{\mu T-\sigma \sqrt{T} \alpha} \int_{z_{\text {min }}}^{\infty} e^{-\frac{\sigma^{2}}{2} T+\sigma \sqrt{T} z} \frac{1}{\sqrt{2 \pi}} e^{-\frac{z^{2}}{2}} d z-K \int_{z_{\min }}^{\infty} \frac{1}{\sqrt{2 \pi}} e^{-\frac{z^{2}}{2}} d z \\
& =S_{0} e^{\mu T-\sigma \sqrt{T} \alpha} \int_{z_{\text {min }}}^{\infty} \frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2}(z-\sigma \sqrt{T})^{2}} d z-K \int_{z_{\text {min }}}^{\infty} \frac{1}{\sqrt{2 \pi}} e^{-\frac{z^{2}}{2}} d z \\
& =S_{0} e^{\mu T-\sigma \sqrt{T} \alpha} \Phi\left(-z_{\min }+\sigma \sqrt{T}\right)-K \Phi\left(-z_{\min }\right) .
\end{aligned}
$$

Using $\alpha=\frac{\mu-r}{\sigma} \sqrt{T}$ as calculated above, i.e. calibrating the call option price to the underlying security price, results in the Black-Scholes price of a call option at time 0. It makes sense that we should use the same $\alpha$ as when pricing the underlying security.

The above shows that the Wang transform is consistent with arbitrage-free pricing in the setting of geometric Brownian motion with constant coefficients.

What happens if you let the traded asset be described by a general stochastic process?
Let $X_{t}$ be a traded asset that follows (5.3). The question Pelsser [130] asked himself, is which probability measure, i.e. Girsanov transformation, is implied by the Wang transform?

To investigate this, we have to find the stochastic differential equation, which gives rise to the Wang measure, which we will denote by $F^{W T}$ and, as above, is given by

$$
\begin{equation*}
F^{W T}(p)=\Phi\left(\Phi^{-1}(F(p))+\alpha(t, T)\right) \tag{5.9}
\end{equation*}
$$

Since the Girsanov transformation only affects the $d t$-coefficient of the stochastic process, the Girsanov transformation will give rise to the following stochastic differential equation for the process $X_{t}$ :

$$
d X_{t}=\left(\mu\left(t, X_{t}\right)+\sigma\left(t, X_{t}\right) K_{t}^{W T}\right) d t+\sigma\left(t, X_{t}\right) d W_{t}^{W T}
$$

where $W_{t}^{W T}$ is a Brownian motion under the 'Wang probability measure' and $K_{t}^{W T}$ denotes the Girsanov kernel associated with the Wang transform.

Proposition 5.4.7. The Wang transform is consistent with arbitrage-free pricing if and only if the following conditions on $\mu\left(t, X_{t}\right)$ and $\sigma\left(t, X_{t}\right)$ are satisfied

$$
\frac{\partial}{\partial x}\left(\mu\left(t, X_{t}\right) \frac{\frac{\partial F}{\partial x}}{\phi\left(\Phi^{-1}(F)\right)}\right)=0
$$

and

$$
\frac{\partial}{\partial x}\left(\sigma\left(t, X_{t}\right) \frac{\frac{\partial F}{\partial x}}{\phi\left(\Phi^{-1}(F)\right)}\right)=0
$$

where $\phi$ denotes the derivative of $\Phi$, i.e. the standard normal probability density function.
Proof. The function $F^{W T}$ has to satisfy the Kolmogorov backward equation, i.e.

$$
\begin{equation*}
\frac{\partial}{\partial t} F^{W T}+\left(\mu\left(t, X_{t}\right)+\sigma\left(t, X_{t}\right) K_{t}^{W T}\right) \frac{\partial}{\partial x} F^{W T}+\frac{1}{2} \sigma^{2}\left(X_{t}, t\right) \frac{\partial^{2}}{\partial x^{2}} F^{W T}=0 . \tag{5.10}
\end{equation*}
$$

This implies that

$$
\left(\mu\left(t, X_{t}\right)+\sigma\left(t, X_{t}\right) K_{t}^{W T}\right)=\frac{\frac{\partial}{\partial t} F^{W T}+\frac{1}{2} \sigma^{2}\left(t, X_{t}\right) \frac{\partial^{2}}{\partial x^{2}} F^{W T}}{-\frac{\partial}{\partial x} F^{W T}} .
$$

Using Equation (5.9), we get

$$
\begin{aligned}
\frac{\partial}{\partial t} F^{W T} & =\frac{\phi\left(\Phi^{-1}(F)+\alpha\right)}{\phi\left(\Phi^{-1}(F)\right)}\left[\frac{\partial}{\partial t} F+\phi\left(\Phi^{-1}(F)\right) \frac{\partial}{\partial t} \alpha\right] \\
\frac{\partial}{\partial x} F^{W T} & =\frac{\phi\left(\Phi^{-1}(F)+\alpha\right)}{\phi\left(\Phi^{-1}(F)\right)} \frac{\partial}{\partial x} F \quad \text { and } \\
\frac{\partial^{2}}{\partial x^{2}} F^{W T} & =\frac{\phi\left(\Phi^{-1}(F)+\alpha\right)}{\phi\left(\Phi^{-1}(F)\right)}\left[\frac{\alpha}{\phi\left(\Phi^{-1}(F)\right)}\left(\frac{\partial}{\partial x} F\right)^{2}+\frac{\partial^{2}}{\partial x^{2}} F\right] .
\end{aligned}
$$

Substituting these equations into (5.10) and using the fact that $F$ satisfies the Kolmogorov backward equation, yields

$$
\sigma\left(t, X_{t}\right) K_{t}^{W T}=\left(\frac{\phi\left(\Phi^{-1}(F)\right)}{\frac{\partial F}{\partial x}}\right) \frac{\partial \alpha}{\partial t}-\frac{1}{2} \sigma^{2}\left(t, X_{t}\right)\left(\frac{\frac{\partial F}{\partial X}}{\phi\left(\Phi^{-1}(F)\right)}\right) \alpha .
$$

To find the conditions under which the Wang transform is consistent with arbitrage-free pricing, we must substitute the market price of risk $\sigma(t, x) K_{t}^{W T}=-\mu(t, x)$ into the above equation. This results in the following differential equation in $\alpha$

$$
\frac{\partial}{\partial t} \alpha(t, T)=-\left(\mu(t, x) \frac{\frac{\partial F}{\partial x}}{\phi\left(\Phi^{-1}(F)\right)}\right)+\frac{1}{2}\left(\sigma(t, x) \frac{\frac{\partial F}{\partial x}}{\phi\left(\Phi^{-1}(F)\right)}\right)^{2} \alpha(t, T) .
$$

Note that a necessary condition for this proposition to hold, is that the ratio $\frac{\mu\left(t, X_{t}\right)}{\sigma\left(t, X_{t}\right)}$ is a function of time only. Pelsser [130] thus concludes that, since the Wang transform is in general not consistent with no arbitrage, it should not be seen as a universal framework for pricing.

### 5.4.2 Pricing exotic options

The Wang transform is not only consistent with the Black-Scholes option pricing formula for vanilla options, as shown by Hamada and Sherris [76], but also for more exotic options, as is shown in this section. This section is new and due to the author.

Proposition 5.4.8. Consider an option with underlying $f$, maturity $T$, strike $K$ and payoff $\left(f_{T}-K\right)^{+}$. If the underlying $f$ follows geometric Brownian motion, i.e.

$$
d f_{t}=\hat{\mu} f_{t} d t+\hat{\sigma} f_{t} d W_{t},
$$

where $W$ is a Brownian motion, $\hat{\mu}$ is the drift and $\hat{\sigma}$ is the volatility, then $e^{-r(T-t)} H[f,-\alpha]$ with $\alpha=\frac{\hat{\mu}-r}{\hat{\sigma}} \sqrt{T-t}$ reduces to the equivalent Black-Scholes price.

Proof. If $f$ follows the process $d f_{t}=\hat{\mu} f_{t} d t+\hat{\sigma} f_{t} d W_{t}$, then the value of $f_{T}$ at time $t$ can be written as

$$
f_{T}=f_{t} e^{\left(\hat{\mu}-\frac{1}{2} \hat{\sigma}^{2}\right)(T-t)+\hat{\sigma} \sqrt{T-t} z},
$$

where $z$ is a standard normal random variable.
Thus the payoff of the option can be written as

$$
\left(f_{T}-K, 0\right)^{+}=\left(f_{t} e^{\left(\hat{\mu}-\frac{1}{2} \hat{\sigma}^{2}\right)(T-t)+\hat{\sigma} \sqrt{T-t} z}-K, 0\right)^{+} .
$$

Let

$$
h(z)=\left(f_{t} e^{\left(\hat{\mu}-\frac{1}{2} \hat{\sigma}^{2}\right)(T-t)+\hat{\sigma} \sqrt{T-t} z}-K\right)^{+},
$$

then $h$ is increasing and continuous. Apply Proposition 5.4.5 to obtain

$$
\begin{aligned}
H\left[f_{T},-\alpha\right] & =\mathbb{E}[h(z-\alpha)] \\
& =\int_{-\infty}^{\infty}\left(f_{t} e^{\left(\hat{\mu}-\frac{1}{2}\right.} \hat{\sigma}^{2}\right)(T-t)+\hat{\sigma} \sqrt{T-t}(z-\alpha) \\
)^{+} & f_{Z}(z) d z .
\end{aligned}
$$

Let $z_{*}$ be the value of $z$ such that $f_{T}=K$, i.e

$$
z_{*}=\frac{\ln \left(\frac{K}{f_{t}}\right)-\left(\hat{\mu}-\frac{1}{2} \hat{\sigma}^{2}\right)(T-t)+\hat{\sigma} \sqrt{T-t} \alpha}{\hat{\sigma} \sqrt{T-t}} .
$$

Thus

$$
\begin{aligned}
H\left[f_{T},-\alpha\right]= & \mathbb{E}[h(z-\alpha)] \\
= & \int_{z_{*}}^{\infty}\left(f_{t} e^{\left(\hat{\mu}-\frac{1}{2} \hat{\sigma}^{2}\right)(T-t)+\hat{\sigma} \sqrt{T-t}(z-\alpha)}-K\right)^{+} f_{Z}(z) d z \\
= & f_{t} e^{\left(\hat{\mu}-\frac{1}{2} \hat{\sigma}^{2}\right)(T-t)-\hat{\sigma} \sqrt{T-t} \alpha+\frac{1}{2} \hat{\sigma}^{2}(T-t)} \int_{z_{*}}^{\infty} \frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2}(z-\hat{\sigma} \sqrt{T-t})^{2}} d z \\
& \quad-K \int_{z_{*}}^{\infty} f_{Z}(z) d z \\
& =f_{t} e^{\hat{\mu}(T-t)-\hat{\sigma} \sqrt{T-t} \alpha} \Phi\left[-\left(z_{*}-\hat{\sigma} \sqrt{T-t}\right)\right]-K \Phi\left[-z_{*}\right] .
\end{aligned}
$$

Setting $\alpha=\frac{\hat{\mu}-r}{\hat{\sigma}} \sqrt{T-t}$, results in

$$
-\left(z_{*}-\hat{\sigma} \sqrt{T-t}\right)=\frac{\ln \left(\frac{f_{t}}{K}\right)+\left(r+\frac{1}{2} \hat{\sigma}^{2}\right)(T-t)}{\hat{\sigma} \sqrt{T-t}}
$$

which is commonly referred to as $d_{1}$ and

$$
-z_{*}=\frac{\ln \left(\frac{f_{t}}{K}\right)+\left(r-\frac{1}{2} \hat{\sigma}^{2}\right)(T-t)}{\hat{\sigma} \sqrt{T-t}}
$$

which is referred to as $d_{2}$. Then

$$
H\left[f_{T},-\alpha\right]=f_{t} e^{r(T-t)} \Phi\left[d_{1}\right]-K \Phi\left[d_{2}\right] .
$$

Discounting yields the Black-Scholes price.
The following example illustrates various applications of Proposition 5.4.8.

## Example 5.4.9.

## (i) Standard European option

First, we need to ensure that the proposition holds for vanilla European options. The underlying of a standard normal European option is a stock which follows

$$
d S_{t}=\mu S_{t} d t+\sigma S_{t} d W_{t} .
$$

This is just a straightforward application of Proposition 5.4.8.

## (ii) Margrabe option

A Margrabe option, named after William Margrabe [122], gives the holder the right but not the obligation to exchange one asset for another. The Margrabe option can be seen as a generalisation of the Black-Scholes model. The insights into the derivation
of the Margrabe option price is useful in other applications of option pricing. For example, a vanilla European option can be viewed as a Margrabe option, where the asset exchanged is cash.

Assume we have two assets $S_{1}$ and $S_{2}$, which follow

$$
d S^{(i)}=\mu_{i} S^{(i)} d t+\sigma_{i} S^{(i)} d W_{i}, \text { for } i=1,2,
$$

where the $W_{i}$ 's are correlated Brownian motions with correlation $\rho_{12}$. Then the payoff of the Margrabe option at expiry $T$ is given by $\left(S_{T}^{(1)}-S_{T}^{(2)}, 0\right)^{+}$. Using $S^{(2)}$ as the numéraire, we can rewrite the payoff as

$$
\left(\frac{S_{T}^{(1)}}{S_{T}^{(2)}}-1,0\right)^{+}
$$

The underlying in this case is $\frac{S^{(1)}}{S^{(2)}}$ and the strike is 1 .
We first need to find the process that $\frac{S_{T}^{(1)}}{S_{T}^{(2)}}$ follows. Let $f\left(S^{(1)}, S^{(2)}\right)=\frac{S^{(1)}}{S^{(2)}}$. By the multivariate version of Itô's lemma, we get

$$
d f=\frac{S_{t}^{(1)}}{S_{t}^{(2)}}\left(\left[\mu_{1}-\mu_{2}+\sigma_{2}^{2}-\sigma_{1} \sigma_{2} \rho_{12}\right] d t+\sigma_{1} d W_{1}-\sigma_{2} d W_{2}\right)
$$

Let $\hat{\sigma} d W^{*}=\sigma_{1} d W_{1}-\sigma_{2} d W_{2}$, where

$$
\hat{\sigma}^{2}=\sigma_{1}^{2}+\sigma_{2}^{2}-2 \sigma_{1} \sigma_{2} \rho_{12}
$$

and $d W^{*} \sim \operatorname{Normal}\left(0, \hat{\sigma}^{2} d t\right)$. Thus,

$$
d f=\hat{\mu} f d t+\hat{\sigma} f d W^{*}
$$

where $\hat{\mu}=\mu_{1}-\mu_{2}+\sigma_{2}^{2}-\sigma_{1} \sigma_{2} \rho_{12}$.
Note that since we used $S^{(2)}$ as the numéraire, we have that $r=0$ and hence

$$
\alpha=\frac{\hat{\mu}}{\hat{\sigma}} \sqrt{T-t}
$$

will yield the Black-Scholes price.

## (iii) Geometric basket option

A basket option is an option whose underlying is a sum or average of different assets. To price an arithmetic basket option, which uses an arithmetic average as the underlying, Monte Carlo techniques are often used. To reduce the variance in the computational price of the arithmetic basket option, the geometric basket option, which
uses a geometric average as the underlying and can be priced using Proposition 5.4.8, can be used as a control variate.

Thus, we will take a closer look at a geometric basket option. The payoff of this option takes the form $\left(\sqrt{S^{(1)} S^{(2)}}-K, 0\right)^{+}$. The processes $S^{(1)}$ and $S^{(2)}$ follow geometric Brownian motion, i.e.

$$
d S^{(i)}=\mu_{i} S^{(i)} d t+\sigma_{i} S^{(i)} d W_{i}, \text { for } i=1,2,
$$

where the $W_{i}$ 's are correlated Brownian motions with correlation $\rho_{12}$.
The underlying in this case is $\sqrt{S^{(1)} S^{(2)}}$ and the strike is $K$. We first need to find the process that $\sqrt{S^{(1)} S^{(2)}}$ follows. Let $f\left(S^{(1)}, S^{(2)}\right)=\sqrt{S^{(1)} S^{(2)}}$. By the multivariate version of Itô's lemma, we get

$$
d f_{t}=f_{t}\left(\left[\frac{1}{2} \mu_{1}+\frac{1}{2} \mu_{2}+\frac{1}{8} \sigma_{1}^{2}+\frac{1}{8} \sigma_{2}^{2}+\frac{1}{8} \sigma_{1} \sigma_{2} \rho_{12}\right] d t+\frac{1}{2}\left(\sigma_{1} d W_{1}+\sigma_{2} d W_{2}\right)\right) .
$$

Let $\hat{\sigma} d W^{*}=\frac{1}{2}\left(\sigma_{1} d W_{1}+\sigma_{2} d W_{2}\right)$, where

$$
\hat{\sigma}^{2}=\frac{1}{4}\left(\sigma_{1}^{2}+\sigma_{2}^{2}+2 \sigma_{1} \sigma_{2} \rho_{12}\right)
$$

and $d W^{*} \sim \operatorname{Normal}\left(0, \hat{\sigma}^{2} d t\right)$. Thus,

$$
d f_{t}=\hat{\mu} f_{t} d t+\hat{\sigma} f_{t} d W^{*},
$$

where

$$
\hat{\mu}=\frac{1}{2} \mu_{1}+\frac{1}{2} \mu_{2}+\frac{1}{8} \sigma_{1}^{2}+\frac{1}{8} \sigma_{2}^{2}+\frac{1}{8} \sigma_{1} \sigma_{2} \rho_{12} .
$$

Setting

$$
\alpha=\frac{\hat{\mu}}{\hat{\sigma}} \sqrt{T-t},
$$

reduces $e^{-r(T-t)} H[f,-\alpha]$ to the Black-Scholes price.

## (iv) Asset-or-nothing

Next we take a look at the two main types of binary options: the asset-or-nothing and the cash-or-nothing option. The binary options market can reveal the market's estimate of the current skewness in the market.

Consider an asset-or-nothing call option with strike $K$ and maturity $T$. The payoff of this option is given by

$$
A o N(K, T)=S_{T} \mathbb{1}_{\left\{S_{T} \geq K\right\}},
$$

where $S$ follows geometric Brownian motion with drift $\mu$ and volatility $\sigma$.
Let

$$
h(z)=S_{0} e^{\left(\mu-\frac{1}{2} \sigma^{2}\right) T+\sigma \sqrt{T} z} \mathbb{1}_{\left\{S_{0} e^{\left(\mu-\frac{1}{2} \sigma^{2}\right) T+\sigma \sqrt{T} z} \geq K\right\}} .
$$

Then $h$ is an increasing, continuous function. Letting

$$
z_{*}=\frac{\ln \left(\frac{K}{S_{0}}\right)-\left(\mu-\frac{1}{2} \sigma^{2}\right) T+\sigma \sqrt{T} \alpha}{\sigma \sqrt{T}},
$$

we have by Proposition 5.4.5 that

$$
\begin{aligned}
H[\operatorname{AoN}(K, T),-\alpha] & =\mathbb{E}[h(z-\alpha)] \\
& =\int_{z_{*}}^{\infty} S_{0} e^{\left(\mu-\frac{1}{2} \sigma^{2}\right) T+\sigma \sqrt{T}(z-\alpha)} f_{Z}(z) d z \\
& =S_{0} e^{\mu T-\sigma \sqrt{T} \alpha} \Phi\left[-\left(z_{*}-\sigma \sqrt{T}\right)\right] .
\end{aligned}
$$

If $\alpha=\frac{\mu-r}{\sigma} \sqrt{T}$, then $e^{-r T} H[\operatorname{AoN}(K, T),-\alpha]$ is equal to the Black-Scholes price.

## (v) Cash-or-nothing

Consider a cash-or-nothing call option with strike $K$ and maturity $T$, whose payoff is give by

$$
\operatorname{CoN}(K, T)=\mathbb{1}_{\left\{S_{T} \geq K\right\}}
$$

If we let

$$
\begin{aligned}
h(z) & =\mathbb{1}_{\left\{S_{T} \geq K\right\}}(z) \\
& = \begin{cases}0 & \text { for } z \in[0, K] \\
h_{2}(z) & \text { for } z \in(K, \infty),\end{cases}
\end{aligned}
$$

where $h_{2}(z)=1$ is continuous and non-decreasing. Hence, by Corollary 5.4.6 we have

$$
\begin{aligned}
H[\operatorname{CoN}(K, T),-\alpha] & =\mathbb{E}\left[h_{2}(z-\alpha)\right] \\
& =\int_{z_{*}}^{\infty} f_{Z}(z) d z \\
& =\Phi\left[-z_{*}\right],
\end{aligned}
$$

where $z_{*}$ is as in (iv). Then, letting $\alpha$ be as above and discounting, yields the BlackScholes price.

The next example is a practical application of using the Wang transform to price exotic options.

Example 5.4.10. This example is purely an illustration of the use of the Wang transform compared to the Black-Scholes price and the parameters were chosen arbitrarily. To apply the methods described in the paper to real world data, one would need to look at for example stochastic interest rates and volatilities, which is left for further research.

As in Hamada and Sherris [76], we implemented Wang's approach using simulation. We simulated lognormal security prices and use these to estimate the relevant $\alpha$. Consider a Margrabe option to exchange $S^{(1)}$ for $S^{(2)}$ in half a years time. We first show that the Wang price for a Margrabe option with the above-derived value for $\alpha$ converges to the Black-Scholes price. The following parameters were used:

- $r=8 \%$,
- $S_{0}^{(1)}=20, \mu_{1}=16 \%$ and $\sigma_{1}=20 \%$,
- $S_{0}^{(2)}=25, \mu_{2}=10 \%$ and $\sigma_{2}=15 \%$, and
- $\rho=0.2$.

Figure 5.1 shows the convergence of both the Wang price to the Black-Scholes price and of $\alpha$ to the true value of 0.2407 . The convergence is relatively quick, i.e. not many paths are required to get a fairly accurate price.


Figure 5.1: Convergence of Wang price and of alpha

One of the disadvantages of the Black-Scholes model is the lack of flexibility in the derived prices. Thus, we would like to see what prices the Wang transform could yield. To
do this, we compare the Wang price to the Black Scholes price for varying $\alpha$ in the case of the above-described Margrabe option. This is shown in Figure 5.2.


Figure 5.2: Wang price vs alpha

As can be seen in Figure 5.2, it is possible to obtain a wide variety of prices using the Wang transform, while the Black Scholes price remains constant. It should be noted that some of the prices obtained using the Wang transform could lead to arbitrage opportunities (see Pelsser [130]).

We obtained similar results for the geometric basket option and the asset-or-nothing option [117].

### 5.5 The Esscher-Girsanov transform vs. the Wang transform

The price of a financial security that satisfies the condition of no arbitrage, is found by using a risk-neutral probability measure, which is generally a transformation of the realworld probability measure. This change of measure is referred to as 'risk-neutralising' the statistical distribution. In complete markets, there is a unique risk-neutral probability measure and thus a unique price. In incomplete markets, however, there can be infinitely many risk-neutral probability measures and as of yet no consensus on how to choose one.

The use of exponential tilting to risk-neutralise the real-world distribution has been considered by numerous authors including Bühlmann [21], Gerber and Shiu [67], Wang [159, 161, 162] and Goovaerts and Laeven [70]. Bühlmann [21] developed an economic premium principle based on exponential tilting. A special case of exponential tilting and of Bühlmann's economic premium principle is the Esscher transform, named after the Swedish actuary Fredrik Esscher [59]. Gerber and Shiu [67] used the Esscher transform to price options whose underlying follows a Lévy process. Goovaerts and Laeven [70] introduced a variation of the Esscher transform, which they called the Esscher-Girsanov transform.

Independently, whilst trying to find a unifying approach for pricing insurance and financial risk, Wang introduced a distortion function, which is called the Wang transform.

Kijima and Muromachi pointed out in [97] that the Esscher-Girsanov transform and the Wang transform are technically the same, claiming that Wang [161] contains a proof thereof.

This section explicitly gives the proof of that fact and shows that the Esscher-Girsanov price is equivalent to Wang's risk adjusted premium. This section is based on Labuschagne and Offwood [113].

### 5.5.1 The Esscher transform

The Esscher transform was developed to approximate the aggregate claim amount distribution around a point of interest $x_{0}$, by applying an analytic approximation, the Edgeworth series, to the transformed distribution with the parameter $\theta$ chosen such that the new mean is equal to $x_{0}$. The reason the transform was required, is the fact that the Edgeworth approximation performs well in the vicinity of the mean, but not so well in the tails.

The Esscher transform was originally a transformation of distribution functions.
Definition 5.5.1. Given a cumulative distribution function $F(x)$ and a parameter $\theta$, the Esscher transform is defined by

$$
d F^{\theta}(x)=\frac{e^{\theta x} d F(x)}{\int e^{\theta y} d F(y)}
$$

If $F(x)$ admits a density $f(x)$, then $F^{\theta}(x)$ has the density

$$
f^{\theta}(x)=\frac{e^{\theta x} f(x)}{\int e^{\theta y} f(y) d y}
$$

In the statistical literature this is a special case of exponential tilting.

Definition 5.5.2. The exponential tilting of $X$ with respect to $Y$ is given by

$$
f_{X}^{*}(x)=\frac{\mathbb{E}\left[e^{\lambda Y} \mid X=x\right]}{\mathbb{E}\left[e^{\lambda Y}\right]} f_{X}(x)
$$

Note that $F_{X}$ and its Esscher transform $F_{X}^{\theta}$ have the same null sets and are thus equivalent distributions. For a normal cdf with mean $\mu$ and variance $\sigma^{2}$, its Esscher transform is a normal cdf with mean $\mu+\theta \sigma^{2}$ and variance $\sigma^{2}$.

The real-valued function, given by

$$
\pi_{X}^{E s s}(\theta)=\int_{-\infty}^{\infty} x d F_{X}^{\theta}=\frac{\mathbb{E}\left[X e^{\theta X}\right]}{\mathbb{E}\left[e^{\theta X}\right]}
$$

is known as the Esscher premium or the Esscher price with parameter $\theta$.
The Esscher transform for probability measures is defined analogously.
Definition 5.5.3. Given a probability space $(\Omega, \mathcal{F}, P)$, a random variable $X$ and a parameter $\theta$, the Esscher transform, sometimes called the Esscher measure, is defined by

$$
d P^{\theta}=\frac{e^{\theta X} d P}{\mathbb{E}\left[e^{\theta X}\right]}
$$

provided the expectation exists.

The Esscher transform has a sound economic meaning. Bühlmann [21] argues that in the real world, premiums do not only depend on the risk to be covered but also on the surrounding market conditions. Thus, he considered a risk-exchange model, where all individual agents act to maximise their own expected utility.

Consider risk exchanges among agents $j=1,2, \ldots, n$. Each investor is characterised by his utility function $u_{j}(x)$, where $u_{j}^{\prime}(x)>0$ and $u_{j}^{\prime \prime}(x) \leq 0$, and his initial wealth $W_{j}$. The investor faces the risk of a potential loss of $X_{j}(\omega)$ and buys a risk-exchange $Y_{j}(\omega)$. While the original risk $X_{j}$ belongs to the investor $j$, the risk-exchange $Y_{j}$ can be bought/sold in the market. Bühlmann pointed out in [21] that the pricing density $\eta(\omega)$, defined by

$$
\operatorname{Price}\left(Y_{j}\right)=\int_{\omega} Y_{j}(\omega) \eta(\omega) d P(\omega)
$$

can be seen as a distortion of the real-world probabilities.
Definition 5.5.4. The pair $\left\{Y_{e, j}, \eta_{e}\right\}$ are in equilibrium if
(i) for all $j, \mathbb{E}\left[u_{j}\left(W_{j}-X_{j}+Y_{e, j}-\operatorname{Price}\left(Y_{j}\right)\right)\right]$ is a maximum among all possible choices of the exchange variables $Y_{j}$, and
(ii) $\sum_{j=1}^{n} Y_{e, j}(\omega)=0$ for all $\omega \in \Omega$.

In the equilibrium, $Y_{e, j}$ is called the equilibrium exchange and $\eta_{e}$ the equilibrium price density.

Bühlmann [21] then proved the following theorem.
Theorem 5.5.5. Assume that each investor has an exponential utility function

$$
u_{j}(x)=1-e^{-\theta_{j} x} .
$$

Then the equilibrium price density satisfies

$$
\eta_{e}(\omega)=\frac{e^{\theta Z(\omega)}}{\mathbb{E}\left[e^{\theta Z}\right]},
$$

where

$$
Z=\sum_{j=1}^{n} X_{j}(\omega)
$$

is the aggregate risk and $\theta$ satisfies

$$
\theta^{-1}=\sum_{j=1}^{n} \theta_{j}^{-1}
$$

The parameter $\theta_{j}$ can be seen as the risk aversion index of the $j$ th agent. Using Theorem 5.5.5, the equilibrium price for any risk $X$ is given by

$$
\pi_{X}^{B u h l}(\theta)=\frac{\mathbb{E}\left[X e^{\theta Z}\right]}{\mathbb{E}\left[e^{\theta Z}\right]}
$$

Note that if $Z$ is replaced by $X$ in the above, this results in the Esscher transform, i.e. the Esscher transform is a special case of Bühlmann's economic principle.

### 5.5.2 The Esscher-Girsanov transform

Instead of considering the random variable $X$, Goovaerts and Laeven [70] consider the extended real-valued function $\Phi^{-1}\left(F_{X}(x)\right)$, where $\Phi^{-1}$ denotes the inverse distribution function of the standard normal distribution. It is known that if $F_{X}$ is continuous, then $\Phi^{-1}\left(F_{X}(x)\right)$ is normally distributed with mean 0 and variance 1 .

From here onwards we will assume that each of the random variables we are working with has a continuous cdf.

Definition 5.5.6. Given a cdf $F(x)$ and parameters $h, v \in \mathbb{R}$, the Esscher-Girsanov transform is defined by

$$
\begin{equation*}
d F_{X}^{(h, v)}(x)=\frac{e^{h v \Phi^{-1}\left(F_{X}(x)\right)}}{\mathbb{E}\left[e^{h v \Phi^{-1}\left(F_{X}(X)\right)}\right]} d F_{X}(x)=e^{h v \Phi^{-1}\left(F_{X}(x)\right)-\frac{1}{2} h^{2} v^{2}} d F_{X}(x) . \tag{5.11}
\end{equation*}
$$

The parameter $h$ can be interpreted as the absolute risk aversion and $v$ as the penalty parameter. Goovaerts and Laeven attached the name of Girsanov to the probability measure transform defined above, to emphasize the close resemblance between the Radon-Nikodým derivative used in (5.11) and that used in Girsanov's theorem. It is easy to verify that for a normal cdf with mean $\mu$ and variance $\sigma^{2}$, its Esscher-Girsanov transformation is normal with mean $\mu+h v \sigma$ and variance $\sigma^{2}$. If we let $v=\sigma$, then the Esscher-Girsanov transform reduces to the Esscher transform.

Goovaerts and Laeven [70] axiomatically characterise a pricing mechanism involving the Esscher-Girsanov transform. Their pricing mechanism can generate arbitrage-free prices for financial derivatives with an underlying asset driven by a general diffusion process. Similar to the paper by Goovaerts et al. [69], the pricing mechanism of Goovaerts and Laeven [70] allows for a mixture function, weighting the different values of $h$. We assume the mixture function to be degenerate.

Definition 5.5.7. The Esscher-Girsanov price of the random variable $X$, with parameters $h \leq 0$ and $v>0$, is given by

$$
\pi_{X}^{v}(h)=\mathbb{E}\left[X e^{h v \Phi^{-1}\left(F_{X}(x)\right)-\frac{1}{2} h^{2} v^{2}}\right] .
$$

### 5.5.3 The Esscher-Girsanov transform vs. the Wang transform

Goovaerts and Laeven [70], Kijima and Muromachi [97] and Wang [162] pointed out that a connection exists between the Esscher-Girsanov transform and the Wang transform. In this section, we prove this fact.

Proposition 5.5.8. Let $\alpha=h v$ and let $X$ be a random variable with pdf $f_{X}(x)$. The pdf generated by the Wang transform with parameter $-\alpha$ is equal to the pdf generated by the Esscher-Girsanov transform with parameters $h$ and $v$.

Proof. By Proposition 5.4.4, the pdf generated by the Wang transform with parameter $-\alpha$
is given by

$$
f_{X}^{W T}(x)=e^{\alpha \Phi^{-1}\left(F_{X}(x)\right)-\frac{1}{2} \alpha^{2}} f_{X}(x)=e^{h v \Phi^{-1}\left(F_{X}(x)\right)-\frac{1}{2} h^{2} v^{2}} f_{X}(x),
$$

which by Definition 5.5.6 is the Esscher-Girsanov transformed pdf of $X$.
Alternatively, we can also show that the cdf of the Esscher-Girsanov transform is equal to the Wang transform, as is done in the next proposition.

Proposition 5.5.9. Let $\alpha=h v$ and let $X$ be a random variable with cdf $F_{X}(x)$. The cdf generated by the Esscher-Girsanov transform with parameters $h$ and $v$ is equal to the cdf generated by the Wang transform with parameter $-\alpha$.

Proof. The Esscher-Girsanov transform is given by

$$
d F_{X}^{*}=e^{h v \Phi^{-1}\left(F_{X}(x)\right)-\frac{1}{2} h^{2} v^{2}} d F_{X}
$$

Thus,

$$
F_{X}^{*}(x)=\int_{-\infty}^{x} e^{h v \Phi^{-1}\left(F_{X}(t)\right)-\frac{1}{2} h^{2} v^{2}} d F_{X}(t) .
$$

Let $y=\Phi^{-1}\left(F_{X}(t)\right)$, then $d y=\sqrt{2 \pi} e^{\frac{1}{2}\left(\Phi^{-1}\left(F_{X}(t)\right)\right)^{2}} d F_{X}$ and substituting this into the integral results in

$$
\begin{aligned}
F_{X}^{*}(x) & =\frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2} h^{2} v^{2}} \int_{-\infty}^{\Phi^{-1}\left(F_{X}(x)\right)} e^{h v y} \cdot e^{-\frac{1}{2} y^{2}} d y \\
& =\frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2} h^{2} v^{2}} \int_{-\infty}^{\Phi^{-1}\left(F_{X}(x)\right)} e^{-\frac{1}{2}(y-h v)^{2}+\frac{1}{2} h^{2} v^{2}} d y \\
& =\int_{-\infty}^{\Phi^{-1}\left(F_{X}(x)\right)} \frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2}(y-h v)^{2}} d y \\
& =\Phi\left(\Phi^{-1}\left(F_{X}(x)\right)-h v\right) .
\end{aligned}
$$

This is equal to the Wang Transform with parameter $-h v=-\alpha$.
Proposition 5.5.10. Let $h v=\alpha$ and let $X$ be a random variable with $p d f f_{X}$ and continuous cdf $F_{X}$. The Esscher-Girsanov price for a risk $X$ with parameters $h$ and $v$ is equal to Wang's risk adjusted premium for $X$ with parameter $\alpha$.

Proof. Wang's risk adjusted premium for $X$ with parameter $\alpha$, using (5.7), is given by

$$
\pi_{X}^{W T}(\alpha)=-\int_{-\infty}^{0} \Phi\left(\Phi^{-1}\left(F_{X}(x)\right)-\alpha\right) d x+\int_{0}^{\infty}\left[1-\Phi\left(\Phi^{-1}\left(F_{X}(x)\right)-\alpha\right)\right] d x
$$

Let $c(x)=\Phi^{-1}\left(F_{X}(x)\right)-\alpha$, then

$$
\pi_{X}^{W T}(\alpha)=-\int_{-\infty}^{0} \int_{-\infty}^{c(x)} \frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2} t^{2}} d t d x+\int_{0}^{\infty} \int_{c(x)}^{\infty} \frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2} t^{2}} d t d x
$$

Next, we need to change the order of integration. Letting $k(t)=F_{X}^{-1}(\Phi(t+\alpha))$ and $\gamma=\Phi^{-1}\left(F_{X}(0)\right)-\alpha$, we get

$$
\begin{aligned}
\pi_{X}^{W T}(\alpha) & =-\int_{-\infty}^{\gamma} \int_{k(t)}^{0} \frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2} t^{2}} d x d t+\int_{\gamma}^{\infty} \int_{0}^{k(t)} \frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2} t^{2}} d x d t \\
& =-\int_{-\infty}^{\gamma} \frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2} t^{2}}(0-k(t)) d t+\int_{\gamma}^{\infty} \frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2} t^{2}}(k(t)-0) d t \\
& =\int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2} t^{2}} k(t) d t \\
& =\int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2} t^{2}} F_{X}^{-1}(\Phi(t+\alpha)) d t
\end{aligned}
$$

Substituting $y=t+\alpha$, we get

$$
\begin{equation*}
\left.\pi_{X}^{W T}(\alpha)=\int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2}(y-\alpha)^{2}} F_{X}^{-1}(\Phi(y))\right) d y \tag{5.12}
\end{equation*}
$$

On the other hand, the Esscher-Girsanov price for $X$ is given by

$$
\begin{align*}
\pi_{X}^{v}(h) & =\mathbb{E}\left[X e^{h v \Phi^{-1}\left(F_{X}(x)\right)-\frac{1}{2} h^{2} v^{2}}\right] \\
& =\int_{-\infty}^{\infty} x e^{h v \Phi^{-1}\left(F_{X}(x)\right)-\frac{1}{2} h^{2} v^{2}} f_{X}(x) d x \tag{5.13}
\end{align*}
$$

Let $y=\Phi^{-1}\left(F_{X}(x)\right)$, then $d y=\sqrt{2 \pi} e^{\frac{1}{2} y^{2}} d F_{X}$. Substituting this into (5.13), we get

$$
\begin{equation*}
\pi_{X}^{v}(h)=\int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2}(y-h v)^{2}} F_{X}^{-1}(\Phi(y)) d y \tag{5.14}
\end{equation*}
$$

As (5.12) is the same as (5.14), we have that $\pi_{X}^{W T}(\alpha)=\pi_{X}^{v}(h)$.
Note that the relationship between the parameters is different in Proposition 5.5.10 compared to Propositions 5.5.8 and 5.5.9. This is due to the way the risk adjusted premium is defined. Traditionally, one applies the distortion function to the tail probabilities (decumulative distribution function) rather than the regular probabilities (cumulative distribution function). We followed this tradition, however, the price we paid is that the sign of the parameter $\alpha$ in the propositions does not correspond. If the risk adjusted premium is defined in the following way

$$
\begin{aligned}
\pi_{X}^{W T}(\alpha) & =-\int_{-\infty}^{0} g_{\alpha}\left(F_{X}(x)\right) d x+\int_{0}^{\infty}\left(1-g_{\alpha}\left(F_{X}(x)\right)\right) d x \\
& =\int_{-\infty}^{0}\left(g_{-\alpha}\left(S_{X}(x)\right)-1\right) d x+\int_{0}^{\infty} g_{-\alpha}\left(S_{X}(x)\right) d x
\end{aligned}
$$

then Proposition 5.5.10 would be stated as follows and the proof follows similarly.

Proposition 5.5.11. Let $h v=\alpha$ and let $X$ be a random variable with $p d f f_{X}$ and continuous cdf $F_{X}$. The Esscher-Girsanov price for a risk $X$ with parameters $h$ and $v$ is equal to Wang's risk adjusted premium for $X$ with parameter $-\alpha$.

### 5.5.4 Discussion

In the previous section, we showed that in a static setting, the Esscher-Girsanov transform and the Wang transform coincide. However, the two transforms are not equivalent. The Esscher-Girsanov transform is a two-parameter transform and can therefore never be fully equivalent to the one-parameter Wang transform. This becomes apparent in the dynamic setting, where the two parameters in the Esscher-Girsanov transform start to play a distinct role. The two-parameter Esscher-Girsanov transform can generate arbitrage-free prices for financial derivatives governed by general diffusion processes as shown by Goovaerts and Laeven [70] and emphasised by Badescu et al. in [10]. This, however, is not true for the one-parameter Wang transform, as was explicitly shown by Pelsser [130]. It proves that the Esscher-Girsanov transform is not equivalent to the Wang transform in a dynamic setting.

### 5.6 Comonotonic convex risk measures

Let $\alpha: \mathcal{M}_{1, m} \rightarrow \mathbb{R} \cup\{\infty\}$ be any functional such that $\inf _{\mu \in \mathcal{M}_{1, m}} \alpha(\mu)$ is finite. If we define $\rho: \mathcal{X} \rightarrow \mathbb{R}$ by

$$
\rho(X)=\sup _{\mu \in \mathcal{M}_{1, m}}(\mu(X)-\alpha(\mu)),
$$

then $\rho$ is monotonic, +-translation invariant and comonotonic convex. The function $\rho$ defined above is called a comonotonic convex risk measure.

The following theorem proves the representation theorem for comonotonic convex risk measures in terms of Choquet integrals.

Theorem 5.6.1. If $\rho: L_{\infty}(P) \rightarrow \mathbb{R}$ satisfies monotonicity, +-translation invariance and comonotonic convexity, then $\rho$ is of the form

$$
\begin{equation*}
\rho(X)=\max _{\mu \in \mathcal{M}_{1, m}}(\mu(X)-\alpha(\mu)) \quad \text { for } X \in L_{\infty}(P) \tag{5.15}
\end{equation*}
$$

where

$$
\alpha(\mu)=\sup _{\rho(X) \leq 0} \mu(X) \quad \text { for } \mu \in \mathcal{M}_{1, m} .
$$

Proof. We may assume without loss of generality that $\rho(0)=0$. For any $X \in L_{\infty}(P)$, let $X_{1}=X-\rho(X)$, then $\rho\left(X_{1}\right)=\rho(X-\rho(X))=0$ by +-translation invariance. Hence,

$$
\alpha(\mu) \geq \mu\left(X_{1}\right)=\mu(X)-\rho(X)
$$

for all $\mu \in \mathcal{M}_{1, m}$. Thus, for $X \in L_{\infty}(P)$, we have

$$
\rho(X) \geq \sup _{\mu \in \mathcal{M}_{1, m}}(\mu(X)-\alpha(\mu))
$$

For a given $X$, we will now construct some $\mu_{X} \in \mathcal{M}_{1, m}$ such that

$$
\begin{equation*}
\rho(X) \leq \mu_{X}(X)-\alpha\left(\mu_{X}\right) \tag{5.16}
\end{equation*}
$$

which, in view of the previous step, will prove our representation (5.15). If $\rho(X) \neq 0$, then there exists $\epsilon \in \mathbb{R}$ such that $\rho(X)+\epsilon=0$. By the + -translation invariance of $\rho$, we have $\rho(X+\epsilon)=0$. Then letting $Y=X+\epsilon$, we have $\rho(Y)=0$. Thus, it suffices to prove (5.16) for $\rho(X)=0$.

The subset $\mathcal{B}$ of $\mathcal{A}_{\rho}$, defined by $\mathcal{B}=\left\{Y \in L_{\infty}(P): \rho(Y)<0\right\}$, is not convex. However, using the following notation

$$
Y \sim Z \quad \Leftrightarrow \quad Y, Z \text { comonotonic }
$$

we define the set $[X]=\{Z \in \mathcal{B}: Z \sim X\}$, i.e. $Z \in[X]$ if and only if there exists nondecreasing functions $u$ and $v$ such that $X=u(W)$ and $Z=v(W)$ for some $W$. This set is, by definition, convex.

As $\rho(X)=0$, we have that $X \notin \mathcal{B}$ and therefore $X \notin[X]$. By the Hahn-Banach theorem, there exists a non-trivial (linear) $\theta_{X} \in\left(L_{\infty}(P)\right)^{*}$, such that

$$
\sup _{Y \in[X]} \theta_{X}(Y) \leq \theta_{X}(X)
$$

Define $\rho^{*}: L_{\infty}(P) \rightarrow \mathbb{R}$ by

$$
\rho^{*}(Y)=\sup \left\{\theta_{X}(Z): Z \leq Y, Z \sim X\right\} .
$$

Then $\rho^{*}$ is monotonic increasing and positive homogeneous.
Next we show that $\rho^{*}$ is comonotonic additive. Let $Y_{1}, Y_{2} \in L_{\infty}(P)$ be comonotonic. Then there exists continuous and increasing functions $u, v$ on $\mathbb{R}$ such that $u(z)+v(z)=z$ for $z \in \mathbb{R}$ and

$$
Y_{1}=u\left(Y_{1}+Y_{2}\right) \text { and } Y_{2}=v\left(Y_{1}+Y_{2}\right) .
$$

For any $Z \sim X$ with $Z \leq Y_{1}+Y_{2}$, we have $u(Z) \leq u\left(Y_{1}+Y_{2}\right)=Y_{1}$ and $v(Z) \leq v\left(Y_{1}+Y_{2}\right)=$ $Y_{2}$. Since $Z \sim X$, there exists a random variable $W$ and non-decreasing functions $h$ and $g$ such that $Z=h(W)$ and $X=g(W)$. Therefore, we have that $u(Z)=u(h(W))$ and $v(Z)=v(h(W))$, which implies $u(Z) \sim X$ and $v(Z) \sim X$. Hence,

$$
\rho^{*}\left(Y_{1}\right)+\rho^{*}\left(Y_{2}\right) \geq \theta_{X}(u(Z))+\theta_{X}(v(Z))=\theta_{X}(u(Z)+v(Z))=\theta_{X}(Z)
$$

We have shown that $\rho^{*}\left(Y_{1}\right)+\rho^{*}\left(Y_{2}\right) \geq \theta_{X}(Z)$ for all $Z \sim X$ with $Z \leq Y_{1}+Y_{2}$, thus

$$
\rho^{*}\left(Y_{1}\right)+\rho^{*}\left(Y_{2}\right) \geq \sup \left\{\theta_{X}(Z): Z \leq Y_{1}+Y_{2}, Z \sim X\right\}=\rho^{*}\left(Y_{1}+Y_{2}\right) .
$$

Conversely, let $Z_{1} \sim X$ and $Z_{2} \sim X$ such that $Z_{1} \leq Y_{1}$ and $Z_{2} \leq Y_{2}$. Define $Z=Z_{1}+Z_{2}$. Then, by Lemma 5.1.8, $Z_{1}+Z_{2} \sim X$ and $Z \leq Y_{1}+Y_{2}$. By the definition of $\rho^{*}$, we have

$$
\rho^{*}\left(Y_{1}+Y_{2}\right) \geq \theta_{X}(Z)=\theta_{X}\left(Z_{1}\right)+\theta_{X}\left(Z_{2}\right) .
$$

Taking the supremum over all $Z_{1} \sim Y_{1}$ such that $Z_{1} \leq Y_{1}$ and all $Z_{2} \sim Y_{2}$ such that $Z_{2} \leq Y_{2}$, we get

$$
\rho^{*}\left(Y_{1}+Y_{2}\right) \geq \rho^{*}\left(Y_{1}\right)+\rho^{*}\left(Y_{2}\right)
$$

proving that $\rho^{*}$ is comonotonic additive.
Note that $\rho^{*}(X)=\theta_{X}(X)$.
We also have that $L_{\infty}(P)$ satisfies all the conditions required in Theorem 5.1.12. Therefore, by Greco's representation theorem for bounded functions, Theorem 5.1.12, there exists $\mu_{X} \in \mathcal{M}_{1, m}$ representing $\rho^{*}$.

If $\rho(Y) \leq 0$, then $\rho(Y-\epsilon)<0$ for any $\epsilon>0$. This, along with the fact that $\rho(X)=0$, implies that $Y-\epsilon<Y \leq X$ and hence, $\rho^{*}(Y-\epsilon) \leq \rho^{*}(X)=\theta_{X}(X)$.

Thus, we have that

$$
\mu_{X}(Y)-\epsilon=\mu_{X}(Y-\epsilon)=\rho^{*}(Y-\epsilon) \leq \theta_{X}(X) .
$$

Finally, we have

$$
\begin{gathered}
\alpha\left(\mu_{X}\right)=\sup _{\rho(Y) \leq 0} \mu_{X}(Y) \leq \theta_{X}(X) \\
\mu_{X}(X)-\alpha\left(\mu_{X}\right) \geq \rho^{*}(X)-\theta_{X}(X)=\theta_{X}(X)-\theta_{X}(X)=0=\rho(X) .
\end{gathered}
$$

### 5.7 The Wang transform as a risk measure

Recently, risk measures based on distortion probabilities have been developed in actuarial science and applied to insurance rate making. As mentioned at the end of Chapter 4, the Wang transform can be used to measure risk. Assume that $X$ is a loss random variable (i.e. $X<0$ for a gain and $X>0$ for a loss) and has distribution function $F_{X}(x)$.

Definition 5.7.1. The family of distortion risk measures is defined as the mean under the distortion probability $F_{X}^{*}(x)=g\left(F_{X}(x)\right)$, where $g$ is a distortion function. In other words,

$$
\rho(X)=\mathbb{E}^{*}[X]:=-\int_{-\infty}^{0} g\left(F_{X}(x)\right) d x+\int_{0}^{\infty}\left(1-g\left(F_{X}(x)\right)\right) d x .
$$

Note that the distortion risk measure is just a Choquet integral.
Proposition 5.7.2. A distortion risk measure is coherent if and only if the associated distortion function is concave.

For the proof of this proposition see the properties of the Choquet integral in Section 5.1.
Distortion risk measures can be seen as a generalisation of some of the known risk measures. $\mathrm{VaR}_{\alpha}$ corresponds to the distortion

$$
g(u)= \begin{cases}0 & \text { for } u<\alpha \\ 1 & \text { for } u \geq \alpha\end{cases}
$$

This function is not necessarily concave, and hence is not coherent.
TVaR corresponds to the distortion

$$
g(u)= \begin{cases}0 & \text { for } u<\alpha \\ \frac{u-\alpha}{1-\alpha} & \text { for } u \geq \alpha\end{cases}
$$

which is continuous everywhere but not differentiable at $u=\alpha$.
ES, however, cannot be written as a distortion risk measure.
Wang [159] suggested using the Wang transform as a risk measure as follows.
Definition 5.7.3. For a random variable $x$ with distribution $F_{x}$, define a risk measure for capital requirement as follows:

1. For a preselected security level $\alpha$, let $\lambda=\Phi^{-1}(\alpha)$.
2. Apply the Wang transform: $F_{X}^{*}(x)=\Phi\left[\Phi^{-1}\left(F_{X}(x)\right)-\lambda\right]$.
3. Set the capital requirement to be the expected value under $F_{X}^{*}: W T_{\alpha}(X)=\mathbb{E}^{*}[X]$.

Example 5.7.4. Figure 5.7 .4 shows an example of how the Wang transform measure differs to VaR, TVaR and ES.

| Portfolio A |  |  |  | Portfolio B |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| x | $\mathrm{f}(\mathrm{x})$ | F(x) | F*(x) | x | $\mathrm{f}(\mathrm{x})$ | F(x) | F*(x) |
| 0 | 0.6 | 1 | 0.08204 | 0 | 0.6 | 1 | 0.08204 |
| -1 | 0.375 | 0.4 | 0.54163 | -1 | 0.39 | 0.4 | 0.67018 |
| -5 | 0.025 | 0.025 | 0.37634 | -11 | 0.01 | 0.01 | 0.24778 |


| Portfolio | VaR $_{0.95}$ | $\mathrm{TVaR}_{0.95}$ | $\mathrm{ES}_{0.95}$ | $\mathbf{W T}_{0.95}$ |
| :---: | :---: | :---: | :---: | :---: |
| A | -1 | -1.25 | -3.00 | -2.42 |
| B | -1 | -1.25 | -3.00 | -3.40 |

Figure 5.3: Wang transform vs. other risk measures.

## Chapter 6

## Vector-valued Orlicz spaces

The importance of Orlicz spaces in the study of mathematics of finance came to the fore in the 2000's when Frittelli and his collaborators connected the theory of utility functions to Orlicz spaces (see [15, 16, 17, 65]). This was explained in Chapter 3. Orlicz spaces now also play an important role in the theory of risk measures (see [16, 26]), as was already discussed in Chapter 4 and will be expanded upon in the next chapter. In some applications of mathematics of finance (as in the case of systemic risk), the theory of the real-valued case has to be extended to the multi-valued case (see [91]). In particular, there have been recent developements in the theory of set-valued risk measures. A neat way to work with these set-valued risk measures is, in our opinion, via tensor products. Thus, to define a set-valued risk measure on a vector-valued Orlicz space, we need to describe these Orlicz spaces as suitable tensor products.

The aim of this chapter is to give descriptions of Banach space-valued Orlicz spaces and of their duals. We use the former to derive the latter.

The latter is motivated by the important role that the dual of the real-valued Orlicz heart plays in utility maximisation problems and in the risk measure representation theorems, as in $[15,16,17,26,65]$. We use the above mentioned descriptions to characterise martingale convergence in Banach space-valued Orlicz spaces and also to describe the Radon-Nikodým property in such spaces.

We refer the reader to Appendix B for the preliminaries on tensor products and to Chapter 2 for Orlicz spaces.

This chapter is organised in the following way. In Section 6.1 we describe the $Y$-valued Orlicz heart $H_{\Phi}(P, Y)$; more precisely, we show that the $Y$-valued Orlicz heart $H_{\Phi}(P, Y)$ is isometrically isomorphic to the $l$-completed tensor product $H_{\Phi}(P) \widetilde{\otimes}_{l} Y$ of the scalar-valued

Orlicz heart $H_{\Phi}(P)$ and $Y$.
The main result of Section 6.2 is the characterisation of the equality of $\left(H_{\Phi}(P) \widetilde{\otimes}_{l} Y\right)^{*}$ and $\left(H_{\Phi}(P)\right)^{*} \widetilde{\otimes}_{l} Y^{*}$ in terms of the Radon-Nikodým property on $Y^{*}$.

We show that the $l$-norm is associative. As an application thereof, we give an alternative proof of a result noted by Popa, which states that for any separable Banach lattice $E$ and any Banach space $Y, E^{*}$ and $Y$ have the Radon-Nikodým property if and only if $E^{*} \widetilde{\otimes}_{l} Y$ has the Radon-Nikodým property. Via a deep result of Talagrand, $E^{*}$ may be replaced by $E$ in the above mentioned result. This, together with the results of Section 6.1, enables us to describe the Radon-Nikodým property in $H_{\Phi}(P, Y)$ in terms of the Radon-Nikodým property on $H_{\Phi}(P)$ and $Y$. The latter extends a result of Sundaresan (see [151]) and of Turret and Uhl (see [154]).

Section 6.5 deals with the convergence of norm bounded martingales in $H_{\Phi}(P, Y)$, characterised in terms of the Radon-Nikodým property on $Y$. Note that the contents of this chapter are new and are based on [114].

### 6.1 Connecting $H_{\Phi}(P, Y)$ to $H_{\Phi}(P) \widetilde{\otimes}_{l} Y$

Let $(\Omega, \mathcal{F}, P)$ be a probability space, $\Phi$ a finite Young function and $Y$ a Banach space. The purpose of this section is to show that $H_{\Phi}(P, Y)$ is isometrically isomorphic to $H_{\Phi}(P) \widetilde{\otimes}_{l} Y$.

First we recap the following definitions. A function $s: \Omega \rightarrow Y$ is simple if there exist $y_{1}, y_{2}, \ldots, y_{n} \in Y$ and sets $A_{1}, A_{2}, \ldots, A_{n} \in \mathcal{F}$ such that $s=\sum_{i=1}^{n} y_{i} \chi_{A_{i}}$. Here, $\chi_{A_{i}}$ denotes the characteristic function of $A_{i}$, given by $\chi_{A_{i}}(\omega)=1$ when $\omega \in A_{i}$ and $\chi_{A_{i}}(\omega)=0$ when $\omega \notin A_{i}$. A function $f: \Omega \rightarrow Y$ is called $P$-measurable if there exists a sequence of simple functions ( $s_{n}$ ) with $\lim _{n \rightarrow \infty}\left\|s_{n}-f\right\|=0 P$-a.s..

Moreover, $H_{\Phi}(P, Y)$ is $\mathcal{N}_{\Phi}$-closed in $L_{\Phi}(P, Y)$. If $\Phi$ is finite, then the set $S(P, Y)$ of step-functions, defined by

$$
\left\{\sum_{i=1}^{n} y_{i} \chi_{A_{i}}: \chi_{A_{i}} \text { is } P \text {-integrable, } y_{i} \in Y, n \in \mathbb{N}\right\}
$$

is $\|\cdot\|_{\Phi}$-dense in $H_{\Phi}(P, Y)$.
If $Y=\mathbb{R}$, then we write $L_{\Phi}(P)=L_{\Phi}(P, \mathbb{R})$ and $H_{\Phi}(P)=H_{\Phi}(P, \mathbb{R})$.
Define $\gamma$ by

$$
\gamma(f, y)=f(t) y \text { for all }(f, y) \in H_{\Phi}(P) \times Y \text { and } t \in \Omega
$$

Then $\gamma: H_{\Phi}(P) \times Y \rightarrow H_{\Phi}(P, Y)$ is a bilinear map. It is well-known that the unique linear
map $\kappa: H_{\Phi}(P) \otimes_{l} Y \rightarrow H_{\Phi}(P, Y)$ for which $\kappa \circ \otimes=\gamma$, is given by

$$
\left(\kappa\left(\sum_{i=1}^{n} f_{i} \otimes y_{i}\right)\right)(t)=\sum_{i=1}^{n} f_{i}(t) y_{i} \text { for all } t \in \Omega .
$$

Regarding the continuity of $\kappa$, we have the following result.
Lemma 6.1.1. Let $(\Omega, \mathcal{F}, P)$ be a probability space, $\Phi$ a finite Young function and $Y$ a Banach space. The canonical map $\kappa: H_{\Phi}(P) \otimes_{l} Y \rightarrow H_{\Phi}(P, Y)$, defined by

$$
\left(\kappa\left(\sum_{i=1}^{n} f_{i} \otimes y_{i}\right)\right)(t)=\sum_{i=1}^{n} f_{i}(t) y_{i} \text { for all } t \in \Omega,
$$

is a continuous linear map with $\|\kappa\| \leq 1$.

Proof. We identify $H_{\Phi}(P) \otimes Y$ with its image $\kappa\left(H_{\Phi}(P) \otimes Y\right)$ in $H_{\Phi}(P, Y)$. The norm induced on (the image of) $H_{\Phi}(P) \otimes Y$ is given by

$$
\mathcal{N}_{\Phi}(u)=\inf \left\{a>0: \int_{\Omega} \Phi\left(\frac{1}{a}\left\|\sum_{i=1}^{n} f_{i}(t) y_{i}\right\|\right) d P(t) \leq 1\right\}
$$

for all $u=\sum_{i=1}^{n} f_{i} \otimes y_{i} \in H_{\Phi}(P) \otimes Y$ and is independent of the representation of $u$.
We show that $\mathcal{N}_{\Phi}(u) \leq\|u\|_{l}$ for all $u \in H_{\Phi}(P) \otimes Y$. Let $u=\sum_{i=1}^{n} f_{i} \otimes y_{i} \in H_{\Phi}(P) \otimes Y$. Then, for any $a>0$,

$$
\frac{1}{a}\left\|\sum_{i=1}^{n} f_{i}(t) y_{i}\right\| \leq \frac{1}{a} \sum_{i=1}^{n}\left\|y_{i}\right\|\left|f_{i}\right|(t),
$$

and since $\Phi$ is non-decreasing,

$$
\Phi\left(\frac{1}{a}\left\|\sum_{i=1}^{n} f_{i}(t) y_{i}\right\|\right) \leq \Phi\left(\frac{1}{a} \sum_{i=1}^{n}\left\|y_{i}\right\|\left|f_{i}\right|(t)\right) .
$$

Hence,

$$
\begin{aligned}
\mathcal{N}_{\Phi}(u) & =\inf \left\{a>0: \int_{\Omega} \Phi\left(\frac{1}{a}\left\|\sum_{i=1}^{n} f_{i}(t) y_{i}\right\|\right) d P(t) \leq 1\right\} \\
& \leq \inf \left\{a>0: \int_{\Omega} \Phi\left(\frac{1}{a} \sum_{i=1}^{n}\left\|y_{i}\right\|\left|f_{i}\right|(t)\right) d P(t) \leq 1\right\} \\
& =\mathcal{N}_{\Phi}\left(\sum_{i=1}^{n}\left\|y_{i}\right\|\left|f_{i}\right|\right)
\end{aligned}
$$

which implies that

$$
\mathcal{N}_{\Phi}(u) \leq \inf \left\{\mathcal{N}_{\Phi}\left(\sum_{i=1}^{n}\left\|y_{i}\right\|\left|f_{i}\right|\right): u=\sum_{i=1}^{n} f_{i} \otimes y_{i}\right\}=\|u\|_{l} .
$$

It is well-known that the set $S(P)$ of step-functions, defined by

$$
\left\{\sum_{i=1}^{n} \lambda_{i} \chi_{A_{i}}: \chi_{A_{i}} \text { is } P \text {-integrable, } \lambda_{i} \in \mathbb{R}, n \in \mathbb{N}\right\}
$$

is dense in $H_{\Phi}(P)$ (see [54]).
Lemma 6.1.2. Let $(\Omega, \mathcal{F}, P)$ be a probability space, $\Phi$ a finite Young function and $Y$ a Banach space. Then

$$
S(P) \otimes Y:=\left\{\sum_{i=1}^{n} \chi_{A_{i}} \otimes y_{i}: \chi_{A_{i}} \text { is P-integrable, } y_{i} \in Y, n \in \mathbb{N}\right\}
$$

is dense in $H_{\Phi}(P) \widetilde{\otimes}_{l} Y$.
Proof. Suppose that $\sum_{i=1}^{n} f_{i} \otimes y_{i} \in H_{\Phi}(P) \otimes Y$. Let $\epsilon>0$ be given. As $S(P)$ is dense in $H_{\Phi}(P)$, there exist $s_{1}, s_{2}, \ldots, s_{n} \in S(P)$ such that

$$
\mathcal{N}_{\Phi}\left(f_{i}-s_{i}\right)<\frac{\epsilon}{\sum_{i=1}^{n}\left\|y_{i}\right\|} \text { for } i=1,2, \ldots, n
$$

Hence,

$$
\mathcal{N}_{\Phi}\left(\sum_{i=1}^{n}\left\|y_{i}\right\| f_{i}-\sum_{i=1}^{n}\left\|y_{i}\right\| s_{i}\right)<\epsilon
$$

from which we get that

$$
\left\|\sum_{i=1}^{n} f_{i} \otimes y_{i}-\sum_{i=1}^{n} s_{i} \otimes y_{i}\right\|_{l}<\epsilon
$$

But, for each $i$, we have that $s_{i}=\sum_{j=1}^{k} \lambda_{j}^{i} \chi_{A_{j}^{i}}$, where each $\chi_{A_{j}^{i}}$ is $P$-integrable and $\lambda_{i} \in \mathbb{R}$. Consequently, $S(P) \otimes Y$ is dense in $H_{\Phi}(P) \widetilde{\otimes}_{l} Y$.

The following is the main result of this section.
Theorem 6.1.3. Let $(\Omega, \mathcal{F}, P)$ denote a probability space, $\Phi$ a finite Young function and $Y$ a Banach space. Then the canonical map $\kappa: H_{\Phi}(P) \widetilde{\otimes}_{l} Y \rightarrow H_{\Phi}(P, Y)$, defined by

$$
\left(\kappa\left(\sum_{i=1}^{n} f_{i} \otimes y_{i}\right)\right)(t)=\sum_{i=1}^{n} f_{i}(t) y_{i} \text { for all } t \in \Omega
$$

is a surjective isometry.

Proof. We first show that $\|u\|_{l} \leq \mathcal{N}_{\Phi}(u)$ for all $u \in S(P) \otimes Y$.

Consider $u=\sum_{i=1}^{n} \chi_{A_{i}} \otimes y_{i} \in S(P) \otimes Y$ for which $\left\{A_{i}: 1 \leq i \leq n\right\}$ is a mutually disjoint set and $\bigcup_{i=1}^{n} A_{i}=\Omega$. It follows from

$$
\sum_{i=1}^{n}\left\|y_{i}\right\| \chi_{A_{i}}(t)=\left\|\sum_{i=1}^{n} \chi_{A_{i}}(t) y_{i}\right\|
$$

that

$$
\begin{aligned}
\mathcal{N}_{\Phi}(u) & =\inf \left\{a>0: \int_{\Omega} \Phi\left(\frac{1}{a}\left\|\sum_{i=1}^{n} \chi_{A_{j}}(t) y_{i}\right\|\right) d P(t) \leq 1\right\} \\
& =\inf \left\{a>0: \int_{\Omega} \Phi\left(\frac{1}{a} \sum_{i=1}^{n}\left\|y_{i}\right\| \chi_{A_{j}}(t)\right) d P(t) \leq 1\right\} \\
& =\mathcal{N}_{\Phi}\left(\sum_{i=1}^{n}\left\|y_{i}\right\| \chi_{A_{j}}\right) \\
& \geq \inf \left\{\mathcal{N}_{\Phi}\left(\sum_{i=1}^{n}\left\|y_{i}\right\| \chi_{A_{j}}\right): u=\sum_{i=1}^{n} \chi_{i} \otimes y_{i}\right\} \\
& =\|u\|_{l} .
\end{aligned}
$$

By Lemma 6.1.1, we get that $\kappa: S(P) \otimes_{l} Y \rightarrow S(P, Y)$ is an isometry.
By the definition of $\kappa$, we also have that $\kappa\left(S(P) \otimes_{l} Y\right)=S(P, Y)$. As $S(P, Y)$ is dense in $H_{\Phi}(P, Y), \kappa: S(P) \otimes_{l} Y \rightarrow S(P, Y)$ is a surjective isometry and since $S(P) \otimes Y$ is dense in $H_{\Phi}(P) \widetilde{\otimes}_{l} Y$, it follows that $\kappa$ has an extension (again denoted by) $\kappa: H_{\Phi}(P) \widetilde{\otimes}_{l} Y \rightarrow$ $H_{\Phi}(P, Y)$ which is a surjective isometry.

Theorem 6.1.3 provides a connection between the theory of $H_{\Phi}(P, Y)$-spaces and the theory of $l$-tensor products. We exhibit some applications of this connection in later sections and in the next chapter.

## $6.2\left(H_{\Phi}(P, Y)\right)^{*}$

Let $\Phi$ be a finite Young function and $Y$ a Banach space. The aim of this section is to describe $\left(H_{\Phi}(P, Y)\right)^{*}$. We first do some preparation.

Let $E$ be a Banach lattice. We recall the following definition from [142, Chapter IV, Section 3].

Definition 6.2.1. A linear map $T: E \rightarrow Y$ is called cone absolutely summing if for every positive summable sequence $\left(x_{n}\right)$ in $E$, the sequence $\left(T x_{n}\right)$ is absolutely summable in $Y$.

The space

$$
\mathcal{L}^{\text {cas }}(E, Y)=\{T: E \rightarrow Y: T \text { is cone absolutely summing }\}
$$

is a Banach space with respect to the norm defined by

$$
\|T\|_{\text {cas }}=\sup \left\{\sum_{i=1}^{n}\left\|T x_{i}\right\|: x_{1}, \ldots, x_{n} \in E_{+},\left\|\sum_{i=1}^{n} x_{i}\right\|=1, n \in \mathbb{N}\right\}
$$

for all $T \in \mathcal{L}^{\text {cas }}(E, Y)$ (see also [45]).
Cone absolutely summing maps extend the Chaney-Schaefer $l$-tensor product in the following sense: The canonical map $W_{u}: E^{*} \otimes_{l} Y \rightarrow \mathcal{L}^{\text {cas }}(E, Y)$, given by

$$
W_{u} x=\sum_{i=1}^{n} x_{i}^{*}(x) y_{i} \text { for all } x \in E
$$

for $u=\sum_{i=1}^{n} x_{i}^{*} \otimes y_{i}$ is an isometry (see [142, Chapter IV, Section 7] and [23, 90, 111]).
Chaney [23] proved that $Y$ has the Radon-Nikodým property if and only if $L_{p}(P) \widetilde{\otimes}_{l} Y=$ $\mathcal{L}^{\text {cas }}\left(L_{q}(P), Y\right)$ for any probability measure space $(\Omega, \mathcal{F}, P), 1<p<\infty$ and $\frac{1}{p}+\frac{1}{q}=1$.

The following was shown in [31].
Theorem 6.2.2. A Banach space $Y$ has the Radon-Nikodým property if and only if $E^{*} \widetilde{\otimes}_{l} Y=$ $\mathcal{L}^{\text {cas }}(E, Y)$ for any separable Banach lattice $E$ for which $E^{*}$ has order continuous norm.

The following was proved in [111].
Lemma 6.2.3. If $E$ is a Banach lattice and $Y$ a Banach space, then $u \in E \widetilde{\otimes}_{l} Y$ if and only if $u=\sum_{i=1}^{\infty} x_{i} \otimes y_{i}$, where

$$
\begin{equation*}
\left\|\sum_{i=1}^{\infty}\left|x_{i}\right|\right\|_{E}<\infty \quad \text { and } \quad \lim _{i \rightarrow \infty}\left\|y_{i}\right\|_{Y}=0 \tag{6.1}
\end{equation*}
$$

Moreover,

$$
\|u\|_{l}=\inf \left\{\left\|\sum_{i=1}^{\infty}\left|x_{i}\right|\right\| \sup \left\|y_{i}\right\|: u=\sum_{i} x_{i} \otimes y_{i},\left\|\sum_{i=1}^{\infty}\left|x_{i}\right|\right\|<\infty, \lim _{i \rightarrow \infty}\left\|y_{i}\right\|=0\right\} .
$$

The following lemma is required to prove the main result of this section.
Let $(\Omega, \mathcal{F}, P)$ be a probability space, $1<p<\infty, \frac{1}{p}+\frac{1}{q}=1$, and define the function $\Phi$ by $\Phi(u)=\frac{u^{p}}{p}$ for all $u \in[0, \infty)$. Then $\Phi$ is a finite Young function and the Orlicz heart associated with $\Phi$ is $L_{p}(P)$, endowed with the norm $p^{-\frac{1}{p}}\|\cdot\|_{L_{p}(P)}$.

Lemma 6.2.4. Let $(\Omega, \mathcal{F}, P)$ be a probability space and $1<p<\infty$. Then the Banach lattice $\left(L_{p}(P), p^{-\frac{1}{p}}\|\cdot\|_{p}\right)$ is reflexive.

Proof. Let $\frac{1}{p}+\frac{1}{q}=1$. We claim that $\left(L_{p}(P), p^{-\frac{1}{p}}\|\cdot\|_{p}\right)^{*}=\left(L_{q}(P), p^{\frac{1}{p}}\|\cdot\|_{q}\right)$. Indeed, if $f \in\left(L_{p}(P), p^{-\frac{1}{p}}\|\cdot\|_{p}\right)^{*}$, then $f: L_{p}(P) \rightarrow \mathbb{R}$ is a continuous linear function and

$$
\begin{aligned}
\|f\| & =\sup \left\{|f(x)|: p^{-\frac{1}{p}}\|x\|_{p} \leq 1\right\} \\
& =p^{\frac{1}{p}} \sup \left\{|f(x)|:\|x\|_{p} \leq 1\right\} \\
& =p^{\frac{1}{p}}\|f\|_{q},
\end{aligned}
$$

proving our claim. Consequently,

$$
\left(L_{p}(P), p^{-\frac{1}{p}}\|\cdot\|_{p}\right)^{* *}=\left(L_{q}(P), p^{\frac{1}{p}}\|\cdot\|_{q}\right)^{*}=\left(L_{p}(P), p^{-\frac{1}{p}}\|\cdot\|_{p}\right)
$$

Theorem 6.2.5. Let $Y$ be a Banach space. Then $Y$ has the Radon-Nikodým property if and only if $\left(H_{\Phi}(P)\right)^{*} \widetilde{\otimes}_{l} Y=\mathcal{L}^{\text {cas }}\left(H_{\Phi}(P), Y\right)$ for any probability space $(\Omega, \mathcal{F}, P)$, and all finite Young functions $\Phi$ for which $H_{\Phi}(P)$ is separable and $\left(H_{\Phi}(P)\right)^{*}$ has order continuous norm.

Proof. Suppose $Y$ has the Radon-Nikodým property. Let $(\Omega, \mathcal{F}, P)$ be a probability space and $\Phi$ a finite Young function for which $H_{\Phi}(P)$ is separable and $\left(H_{\Phi}(P)\right)^{*}$ has order continuous norm. It follows from Theorem 6.2.2 that $\left(H_{\Phi}(P)\right)^{*} \widetilde{\otimes}_{l} Y=\mathcal{L}^{\text {cas }}\left(H_{\Phi}(P), Y\right)$.

Conversely, suppose that $\left(H_{\Phi}(P)\right)^{*} \widetilde{\otimes}_{l} Y=\mathcal{L}^{\text {cas }}\left(H_{\Phi}(P), Y\right)$ for any probability space $(\Omega, \mathcal{F}, P)$, and all Young functions $\Phi$ for which $H_{\Phi}(P)$ is separable and $\left(H_{\Phi}(P)\right)^{*}$ has order continuous norm. Let $(\Omega, \mathcal{F}, P)$ be a probability space, $1<p<\infty, \frac{1}{p}+\frac{1}{q}=1$, and define $\Phi$ by $\Phi(u)=\frac{u^{p}}{p}$ for all $u \in[0, \infty)$. Then $\Phi$ is a finite Young function which yields $L_{p}(P)$, endowed with the norm $p^{-\frac{1}{p}}\|\cdot\|_{L_{p}(P)}$, as Orlicz heart. Let $T \in \mathcal{L}^{\text {cas }}\left(L_{p}(P), Y\right)$. Then

$$
\begin{equation*}
\|T\|_{\text {cas }}=p^{-\frac{1}{p}}\|T\|_{\mathcal{L}^{\operatorname{cas}}\left(\left(L_{p}(P), p^{\frac{1}{p}}\|\cdot\|_{L_{p}(P)}\right), Y\right)} . \tag{6.2}
\end{equation*}
$$

By assumption, we have that

$$
\left(L_{q}(P), p^{-\frac{1}{p}}\|\cdot\|_{L_{q}(P)}\right)^{*} \widetilde{\otimes}_{l} Y=\mathcal{L}^{\mathrm{cas}}\left(\left(L_{p}(P), p^{\frac{1}{p}}\|\cdot\|_{L_{p}(P)}\right), Y\right) .
$$

An application of Lemma 6.2.3 yields $T=\sum_{i=1}^{\infty} x_{i} \otimes y_{i}$, where

$$
p^{\frac{1}{p}}\left\|\sum_{i=1}^{\infty}\left|x_{i}\right|\right\|_{L_{p}(P)}=\left\|\sum_{i=1}^{\infty}\left|x_{i}\right|\right\|_{\left(L_{q}(P), p^{-\frac{1}{p}}\|\cdot\|_{\left.L_{q}(P)\right)^{*}}\right.}<\infty \text { and } \lim _{i \rightarrow \infty}\left\|y_{i}\right\|_{Y}=0 .
$$

By (6.2) and Lemma 6.2.3, we get $T \in L_{p}(P) \widetilde{\otimes}_{l} Y$, which completes the proof.

The following description of $\left(H_{\Phi}(P, Y)\right)^{*}$ is the main result of this section.
Theorem 6.2.6. Let $Y$ be a Banach space. Then $Y^{*}$ has the Radon-Nikodým property if and only if $\left(H_{\Phi}(P) \widetilde{\otimes}_{l} Y\right)^{*}=\left(H_{\Phi}(P)\right)^{*} \widetilde{\otimes}_{l} Y^{*}$ for any probability space $(\Omega, \mathcal{F}, P)$, and all finite Young functions $\Phi$ for which $H_{\Phi}(P)$ is separable and $\left(H_{\Phi}(P)\right)^{*}$ has order continuous norm.

Proof. It is well known that $\left(H_{\Phi}(P) \widetilde{\otimes}_{l} Y\right)^{*}=\mathcal{L}^{\text {cas }}\left(H_{\Phi}(P), Y^{*}\right)$ (see [142]). An application of Theorem 6.2.5 yields the desired result.

### 6.3 Associativity of the $l$-norm

In this section, we consider the associativity of the $l$-norm. For this purpose, we recall some known facts about the $l$-norm from [23, 90, 111, 112, 142].

If $E$ and $F$ are Banach lattices, then $E \widetilde{\otimes}_{l} F$ is a Banach lattice, with positive cone $\left(E \widetilde{\otimes}_{l} F\right)_{+}$given by the $l$-closure of the projective cone

$$
E_{+} \otimes F_{+}:=\left\{\sum_{i=1}^{n} x_{i} \otimes y_{i}: n \in \mathbb{N}, x_{1}, \cdots, x_{n} \in E_{+}, y_{1}, \cdots, y_{n} \in F_{+}\right\}
$$

of $E$ and $F$,

$$
|x \otimes y|=|x| \otimes|y| \text { for all } x \in E \text { and } y \in F,
$$

and $\|\cdot\|_{l}$ is a Riesz norm on $E \widetilde{\otimes}_{l} F$.
If $Y$ is a Banach space, the $m$-norm on $Y \otimes E$ is given by

$$
\|u\|_{m}=\inf \left\{\left\|\sum_{i=1}^{n}\right\| x_{i}\left\|\left|y_{i}\right|\right\|: u=\sum_{i=1}^{n} x_{i} \otimes y_{i}\right\} .
$$

It is well known that the linear bijection $t: E \otimes_{l} Y \hookrightarrow Y \otimes_{m} E$, given by

$$
t(x \otimes y)=y \otimes x,
$$

is an isometric isomorphism (see $[23,111,112,142]$ ). Moreover, it follows from [111, Theorem 3.2] that

$$
\|u\|_{l}=\inf \left\{\left\|\sum_{i=1}^{n}\left|x_{i}\right|\right\| \sup _{1 \leq i \leq n}\left\|y_{i}\right\|: u=\sum_{i=1}^{n} x_{i} \otimes y_{i}\right\} \text { for all } u \in E \otimes_{l} Y
$$

and

$$
\|u\|_{m}=\inf \left\{\left\|\sum_{i=1}^{n}\left|y_{i}\right|\right\| \sup _{1 \leq i \leq n}\left\|x_{i}\right\|: u=\sum_{i=1}^{n} x_{i} \otimes y_{i}\right\} \text { for all } u \in Y \otimes_{m} E .
$$

It is also well known that if $E, F$ and $Y$ are vector spaces, then there exists a unique linear bijection $\gamma: E \otimes(F \otimes Y) \rightarrow(E \otimes F) \otimes Y$ such that $\gamma(x \otimes(y \otimes z))=(x \otimes y) \otimes z$ (see [73]).

Theorem 6.3.1. Let $E$ and $F$ be Banach lattices and $Y$ a Banach space. The unique linear bijection $\gamma: E \otimes(F \otimes Y) \rightarrow(E \otimes F) \otimes Y$ such that $\gamma(x \otimes(y \otimes z))=(x \otimes y) \otimes z$ for all $(x, y, z) \in E \times F \times Y$, has a unique extension $\Gamma: E \widetilde{\otimes}_{l}\left(F \widetilde{\otimes}_{l} Y\right) \rightarrow\left(E \widetilde{\otimes}_{l} F\right) \widetilde{\otimes}_{l} Y$, which is an isometric isomorphism.

Proof. We first show that $\gamma: E \otimes_{l}\left(F \otimes_{l} Y\right) \rightarrow\left(E \otimes_{l} F\right) \otimes_{l} Y$ is continuous and $\|\gamma\| \leq 1$. Let $w \in E \otimes_{l}\left(F \otimes_{l} Y\right)$. Then

$$
w=\sum_{i=1}^{n} x_{i} \otimes u_{i} \text { for } x_{1}, \ldots, x_{n} \in E \text { and } u_{1}, \ldots, u_{n} \in F \otimes_{l} Y,
$$

and for each $i$, where $1 \leq i \leq n$,

$$
u_{i}=\sum_{j=1}^{m} y_{j}^{i} \otimes z_{j}^{i} \text { for } y_{1}^{i}, \ldots, y_{m}^{i} \in F \text { and } z_{1}^{i}, \ldots, z_{m}^{i} \in Y
$$

Hence,

$$
w=\sum_{i, j} x_{i} \otimes\left(y_{j}^{i} \otimes z_{j}^{i}\right) \text { and } \gamma(w)=\sum_{i, j}\left(x_{i} \otimes y_{j}^{i}\right) \otimes z_{j}^{i} .
$$

Since

$$
\begin{aligned}
\|\gamma(w)\|_{\left(E \otimes_{l} F\right) \otimes_{l} Y} & \leq\left\|\sum_{i, j}\left|x_{i} \otimes y_{j}^{i}\right|\right\|_{E \otimes_{l} F} \sup _{i, j}\left\|z_{j}^{i}\right\| \\
& =\left\|\sum_{i, j}\left|x_{i}\right| \otimes\left|y_{j}^{i}\right|\right\|_{E \otimes_{l} F} \sup _{i, j}\left\|z_{j}^{i}\right\| \\
& \leq\left(\left\|\sum_{i}\left|x_{i}\right|\right\| \sup _{i, j}\left\|y_{j}^{i}\right\|\right) \sup _{i, j}\left\|z_{j}^{i}\right\| \\
& \leq\left\|\sum_{i}\left|x_{i}\right|\right\|\left(\left\|\sum_{i, j}\left|y_{j}^{i}\right|\right\| \sup _{i, j}\left\|z_{j}^{i}\right\|\right),
\end{aligned}
$$

it follows that

$$
\|\gamma(w)\|_{\left(E \otimes_{l} F\right) \otimes_{l} Y} \leq\left\|\sum_{i}\left|x_{i}\right|\right\| \sup _{i}\left\|u_{i}\right\|_{F \otimes_{l} Y},
$$

and consequently, $\|\gamma(w)\|_{\left(E \otimes_{l} F\right) \otimes_{l} Y} \leq\|w\|_{E \otimes_{l}\left(F \otimes_{l} Y\right)}$.
Next, we show that $\gamma^{-1}:\left(E \otimes_{l} F\right) \otimes_{l} Y \rightarrow E \otimes_{l}\left(F \otimes_{l} Y\right)$ is continuous and $\left\|\gamma^{-1}\right\| \leq 1$. Consider the linear bijection $\delta: Y \otimes_{m}\left(F \otimes_{m} E\right) \rightarrow\left(Y \otimes_{m} F\right) \otimes_{m} E$, defined by

$$
\delta(y \otimes(f \otimes e))=(y \otimes f) \otimes e
$$

Let $w \in Y \otimes_{m}\left(F \otimes_{m} E\right)$. Then

$$
w=\sum_{i=1}^{n} x_{i} \otimes u_{i} \text { for } x_{1}, \ldots, x_{n} \in Y \text { and } u_{1}, \ldots, u_{n} \in F \otimes_{m} E
$$

and for each $i$, where $1 \leq i \leq n$,

$$
u_{i}=\sum_{j=1}^{m} y_{j}^{i} \otimes z_{j}^{i} \text { for } y_{1}^{i}, \ldots, y_{m}^{i} \in F \text { and } z_{1}^{i}, \ldots, z_{m}^{i} \in E .
$$

Hence,

$$
w=\sum_{i, j} x_{i} \otimes\left(y_{j}^{i} \otimes z_{j}^{i}\right) \text { and } \delta(w)=\sum_{i, j}\left(x_{i} \otimes y_{j}^{i}\right) \otimes z_{j}^{i} .
$$

Since

$$
\begin{aligned}
\|\delta(w)\|_{\left(Y \otimes_{m} F\right) \otimes_{m} E} & \leq \sup _{i, j}\left\|x_{i} \otimes y_{j}^{i}\right\|_{Y \otimes_{m} F}\left\|\sum_{i, j}\left|z_{j}^{i}\right|\right\| \\
& =\left(\sup _{i}\left\|x_{i}\right\| \sup _{i, j}\left\|y_{j}^{i}\right\|\right)\left\|\sum_{i, j}\left|z_{j}^{i}\right|\right\| \\
& =\sup _{i}\left\|x_{i}\right\|\left(\sup _{i, j}\left\|y_{j}^{i}\right\|\left\|\sum_{i, j}\left|z_{j}^{i}\right|\right\|\right),
\end{aligned}
$$

it follows that

$$
\|\delta(w)\|_{\left(Y \otimes_{m} F\right) \otimes_{m} E} \leq \sup _{i}\left\|x_{i}\right\|\left\|\sum_{i}\left|u_{i}\right|\right\|_{F \otimes_{m} E}
$$

Consequently,

$$
\|\delta(w)\|_{\left(Y \otimes_{m} F\right) \otimes_{m} E} \leq\|w\|_{Y \otimes_{m}\left(F \otimes_{m} E\right)} .
$$

But, as $\left(E \widetilde{\otimes}_{l} F\right) \widetilde{\otimes}_{l} Y$ and $Y \widetilde{\otimes}_{m}\left(F \widetilde{\otimes}_{m} E\right)$ are isometrically isomorphic, the map

$$
\delta: Y \widetilde{\otimes}_{m}\left(F \widetilde{\otimes}_{m} E\right) \hookrightarrow\left(Y \widetilde{\otimes}_{m} F\right) \widetilde{\otimes}_{m} E
$$

is continuous with $\|\delta\| \leq 1$ and as $\left(Y \widetilde{\otimes}_{m} F\right) \widetilde{\otimes}_{m} E$ and $E \widetilde{\otimes}_{l}\left(F \widetilde{\otimes}_{l} Y\right)$ are isometrically isomorphic, we get that $\gamma^{-1}:\left(E \otimes_{l} F\right) \otimes_{l} Y \rightarrow E \otimes_{l}\left(F \otimes_{l} Y\right)$ is continuous and $\left\|\gamma^{-1}\right\| \leq 1$.

Since $\|\gamma\| \leq 1$ and $\left\|\gamma^{-1}\right\| \leq 1$, we get that $\|\gamma\|=1$. Hence, $\gamma: E \otimes_{l}\left(F \otimes_{l} Y\right) \rightarrow$ $\left(E \otimes_{l} F\right) \otimes_{l} Y$ is an isometry. By a standard density argument $\gamma$ has a unique extension $\Gamma: E \widetilde{\otimes}_{l}\left(F \widetilde{\otimes}_{l} Y\right) \rightarrow\left(E \widetilde{\otimes}_{l} F\right) \widetilde{\otimes}_{l} Y$, which is an isometric isomorphism.

As an application of the associativity of the $l$-norm, we derive a result noted by Popa in [132] (see Theorem 6.3.7 below).

First, we recall some necessary terminology from $[30,31]$. Let $(\Omega, \mathcal{F}, P)$ be a finite measure space, $1 \leq p<\infty$ and $\left(\mathcal{F}_{i}\right)$ an increasing sequence of sub $\sigma$-algebras of $\mathcal{F}$. Let $E$ be a Banach lattice and $Y$ a Banach space.

## Definition 6.3.2.

(i) If $\left(T_{i}\right)$ is a commuting sequence (i.e. $T_{i} T_{j}=T_{i}=T_{j} T_{i}$ for all $i \leq j$ ) of contractive projections on $Y$, then $\left(T_{i}\right)$ is called a $B S$-filtration on $Y$.
(ii) If $\left(T_{i}\right)$ is a $B S$-filtration on $E$ such that each $T_{i} \geq 0$ and the range $\mathcal{R}\left(T_{i}\right)$ of $T_{i}$, for each $i \in \mathbb{N}$, is a (closed) Riesz subspace of $E$, then $\left(T_{i}\right)$ is called a $B L$-filtration on $E$.

It is well known that the sequence $\left(\mathbb{E}\left[\cdot \mid \mathcal{F}_{i}\right]\right)$ of conditional expectations on $L_{p}(P)$ is a $B S$-filtration on $L_{p}(P)$.

In [142, p.214] it is shown that, if $T: E \rightarrow E$ is a projection which is strictly positive (i.e. $\{f \in E: T(|f|)=0\}=\{0\})$ on a Banach lattice $E$, then $\mathcal{R}(T)$ is a Banach sublattice of $E$. Thus, the sequence $\left(\mathbb{E}\left[\cdot \mid \mathcal{F}_{i}\right]\right)$ of conditional expectations on $L_{p}(P)$ is a $B L$-filtration on the Banach lattice $L_{p}(P)$.

## Definition 6.3.3.

(i) If $\left(T_{i}\right)$ is a $B S$-filtration on $Y$ and $\left(f_{i}\right) \subseteq Y$, then the pair $\left(f_{i}, T_{i}\right)$ is a martingale in $Y$, if $T_{i} f_{j}=f_{i}$ for all $i \leq j$.
(ii) If $\left(f_{i}, T_{i}\right)$ is a martingale in $Y$, then $\left(f_{i}, T_{i}\right)$ is fixed if there exists $f \in Y$ such that $f_{i}=T_{i} f$ for all $i \in \mathbb{N}$.

Let

$$
\begin{aligned}
\mathcal{M}\left(Y, T_{i}\right) & =\left\{\left(f_{i}, T_{i}\right) \text { is a martingale in } Y: \sup _{i}\left\|f_{i}\right\|<\infty\right\}, \\
\mathcal{M}_{\mathrm{nc}}\left(Y, T_{i}\right) & =\left\{\left(f_{i}, T_{i}\right) \in \mathcal{M}\left(Y, T_{i}\right):\left(f_{i}\right) \text { is norm convergent in } Y\right\}, \text { and } \\
\mathcal{M}_{\mathrm{f}}\left(Y, T_{i}\right) & =\left\{\left(f_{i}, T_{i}\right) \in \mathcal{M}\left(Y, T_{i}\right):\left(f_{i}, T_{i}\right) \text { is fixed }\right\}
\end{aligned}
$$

It is easily verified that if $\left(T_{i}\right)$ is a $B S$-filtration on $E$, then the sequence of adjoint maps $\left(T_{i}^{*}\right)$ is a $B S$-filtration on $E^{*}$. It is known that if $Y$ is a Banach space and $\left(T_{i}\right)$ is a $B L$-filtration on $E$, then $\left(T_{i}^{*} \otimes_{l} i d_{Y}\right)$ is a $B S$-filtration on $E^{*} \widetilde{\otimes}_{l} Y$ (see [31]), and $\left(T_{i} \otimes_{l} i d_{Y}\right)$ is a $B L$-filtration on $E \widetilde{\otimes}_{l} Y$ (see [30]).

We require the following two theorems taken from [31].
Theorem 6.3.4. ([31, Theorem 3.8]) Let $Y$ be a Banach space. Then the following are equivalent.
(i) $Y$ has the Radon-Nikodým property.
(ii) $E^{*} \widetilde{\otimes}_{l} Y=\mathcal{L}^{\text {cas }}(E, Y)$ for all separable Banach lattices $E$ with order continuous dual.
(iii) $\mathcal{M}\left(E^{*} \widetilde{\otimes}_{l} Y, T_{i}^{*} \otimes_{l} \operatorname{id}_{Y}\right)=\mathcal{M}_{\mathrm{f}}\left(E^{*} \widetilde{\otimes}_{l} Y, T_{i}^{*} \otimes_{l} \mathrm{id}_{Y}\right)$ for all separable Banach lattices $E$ with order continuous dual and all BL-filtrations $\left(T_{i}\right)$ on $E$.
(iv) $\mathcal{M}\left(E \widetilde{\otimes}_{l} Y, T_{i} \otimes_{l} \mathrm{id}_{Y}\right)=\mathcal{M}_{\mathrm{nc}}\left(E \widetilde{\otimes}_{l} Y, T_{i} \otimes_{l} \mathrm{id}_{Y}\right)$ for all separable reflexive Banach lattices $E$ with order continuous dual and all complemented quasi-interior preserving $B L$ filtrations $\left(T_{i}\right)$ on $E$.
(v) $\mathcal{M}\left(E \widetilde{\otimes}_{l} Y, T_{i} \otimes_{l} \mathrm{id}_{Y}\right)=\mathcal{M}\left(E, T_{i}\right) \widetilde{\otimes}_{l} Y$ for all separable reflexive Banach lattices $E$ with order continuous dual and all complemented quasi-interior preserving BL-filtrations $\left(T_{i}\right)$ on $E$.

Theorem 6.3.5. ([31, Corollary 3.9]) Let $Y$ be a Banach space. Then $Y^{*}$ has the RadonNikodým property if and only if $E^{*} \widetilde{\otimes}_{l} Y^{*}=\left(E \widetilde{\otimes}_{l} Y\right)^{*}$ for all separable Banach lattices $E$ with order continuous dual.

The following result was noted by Popa (see [132]) and an alternative proof may be found in [109].

Theorem 6.3.6. Let $E$ and $F$ be Banach lattices each with order continuous norm. Then $E \widetilde{\otimes}_{l} F$ has order continuous norm.

Based on a martingale approach and the associativity of the l-tensor product, we give an alternative proof for Popa's Radon-Nikodým theorem [132].

Theorem 6.3.7. (Popa) Let $Y$ be a Banach space and let $E$ be a separable Banach lattice. Then $E^{*}$ and $Y$ have the Radon-Nikodým property if and only if $E^{*} \widetilde{\otimes}_{l} Y$ has the RadonNikodým property.

Proof. Suppose $E^{*}$ and $Y$ have the Radon-Nikodým property. We verify that $E^{*} \widetilde{\otimes}_{l} Y$ has the Radon-Nikodým property, by using Theorem 6.3.4.

Consider a separable Banach lattice $F$ for which $F^{*}$ has order continuous norm. Let ( $T_{i}$ ) be a $B L$-filtration on $F$ and let $\left(f_{i}, T_{i}^{*} \otimes_{l} i d_{E^{*} \tilde{\otimes}_{l} Y}\right)$ be a norm bounded martingale in $F^{*} \widetilde{\otimes}_{l}\left(E^{*} \widetilde{\otimes}_{l} Y\right)$. As $F$ is separable and $E^{*}$ has the Radon-Nikodým property, Theorem 6.3.5 implies that $F^{*} \widetilde{\otimes}_{l} E^{*}=\left(F \widetilde{\otimes}_{l} E\right)^{*}$. Since $E$ and $F$ are separable, it readily follows that $F \widetilde{\otimes}_{l} E$ is separable. The assumption that $E^{*}$ has the Radon-Nikodým property implies that $E^{*}$ has order continuous norm ([125]). Theorem 6.3.6 then yields the order continuity of the
norm of $F^{*} \widetilde{\otimes}_{l} E^{*}=\left(F \widetilde{\otimes}_{l} E\right)^{*}$. Hence, $\left(f_{i},\left(T_{i} \otimes_{l} i d_{E}\right)^{*} \otimes_{l} i d_{Y}\right)$ is a norm bounded martingale in $\left(F \widetilde{\otimes}_{l} E\right)^{*} \widetilde{\otimes}_{l} Y$ and $\left(T_{i} \otimes_{l} i d_{E}\right)$ is a $B L$-filtration on $F \widetilde{\otimes}_{l} E$. As $Y$ has the Radon-Nikodým property by assumption, an application of Theorem 6.3.4 yields that $\left(f_{i},\left(T_{i} \otimes_{l} i d_{E}\right)^{*} \otimes_{l} i d_{Y}\right)$ is fixed. By Theorem 6.3.1 the $l$-norm is associative, so under identification, the martingale $\left(f_{i}, T_{i}^{*} \otimes_{l} i d_{E^{*} \widetilde{\otimes}_{l} Y}\right)$ in $F^{*} \widetilde{\otimes}_{l}\left(E^{*} \widetilde{\otimes}_{l} Y\right)$ is fixed. Thus, by Theorem 6.3.4, $E^{*} \widetilde{\otimes}_{l} Y$ has the Radon-Nikodým property.

Conversely, if $E^{*} \widetilde{\otimes}_{l} Y$ has the Radon-Nikodým property, then $E^{*}$ and $Y$ have the RadonNikodým property, as both spaces are closed subspaces of $E^{*} \widetilde{\otimes}_{l} Y$ (see [52, p.217]).

### 6.4 The Radon-Nikodým property in $H_{\Phi}(P, Y)$

The aim of this section is to consider the Radon-Nikodým property in $H_{\Phi}(P, Y)$. This requires a stronger version of Popa's Radon-Nikodým Theorem: $E^{*}$ needs to be replaced by $E$ in Theorem 6.3.7. This requires an application of the following highly non-trivial result noted by Talagrand in $[152,153]$ (see also [125]).

Theorem 6.4.1. Let $E$ be a separable Banach lattice. Then $E$ has the Radon-Nikodým property if and only if $E$ is the dual of a separable Banach lattice.

The main result needed for describing the Radon-Nikodým property in $H_{\Phi}(P, Y)$ is the following.

Theorem 6.4.2. Let $Y$ be a Banach space and let $E$ be a separable Banach lattice. Then $E$ and $Y$ have the Radon-Nikodým property if and only if $E \widetilde{\otimes}_{l} Y$ has the Radon-Nikodým property.

Proof. Suppose that $E$ and $Y$ have the Radon-Nikodým property. As $E$ is separable, there exists a separable Banach lattice $E_{0}$ such that $E=E_{0}^{*}$, by Talagrand's theorem. By Theorem 6.3.7, $E \widetilde{\otimes}_{l} Y$ has the Radon-Nikodým property.

Conversely, if $E \widetilde{\otimes}_{l} Y$ has the Radon-Nikodým property, then $E$ and $Y$ have the RadonNikodým property, as both spaces are closed subspaces of $E \widetilde{\otimes}_{l} Y$ (see [52, p.217]).

As a consequence of Theorems 6.1.3 and 6.4.2, we obtain the following result.
Theorem 6.4.3. Let $(\Omega, \mathcal{F}, P)$ denote a probability space, $\Phi$ a finite Young function and $Y$ a Banach space. Then $H_{\Phi}(P)$ and $Y$ have the Radon-Nikodým property if and only if $H_{\Phi}(P, Y)$ has the Radon-Nikodým property.

Corollary 6.4.4. Let $(\Omega, \mathcal{F}, P)$ denote a probability space, $\Phi$ a finite Young function and $Y$ a Banach space. If the $\Delta_{2}$-condition holds for large $u$, then $L_{\Phi}(P)$ and $Y$ have the Radon-Nikodým property if and only if $L_{\Phi}(P, Y)$ has the Radon-Nikodým property.

Proof. If the $\Delta_{2}$-condition holds for large $u$, then $H_{\Phi}(P, Y)=L_{\Phi}(P, Y)$ for any Banach space $Y$. Thus, the result follows from Theorem 6.4.3.

Sundaresan [151] and Turret and Uhl [154] obtained results weaker than Corollary 6.4.4 under different assumptions on $L_{\Phi}(P)$.

### 6.5 Martingale convergence in $H_{\Phi}(P, Y)$

Let $\mathcal{F}_{1}$ be a sub $\sigma$-algebra of $\mathcal{F}$ and $1 \leq p<\infty$. The conditional expectation of $f \in L_{p}(P, Y)$ relative to $\mathcal{F}_{1}$, denoted by $\mathbb{E}\left[f \mid \mathcal{F}_{1}\right]$, is the unique $\mathcal{F}_{1}$-measurable element of $L_{p}(P, Y)$ which is given by

$$
\int_{A} \mathbb{E}\left[f \mid \mathcal{F}_{1}\right] d P=\int_{A} f d P \quad \text { for all } A \in \mathcal{F}_{1}
$$

The map $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]: L_{p}(P, Y) \rightarrow L_{p}(P, Y)$ is a contractive linear projection (see [30, 52]). Furthermore, if we identify $S(P, Y)$ and $S(P) \otimes Y$, then

$$
\begin{equation*}
\mathbb{E}\left[\sum_{i=1}^{n} \chi_{A_{i}}(\cdot) y_{i} \mid \mathcal{F}_{1}\right]=\left(\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right] \otimes i d_{Y}\right)\left(\sum_{i=1}^{n} \chi_{A_{i}} \otimes y_{i}\right), \tag{6.3}
\end{equation*}
$$

where $\mathbb{E}\left[\chi_{A_{i}} \mid \mathcal{F}_{1}\right]$ denotes the conditional expectation of $\chi_{A_{i}} \in L_{p}(P)$ (see $[30,52]$ ). Since $S(P, Y)$ is dense in $L_{p}(P, Y)$, and since $S(P) \otimes Y$ is dense in $L_{p}(P) \widetilde{\otimes}_{l} Y$, it follows that the conditional expectation operator $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]$ on $L_{p}(P, Y)$ is the continuous extension of $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right] \otimes i d_{Y}$ to $L_{p}(P) \widetilde{\otimes}_{l} Y$.

Next, we consider the situation in Banach space-valued Orlicz spaces.
Lemma 6.5.1. Let $(\Omega, \mathcal{F}, P)$ be a probability space, $\mathcal{F}_{1}$ a sub $\sigma$-algebra of $\mathcal{F}$ and $\Phi$ a finite Young function.
(i) The conditional expectation operator $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]$ on $L_{1}(P, Y)$ restricted to $L_{\Phi}(P, Y)$, again denoted by $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]$, is a contractive projection from $L_{\Phi}(P, Y)$ to $L_{\Phi}(P, Y)$.
(ii) The conditional expectation operator $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]$ on $L_{1}(P, Y)$ restricted to $H_{\Phi}(P, Y)$, again denoted by $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]$, is a contractive projection from $H_{\Phi}(P, Y)$ to $H_{\Phi}(P, Y)$.
(iii) The continuous extension to $H_{\Phi}(P) \widetilde{\otimes}_{l} Y$ of $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right] \otimes i d_{Y}: S(P) \otimes Y \rightarrow S(P) \otimes Y$ is the conditional expectation operator $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]: H_{\Phi}(P, Y) \rightarrow H_{\Phi}(P, Y)$.

Proof. (i): Let $f \in L_{\Phi}(P, Y)$. Then there exists $a>0$ such that $\Phi\left(\frac{1}{a}\|f\|\right) \in L_{1}(P)$. Consider $\phi=\Phi \circ\|\cdot\|$, which is a convex function. By Jensen's inequality, we get that

$$
\Phi\left(\frac{1}{a}\left\|\mathbb{E}\left[f \mid \mathcal{F}_{1}\right]\right\|\right)=\phi\left(\mathbb{E}\left[\left.\frac{1}{a} f \right\rvert\, \mathcal{F}_{1}\right]\right) \leq \mathbb{E}\left[\left.\phi\left(\frac{1}{a} f\right) \right\rvert\, \mathcal{F}_{1}\right]=\mathbb{E}\left[\left.\Phi\left(\frac{1}{a}\|f\|\right) \right\rvert\, \mathcal{F}_{1}\right] \text { a.s.. }
$$

Hence, $\mathbb{E}\left[f \mid \mathcal{F}_{1}\right] \in L_{\Phi}(P, X)$ and $\mathcal{N}_{\Phi}\left(\mathbb{E}\left[f \mid \mathcal{F}_{1}\right]\right) \leq \mathcal{N}_{\Phi}(f)$. But, as $\mathbb{E}\left[\mid \cdot \mathcal{F}_{1}\right]$ is a projection, we get that $\mathcal{N}_{\Phi}\left(\mathbb{E}\left[f \mid \mathcal{F}_{1}\right]\right)=\mathcal{N}_{\Phi}(f)$. Thus, $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]: L_{\Phi}(P, X) \rightarrow L_{\Phi}(P, X)$ is a contractive linear projection.
(ii): Let $f \in H_{\Phi}(P, Y)$. Then, $\Phi\left(\frac{1}{a}\|f\|\right) \in L_{1}(P)$ for every $a>0$. As in (i), it follows that $\mathbb{E}\left[\left|\mid \mathcal{F}_{1}\right]: H_{\Phi}(P, Y) \rightarrow H_{\Phi}(P, Y)\right.$ is a contractive linear projection.
(iii): Suppose that $\Phi$ is a finite Young function. If $\chi_{A_{i}} \in L_{1}(P)$, then $\chi_{A_{i}} \in H_{\Phi}(P)$ and $\mathbb{E}\left[\chi_{A_{i}} \mid \mathcal{F}_{1}\right] \in H_{\Phi}(P)$. As $S(P, Y)$ is dense in $H_{\Phi}(P, Y)$ and $S(P) \otimes Y$ is dense in $H_{\Phi}(P) \widetilde{\otimes}_{l} Y$, it follows from (6.3) that the continuous extension of $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right] \otimes i d_{Y}$ to $H_{\Phi}(P) \widetilde{\otimes}_{l} Y$ is the conditional expectation $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]$ on $H_{\Phi}(P, Y)$.

A martingale $\left(f_{n}\right)$ in $H_{\Phi}(P, Y)$ is norm-convergent if there exists $f \in H_{\Phi}(P, Y)$ such that $\mathcal{N}_{\Phi}\left(f-f_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. From this point on we shall simply refer to a norm-convergent martingale as convergent.

Theorem 6.5.2. Let $Y$ be a Banach space. Then $Y$ has the Radon Nikodým property if and only if for all probability spaces $(\Omega, \mathcal{F}, P)$, all filtrations $\left(\mathcal{F}_{i}\right)$, and all finite Young functions $\Phi$ for which $H_{\Phi}(P)$ is separable and reflexive, every $\mathcal{N}_{\Phi}$-bounded martingale $\left(f_{i}, \mathcal{F}_{i}\right)$ in $H_{\Phi}(P, Y)$ is $\mathcal{N}_{\Phi}$-convergent.

Proof. Assume that $Y$ has the Radon Nikodým property. Let $(\Omega, \mathcal{F}, P)$ be a probability space, $\left(\mathcal{F}_{i}\right)$ a filtration, and $\Phi$ a finite Young function for which $H_{\Phi}(P)$ is separable and reflexive. Suppose that $\left(f_{i}, \mathcal{F}_{i}\right)$ is a martingale in $H_{\Phi}(P, Y)$ such that $\sup _{i}\left\|f_{i}\right\|_{l}=$ $\sup _{i} \mathcal{N}_{\Phi}\left(f_{i}\right)<\infty$.

Let $\bigvee_{i=1}^{\infty} \mathcal{F}_{i}$ denote the $\sigma$-algebra generated by $\bigcup_{i=1}^{\infty} \mathcal{F}_{i}$. It is readily verified that the conditions of (d) in Theorem 6.3.4 are satisfied by the sequence $\left(\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right], \mathbb{E}[\cdot \mid\right.$ $\left.\left.\mathcal{F}_{2}\right], \ldots, \mathbb{E}\left[\cdot \mid \bigvee_{i=1}^{\infty} \mathcal{F}_{i}\right]\right)$.

It follows from (a) of Theorem 6.3.4 that the martingale $\left(f_{i}, \mathcal{F}_{i}\right)$ is $\mathcal{N}_{\Phi}$-convergent.
Conversely, assume that for all probability spaces $(\Omega, \mathcal{F}, P)$, all filtrations $\left(\mathcal{F}_{i}\right)$, and all finite Young functions $\Phi$ for which $H_{\Phi}(P)$ is separable and reflexive, every $\mathcal{N}_{\Phi}$-bounded
martingale $\left(f_{i}, \mathcal{F}_{i}\right)$ in $H_{\Phi}(P, Y)$ is $\mathcal{N}_{\Phi}$-convergent.
Let $(\Omega, \mathcal{F}, P)$ be a probability space, $1<p<\infty$, and $\left(\mathcal{F}_{i}\right)$ a filtration, and suppose that $\left(f_{i}, \mathcal{F}_{i}\right)$ is a martingale in $L_{p}(P, Y)$ such that $\sup _{i}\left\|f_{i}\right\|_{l}=\sup _{i} \Delta_{p}\left(f_{i}\right)<\infty$. We show that the martingale $\left(f_{i}, \mathcal{F}_{i}\right)$ in $L_{p}(P, Y)$ is norm convergent.

Define $\Phi$ by $\Phi(u)=\frac{u^{p}}{p}$ for all $u \in[0, \infty)$. Then $\Phi$ is a finite Young function which yields $L_{p}(P)$, endowed with the norm $p^{-\frac{1}{p}} \Delta_{p}$, as Orlicz heart. By Lemma 6.2.4, $\left(L_{p}(P), p^{-\frac{1}{p}} \Delta_{p}\right)$ is reflexive. As $\sup _{i} p^{-\frac{1}{p}}\left\|f_{i}\right\|_{l}=\sup _{i} p^{-\frac{1}{p}} \Delta_{p}\left(f_{i}\right)<\infty$, the assumption implies that $\left(f_{i}, \mathcal{F}_{i}\right)$ is $p^{-\frac{1}{p}} \Delta_{p}(\cdot)$-convergent; hence, $\left(f_{i}, \mathcal{F}_{i}\right)$ is also $\Delta_{p}(\cdot)$-convergent.

Thus, for all probability spaces $(\Omega, \mathcal{F}, P), 1<p<\infty$ and all filtrations $\left(\mathcal{F}_{i}\right)$ of $\mathcal{F}$, every norm bounded martingale $\left(f_{i}, \mathcal{F}_{i}\right)$ in $L_{p}(P, Y)$ is norm convergent. It is well-known that the latter is equivalent to $Y$ having the Radon-Nikodým property (see [52]).

## Chapter 7

## Set-valued risk measures on Orlicz hearts

The concept of coherent risk measures together with its axiomatic characterisation was introduced by Artzner et al. [6] in 1999 in a finite probability space setting and generalised to a general probability space setting by Delbaen [42] in 2002. The following approach was used in defining the risk measure. Among the set of all possible financial positions, an investor chooses a subset $\mathcal{A}$ of acceptable positions, which he regards as risk-free. The risk measure $\rho(x)$ then corresponds to the extra capital required at the beginning of the investment in some 'secure' instrument, usually a money market account, so that the resulting position is acceptable, i.e. $x+\rho(x) \in \mathcal{A}$. The axioms are there to guarantee the economic coherence of the risk measure.

The concept of risk measures has been studied and extended by many authors. Föllmer and Schied [60] and independently Frittelli and Rosazza Gianin [62] generalised the definition of a risk measure to a convex risk measure. Cheridito et al. [25] extended the dual representation of both coherent and convex risk measures to the space of càdlàg processes. Cheridito and $\mathrm{Li}[26,27]$ looked at convex risk measures in an Orlicz space setting.

In all the above-mentioned methods, the risky portfolio under consideration is a given real-valued random variable and the risk measure is a map into $\mathbb{R}$. In other words, these risk measures do not consider portfolio aggregation. In reality, however, investors have access to different markets and form multi-asset portfolios. It is not always possible or desirable to transform a multi-dimensional portfolio into a position in one financial market, i.e. the position cannot be described by one real-valued number. The reason for this could be transaction costs, liquidity bounds, fluctuating exchange rates, etc.

Thus, we could require a risk measure that takes values in $\mathbb{R}^{d}$ and gives us a value in $\mathbb{R}^{m}$, where $m \leq d$. These $m$ markets could, for example, be money market accounts in different currencies. In other words, it is necessary to look at risk measures in a set-valued setting.

Set-valued risk measures have gained in popularity over the past few years. Jouini et al. were among the first to introduce the set-valued coherent risk measure (see [91]). Since then, amongst others, Hamel et al. [77, 79] extended the approach of Jouini et al. to define set-valued convex risk measures and Konstantinides and Kountzakis [101] used the ideas from Stoica [149] and Jaschke and Küchler [89] to define risk measures on partially ordered normed linear spaces.

Hamel et al. [78, 79] defined convex set valued risk measures on the space $L_{p}\left(P, \mathbb{R}^{d}\right)$ of Bochner $p$-integrable functions with values in $\mathbb{R}^{d}$. Their method for the case $1 \leq p<\infty$ can be generalised to include spaces $H_{\Phi}\left(P, \mathbb{R}^{d}\right)$ of $\mathbb{R}^{d}$-valued Orlicz hearts. In view of the connection between utility functions and real-valued Orlicz spaces, as noted by Frittelli and his co-workers [15], this extension to Orlicz spaces may be of interest. We use tensor products of Banach lattices and Banach spaces to achieve our goal.

The reader is advised to first proceed to the appendix for an outline of the basic relevant preliminaries on tensor products, Bochner spaces and the $l$-norm of Chaney and Schaefer.

Using the result from Chaney and Schaefer $[23,142]$ that states that $L_{p}\left(P, \mathbb{R}^{d}\right)$ is isometrically isomorphic to $L_{p}(P) \widetilde{\otimes}_{l} \mathbb{R}^{d}$, we show that the results of Hamel et al. [79] can be obtained via a tensor-product approach. In addition, by the tensor product approach and using a result from Labuschagne and Offwood [114], we get a representation of set-valued convex risk measures on vector-valued Orlicz hearts.

This chapter is based on [116].

### 7.1 Set-valued setting

Hamel et al. [79] replaced the range $(-\infty, \infty$ ] of the risk measure defined in Chapter 4, by an appropriate space to generalise the notion of risk measures to a set-valued setting. For this purpose, we need to fix some terminology and notation.

Let $Y$ be a Banach lattice and let $G \subseteq Y$ be a Banach subspace of $Y$. The set of all subsets of $G$ will be denoted by $\mathcal{P}(G)$.

For all $M, L \in \mathcal{P}(G)$, we denote the Minkowski sum $M+L$ of $M$ and $L$ by

$$
M+L=\{m+l: m \in M \text { and } l \in L\}
$$

with the convention $\emptyset+M=M+\emptyset=\emptyset$ for all $M \in \mathcal{P}(G)$, where the empty set is considered to be closed and convex.

A cone $C$ is a subset of a vector space for which $\lambda C \subseteq C$ for all $\lambda>0$. If, in addition, $C$ is convex, then $C$ is called a convex cone.

Define $K_{Y} \subseteq Y$ to be a closed convex cone such that $Y_{+} \subseteq K_{Y}$. This cone generates a reflexive, translative relation in $Y$, given by

$$
x \leq_{K_{Y}} y \quad \Longleftrightarrow \quad y-x \in K_{Y} .
$$

We do not assume that $\leq_{K_{Y}}$ is antisymmetric (i.e. we do not assume that $K_{Y} \cap\left(-K_{Y}\right)=$ $\{0\})$. We do assume that $K_{Y} \cap\left(-\operatorname{int} Y_{+}\right)=\emptyset$.

We consider the cone $K$ on $G$ induced by the cone $K_{Y}$. As $K=K_{Y} \cap G$, we have that $K$ is closed and convex, $G_{+} \subseteq K$ and the ordering on $Y$ induced by $K_{Y}$ and the ordering on $G$ induced by $K$ is the same.

The order relation $\leq_{K}$ can be canonically extended to $\mathcal{P}(G)$ by $A \leq_{K} B$ if and only if $B \subseteq A+K$ or equivalently $A \subseteq B-K$. Hence, for $A, B \in \mathcal{P}(G), A \leq_{K} B$ if and only if $B+K \subseteq A+K$. We say that two sets $A, B \in \mathcal{P}(G)$ are equivalent if $A \leq_{K} B$ and $B \leq_{K} A$, i.e. $A+K=B+K$. Thus, we define the set

$$
\mathcal{P}_{K}=\{M \in \mathcal{P}(G): M=M+K\}
$$

and can identify it with the set of equivalence classes with respect to the above-mentioned equivalence relation. For $A, B \in \mathcal{P}_{K}$, we have $A \leq_{K} B$ if and only if $B \subseteq A$.

Next we define some concepts in this set-valued setting with respect to the partial ordering $\leq_{K}$.

## Definition 7.1.1.

(i) A function $f: \mathcal{X} \rightarrow \mathcal{P}(G)$ is convex if for all $\lambda \in(0,1)$ and $x, y \in \mathcal{X}$

$$
f(\lambda x+(1-\lambda) y) \leq_{K} \lambda f(x)+(1-\lambda) f(y) .
$$

(ii) The convex hull of a function $f: \mathcal{X} \rightarrow \mathcal{P}(G)$ is the (uniquely determined) function $\operatorname{cof}: \mathcal{X} \rightarrow \mathcal{P}(G)$ which satisfies epi $(\operatorname{cof})=\operatorname{co}(\operatorname{epi} f)$.
(iii) A function $f: \mathcal{X} \rightarrow \mathcal{P}_{K}$ is subadditive if for all $x, y \in \mathcal{X}$

$$
f(x+y) \leq_{K} f(x)+f(y) .
$$

(iv) A function $f: \mathcal{X} \rightarrow \mathcal{P}_{K}$ is positive homogeneous if for all $t>0$ and $x \in \mathcal{X}$

$$
f(t x) \leq_{K} t f(x)
$$

Proposition 7.1.2. A function $f: \mathcal{X} \rightarrow \mathcal{P}(G)$ is convex if and only if the epigraph, defined by

$$
\text { epi } f=\{(x, g) \in \mathcal{X} \times G: g \in f(x)+K\}
$$

is convex.

The image space of a set-valued convex function $f: \mathcal{X} \rightarrow \mathcal{P}(G)$ is the collection of upper convex subsets of $G$ defined by

$$
\mathcal{P}_{K}^{c}=\{M \in \mathcal{P}(G): M=\operatorname{co}(M+K)\}
$$

## Definition 7.1.3.

(i) A function $f: \mathcal{X} \rightarrow \mathcal{P}(G)$ is closed if epi $f \subseteq \mathcal{X} \times G$ is a closed set with respect to the product topology on $\mathcal{X} \times G$.
(ii) The closed hull of a function $f: \mathcal{X} \rightarrow \mathcal{P}(G)$ is the (uniquely determined) function $\operatorname{cl} f: \mathcal{X} \rightarrow \mathcal{P}(G)$ which satisfies epi $(\operatorname{cl} f)=\operatorname{cl}(\operatorname{epi} f)$.

A closed function automatically maps into the collection of upper closed subsets of $G$ defined by

$$
\mathcal{K}=\{M \subseteq G: M=\operatorname{cl}(M+K)\}
$$

The Minkowski sum of two closed sets in $G$ is not closed in general, but the addition $\oplus$, defined by

$$
M_{1} \oplus M_{2}=\operatorname{cl}\left(M_{1}+M_{2}\right)
$$

has the property that $\oplus: \mathcal{K} \times \mathcal{K} \rightarrow \mathcal{K}$. Moreover, $\oplus$ is commutative, associative and for all $M \in \mathcal{K}$, we have

$$
M \oplus K=K \oplus M=M
$$

We also have that $0 M=K$ for $M \in \mathcal{K}$. In other words, the convex cone $K$ serves as zero element in the space $(\mathcal{K}, \oplus, \subseteq)$.

Finally, a closed convex function $f: \mathcal{X} \rightarrow \mathcal{P}(G)$ maps into the collection of upper closed convex subsets of $G$, defined by

$$
\mathcal{K}_{c}=\{M \subseteq G: M=\operatorname{cl} \operatorname{co}(M+K)\}
$$

Note that $\mathcal{P}_{K} \subseteq \mathcal{K}_{c} \subseteq \mathcal{K}$ and $\mathcal{P}_{K} \subseteq \mathcal{K}_{c} \subseteq \mathcal{P}_{K}^{c}$. Also, note that properties like convexity depend both on the function and on the cone.

Consider a function $F: \mathcal{X} \rightarrow \mathcal{K}$. The graph of $F$ is given by

$$
\operatorname{graph} F=\{(x, g) \in \mathcal{X} \times G: g \in F(x)\}
$$

the epigraph of $F$ by

$$
\operatorname{epi} F=\{(x, g) \in X \times G: g \in F(x)+K\}
$$

and its effective domain by

$$
\operatorname{dom} F=\{x \in \mathcal{X}: F(x) \neq \emptyset\}
$$

If $F: \mathcal{X} \rightarrow \mathcal{P}_{K}$, then graph $F=\operatorname{epi} F$. Note that $F$ is convex if and only if its graph is convex, and $F$ is closed if and only if its graph is a closed subset of $\mathcal{X} \times G$.

## Definition 7.1.4.

(i) The function $F: \mathcal{X} \rightarrow \mathcal{P}_{K}$ is called proper if and only if $\operatorname{dom} F \neq \emptyset$ and $F(x) \neq G$ for all $x \in \mathcal{X}$.
(ii) The function $F$ is called $K$-proper if $\operatorname{dom} F \neq \emptyset$ and $(F(x)-K) \backslash F(x) \neq \emptyset$ for all $x \in \mathcal{X}$.

These two definitions coincide if $K$ is generating, i.e. $K-K=G$.
Definition 7.1.5. A subset $Y$ of $\mathcal{X}$ is sequentially closed if, whenever $\left(x_{n}\right)$ is a sequence in $Y$ converging to $x$, then $x$ must also be in $Y$.

Proposition 7.1.6. Let $K \subseteq G$ be a cone and $F: \mathcal{X} \rightarrow \mathcal{K}_{c}$ be convex and sequentially closed (i.e. graph $F$ is sequentially closed in the product topology on $\mathcal{X} \times G$ ). If there exists $x_{0} \in \operatorname{dom} F$ such that $F\left(x_{0}\right)+K \subseteq F\left(x_{0}\right)$, then $F(x)+K \subseteq F(x)$ for all $x \in \operatorname{dom} F$.

Proof. Assume there exists $x_{0} \in \operatorname{dom} F$ such that $F\left(x_{0}\right)+K \subseteq F\left(x_{0}\right)$. This implies that for $g_{0} \in F\left(x_{0}\right)$ and $k \in K$, we have $g_{0}+n k \in F\left(x_{0}\right)$, i.e. $\left(x_{0}, g_{0}+n k\right) \in \operatorname{graph} F$ for all $n \in \mathbb{N}$. Consider $x \in \operatorname{dom} F$ and $g \in F(x)$, i.e. $(x, g) \in \operatorname{graph} F$. The convexity of $F$ implies that

$$
\frac{1}{n}\left(x_{0}, g_{0}+n k\right)+\frac{n-1}{n}(x, g)=\left(\frac{1}{n} x_{0}+\frac{n-1}{n} x, \frac{1}{n} g_{0}+\frac{n-1}{n} g+k\right) \in \operatorname{graph} F
$$

for all $n \in \mathbb{N}$. Taking the limit as $n \rightarrow \infty$ and using the fact that epi $F$ is sequentially closed, we get $(x, g+k) \in \operatorname{graph} F$, which completes the proof.

Let $\mathcal{X}$ and $G$ be separated locally convex spaces with topological duals $\mathcal{X}^{*}$ and $G^{*}$ respectively. The positive polar cone of $K$ is given by

$$
K^{\circ}=\left\{g^{*} \in G^{*}: g^{*}(g) \geq 0 \text { for all } g \in K\right\}
$$

and the negative polar cone by $K_{-}^{\circ}=-K^{\circ}$.
In the (extended) real-valued case, where $\overline{\mathbb{R}}:=\mathbb{R} \cup\{-\infty, \infty\}$, the Fenchel conjugate of a function $f: \mathcal{X} \rightarrow \overline{\mathbb{R}}$ is $f^{*}: \mathcal{X}^{*} \rightarrow \overline{\mathbb{R}}$, the definition of which is repeated here for ease of reading: for all $x^{*} \in \mathcal{X}^{*}$,

$$
\begin{equation*}
f^{*}\left(x^{*}\right)=\sup _{x \in \mathcal{X}}\left\{x^{*}(x)-f(x)\right\} . \tag{7.1}
\end{equation*}
$$

To extend this to the set-valued case, $x^{*}(x)$ in (7.1) has to be replaced by a set-valued function that has appropriate properties.

In the case, where $G$ is a real linear space containing at least two elements, Hamel [77] showed that $S_{\left(x^{*}, g^{*}\right)}$, defined for $x^{*} \in \mathcal{X}^{*}$ and $g^{*} \in G^{*} \backslash\{0\}$ by

$$
S_{\left(x^{*}, g^{*}\right)}(x)=\left\{g \in G: x^{*}(x)+g^{*}(g) \leq 0\right\} \text { for all } x \in \mathcal{X}
$$

provides a suitable replacement. Then $S_{\left(x^{*}, g^{*}\right)}: \mathcal{X} \rightarrow \mathcal{P}(G)$.
Consider the special case where $G=\mathbb{R}^{m}$. Note that the dual of $\mathbb{R}^{m}$ is isometrically isomorphic to $\mathbb{R}^{m}$; the map $\theta:\left(\mathbb{R}^{m}\right)^{*} \rightarrow \mathbb{R}^{m}$, defined by

$$
\theta(v)(u)=v^{T} u,
$$

is such an isomorphism. Then, by replacing the $g^{*}(g)$ by $v^{T} u$ in the definition of $S_{\left(x^{*}, g^{*}\right)}$, you arrive at the version in Hamel et al. [79] and by replacing the $x^{*}(x)$ with $\mathbb{E}\left[X^{T} Y\right.$, you arrive at the version in Hamel and Heyde [77].

Lemma 7.1.7. For each $x^{*} \in \mathcal{X}^{*}$ and $g^{*} \in G^{*} \backslash\{0\}$, the function $S_{\left(x^{*}, g^{*}\right)}$ has the following properties:
(i) $S_{\left(x^{*}, g^{*}\right)}(x+y)=S_{\left(x^{*}, g^{*}\right)}(x)+S_{\left(x^{*}, g^{*}\right)}(y)$ for all $x, y \in \mathcal{X}$,
(ii) $S_{\left(x^{*}, g^{*}\right)}(t x)=t S_{\left(x^{*}, g^{*}\right)}(x)$ for all $x \in \mathcal{X}$ and $t \neq 0$, and
(iii) $S_{\left(y^{*}+t x^{*}, g^{*}\right)}(x)=S_{\left(y^{*}, g^{*}\right)}(x)+t S_{\left(x^{*}, g^{*}\right)}(x)$ for $t>0$ and $x \in \mathcal{X}$.

Proof. (i) Consider $u_{1} \in S_{\left(x^{*}, g^{*}\right)}\left(x_{1}\right)$ and $u_{2} \in S_{\left(x^{*}, g^{*}\right)}\left(x_{2}\right)$. Then $x^{*}\left(x_{1}\right)+g^{*}\left(u_{1}\right) \leq 0$ and $x^{*}\left(x_{2}\right)+g^{*}\left(u_{2}\right) \leq 0$. Hence,

$$
x^{*}\left(x_{1}+x_{2}\right)+g^{*}\left(u_{1}+u_{2}\right)=x^{*}\left(x_{1}\right)+g^{*}\left(u_{1}\right)+x^{*}\left(x_{2}\right)+g^{*}\left(u_{2}\right) \leq 0,
$$

which implies $u_{1}+u_{2} \in S_{\left(x^{*}, g^{*}\right)}\left(x_{1}+x_{2}\right)$.
For the converse inclusion, consider $u \in S_{\left(x^{*}, g^{*}\right)}\left(x_{1}+x_{2}\right)$ and $u_{1} \in S_{\left(x^{*}, g^{*}\right)}\left(x_{1}\right)$ such that $x^{*}\left(x_{1}\right)+g^{*}\left(u_{1}\right)=0$. Such a $u_{1}$ always exists because $g^{*} \neq 0$. Set $u_{2}=u-u_{1}$. Then

$$
\begin{aligned}
x^{*}\left(x_{2}\right)+g^{*}\left(u_{2}\right) & =x^{*}\left(x_{1}+x_{2}\right)+g^{*}\left(u-u_{1}\right)-x^{*}\left(x_{1}\right) \\
& =x^{*}\left(x_{1}+x_{2}\right)+g^{*}(u) \leq 0 .
\end{aligned}
$$

Thus, $u_{2} \in S_{\left(x^{*}, g^{*}\right)}\left(x_{2}\right)$, which proves the desired inclusion.
(ii) Follows easily, using (i) repetitively.
(iii) First, note that

$$
\begin{aligned}
S_{\left(y^{*}, g^{*}\right)} & (x)+t S_{\left(x^{*}, g^{*}\right)}(x) \\
& =\left\{g \in G: y^{*}(x)+g^{*}(g) \leq 0\right\}+t\left\{g \in G: x^{*}(x)+g^{*}(g) \leq 0\right\} \\
& =\left\{g \in G: y^{*}(x)+g^{*}(g) \leq 0\right\}+\left\{g \in G: x^{*}(x)+\frac{1}{t} g^{*}(g) \leq 0\right\} \\
& =\left\{g \in G: y^{*}(x)+g^{*}(g) \leq 0\right\}+\left\{g \in G: t x^{*}(x)+g^{*}(g) \leq 0\right\} .
\end{aligned}
$$

Let $v \in S_{\left(y^{*}, g^{*}\right)}(x)+t S_{\left(x^{*}, g^{*}\right)}(x)$, then $v=v_{1}+v_{2}$, where

$$
y^{*}(x)+g^{*}\left(v_{1}\right) \leq 0
$$

and

$$
t x^{*}(x)+g^{*}\left(v_{2}\right) \leq 0
$$

Thus,

$$
y^{*}(x)+g^{*}\left(v_{1}\right)+t x^{*}(x)+g^{*}\left(v_{2}\right)=y^{*}(x)+t x^{*}(x)+g^{*}(v) \leq 0,
$$

i.e. $S_{\left(y^{*}, g^{*}\right)}(x)+t S_{\left(x^{*}, g^{*}\right)}(x) \subseteq S_{\left(y^{*}+t x^{*}, g^{*}\right)}(x)$.

Conversely, let $u \in S_{\left(y^{*}+t x^{*}, g^{*}\right)}(x)$. Then, $y^{*}(x)+t x^{*}(x)+g^{*}(u) \leq 0$. Take $u_{1}$ such that $y^{*}(x)+g^{*}\left(u_{1}\right)=0$. Let $u_{2}=u-u_{1}$. Hence,

$$
\begin{aligned}
t x^{*}(x)+g^{*}\left(u_{2}\right) & =y^{*}(x)+t x^{*}(x)+g^{*}\left(u-u_{1}\right)-y^{*}(x) \\
& =y^{*}(x)+t x^{*}(x)+g^{*}(u)-\left(y^{*}(x)+g^{*}\left(u_{1}\right)\right) \\
& =y^{*}(x)+t x^{*}(x)+g^{*}(u) \\
& \leq 0 .
\end{aligned}
$$

Hence, $u_{1} \in S_{\left(y^{*}, g^{*}\right)}(x)$ and $u_{2} \in t S_{\left(x^{*}, g^{*}\right)}(x)$ and thus

$$
u=u_{1}+u_{2} \in S_{\left(y^{*}, g^{*}\right)}(x)+t S_{\left(x^{*}, g^{*}\right)}(x),
$$

completing the proof.

A classical starting point of convex analysis is to prove that a proper closed convex function is the pointwise supremum of its affine minorants.

A function $h: \mathcal{X} \rightarrow \mathcal{P}(G)$ of the form $h(x)=S_{\left(x^{*}, g^{*}\right)}(x)+\{g\}$ for some $x^{*} \in \mathcal{X}^{*}$, $g^{*} \in K_{-}^{\circ} \backslash\{0\}$ and $g \in G$ is called an affine function. If an affine function $h$ satisfies $h(x) \leq_{K} F(x)$ for all $x \in \mathcal{X}$, then $h$ is called an affine minorant of $F$. In other words, if $h$ is an affine minorant of $F$, then $F(x) \subseteq h(x)+K$ for all $x \in \mathcal{X}$. The case $g^{*}=0$ is excluded, to avoid improper minorants.

Lemma 7.1.8. The epigraph of an affine function is convex.

Proof. Let $x^{*} \in \mathcal{X}^{*}, g^{*} \in K_{-}^{\circ} \backslash\{0\}$ and $g \in G$. Consider the affine function $h: \mathcal{X} \rightarrow \mathcal{P}(G)$ given by

$$
h(x)=S_{\left(x^{*}, g^{*}\right)}(x)+\{g\} .
$$

It is easy to show that $h$ is convex by using the properties of $S_{\left(x^{*}, g^{*}\right)}$. Thus, the epigraph of an affine function is convex.

The following theorem and proof are taken from [77].
Theorem 7.1.9. The following properties are equivalent for a function $F: \mathcal{X} \rightarrow \mathcal{P}_{K}$.
(i) The function $F$ is the pointwise supremum of its $K$-proper affine minorants.
(ii) The function $F$ is closed and convex into $\mathcal{K}_{c}$ and $K$-proper, or $F \equiv G$ or $F \equiv \emptyset$.

The equivalence remains true if ' $K$-proper' is replaced with 'proper but not $K$-proper'.

Proof. (i) $\Rightarrow$ (ii): Assume that $F$ is the pointwise supremum of its $K$-proper affine minorants. If $F$ has no $K$-proper affine minorants, then $F$ will be the pointwise supremum of the empty set, i.e. it will be identically $G$.

Assume that the family of affine minorants of $F$ is nonempty. As $F$ is the pointwise supremum of its $K$-proper affine minorants, its epigraph is the intersection of the closed convex epigraphs of the affine functions. Hence, $F$ is closed and convex.

As $F$ is $K$-proper, $F$ cannot attain the value $G$. To see this, let $F(x)=G$. Hence, there exists $g \in(G-K) \backslash G$, i.e. there exists $g_{1} \in G$ and $k \in K$ with $k \neq 0$ such that $g=g_{1}-k$ and $g \notin G$. But $K \subseteq G$ and since $G$ is a vector space, we must have that $g_{1}-k \in G$, a contradiction. Thus, $F(x) \neq G$.

If one of the affine minorants is $K$-proper, i.e. $(h(x)-K) \backslash h(x)$ for some affine minorant $h$, then since $\sup h \subseteq h$, we must have that the supremum is also $K$-proper or it is $\emptyset$.
(ii) $\Rightarrow$ (i): The converse will be proved by showing that for all $\left(x_{0}, g_{0}\right) \notin \operatorname{graph} F$, there is a $K$-proper (proper but not $K$-proper) affine minorant $h$ such that graph $F \subseteq$ graph $h$ and $\left(x_{0}, g_{0}\right) \notin$ graph $h$. In other words, we show that $h$ is an affine minorant but all points that are not in $F$ are also not in $h$.

Assume that $F$ is closed and convex into $\mathcal{K}_{c}$. Consider $\left(x_{0}, g_{0}\right) \notin \operatorname{graph} F$. Since graph $F$ is closed and convex, we can separate it from $\left(x_{0}, g_{0}\right)$, getting $x^{*} \in \mathcal{X}^{*}, g^{*} \in G^{*}$ and $\alpha \in \mathbb{R}$ such that for all $(x, g) \in \operatorname{graph} F$

$$
\begin{equation*}
x^{*}(x)+g^{*}(g) \leq \alpha<x^{*}\left(x_{0}\right)+g^{*}\left(g_{0}\right) . \tag{7.2}
\end{equation*}
$$

As $\operatorname{dom} F \neq \emptyset$, there exists $y \in \operatorname{dom} F$, such that $F(y) \neq \emptyset$. Hence, there exists $h \in F(y)$, i.e. $(y, h) \in \operatorname{graph} F$. Since $F: \mathcal{X} \rightarrow \mathcal{P}_{K}$, we have that $F(y) \subseteq \mathcal{P}_{K}$, i.e. $F(y)=F(y)+K$ (and as $K$ is a cone, we have $t K \subseteq K$ ). Thus, if $h \in F(y)$, then there exists $h_{1} \in F(y)$ such that $h=h_{1}+t k \in F(y)$, i.e. $\left(y, h_{1}+t k\right) \in \operatorname{graph} F$, for all $t \geq 0$ and $k \in K$.

Thus,

$$
\begin{aligned}
x^{*}(y)+g^{*}(h+t k) & \leq x^{*}\left(x_{0}\right)+g^{*}\left(g_{0}\right) \\
g^{*}(h)+t g^{*}(k) & \leq x^{*}\left(x_{0}-y\right)+g^{*}\left(g_{0}\right) \\
g^{*}(k) & \leq \frac{1}{t}\left[x^{*}\left(x_{0}-y\right)+g^{*}\left(g_{0}\right)-g^{*}(h)\right] .
\end{aligned}
$$

By the Archimedean property of the reals, we must have that $g^{*}(k) \leq 0$ for all $k \in K$, i.e. $g^{*} \in K_{-}^{\circ}$.

First, we assume that $F$ is $K$-proper. Let $g^{*}(k)<0$ for all $k \in K$. As $g^{*}$ is onto, there exists $\bar{g} \in G$ such that $g^{*}(\bar{g})=\alpha$. Consider $g \in F(x)$, then using Inequality (7.2), we get

$$
x^{*}(x)+g^{*}(g-\bar{g}) \leq 0,
$$

i.e. $g-\bar{g} \in S_{\left(x^{*}, g^{*}\right)}(x)$. This implies, that $g \in S_{\left(x^{*}, g^{*}\right)}(x)+\{\bar{g}\}$, i.e.

$$
F(x) \subseteq\{\bar{g}\}+S_{\left(x^{*}, g^{*}\right)}(x)
$$

for all $x \in \mathcal{X}$.
On the other hand, if $v \in\{\bar{g}\}+S_{\left(x^{*}, g^{*}\right)}(x)$, then $v=\bar{g}+v_{1}$, where $x^{*}(x)+g^{*}\left(v_{1}\right) \leq 0$. This implies that

$$
\begin{aligned}
x^{*}(x)+g^{*}(v-\bar{g}) & \leq 0 \\
x^{*}(x)+g^{*}(v) & \leq g^{*}(\bar{g})=\alpha .
\end{aligned}
$$

In other words, if $v \in\{\bar{g}\}+S_{\left(x^{*}, g^{*}\right)}(x)$, then $x^{*}(x)+g^{*}(v) \leq \alpha$. Therefore, by Equation (7.2), we have that $\left(x_{0}, g_{0}\right)$ does not belong to the graph of the affine function $\{\bar{g}\}+S_{\left(x^{*}, g^{*}\right)}(x)$.

Next assume $g^{*}(k)=0$ for all $k \in K$. Equation (7.2) yields the existence of $\beta>0$ such that for all $(x, g) \in \operatorname{graph} F$

$$
\begin{equation*}
x^{*}(x)+g^{*}(g) \leq x^{*}\left(x_{0}\right)+g^{*}\left(g_{0}\right)-\beta . \tag{7.3}
\end{equation*}
$$

Take ( $x_{1}, g_{1}$ ) and $k \in K$ such that $x_{1} \in \operatorname{dom} F, g_{1} \in F\left(x_{1}\right)$ and $g_{1}-k \notin F\left(x_{1}\right)$. This is possible as $F$ is $K$-proper. Using the separation argument, we obtain $\left(x_{1}^{*}, g_{1}^{*}\right) \in \mathcal{X}^{*} \times K_{-}^{\circ}$ and $\gamma \in \mathbb{R}$ such that for all $(x, g) \in \operatorname{graph} F$

$$
\begin{equation*}
x_{1}^{*}(x)+g_{1}^{*}(g) \leq \gamma<x_{1}^{*}\left(x_{1}\right)+g_{1}^{*}\left(g_{1}-k\right) . \tag{7.4}
\end{equation*}
$$

If $g_{1}^{*}(k)=0$ and substituting $(x, g)=\left(x_{1}, g_{1}\right) \in \operatorname{graph} F$ into Equation (7.4), we get a contradiction. Thus, we may conclude that $g_{1}^{*}(k)<0$ for all $k \in K$. Choose

$$
s>\max \left\{0, \frac{1}{\beta}\left(\gamma-x_{1}^{*}\left(x_{0}\right)-g_{1}^{*}\left(g_{0}\right)\right)\right\} .
$$

Multiply Equation (7.3) by $s$ and add the result to the left inequality of Equation (7.4). We obtain, for all $(x, g) \in \operatorname{graph} F$

$$
\begin{aligned}
\left(x_{1}^{*}+s x^{*}\right)(x)+\left(g_{1}^{*}+s g^{*}\right)(g) & \leq \gamma+s\left(x^{*}\left(x_{0}\right)+g^{*}\left(g_{0}\right)-\beta\right) \\
& <\gamma+s x^{*}\left(x_{0}\right)+s g^{*}\left(g_{0}\right)-\gamma+x_{1}^{*}\left(x_{0}\right)+g_{1}^{*}\left(g_{0}\right) \\
& =\left(x_{1}^{*}+s x^{*}\right)\left(x_{0}\right)+\left(g_{1}^{*}+s g^{*}\right)\left(g_{0}\right),
\end{aligned}
$$

where the last inequality comes from the definition of $s$. Thus we get Equation (7.2) with $x^{*}, g^{*}$ and $\alpha$ replaced by $x_{1}^{*}+s x^{*}, g_{1}^{*}+s g^{*}$ and $\gamma+s\left(x^{*}\left(x_{0}\right)+g^{*}\left(g_{0}\right)-\beta\right)$. Since $g_{1}^{*}+s g^{*}<0$, the desired conclusion follows as in the first part.

Secondly, assume that $F$ is proper but not $K$-proper. Since $F$ is not $K$-proper and in view of Proposition 7.1.6, we have that $F(x)-K \subseteq F(x)$ for all $x \in \operatorname{dom} F$. Assume $g^{*}(k)<0$ for all $k \in K$ and let $g \in F(x)$ for some $x \in \operatorname{dom} F$. Then Equation (7.2) yields for all $t>0$

$$
\begin{aligned}
x^{*}(x)+g^{*}(g-t k) & <x^{*}\left(x_{0}\right)+g^{*}\left(g_{0}\right) \\
g^{*}(k) & >\frac{1}{t}\left(x^{*}\left(x-x_{0}\right)+g^{*}\left(g-g_{0}\right)\right) .
\end{aligned}
$$

By the Archimedean property, we get that $g^{*}(k) \geq 0$ for all $k \in K$, a contradiction.
Thus, we only need to consider the case where $g^{*}(k)=0$ for all $k \in K$. As $F$ is proper, we have that $F(x) \neq G$ for all $x \in \operatorname{dom} F$. Hence, there exists $x_{2} \in \operatorname{dom} F$ and $g_{2} \in G$ such that $g_{2} \notin F\left(x_{2}\right)$. Using the separation argument, there exists $\left(x_{2}^{*}, g_{2}^{*}\right) \in \mathcal{X}^{*} \times G^{*}$ and $\gamma_{2} \in \mathbb{R}$ such that

$$
x_{2}^{*}(x)+g_{2}^{*}(g) \leq \gamma_{2}<x_{2}^{*}\left(x_{2}\right)+g_{2}^{*}\left(g_{2}\right) .
$$

The rest follows by a similar argument as in part 2 of the $K$-proper case.
Corollary 7.1.10. Let $f: \mathcal{X} \rightarrow \mathcal{P}_{K}^{c}$ be convex.
(i) The closure of $f$ is convex and maps into $\mathcal{K}_{c}$.
(ii) If $h: \mathcal{X} \rightarrow \mathcal{K}_{c}$ is closed and convex such that $f(x) \subseteq h(x)$ for all $x \in \mathcal{X}$, then $(\operatorname{cl} f)(x) \subseteq h(x)$ for all $x \in \mathcal{X}$.
(iii) For all $x \in \mathcal{X},(\operatorname{cl} f)(x) \neq G$ if and only if there exists $\left(x^{*}, g^{*}\right) \in \mathcal{X}^{*} \times K_{-}^{\circ} \backslash\{0\}$ and $g \in G$ such that for all $x \in \mathcal{X}$

$$
(\operatorname{cl} f)(x) \subseteq S_{\left(x^{*}, g^{*}\right)}(x)+\{g\}
$$

(iv) If there exists $x_{0} \in \mathcal{X}$ such that $(\operatorname{cl} f)\left(x_{0}\right)=G$, then $(\operatorname{cl} f)(x)=G$ for all $x \in$ $\operatorname{dom}(\mathrm{cl} f) \supseteq \operatorname{dom} f$.

Proof. (i): The closure of a convex set is convex. Hence, $\operatorname{cl}(\operatorname{graph} f)=\operatorname{graph}(\mathrm{cl} f)$ is convex, which implies that ( $\mathrm{cl} f$ ) is convex.
(ii): This is due to the fact that graph $f \subseteq$ graph $h$, which implies that

$$
\operatorname{graph}(\operatorname{cl} f) \subseteq \operatorname{graph}(\operatorname{cl} h)
$$

Since graph $h$ is closed, we have that

$$
\operatorname{graph}(\mathrm{cl} h) \subseteq \operatorname{graph} h .
$$

(iii): If $\mathrm{cl} f$ is proper, the result follows from Theorem 7.1.9. If $\mathrm{cl} f$ is not proper, then $x^{*}=0, g^{*} \in K_{-}^{\circ} \backslash\{0\}$ and $g=0$ yields a minorant since in this case, $\operatorname{cl} f=\emptyset$. The converse follows from (ii), with $h$ being the affine minorant.
(iv): This follows from Proposition 7.1.6.

For the duality theory, the definitions of the conjugate and biconjugate are very important. Hamel [77] defines them as follows.

Definition 7.1.11. The conjugate $-F^{*}$ of $F: \mathcal{X} \rightarrow \mathcal{K}$ is defined by

$$
-F^{*}\left(x^{*}, g^{*}\right)=\operatorname{cl} \bigcup_{x \in \mathcal{X}}\left[F(x)+S_{\left(x^{*}, g^{*}\right)}(-x)\right],
$$

and the biconjugate $F^{* *}$ of $F$ by

$$
F^{* *}(x)=\bigcap_{\left(x^{*}, g^{*}\right) \in \mathcal{X}^{*} \times K_{-}^{\circ} \backslash\{0\}}\left[-F^{*}\left(x^{*}, g^{*}\right)+S_{\left(x^{*}, g^{*}\right)}(x)\right] .
$$

The minus sign of $-F^{*}$ should be read as part of the symbol. This notation is used, so that no subtraction needs to be defined and so that $F+K$ and $-F^{*}$ have the same image space.

For $F: \mathcal{X} \rightarrow \mathcal{P}(G)$ and $g^{*} \in K_{-}^{\circ} \backslash\{0\}$, define a function $\varphi_{F, g^{*}}: \mathcal{X} \rightarrow[-\infty, \infty]$ by

$$
\varphi_{F, g^{*}}(x)=\inf _{g \in F(x)}-g^{*}(g) .
$$

The classical Legendre-Fenchel convex conjugate of $\varphi_{F, g^{*}}$ is given by

$$
\varphi_{F, g^{*}}^{*}\left(x^{*}\right)=\sup _{x \in \mathcal{X}}\left\{x^{*}(x)-\varphi_{F, g^{*}}(x)\right\} .
$$

We have that

$$
\varphi_{F, g^{*}}^{*}\left(x^{*}\right)=\sup _{x \in \mathcal{X}, g \in F(x)}\left\{x^{*}(x)+g^{*}(g)\right\}:=\sigma_{\operatorname{graph} F}\left(x^{*}, g^{*}\right) .
$$

The function $\sigma_{\text {graph } F}: \mathcal{X}^{*} \times G^{*} \rightarrow[-\infty, \infty]$ is called the support function of the graph of the set-valued function $F$. The following lemma relates this support function to $-F^{*}$.

Lemma 7.1.12. For $F: \mathcal{X} \rightarrow \mathcal{P}(G), x^{*} \in \mathcal{X}^{*}$ and $g^{*} \in K^{\circ} \backslash\{0\}$, it holds

$$
\begin{equation*}
-F^{*}\left(x^{*}, g^{*}\right)=\left\{g \in G: g^{*}(g) \leq \sigma_{\operatorname{graph} F}\left(x^{*}, g^{*}\right)\right\} \tag{7.5}
\end{equation*}
$$

and for all $x \in \mathcal{X}$,

$$
\begin{equation*}
F^{* *}(x)=\bigcap_{\left(x^{*}, g^{*}\right) \in \mathcal{X}^{*} \times K_{-}^{\circ} \backslash\{0\}}\left\{g \in G: x^{*}(x)+g^{*}(g) \leq \sigma_{\operatorname{graph} F}\left(x^{*}, g^{*}\right)\right\} . \tag{7.6}
\end{equation*}
$$

Proof. Firstly, we claim that

$$
\left\{g \in G: g^{*}(g)<\sigma_{\operatorname{graph} F}\left(x^{*}, g^{*}\right)\right\} \subseteq \bigcup_{x \in \mathcal{X}}\left[F(x)+S_{\left(x^{*}, g^{*}\right)}(-x)\right] .
$$

To show this, let $g \in\left\{g \in G: g^{*}(g)<\sigma_{\operatorname{graph} F}\left(x^{*}, g^{*}\right)\right\}$. Then

$$
\begin{aligned}
g^{*}(g) & <\sigma_{\operatorname{graph} F}\left(x^{*}, g^{*}\right) \\
& =\sup _{x \in \mathcal{X}, g \in F(x)}\left\{x^{*}(x)+g^{*}(g)\right\} .
\end{aligned}
$$

Thus, there exists $(x, \bar{g}) \in \operatorname{graph} F$ such that $g^{*}(g) \leq x^{*}(x)+g^{*}(\bar{g})$. Rewriting this, we have that $x^{*}(-x)+g^{*}(g-\bar{g}) \leq 0$, i.e. $g-\bar{g} \in S_{\left(x^{*}, g^{*}\right)}(-x)$. Hence, $\bar{g} \in F(x)$ and $g-\bar{g} \in$ $S_{\left(x^{*}, g^{*}\right)}(-x)$, which proves our claim.

Conversely, we claim that

$$
\bigcup_{x \in \mathcal{X}}\left[F(x)+S_{\left(x^{*}, g^{*}\right)}(-x)\right] \subseteq\left\{g \in G: g^{*}(g)<\sigma_{\operatorname{graph} F}\left(x^{*}, g^{*}\right)\right\} .
$$

Let $g \in \bigcup_{x \in \mathcal{X}}\left[F(x)+S_{\left(x^{*}, g^{*}\right)}(-x)\right]$. Hence, there exists $x \in \operatorname{dom} F$, such that $g=\bar{g}+g^{\prime}$, where $\bar{g} \in F(x)$ and $g^{\prime} \in S_{\left(x^{*}, g^{*}\right)}(-x)$. By the definition of $\varphi_{F, g^{*}}(x)$, we have that $g^{*}(\bar{g}) \leq$ $-\varphi_{F, g^{*}}(x)$ and using the definition of $S_{\left(x^{*}, g^{*}\right)}$, we get $g^{*}\left(g^{\prime}\right) \leq x^{*}(x)$. Hence,

$$
g^{*}(g)=g^{*}\left(\bar{g}+g^{\prime}\right) \leq x^{*}(x)-\varphi_{F, g^{*}}(x) \leq \sigma_{\operatorname{graph} F}\left(x^{*}, g^{*}\right)
$$

which proves our second claim. Thus, we have shown that

$$
\left\{g \in G: g^{*}(g)<\sigma_{\operatorname{graph} F}\left(x^{*}, g^{*}\right)\right\} \subseteq F^{*}\left(x^{*}, g^{*}\right) \subseteq\left\{g \in G: g^{*}(g)<\sigma_{\operatorname{graph} F}\left(x^{*}, g^{*}\right)\right\}
$$

which proves the first part.
Let $g \in F^{* *}(x)$ and $x^{*} \in \mathcal{X}^{*}, g^{*} \in K_{-}^{\circ} \backslash\{0\}$. Then there exists $g_{1} \in-F^{*}\left(x^{*}, g^{*}\right)$ and $g_{2} \in S_{\left(x^{*}, g^{*}\right)}(x)$ such that $g=g_{1}+g_{2}$. Equation (7.5) gives $g^{*}\left(g_{1}\right) \leq \sigma_{\operatorname{graph} F}\left(x^{*}, g^{*}\right)$ and the definition of $S_{\left(x^{*}, g^{*}\right)}$ gives $x^{*}(x)+g^{*}\left(g_{2}\right) \leq 0$. Hence,

$$
x^{*}(x)+g^{*}(g)=g^{*}\left(g_{1}\right)+x^{*}(x)+g^{*}\left(g_{2}\right) \leq \sigma_{\operatorname{graph} F}\left(x^{*}, g^{*}\right)
$$

Conversely, let $x^{*}(x)+g^{*}(g) \leq \sigma_{\operatorname{graph} F}\left(x^{*}, g^{*}\right)$ for $g \in G, x \in \mathcal{X}, x^{*} \in \mathcal{X}^{*}$ and $g^{*} \in$ $K_{-}^{\circ} \backslash\{0\}$. As $g^{*}$ is surjective, there exists $g_{2} \in G$ such that $x^{*}(x)+g^{*}\left(g_{2}\right) \leq 0$. Thus, $x^{*}(x)+g^{*}\left(g-g_{2}\right) \leq \sigma_{\operatorname{graph} F}\left(x^{*}, g^{*}\right)$.

The next three propositions give some of the important properties of the conjugate and biconjugate functions.

## Proposition 7.1.13.

(i) The conjugate $-F^{*}$ of $F$ is a well-defined map from $\mathcal{X}^{*} \times K_{-}^{\circ}$ into $\mathcal{K}_{c}$. Moreover, $-F^{*}\left(x^{*}, g^{*}\right)$ is of the form $\{g\}+S_{\left(x^{*}, g^{*}\right)}(0)$ for some $g \in G$ or it is an element of $\{G, \emptyset\}$.
(ii) The biconjugate $F^{* *}$ of $F$ is a well-defined map from $\mathcal{X}$ into $\mathcal{K}_{c}$.

See [77] for a proof of this proposition.
Proposition 7.1.14 (Set-valued Young-Fenchel's inequalities). For each $x \in \mathcal{X}, x^{*} \in \mathcal{X}^{*}$ and $g^{*} \in K_{-}^{\circ} \backslash\{0\}$, we have
(i) $F(x) \oplus S_{\left(x^{*}, g^{*}\right)}(-x) \subseteq-F^{*}\left(x^{*}, g^{*}\right)$; and
(ii) $F^{* *}(x) \subseteq S_{\left(x^{*}, g^{*}\right)}(x) \oplus-F^{*}\left(x^{*}, g^{*}\right)$.

Proposition 7.1.15. Let $F_{1}, F_{2}, F: \mathcal{X} \rightarrow \mathcal{K}$. Then
(i) $F_{1} \subseteq F_{2} \Rightarrow-F_{1}^{*} \subseteq-F_{2}^{*} \Rightarrow F_{1}^{* *} \subseteq F_{2}^{* *} ;$ and
(ii) $F \subseteq F^{* *}$.

The proofs of Proposition 7.1.14 and Proposition 7.1.15 are consequences of the definitions of $-F^{*}$ and $F^{* *}$.

The biconjugation theorem is stated next.
Theorem 7.1.16. A proper function $F: \mathcal{X} \rightarrow \mathcal{K}_{c}$ is closed and convex if and only if $F^{* *}(x)=F(x)$ for all $x \in \mathcal{X}$.

Proof. First, let $F$ be a proper closed convex function. We claim that every affine minorant of $F$ is also one of $F^{* *}$. Let $x^{*} \in \mathcal{X}^{*}, g^{*} \in K^{\circ} \backslash\{0\}$ and $g \in G$ such that for all $x \in \mathcal{X}$

$$
F(x) \subseteq\{g\}+S_{\left(x^{*}, g^{*}\right)}(x)
$$

Adding $S_{\left(x^{*}, g^{*}\right)}(-x)$ on both sides and taking the union over all $x \in \mathcal{X}$, we get

$$
-F^{*}\left(x^{*}, g^{*}\right) \subseteq\{g\}
$$

Once again, adding $S_{\left(x^{*}, g^{*}\right)}(x)$ to both sides we obtain

$$
-F^{*}\left(x^{*}, g^{*}\right)+S_{\left(x^{*}, g^{*}\right)}(x) \subseteq\{g\}+S_{\left(x^{*}, g^{*}\right)}(x)
$$

Then, taking the intersection on both sides over $x^{*} \in \mathcal{X}^{*}, g^{*} \in K^{\circ} \backslash\{0\}$, results in

$$
F^{* *}(x) \subseteq\{g\}+S_{\left(x^{*}, g^{*}\right)}(x),
$$

proving the claim.
Corollary 7.1.10 ensures that the set of proper affine minorants of $F$ is nonempty and Theorem 7.1.9 shows that $F$ is the pointwise supremum of such minorants. Since, by Proposition 7.1.15, we have $F(x) \subseteq F^{* *}(x)$ for all $x \in \mathcal{X}$, the result follows.

Conversely, assume $F(x)=F^{* *}(x)$ for all $x \in \mathcal{X}$. Then by Proposition 7.1.13, we have that $F^{* *}$ is closed and convex.

### 7.2 Duality in tensor products

We let $\mathcal{X}=E \widetilde{\otimes}_{l} Y$, the completed $l$-tensor product, where $E$ and $Y$ are Banach lattices and let $0<e \in E$. Let $G$ be a Riesz subspace of $Y$. Then the Banach lattice $E \widetilde{\otimes}_{l} G$ may be considered as an $l$-normed closed Riesz subspace of $E \widetilde{\otimes}_{l} Y$.

To extend the ordering induced by the cone $K_{Y}$ to $E \widetilde{\otimes}_{l} Y$, we define

$$
C=\operatorname{cl}_{l}\left(E_{+} \otimes K_{Y}\right),
$$

i.e. $C$ is the $l$-norm closure of

$$
E_{+} \otimes K_{Y}=\left\{x \in E \otimes Y: x=\sum_{i=1}^{n} x_{i} \otimes y_{i} \text { for } n \in \mathbb{N}, x_{1}, \ldots, x_{n} \in E_{+}, y_{1}, \ldots, y_{n} \in K_{Y}\right\}
$$

in $E \widetilde{\otimes}_{l} Y$. Then, $C$ is a closed convex cone in $E \widetilde{\otimes}_{l} Y$. Note that if $g \in K$, then $e \otimes g \in C$.
The polar cone of $C$ is given by

$$
C^{\circ}=\left\{x^{*} \in\left(E \widetilde{\otimes}_{l} Y\right)^{*}: x^{*}(x) \geq 0 \text { for all } x \in C\right\},
$$

and the negative polar cone of $C$ by $C_{-}^{\circ}=-C^{\circ}$.
Definition 7.2.1. Let $F: E \widetilde{\otimes}_{l} Y \rightarrow \mathcal{K}$ be a function.
(i) If for all $x \in E \widetilde{\otimes}_{l} Y$ and $g \in G$,

$$
F(x+e \otimes g)=F(x)+\{-g\},
$$

then $F$ is called translative with respect to $0<e \in E$.
(ii) If for all $x_{1}, x_{2} \in E \widetilde{\otimes}_{l} Y$,

$$
x_{2}-x_{1} \in C \quad \Rightarrow \quad F\left(x_{1}\right) \subseteq F\left(x_{2}\right),
$$

then $F$ is called monotone with respect to a convex cone $C \subseteq E \widetilde{\otimes}_{l} Y$.
Lemma 7.2.2. Let $g^{*} \in K_{-}^{\circ} \backslash\{0\}$.
(i) If $x^{*} \in C_{-}^{\circ}$, then the function $S_{\left(x^{*}, g^{*}\right)}: E \widetilde{\otimes}_{l} Y \rightarrow \mathcal{K}_{c}$ is monotone with respect to $C$.
(ii) If $g^{*}(g)=x^{*}(e \otimes g)$ for all $g \in G$, then the function $S_{\left(x^{*}, g^{*}\right)}: E \widetilde{\otimes}_{l} Y \rightarrow \mathcal{K}_{c}$ is translative with respect to $0<e \in E$.

Proof. (i) Consider $x_{1}, x_{2} \in E \widetilde{\otimes}_{l} Y$ such that $x_{2}-x_{1} \in C$ and $x^{*} \in C_{-}^{\circ}$. Then, $x^{*}\left(x_{2}-x_{1}\right) \leq$ 0 , which implies that $0 \in S_{\left(x^{*}, g^{*}\right)}\left(x_{2}-x_{1}\right)$. Then,

$$
\begin{aligned}
S_{\left(x^{*}, g^{*}\right)}\left(x_{2}\right) & =S_{\left(x^{*}, g^{*}\right)}\left(x_{2}-x_{1}+x_{1}\right) \\
& =S_{\left(x^{*}, g^{*}\right)}\left(x_{2}-x_{1}\right)+S_{\left(x^{*}, g^{*}\right)}\left(x_{1}\right) \\
& \supseteq S_{\left(x^{*}, g^{*}\right)}\left(x_{1}\right),
\end{aligned}
$$

proving the monotonicity.
(ii) Assume $x^{*}(e \otimes g)=g^{*}(g)$ for all $g \in G$. Consider $x \in E \widetilde{\otimes}_{l} Y$ and $g \in G$. Then

$$
\begin{aligned}
x^{*}(x+e \otimes g)+g^{*}(u) & =x^{*}(x)+x^{*}(e \otimes g)+g^{*}(u) \\
& =x^{*}(x)+g^{*}(g+u) .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
S_{\left(x^{*}, g^{*}\right)}(x+e \otimes g) & =\left\{u \in G: x^{*}(x)+g^{*}(g+u) \leq 0\right\} \\
& =\left\{v-g \in G: x^{*}(x)+g^{*}(v) \leq 0\right\} \\
& =\left\{v \in G: x^{*}(x)+g^{*}(v) \leq 0\right\}+\{-g\} \\
& =S_{\left(x^{*}, g^{*}\right)}(x)+\{-g\},
\end{aligned}
$$

which proves the translativity.
Define the zero-sublevel set of $F: \mathcal{X} \rightarrow \mathcal{K}$ by

$$
A_{F}=\{x \in \mathcal{X}: 0 \in F(x)\}=\{x \in \mathcal{X}: K \subseteq F(x)\} .
$$

Note that if $F$ is monotone and $0 \in F(0)$, then $C \subseteq A_{F}$.
The positive polar cone of $A_{F}$ is given by

$$
A_{F}^{+}=\left\{x^{*} \in \mathcal{X}^{*}: x^{*}(x) \geq 0 \text { for all } x \in A_{F}\right\}
$$

and the negative polar cone by $A_{F}^{-}=-A_{F}^{+}$.

## Proposition 7.2.3.

(i) If $F$ is convex, then $A_{F}$ is convex.
(ii) If $F$ is positive homogeneous, then $A_{F}$ is a cone.

Proof. (i) Assume that $F$ is convex. Take $x, y \in A_{F}$. This implies that $0 \in F(x)$ and $0 \in F(y)$. Since $F$ is convex, we have for $\lambda \in(0,1)$

$$
\lambda F(x)+(1-\lambda) F(y) \subseteq F(\lambda x+(1-\lambda) y) .
$$

Hence, $0 \in F(\lambda x+(1-\lambda) y)$. Thus, $\lambda x+(1-\lambda) y \in A_{F}$, showing that $A_{F}$ is convex.
(ii) Assume that $F$ is positive homogeneous, i.e. $F(\lambda x)=\lambda F(x)$ for all $\lambda>0$. Thus, if $0 \in F(x)$, then it must be that $0 \in F(\lambda x)$. In other words, for all $x \in A_{F}$, we have that $\lambda x \in A_{F}$ for $\lambda>0$. This proves that $A_{F}$ is a cone.

The next theorem states the representation result for proper, closed, convex functions.

## Theorem 7.2.4.

(i) Let $F: E \widetilde{\otimes}_{l} Y \rightarrow \mathcal{K}_{c}$ be proper, closed, convex, translative with respect to $e \in E$, monotone with respect to $C$ and $0 \in F(0)$. Then

$$
-F^{*}\left(x^{*}, g^{*}\right)= \begin{cases}\operatorname{cl} \bigcup_{x \in A_{F}} S_{\left(x^{*}, g^{*}\right)}(-x) & \text { if }\left(x^{*}, g^{*}\right) \in \mathcal{Y}  \tag{7.7}\\ G & \text { if }\left(x^{*}, g^{*}\right) \notin \mathcal{Y}\end{cases}
$$

where

$$
\mathcal{Y}=\left\{\left(x^{*}, g^{*}\right) \in C_{-}^{\circ} \times K_{-}^{\circ}: x^{*}(e \otimes g)=g^{*}(g) \text { for all } g \in G\right\} .
$$

(ii) The dual representation of $F$ is

$$
\begin{equation*}
F(x)=\bigcap_{\left(x^{*}, g^{*}\right) \in \mathcal{Y}}\left[S_{\left(x^{*}, g^{*}\right)}(x)-\mathrm{cl} \bigcup_{x \in A_{F}} S_{\left(x^{*}, g^{*}\right)}(-x)\right] \tag{7.8}
\end{equation*}
$$

for all $x \in E \widetilde{\otimes}_{l} Y$.

Proof. Our proof is based on [79, p. 27, Theorem 6.2].
(i) First, note that for $x^{*} \in\left(E \widetilde{\otimes}_{l} Y\right)^{*}$ and $g^{*} \in K_{-}^{\circ} \backslash\{0\}$, we have

$$
\operatorname{cl} \bigcup_{x \in A_{F}} S_{\left(x^{*}, g^{*}\right)}(-x) \subseteq \operatorname{cl} \bigcup_{x \in A_{F}}\left[F(x)+S_{\left(x^{*}, g^{*}\right)}(-x)\right] \subseteq-F^{*}\left(x^{*}, g^{*}\right)
$$

For the converse inclusion, consider $\left(x^{*}, g^{*}\right) \in \mathcal{Y}, x \in \operatorname{dom} F$ and $g \in F(x)$. Then

$$
S_{\left(x^{*}, g^{*}\right)}(-x)+\{g\}=S_{\left(x^{*}, g^{*}\right)}(-x-e \otimes g) .
$$

We claim that

$$
\begin{equation*}
S_{\left(x^{*}, g^{*}\right)}(-x-e \otimes g) \subseteq \operatorname{cl} \bigcup_{x \in A_{F}} S_{\left(x^{*}, g^{*}\right)}(-x) \tag{7.9}
\end{equation*}
$$

To prove this inclusion, consider $u \in S_{\left(x^{*}, g^{*}\right)}(-x-e \otimes g)$. Thus, $x^{*}(-x-e \otimes g)+g^{*}(u) \leq 0$. Let $y=x+e \otimes g$. Since $g \in F(x)$, we have that $0 \in F(x)+\{-g\}$. As $F(x)+\{-g\}=$ $F(x+e \otimes g)$, we have that $y=x+e \otimes g \in A_{F}$ and $x^{*}(-y)+g^{*}(u) \leq 0$. Hence,

$$
u \in \bigcup_{x \in A_{F}} S_{\left(x^{*}, g^{*}\right)}(-x),
$$

which proves our claim. As (7.9) holds for all $g \in F(x)$, we have

$$
S_{\left(x^{*}, g^{*}\right)}(-x)+F(x) \subseteq \operatorname{cl} \bigcup_{x \in A_{F}} S_{\left(x^{*}, g^{*}\right)}(-x)
$$

Hence,

$$
-F^{*}\left(x^{*}, g^{*}\right) \subseteq \operatorname{cl} \bigcup_{x \in A_{F}} S_{\left(x^{*}, g^{*}\right)}(-x)
$$

whenever $\left(x^{*}, g^{*}\right) \in \mathcal{Y}$.
It remains to show that if $\left(x^{*}, g^{*}\right) \notin \mathcal{Y}$, then $-F^{*}\left(x^{*}, g^{*}\right)=G$. We will show the converse. Consider $x^{*} \in \mathcal{X}^{*}$ and $g^{*} \in K_{-}^{o} \backslash\{0\}$. Assume $-F^{*}\left(x^{*}, g^{*}\right) \neq G$. By Proposition 7.1.13, $-F^{*}\left(x^{*}, g^{*}\right) \subseteq\{g\}+S_{\left(x^{*}, g^{*}\right)}(0)$ for some $g \in G$. Hence,

$$
-\infty<\sup _{g_{0} \in-F^{*}\left(x^{*}, g^{*}\right)} g^{*}\left(g_{0}\right) \leq g^{*}(g)<\infty .
$$

Note that because $F$ is proper, we know that $-F^{*}\left(x^{*}, g^{*}\right) \neq \emptyset$.
Since $F$ is translative, we have for arbitrary $w \in G$,

$$
\begin{aligned}
-F^{*}\left(x^{*}, g^{*}\right) & =\mathrm{cl} \bigcup_{x \in E \widetilde{\otimes}_{l} Y}\left[F(x)+S_{\left(x^{*}, g^{*}\right)}(-x)\right] \\
& =\mathrm{cl} \bigcup_{x \in E \widetilde{\otimes}_{l} Y}\left[F(x+e \otimes w)+S_{\left(x^{*}, g^{*}\right)}(-x-e \otimes w)\right] \\
& \subseteq-F^{*}\left(x^{*}, g^{*}\right)+\{-w\}+S_{\left(x^{*}, g^{*}\right)}(-e \otimes w)
\end{aligned}
$$

This results in

$$
\sup _{g_{0} \in-F^{*}\left(x^{*}, g^{*}\right)} g^{*}\left(g_{0}\right) \leq \sup _{g_{0} \in-F^{*}\left(x^{*}, g^{*}\right)} g^{*}\left(g_{0}\right)-g^{*}(w)+x^{*}(e \otimes w) .
$$

Hence, $x^{*}(e \otimes w)-g^{*}(w) \geq 0$ for all $w \in G$. This is only possible, if $g^{*}(w)=x^{*}(e \otimes w)$.
As $F$ is $C$-monotone and $0 \in F(0)$, we have that $C \subseteq A_{F}$.
By the Young-Fenchel inequality, the definition of $A_{F}$ and the fact that $C \in A_{F}$, we have for all $x \in C$,

$$
S_{\left(x^{*}, g^{*}\right)}(-x) \subseteq F(x)+S_{\left(x^{*}, g^{*}\right)}(-x) \subseteq-F^{*}\left(x^{*}, g^{*}\right)
$$

Since $C$ is a cone, if $x \in C$, then $t x \in C$ for all $t>0$. Thus,

$$
S_{\left(x^{*}, g^{*}\right)}(-t x) \subseteq-F^{*}\left(x^{*}, g^{*}\right)
$$

Applying $g^{*}$ to this inclusion, we get for all $t>0$,

$$
t x^{*}(x) \leq \sup _{g_{0} \in-F^{*}\left(x^{*}, g^{*}\right)} g^{*}\left(g_{0}\right) \in \mathbb{R}
$$

The Archimedean property of $\mathbb{R}$ implies that $x^{*}(x) \leq 0$. Since, $x$ is an arbitrary element in $C$, we have $x^{*} \in C_{-}^{\circ}$. Putting all this together, we get $\left(x^{*}, g^{*}\right) \in \mathcal{Y}$.
(ii) Finally, the dual representation formula (7.8) is a consequence of Equation (7.7) and Theorem 7.1.16.

Theorem 7.2.4 can be specialised to functions that are also positively homogeneous. This is stated in the next theorem.

## Theorem 7.2.5.

(i) Let $F: E \widetilde{\otimes}_{l} Y \rightarrow \mathcal{K}_{c}$ be proper, closed, convex, translative with respect to $e \in E$, monotone with respect to $C, 0 \in F(0)$ and positively homogeneous, then

$$
-F^{*}\left(x^{*}, g^{*}\right)= \begin{cases}S_{\left(x^{*}, g^{*}\right)}(0) & \text { if }\left(x^{*}, g^{*}\right) \in \mathcal{Y} \text { and } x^{*} \in A_{F}^{-}  \tag{7.10}\\ G & \text { if }\left(x^{*}, g^{*}\right) \notin \mathcal{Y} \text { or } x^{*} \notin A_{F}^{-}\end{cases}
$$

(ii) The dual representation of $F$ is

$$
\begin{equation*}
F(x)=\bigcap_{\left(x^{*}, g^{*}\right) \in \mathcal{Y}, x^{*} \in A_{F}^{-}} S_{\left(x^{*}, g^{*}\right)}(x) \tag{7.11}
\end{equation*}
$$

for all $x \in E \widetilde{\otimes}_{l} Y$.

Proof. Our proof is based on [79, p. 27, Theorem 6.2].
(i) For the case where $F$ is also positive homogeneous, if $\left(x^{*}, g^{*}\right) \in \mathcal{Y}$, we have by Theorem 7.2.4, that $-F^{*}\left(x^{*}, g^{*}\right)=\operatorname{cl} \bigcup_{x \in A_{F}} S_{\left(x^{*}, g^{*}\right)}(-x)$. Since $0 \in A_{F}$, we have $S_{\left(x^{*}, g^{*}\right)}(0) \subseteq$ $\mathrm{cl} \bigcup_{x \in A_{F}} S_{\left(x^{*}, g^{*}\right)}(-x)$.

On the other hand, if $x^{*} \in A_{F}^{-}$, then $x^{*}(x) \leq 0$ for all $x \in A_{F}$. Hence,

$$
g \in S_{\left(x^{*}, g^{*}\right)}(-x)=\left\{u \in G: g^{*}(u) \leq x^{*}(x)\right\}
$$

implies $g \in S_{\left(x^{*}, g^{*}\right)}(0)$. This gives $\mathrm{cl} \bigcup_{x \in A_{F}} S_{\left(x^{*}, g^{*}\right)}(-x) \subseteq S_{\left(x^{*}, g^{*}\right)}(0)$.
Now, assume $x^{*} \notin A_{F}^{-}$. Then, there exists $x \in A_{F}$ such that $x^{*}(x)>0$. Because $F$ is positively homogeneous, we have by Proposition 7.2 .3 that $A_{F}$ is a cone. Therefore, $t x \in A_{F}$ for $t>0$. Thus,

$$
\operatorname{cl} \bigcup_{x \in A_{F}} S_{\left(x^{*}, g^{*}\right)}(-x) \supseteq \bigcup_{t>0}\left\{g \in G: g^{*}(g) \leq t x^{*}(x)\right\}=G .
$$

Hence, $\mathrm{cl} \bigcup_{x \in A_{F}} S_{\left(x^{*}, g^{*}\right)}(-x)=G$, whenever $x^{*} \notin A_{F}^{-}$.
(ii) The dual representation formula (7.11) is a direct consequence of Equation (7.10) and Theorem 7.1.16.

### 7.3 Risk measures on the $l$-tensor product

Definition 7.3.1. Let $0<e \in E$. A function $\rho_{e}: E \widetilde{\otimes}_{l} Y \rightarrow \mathcal{K}$ is called a set-valued monetary e-risk measure if it satisfies
(R0) Normalisation, i.e. $K \subseteq \rho_{e}(0)$ and $\rho_{e}(0) \cap(-\operatorname{int} K)=\emptyset$;
(R1) C-monotonicity, i.e. $x-y \in C$ implies $\rho_{e}(y) \subseteq \rho_{e}(x)$;
(R2) Cash additivity (also called translation invariance), i.e. $\rho_{e}(x+e \otimes u)=\rho_{e}(x)+\{-u\}$ for all $x \in E \widetilde{\otimes}_{l} Y$ and $u \in G$.

If, in addition, $\rho_{e}$ satisfies
(R3) Convexity, i.e. $\lambda \rho_{e}(x)+(1-\lambda) \rho_{e}(y) \subseteq \rho_{e}(\lambda x+(1-\lambda) y)$ for $\lambda \in(0,1)$,
then $\rho_{e}$ is called a set-valued convex e-risk measure.
If $\rho_{e}$ satisfies (R0), (R1) and (R2) and
(R4) Positive homogeneity, i.e. $\rho_{e}(c x)=c \rho_{e}(x)$ for all $x \in E \widetilde{\otimes}_{l} Y$ and $c>0$;
(R5) Subadditivity, i.e. $\rho_{e}\left(x_{1}\right)+\rho_{e}\left(x_{2}\right) \subseteq \rho_{e}\left(x_{1}+x_{2}\right)$ for all $x_{1}, x_{2} \in E \widetilde{\otimes}_{l} Y$;
then $\rho_{e}$ is called a set-valued coherent e-risk measure.

If $E=L_{p}(P)$, where $1 \leq p \leq \infty$, and $e=\mathbf{1}: \Omega \rightarrow \mathbb{R}$, is defined by $\mathbf{1}(\omega)=1$ a.e., we denote $\rho_{\mathbf{1}}$ by $\rho$. The properties of $\rho_{\mathbf{1}}$ can be interpreted as in the scalar-valued case, see for example [60].

For the definition of the acceptance sets, we require some form of closedness. Hamel et al. [78] introduced the following notion. A set $A \in E \widetilde{\otimes}_{l} Y$ is directionally closed with respect to $0<e \in E$, if for any $x \in E \widetilde{\otimes}_{l} Y$ and any sequence $\left(u_{k}\right)_{k \in \mathbb{N}} \subseteq G$ with $\lim _{k \rightarrow \infty} u_{k}=0$, it follows from $x+e \otimes u_{k} \in A$ for all $k \in \mathbb{N}$, that $x \in A$.

Definition 7.3.2. Let $0<e \in E$.
(i) An e-acceptance set is a set $A_{e} \subseteq E \widetilde{\otimes}_{l} Y$ which satisfies
(A0) $u \in K$ implies $e \otimes u \in A_{e}$ and $u \in-\operatorname{int} K$ implies $e \otimes u \notin A_{e}$;
(A1) $A_{e}$ is directionally closed with respect to $e$; and
(A2) $A_{e}+C \subseteq A_{e}$.
(ii) If, in addition, $A_{e}$ is convex, then $A_{e}$ is called a convex e-acceptance set.
(iii) If $A_{e}$ satisfies (A0), (A1), (A2) and is a convex cone, then $A_{e}$ is called a coherent e-acceptance set.

Note that (A2) and the definition of $C$ imply that $A_{e}+e \otimes u \in A_{e}$ for $u \in K$. Moreover, by (A0), we have $0 \in A_{e}$ and hence, by (A2), $C \subseteq A_{e}$.

The next two theorems show the one-to-one relationship between set-valued risk measures and acceptance sets.

## Theorem 7.3.3.

(i) Let $\rho_{e}: E \widetilde{\otimes}_{l} Y \rightarrow \mathcal{K}$ be a monetary e-risk measure. Then

$$
A_{\rho_{e}}=\left\{x \in E \widetilde{\otimes}_{l} Y: 0 \in \rho_{e}(x)\right\}
$$

is an acceptance set.
(ii) If $\rho_{e}$ is convex, then so is $A_{\rho_{e}}$.
(iii) If $\rho_{e}$ is coherent, then $A_{\rho_{e}}$ is a coherent e-acceptance set.

Proof. (i) First we show (A0). Let $u \in K$. Then by (R0), $u \in \rho_{e}(0)$. By (R2), $\rho_{e}(e \otimes u)=$ $\rho_{e}(0+e \otimes u)=\rho_{e}(0)+\{-u\}$. Since $u \in \rho_{e}(0)$, it must be that $0 \in \rho_{e}(e \otimes u)$. Hence, $e \otimes u \in A_{\rho_{e}}$. Next, let $u \in-\operatorname{int} K$. Then by (R0), $u \notin \rho_{e}(0)$. Similarly as above, by (R2), $0 \notin \rho_{e}(e \otimes u)$ and $e \otimes u \notin A_{\rho_{e}}$.

Secondly, we show (A1). Let $x \in E \widetilde{\otimes}_{l} Y,\left(u_{k}\right)_{k \in \mathbb{N}} \subseteq G$ with $\lim _{k \rightarrow \infty} u_{k}=0$ and $x+e \otimes u_{k} \in$ $A_{\rho_{e}}$. Then, by the definition of $A_{\rho_{e}}$ and (R1), we have $0 \in \rho_{e}\left(x+e \otimes u_{k}\right)=\rho_{e}(x)+\left\{-u_{k}\right\}$. In other words, $u_{k} \in \rho_{e}(x)$ for all $k \in \mathbb{N}$. Since, $\rho_{e}$ maps into $\mathcal{K}, \rho_{e}(x)$ is closed. Hence, $0 \in \rho_{e}(x)$, implying that $x \in A_{\rho_{e}}$. Thus, $A_{\rho_{e}}$ is radially closed with respect to $e$.

Lastly, we check (A2). Let $x_{1} \in A_{\rho_{e}}$ and $x_{2} \in C$. Then $\left(x_{1}+x_{2}\right)-x_{1} \in C$ and by (R1) $0 \in \rho_{e}\left(x_{1}\right) \subseteq \rho_{e}\left(x_{1}+x_{2}\right)$. Thus, $x_{1}+x_{2} \in A_{\rho_{e}}$, as desired.
(ii) This was proved in Proposition 7.2.3.
(iii) If $\rho_{e}$ is coherent, then by Proposition 7.2.3, we have that $A_{\rho_{e}}$ is a cone. As positive homogeneity and subadditivity imply convexity, we have by (ii), that $A_{\rho_{e}}$ is convex.

## Theorem 7.3.4.

(i) Let $A_{e} \subseteq E \widetilde{\otimes}_{l} Y$ be an e-acceptance set. Then $\rho_{A_{e}}$, given by

$$
\rho_{A_{e}}(x)=\left\{u \in G: x+e \otimes u \in A_{e}\right\},
$$

is a monetary risk measure.
(ii) If $A_{e}$ is convex, then so is $\rho_{A_{e}}$.
(iii) If $A_{e}$ is a coherent acceptance set, then $\rho_{A_{e}}$ is a coherent e-risk measure.

Proof. (i) First, we show that $\rho_{A_{e}}$ maps into $\mathcal{K}$, i.e. we need to show that $\rho_{A_{e}}(x)+K \subseteq$ $\rho_{A_{e}}(x)$ and $\rho_{A_{e}}(X)$ is closed for each $x \in E \widetilde{\otimes}_{l} Y$. Let $u \in \rho_{A_{e}}(x)$ and $v \in K$. Then, by the definition of $\rho_{A_{e}}, X+e \otimes u \in A_{e}$. By (A2), we have $x+e \otimes(u+v) \in A_{e}$, and hence, $u+v \in \rho_{A_{e}}(x)$. Consider a sequence $\left(u_{k}\right)_{k \in \mathbb{N}} \subseteq \rho_{A_{e}}(x)$ with $\lim _{k \rightarrow \infty} u_{k}=u$. By the definition of $\rho_{A_{e}}$,

$$
x+e \otimes u_{k}=(x+e \otimes u)+e \otimes\left(u_{k}-u\right) \in A_{e},
$$

for all $k \in \mathbb{N}$. Since $A_{e}$ is directionally closed, this implies that $x+e \otimes u \in A_{e}$, which gives $u \in \rho_{A_{e}}(x)$. This proves that $\rho_{A_{e}}(x)$ is closed for each $X \in E \widetilde{\otimes}_{l} Y$.

Now, we can show (R0). By (A0) and the definition of $\rho_{A_{e}}$, we get $u \in \rho_{A_{e}}(0)$ if $u \in K$ and $u \notin \rho_{A_{e}}(0)$ if $u \in-\operatorname{int} K$.

Next, we need to show (R1). Let $x_{1}, x_{2} \in E \widetilde{\otimes}_{l} Y$ such that $x_{2}-x_{1} \in C$. Consider $u \in \rho_{A_{e}}\left(x_{1}\right)$. Then, $x_{1}+e \otimes u \in A_{e}$. As $A_{e}+C \subseteq A_{e}$, we have that

$$
x_{1}+e \otimes u+\left(x_{2}-x_{1}\right) \in A_{e} .
$$

This implies that $x_{2}+e \otimes u \in A_{e}$, i.e. $u \in \rho_{A_{e}}\left(x_{2}\right)$. Therefore, $\rho_{A_{e}}\left(x_{1}\right) \subseteq \rho_{A_{e}}\left(x_{2}\right)$.
Lastly, let us show (R2). Let $X \in E \widetilde{\otimes}_{l} Y$ and $u \in G$. By the definition of $\rho_{A_{e}}$, we have

$$
\begin{aligned}
\rho_{A_{e}}(x+e \otimes u) & =\left\{v \in G: x+e \otimes u+e \otimes v \in A_{e}\right\} \\
& =\left\{v \in G: x+e \otimes(u+v) \in A_{e}\right\} \\
& =\left\{w \in G: x+e \otimes w \in A_{e}\right\}+\{-u\} \\
& =\rho_{A_{e}}(x)+\{-u\} .
\end{aligned}
$$

(ii) Now, assume $A_{e}$ is convex. Let $\lambda \in(0,1)$ and $u \in \lambda \rho_{A_{e}}(x)+(1-\lambda) \rho_{A_{e}}(y)$. Then, we can write $u$ as $u=\lambda u_{1}+(1-\lambda) u_{2}$ for some $u_{1} \in \rho_{A_{e}}(x)$ and $u_{2} \in \rho_{A_{e}}(y)$. Therefore, $x+e \otimes u_{1} \in A_{e}$ and $y+e \otimes u_{2} \in A_{e}$. As $A_{e}$ is convex, we have

$$
\lambda\left(x+e \otimes u_{1}\right)+(1-\lambda)\left(y+e \otimes u_{2}\right) \in A_{e} .
$$

But,

$$
\begin{aligned}
\lambda\left(x+e \otimes u_{1}\right) & +(1-\lambda)\left(y+e \otimes u_{2}\right) \\
& =\lambda x+(1-\lambda) y+\lambda\left(e \otimes u_{1}\right)+(1-\lambda)\left(e \otimes u_{2}\right) \\
& =\lambda x+(1-\lambda) y+e \otimes\left(\lambda u_{1}+(1-\lambda) u_{2}\right) \\
& =\lambda x+(1-\lambda) y+e \otimes u .
\end{aligned}
$$

Hence, $\lambda x+(1-\lambda) y+e \otimes u \in A_{e}$, thus, $u \in \rho_{A_{e}}(\lambda x+(1-\lambda) y)$, proving that $\rho_{A_{e}}$ is convex.
(iii) If $A_{e}$ is a coherent acceptance set, then $A_{e}$ is a convex cone. By (ii), we have that $\rho_{A_{e}}$ is convex. Consider $x, y \in E \widetilde{\otimes}_{l} Y$ and $u \in \rho_{A_{e}}(x)+\rho_{A_{e}}(y)$. Then, $u=u_{1}+u_{2}$, where $u_{1} \in \rho_{A_{e}}(x)$ and $u_{2} \in \rho_{A_{e}}(y)$. This means that $x+e \otimes u_{1} \in A_{e}$ and $y+e \otimes u_{2} \in A_{e}$. Since $A_{e}$ is a cone, we have that

$$
x+e \otimes u_{1}+y+e \otimes u_{2}=x+y+e \otimes u \in A_{e} .
$$

Thus, $u \in \rho_{A_{e}}(x+y)$, proving that $\rho_{A_{e}}$ is subadditive. Using the subadditivity repeatedly, we can show that $\rho_{A_{e}}$ is positive homogeneous and hence coherent.

Hamel and Heyde [78] consider a set-valued expectation and a set-valued upper expectation in the setting of $L_{p}\left(P, \mathbb{R}^{d}\right)$. We extend these notions to the framework under consideration.

A dual pair is a triple $(U, V,\langle\cdot, \cdot\rangle)$, consisting of vector spaces $U$ and $V$ and a bilinear mapping $\langle\cdot, \cdot\rangle: U \times V \rightarrow \mathbb{R}$ such that

- $\langle u, v\rangle=0$ for all $u \in U$ implies $v=0$, and
- $\langle u, v\rangle=0$ for all $v \in V$ implies $u=0$.

We recall from [142] that if $E$ is a Banach lattice and $0<e \in E$, then $e$ is a quasi interior point of $E$ provided that $\operatorname{cl}_{E}\left\{y \in E:|y| \leq M e\right.$ for some $\left.M \in \mathbb{R}_{+}\right\}=E$.

It is well known that $\mathbf{1}$ is a quasi interior point of $L_{p}(P)$ for $1 \leq p<\infty$.
Definition 7.3.5. Consider the dual pair $\left(E \widetilde{\otimes}_{l} Y,\left(E \widetilde{\otimes}_{l} Y\right)^{*},\langle\cdot, \cdot\rangle\right)$, where $\left\langle x, x^{*}\right\rangle=x^{*}(x)$, and let $0<e \in E$. For all $x^{*} \in\left(E \widetilde{\otimes}_{l} Y\right)^{*}$, define $\mathbb{E}_{G, e}^{x^{*}}$ and $\mathbb{F}_{G, e}^{x^{*}}$ respectively, for all $x \in E \widetilde{\otimes}_{l} Y$, by

$$
\mathbb{E}_{G, e}^{x^{*}}(x)=\left\{g \in G:\left\langle x-e \otimes g, x^{*}\right\rangle=0\right\}
$$

and

$$
\mathbb{F}_{G, e}^{x^{*}}(x)=\left\{g \in G:\left\langle x-e \otimes g, x^{*}\right\rangle \leq 0\right\}
$$

In the case $E=L_{p}(P)$ and $e=\mathbf{1}: \Omega \rightarrow \mathbb{R}$, defined by $\mathbf{1}(\omega)=1$ a.e., we denote $\mathbb{F}_{G, \mathbf{1}}^{x^{*}}$ by $\mathbb{F}_{G}^{x^{*}}$.

We can now state the dual representation result first for set-valued coherent $e$-risk measures defined on the completed $l$-tensor product.

Theorem 7.3.6. Let $\rho_{e}: E \widetilde{\otimes}_{l} Y \rightarrow \mathcal{K}_{c}$ be proper and closed. The function $\rho_{e}$ is a coherent e-risk measure if and only if, for all $x \in E \widetilde{\otimes}_{l} Y$,

$$
\begin{equation*}
\rho_{e}(x)=\bigcap_{Z^{*} \in C^{\circ} \cap A_{\rho e}^{+}} \mathbb{F}_{G, e}^{Z^{*}}[-x] . \tag{7.12}
\end{equation*}
$$

Proof. Let $\rho_{e}: E \widetilde{\otimes}_{l} Y \rightarrow \mathcal{K}_{c}$ be a proper closed coherent $e$-risk measure.
If $Z^{*} \in\left(E \widetilde{\otimes}_{l} Y\right)^{*}$, define a function $z^{*}: G \rightarrow \mathbb{R}$ by

$$
z^{*}(g)=Z^{*}(e \otimes g) \text { for all } g \in G .
$$

Then $z^{*}=Z^{*} \circ j$, where $j: G \rightarrow E \widetilde{\otimes}_{l} Y$ is the canonical embedding, given by $j(g)=e \otimes g$. As $j(K) \subseteq C$, it follows that $Z^{*} \in C^{\circ}$ implies $z^{*} \in K^{\circ}$.

Since $\left(-Z^{*},-z^{*}\right) \in \mathcal{Y}$ for $Z^{*} \in C^{\circ}$, Theorem 7.2.5 implies that for all $x \in E \widetilde{\otimes}_{l} Y$,

$$
\rho_{e}(x)=\bigcap_{Z^{*} \in C^{\circ} \cap A_{\rho_{e}}^{+}} S_{\left(-Z^{*},-z^{*}\right)}(x) .
$$

Furthermore, if $Z^{*} \in C^{\circ}$, then as already noted, $z^{*} \in K^{\circ}$, and we get

$$
\begin{aligned}
S_{\left(-Z^{*},-z^{*}\right)}(x) & =\left\{g \in G:\left\langle x,-Z^{*}\right\rangle-\left\langle g, z^{*}\right\rangle \leq 0\right\} \\
& =\left\{g \in G:\left\langle-x, Z^{*}\right\rangle-\left\langle e \otimes g, Z^{*}\right\rangle \leq 0\right\} \\
& =\left\{g \in G:\left\langle-x-e \otimes g, Z^{*}\right\rangle \leq 0\right\} \\
& =\mathbb{F}_{G, e}^{Z^{*}}[-x],
\end{aligned}
$$

proving the representation.
Conversely, we need to show that (7.12) is a coherent $e$-risk measure.
First, we show that (R0) holds. Note that

$$
\mathbb{F}_{G, e}^{Z^{*}}[0]=S_{\left(-Z^{*},-z^{*}\right)}(0)=\left\{g \in G: z^{*}(g) \geq 0\right\} .
$$

As $z^{*} \in K^{\circ}$, we have that $z^{*}(k) \geq 0$ for all $k \in K$. Hence, $K \subseteq \mathbb{F}_{G, e}^{Z_{e}^{*}}[0]$ for all $Z^{*} \in C^{\circ} \cap A_{\rho_{e}^{+}}$. Therefore, $K \subseteq \rho_{e}(0)$.

Assume $\rho_{e}(0) \cap(-\operatorname{int} K) \neq \emptyset$. Select $g \in G$ such that $g \in \rho_{e}(0)$ and $g \in-\operatorname{int} K$. From $g \in-\operatorname{int} K$ and $z^{*} \in K^{\circ}$, we get $z^{*}(g) \leq 0$. From $g \in \rho_{e}(0)$, we get

$$
g \in \mathbb{F}_{G, e}^{Z^{*}}[0] \text { for all } Z^{*} \in C^{\circ} \cap A_{\rho_{e}}^{+} .
$$

Thus, $z^{*}(g) \geq 0$, a contradiction. In other words, we must have $\rho_{e}(0) \cap(-\operatorname{int} K)=\emptyset$.

Next, note that

$$
\begin{aligned}
\mathbb{F}_{G, e}^{Z^{*}}[-x-e \otimes g] & =\left\{u \in G:-Z^{*}(x+e \otimes g)-z^{*}(u) \leq 0\right\} \\
& =\left\{u \in G:-Z^{*}(x)-z^{*}(u+g) \leq 0\right\} \\
& =\left\{v-g \in G:-Z^{*}(x)-z^{*}(v) \leq 0\right\} \\
& =\mathbb{F}_{G, e}^{Z^{*}}[-x]+\{-g\} .
\end{aligned}
$$

Hence, $\rho_{e}(x+e \otimes g)=\rho_{e}(x)+\{-g\}$, proving translativity with respect to $e$.
Lastly, consider $x, y \in E \widetilde{\otimes}_{l} Y$ such that $x-y \in C$. Let $g \in \mathbb{F}_{G, e}^{Z^{*}}(-y)$. Then

$$
-Z^{*}(y)-z^{*}(g) \leq 0
$$

Hence, $-Z^{*}(x)+Z^{*}(x-y)-z^{*}(g) \leq 0$ and

$$
-Z^{*}(x)-z^{*}(g) \leq-Z^{*}(x-y) \leq 0 \text { as } Z^{*} \in C^{\circ}
$$

showing that $g \in \mathbb{F}_{G, e}^{Z^{*}}(-x)$, i.e. $\mathbb{F}_{G, e}^{Z^{*}}(-y) \subseteq \mathbb{F}_{G, e}^{Z^{*}}(-x)$ for all $Z^{*} \in C^{\circ}$. Therefore, $\rho_{e}(y) \subseteq$ $\rho_{e}(x)$, proving the $C$-monotonicity.

Using the properties of $S_{\left(-Z^{*},-z^{*}\right)}$, we know that

$$
\mathbb{F}_{G, e}^{Z^{*}}[t x]=t \mathbb{F}_{G, e}^{Z^{*}}[x] \text { for } t \neq 0
$$

and

$$
\mathbb{F}_{G, e}^{Z^{*}}\left[x_{1}+x_{2}\right]=\mathbb{F}_{G, e}^{Z^{*}}\left[x_{1}\right]+\mathbb{F}_{G, e}^{Z^{*}}\left[x_{2}\right] .
$$

Hence, $\rho_{e}$ is both positive homogeneous and subadditive.
Next, we state and prove the representation of set-valued convex $e$-risk measures defined on the completed $l$-tensor product.

Theorem 7.3.7. Let $\rho_{e}: E \widetilde{\otimes}_{l} Y \rightarrow \mathcal{K}_{c}$ be proper. If $\rho_{e}$ is a closed convex e-risk measure, then for all $x \in E \widetilde{\otimes}_{l} Y$,

$$
\begin{equation*}
\rho_{e}(x)=\bigcap_{Z^{*} \in C^{\circ}}\left[\mathbb{F}_{G, e}^{Z^{*}}[-x]+\alpha_{\min }\left(Z^{*}\right)\right], \tag{7.13}
\end{equation*}
$$

where the penalty function $\alpha_{\text {min }}: C^{\circ} \rightarrow G$ is given by

$$
\alpha_{\min }\left(Z^{*}\right)=\operatorname{cl} \bigcup_{x_{0} \in A_{\rho_{e}}} \mathbb{F}_{G, e}^{Z^{*}}\left[x_{0}\right] \text { for } Z^{*} \in C^{\circ}
$$

Moreover, $\alpha_{\text {min }}$ is the minimal penalty function that represents $\rho_{e}$, i.e. any penalty function $\alpha$ for which (7.13) holds, satisfies $\alpha_{\text {min }}\left(Z^{*}\right) \subseteq \alpha\left(Z^{*}\right)$ for all $Z^{*} \in C^{\circ}$.

Proof. (i): Let $\rho_{e}: E \widetilde{\otimes}_{l} Y \rightarrow \mathcal{K}_{c}$ be a proper closed convex $e$-risk measure. Define $z^{*}$ as in the proof of Theorem 7.3.6.

Then, Theorem 7.2.4 implies that for all $x \in E \widetilde{\otimes}_{l} Y$,

$$
\rho_{e}(x)=\bigcap_{Z^{*} \in C^{\circ}}\left[S_{\left(-Z^{*},-z^{*}\right)}(x)+\mathrm{cl} \bigcup_{x_{0} \in A_{\rho_{e}}} S_{\left(-Z^{*},-z^{*}\right)}\left(-x_{0}\right)\right] .
$$

We also have by the proof of Theorem 7.3.6, that $S_{\left(-Z^{*},-z^{*}\right)}(x)=\mathbb{F}_{G, e}^{Z^{*}}[-x]$.
Let

$$
\alpha_{\min }\left(Z^{*}\right)=\operatorname{cl} \bigcup_{x_{0} \in A_{\rho_{e}}} \mathbb{F}_{G, e}^{Z^{*}}\left[x_{0}\right],
$$

giving us the required representation.
Finally, let $\alpha$ be any penalty function for $\rho_{e}$. Then, for all $Z^{*} \in C^{\circ}$, we have that

$$
\rho_{e}(x) \subseteq \mathbb{F}_{G, e}^{Z^{*}}[-x]+\alpha\left(Z^{*}\right) .
$$

Hence,

$$
\alpha\left(Z^{*}\right) \supseteq \rho_{e}(x)+\mathbb{F}_{G, e}^{Z^{*}}[x] \text { for all } x \in E \widetilde{\otimes}_{l} Y,
$$

i.e.

$$
\begin{aligned}
\alpha\left(Z^{*}\right) & \supseteq \mathrm{cl} \bigcup_{x \in E \widetilde{ه}_{l} Y}\left[\rho_{e}(x)+\mathbb{F}_{G, e}^{Z^{*}}[x]\right] \\
& \supseteq \mathrm{cl} \bigcup_{x \in \mathcal{A}_{\rho_{e}}}\left[\rho_{e}(x)+\mathbb{F}_{G, e}^{Z^{*}}[x]\right] \\
& \supseteq \operatorname{cl} \bigcup_{x \in \mathcal{A}_{\rho_{e}}} \mathbb{F}_{G, e}^{Z^{*}}[x]=\alpha_{\min }\left(Z^{*}\right),
\end{aligned}
$$

as required.
Next, we present applications of our main result, Theorem 7.3.7.
Corollary 7.3.8. Suppose that $Y^{*}$ has the Radon-Nikodým property.
(i) Let $1 \leq p<\infty$ and $\frac{1}{p}+\frac{1}{q}=1$ and $\rho_{e}: L_{p}(P, Y) \rightarrow \mathcal{K}_{c}$. In addition to the descriptions of $\rho_{e}$ in Theorem 7.3.7, $C^{\circ}$ and $\mathbb{F}_{G, e}^{Z_{e}^{*}}$ are respectively, given by

$$
C^{\circ}=\left\{Z^{*} \in L_{q}\left(P, Y^{*}\right): Z^{*}(c) \geq 0 \text { for all } c \in C\right\}
$$

and, for all $x \in L_{p}(P, Y)$,

$$
\mathbb{F}_{G, e}^{Z^{*}}[x]=\left\{g \in G: \int_{\Omega} x(\omega) Z^{*}(\omega) d P \leq z^{*}(g)\right\},
$$

where $z^{*}=Z^{*} \circ j$ and $j: G \rightarrow E \widetilde{\otimes}_{l} Y$ is the canonical embedding, given by $j(g)=e \otimes g$.
(ii) Let $\left(\Psi, \Psi^{*}\right)$ be complementary finite Young functions and $\rho_{e}: H_{\Psi}(P, Y) \rightarrow \mathcal{K}_{c}$. In addition to the descriptions of $\rho_{e}$ in Theorem 7.3.7, $C^{\circ}$ and $\mathbb{F}_{G, e}^{Z *}$ are respectively, given by

$$
C^{\circ}=\left\{Z^{*} \in L_{\Psi^{*}}(P) \widetilde{\otimes}_{l} Y^{*}: Z^{*}(c) \geq 0 \text { for all } c \in C\right\}
$$

and, for all $x \in H_{\Psi}(P, Y)$,

$$
\mathbb{F}_{G, e}^{Z_{e}^{*}}[x]=\left\{g \in G: \int_{\Omega} x(\omega) Z^{*}(\omega) d P \leq z^{*}(g)\right\}
$$

where $z^{*}=Z^{*} \circ j$ and $j: G \rightarrow E \widetilde{\otimes}_{l} Y$ is the canonical embedding, given by $j(g)=e \otimes g$.
(iii) Let $E$ be a separable Banach lattice with order continuous norm and a quasi interior point $0<e \in E$ and $\rho_{e}: E \widetilde{\otimes}_{l} Y \rightarrow \mathcal{K}_{c}$. In addition to the descriptions of $\rho_{e}$ in Theorem 7.3.7, $C^{\circ}$ and $\mathbb{F}_{G}^{Z^{*}}$ are respectively, given by

$$
C^{\circ}=\left\{Z^{*} \in E^{*} \widetilde{\otimes}_{l} Y^{*}: Z^{*}(c) \geq 0 \text { for all } c \in C\right\}
$$

and, for all $x \in E \widetilde{\otimes}_{l} Y$,

$$
\mathbb{F}_{G, e}^{Z^{*}}[x]=\left\{g \in G: \sum_{i, j} x_{i}^{*}\left(x_{j}\right) y_{i}^{*}\left(y_{j}\right) \leq \sum_{i} x_{i}^{*}(e) y_{i}^{*}(g)\right\}
$$

where $x=\sum_{j} x_{j} \otimes y_{j}$, for some sequences $\left(x_{i}\right) \subseteq E$ and $\left(y_{i}\right) \subseteq F$ such that $\left\|\sum_{i}\left|x_{j}\right|\right\|_{E}<\infty$ and $\lim _{n \rightarrow \infty}\left\|y_{j}\right\|_{Y}=0$, and $Z^{*}=\sum_{j} x_{j}^{*} \otimes y_{j}^{*}$, for some sequences $\left(x_{i}^{*}\right) \subseteq E^{*}$ and $\left(y_{i}^{*}\right) \subseteq Y^{*}$ such that $\left\|\sum_{i}\left|x_{j}^{*}\right|\right\|_{E^{*}}<\infty$ and $\lim _{n \rightarrow \infty}\left\|y_{j}^{*}\right\|_{Y^{*}}=0$.

Proof. (i) Let $Y^{*}$ be a Banach space with the Radon-Nikodým property. If $(\Omega, \mathcal{F}, P)$ is a probability space, $1 \leq p<\infty$ and $\frac{1}{p}+\frac{1}{q}=1$, then $\left(\left(L_{p}(P, Y),\left(L_{q}\left(P, Y^{*}\right),\langle\cdot, \cdot\rangle\right)\right.\right.$, where $\langle\cdot, \cdot\rangle: L_{p}(P, Y) \times L_{q}\left(P, Y^{*}\right) \rightarrow \mathbb{R}$ is given by

$$
\langle u, v\rangle=\int_{\Omega} u(t) v(t) d P
$$

is a dual pair (see [52]).
By the respective definitions of $C^{\circ}$ and $\mathbb{F}_{G, e}^{Z^{*}}$, it follows that

$$
C^{\circ}=\left\{Z^{*} \in L_{q}\left(P, Y^{*}\right): Z^{*}(c) \geq 0 \text { for all } c \in C\right\}
$$

and, for all $x \in L_{p}(P, Y)$,

$$
\mathbb{F}_{G, e}^{Z^{*}}[x]=\left\{g \in G: \int_{\Omega} x(\omega) Z^{*}(\omega) d P \leq z^{*}(g)\right\}
$$

where $z^{*}=Z^{*} \circ j$ and $j: G \rightarrow E \widetilde{\otimes}_{l} Y$ is the canonical embedding, given by $j(g)=e \otimes g$.
(ii) Let $Y^{*}$ be a Banach space with the Radon-Nikodým property. If $(\Omega, \mathcal{F}, P)$ is a probability space, and $\Psi$ a finite Young function with complementary finite Young function $\Psi^{*}$, then $\left(\left(H_{\Psi}(P, Y),\left(L_{\Psi^{*}}\left(P, Y^{*}\right),\langle\cdot, \cdot\rangle\right)\right.\right.$, where $\langle\cdot, \cdot\rangle:\left(H_{\Psi}(P, Y) \times L_{\Psi^{*}}\left(P, Y^{*}\right) \rightarrow \mathbb{R}\right.$ is given by

$$
\langle u, v\rangle=\int_{\Omega} u(t) v(t) d P
$$

is a dual pair (see [114]). The rest follows as in (i).
(iii) If $E$ is a separable Banach lattice with order continuous norm and a quasi interior point $0<e \in E$, then $\left(E \widetilde{\otimes}_{l} Y, E^{*} \widetilde{\otimes}_{l} Y^{*},\langle\cdot, \cdot\rangle\right)$, where $\langle\cdot, \cdot\rangle: E \widetilde{\otimes}_{l} Y \times E^{*} \widetilde{\otimes}_{l} Y^{*} \rightarrow \mathbb{R}$ is given by

$$
\langle u, v\rangle=\sum_{i, j} x_{i}^{*}\left(x_{j}\right) y_{i}^{*}\left(y_{j}\right)
$$

and $u=\sum_{j} x_{j} \otimes y_{j}$, for some sequences $\left(x_{i}\right) \subseteq E$ and $\left(y_{i}\right) \subseteq Y$ such that $\left\|\sum_{i}\left|x_{j}\right|\right\|_{E}<\infty$ and $\lim _{n \rightarrow \infty}\left\|y_{j}\right\|_{Y}=0$, and $v=\sum_{j} x_{j}^{*} \otimes y_{j}^{*}$, for some sequences $\left(x_{i}^{*}\right) \subseteq E^{*}$ and $\left(y_{i}^{*}\right) \subseteq Y^{*}$ such that $\left\|\sum_{i} \mid x_{j}^{*}\right\|_{E^{*}}<\infty$ and $\lim _{n \rightarrow \infty}\left\|y_{j}^{*}\right\|_{Y^{*}}=0$, is a dual pair (see [31]).

By the respective definitions of $C^{\circ}$ and $\mathbb{F}_{G, e}^{Z^{*}}$, it follows that

$$
C^{\circ}=\left\{Z^{*} \in E^{*} \widetilde{\otimes}_{l} Y^{*}: Z^{*}(c) \geq 0 \text { for all } c \in C\right\}
$$

and, for all $x \in E \widetilde{\otimes}_{l} Y$,

$$
\mathbb{F}_{G, e}^{Z^{*}}[x]=\left\{g \in G: \sum_{i, j} x_{i}^{*}\left(x_{j}\right) y_{i}^{*}\left(y_{j}\right) \leq \sum_{i} x_{i}^{*}(e) y_{i}^{*}(g)\right\}
$$

where $x=\sum_{j} x_{j} \otimes y_{j}$, for some sequences $\left(x_{i}\right) \subseteq E$ and $\left(y_{i}\right) \subseteq F$ such that $\left\|\sum_{i}\left|x_{j}\right|\right\|_{E}<\infty$ and $\lim _{n \rightarrow \infty}\left\|y_{j}\right\|_{Y}=0$, and $Z^{*}=\sum_{j} x_{j}^{*} \otimes y_{j}^{*}$, for some sequences $\left(x_{i}^{*}\right) \subseteq E^{*}$ and $\left(y_{i}^{*}\right) \subseteq Y^{*}$ such that $\left\|\sum_{i}\left|x_{j}^{*}\right|\right\|_{E^{*}}<\infty$ and $\lim _{n \rightarrow \infty}\left\|y_{j}^{*}\right\|_{Y^{*}}=0$.

Remark 7.3.9. Consider the case $Y=\mathbb{R}^{d}$ and $G=\mathbb{R}^{m}$. Let $E^{i}=\mathbf{1}$ for all $1 \leq i \leq d$ and identify $g=\left(g_{1}, \ldots, g_{m}\right) \in \mathbb{R}^{m}$ and $\left(g_{1}, \cdots, g_{m}, 0 \ldots, 0\right) \in \mathbb{R}^{d}$. Then

$$
(\mathbf{1} \otimes g)=\sum_{i=1}^{m} g_{i} E^{i}
$$

Consequently, for all $Z^{*} \in L_{q}\left(P, \mathbb{R}^{d}\right)$ and $X \in L_{p}\left(P, \mathbb{R}^{d}\right)$ (respectively, $Z^{*} \in L_{\Psi}(P) \widetilde{\otimes}_{l} \mathbb{R}^{d}$ and $X \in H_{\Psi}\left(P, \mathbb{R}^{d}\right)$ ) we may replace the expression for $\mathbb{F}_{G}^{Z^{*}}[x]$ in Corollary 7.3 .8 (i) (respectively (ii)) by

$$
\mathbb{F}_{G}^{Z^{*}}[x]=\left\{u \in \mathbb{R}^{m}: \int_{\Omega}\left(x-\sum_{i=1}^{m} u_{i} E^{i}\right) \cdot Z^{*} d P \leq 0\right\}
$$

This yields the expression as considered by Hamel et al. [79] for the case $L_{p}\left(P, \mathbb{R}^{d}\right)$.

## Appendix A

## Appendix: Functional analysis background

## A. 1 Riesz spaces

To properly understand the concept of duality, it is necessary to know some important properties about certain Riesz spaces. This section will cover these properties. The reader is referred to [32], [54], [167] and [168] for more details. Most theorems in this chapter are taken from [168].

Definition A.1.1. $(X, \leq)$ is a partially ordered set if $\leq$ is a partial ordering, i.e.
(i) $x \leq x$ for all $x \in X$,
(ii) $x \leq y$ and $y \leq z$ implies $x \leq z$ and
(iii) $x \leq y$ and $y \leq x$ implies $x=y$.

We will denote the partially ordered set $(X, \leq)$ by $X$ if it is clear which partial ordering is meant.

Definition A.1.2. Let $X$ be a partially ordered set.
(i) If every subset of $X$ consisting of two elements has a supremum and an infimum then $X$ is called a lattice.
(ii) We denote $\sup \{x, y\}$ by $x \vee y$ and $\inf \{x, y\}$ by $x \wedge y$ for all $x, y \in X$.
(iii) We write $x^{+}=x \vee 0, x^{-}=(-x) \vee 0$ and $|x|=x^{+}+x^{-}$.
(iv) $x_{n} \uparrow x$ denotes that $\left(x_{n}\right)$ is an increasing sequence and $x=\sup \left\{x_{n}: n \in \mathbb{N}\right\}$.

Definition A.1.3. The real vector space $E$ is called an ordered vector space if $E$ has a partial ordering satisfying
(i) $f \leq g \Rightarrow f+h \leq g+h$ for every $f, g, h \in E$ and
(ii) $f \geq 0 \Rightarrow \alpha f \geq 0$ for every $\alpha \geq 0$ in $\mathbb{R}$.

If $E$ is also a lattice with respect to the partial ordering, then $E$ is called a Riesz space or a vector lattice.

Riesz spaces allow for the following algebraic structures.
Definition A.1.4. Let $E$ be a Riesz space.
(i) $R \subseteq E$ is called a Riesz subspace if $R$ is a vector subspace of $E$ and for all $x, y \in R$ we have $x \wedge y \in R$ and $x \vee y \in R$.
(ii) $S \subseteq E$ is called solid if $f \in S$ implies $[-|f|,|f|] \subseteq S$.
(iii) $A \subseteq E$ is called an $i d e a l$ if $A$ is a solid vector subspace.
(iv) An ideal $B \subseteq E$ is called a band if for all $D \subseteq B$ with $f=\sup D$, we have $f \in B$.

Definition A.1.5. Let $E$ be a Riesz space. Then $E$ is called
(i) Archimedean if $\inf \left\{\frac{u}{n}: n \in \mathbb{N}\right\}=0$ for all $u \in E^{+}$.
(ii) Dedekind complete if every non-empty subset of $E$ that is bounded above (bounded below) has a supremum (infimum).

Definition A.1.6. Let $E$ be a Riesz space. We say that $f, g \in E$ are disjoint if $|f| \wedge|g|=0$ and we write $f \perp g$. If $D$ is a non empty subset of $E$, then the set

$$
D^{d}=\{f \in E: f \perp g \quad \forall g \in D\}
$$

is called the disjoint complement of $D$. This set is sometimes denoted by $D^{\perp}$.

Definition A.1.7. A map $P: E \rightarrow E$ is a projection if $P^{2} x=P(P x)=P x$ for all $x \in E$.

Definition A.1.8. A band $B$ in a Riesz space $E$ is called a projection band if

$$
E=B \oplus B^{d}
$$

Let $B$ be a projection band of a Riesz space $E$. The map $P_{B}: E \rightarrow B$, defined by $P_{B}(x)=x_{1}$, where $x=x_{1}+x_{2}, x_{1} \in B$ and $x_{2} \in B^{d}$, is a linear projection and a Riesz homomorphism, i.e. $\left|P_{B} x\right|=P_{B}|x|$. Moreover, $P_{B}$ is order continuous, i.e. if $0 \leq x_{\alpha} \uparrow x$ in $E$, then $P_{B}\left(x_{\alpha}\right) \uparrow P_{B}(x)$. Furthermore, for all $x \in E^{+}$

$$
P_{B}(x)=\sup \{y \in B: 0 \leq y \leq x\} .
$$

If $B \oplus B^{d}=E$ for every band $B$ in $E$, then $E$ is said to have the projection property. It is well-known that Archimedean Riesz spaces have the projection property and Riesz spaces with the projection property are Dedekind complete.

For any nonempty subset $D$ of the Riesz space $E$, the intersection of all bands containing $D$ is called the band generated by $D$, denoted by $B_{D}$. In particular, if $D$ consists of one element $u$, then we write $B_{D}=B_{u}$ and $B_{u}$ is called the principle band generated by $u$.

The projection determined by a principal projection band $B_{u}$ is denoted by $P_{u}$. It is known, see [167], that for all $x \in E^{+}$,

$$
\begin{equation*}
P_{u}(x)=\sup \{x \wedge n|u|: n \in \mathbb{N}\} \tag{A.1}
\end{equation*}
$$

Definition A.1.9. An element $e>0$ in the Riesz space $E$ is called a weak order unit if $B_{e}=E$.

If $e$ is a weak order unit of $E$, then (A.1) implies $x \wedge n e \uparrow x$ for all $x \in E^{+}$. The next result shows that the positivity assumption on $x$ is not required.

Lemma A.1.10. If the Riesz space $E$ has a weak order unit $e \in E^{+}$, then

$$
x \wedge n e \uparrow x \quad \text { for all } x \in E .
$$

Proof. For any $x \in E$

$$
\begin{aligned}
x \wedge n e & =(x \wedge n e)^{+}-(x \wedge n e)^{-} \\
& =(x \wedge n e) \vee 0-(-(x \wedge n e)) \vee 0 \\
& =(x \vee 0) \wedge(n e \vee 0)-((-x) \vee(-n e)) \vee 0 \\
& =x^{+} \wedge n e-((-x) \vee(-n e) \vee 0) \\
& =x^{+} \wedge n e-((-x) \vee 0) \\
& =x^{+} \wedge n e-x^{-} .
\end{aligned}
$$

Since $x^{+} \geq 0$, using the above we know that $x^{+} \wedge n e \uparrow x^{+}$. Therefore,

$$
x \wedge n e=x^{+} \wedge n e-x^{-} \uparrow x^{+}-x^{-}=x
$$

which completes the proof.
Consider a vector subspace $A$ of a vector space $V$. We can divide $V$ into equivalence classes modulo A by introducing an equivalence relation in V defined by saying that $f$ and $g$ in V are equivalent if and only if $f-g \in A$. The set of all equivalence classes is called the quotient space of $V$ modulo $A$ and is denoted by $V / A$.

The quotient space $V / A$ is a vector space if we define the vector space operations by

$$
\begin{aligned}
{[f]+[g] } & =[f+g] \text { and } \\
\alpha[f] & =[\alpha f]
\end{aligned}
$$

for all $[f],[g] \in V / A$ and $\alpha \in \mathbb{R}$.
Theorem A.1.11. If $A$ is an ideal in the Riesz space $E$, then the quotient space $E / A$ is a Riesz space with respect to the following partial ordering: given $[f]$ and $[g]$ in $E / A$, we write $[f] \leq[g]$ whenever there exists elements $f_{1} \in[f]$ and $g_{1} \in[g]$ satisfying $f_{1} \leq g_{1}$.

## A. 2 Order duality

Now that we know the basics of Riesz spaces we can start looking at the definitions of algebraic and order duals and look at some of their important properties.

Definition A.2.1. Let $X$ and $Y$ be vector spaces.
(i) A linear operator is a map $T: X \rightarrow Y$ that satisfies $T(\alpha x+\beta y)=\alpha T(x)+\beta T(y)$ for each $\alpha, \beta \in \mathbb{R}$ and $x, y \in X$.
(ii) We shall denote by $L(X, Y)$ the vector space of all linear operators from $X$ into $Y$.
(iii) In the case where $Y=\mathbb{R}$, we shall denote $L(X, Y)$ by $X^{\#}$. The elements of $X^{\#}$ are called linear functions and $X^{\#}$ is called the algebraic dual of $X$.

Definition A.2.2. Let $E$ and $F$ be Riesz spaces and let $T: E \rightarrow F$ be a linear operator.
(i) $T$ is said to be a positive operator if $x \geq 0$ in $E$ implies $T(x) \geq 0$ in $F$.
(ii) $T$ is said to be order bounded if $T$ maps any order interval in $E$ into an order interval in $F$. We will denote the set of all order bounded linear operators by $L^{b}(E, F)$.
(iii) $T$ is said to be regular if $T$ can be written as $T=T_{1}-T_{2}$ where both $T_{1}$ and $T_{2}$ are positive. We will denote the set of all regular linear operators by $L^{r}(E, F)$.
(iv) $T$ is called order continuous if for any downwards directed set $D \subseteq E$ with $D \downarrow 0$ we have $\inf \{|T(f)|: f \in D\}=0$ in $F$. The vector space of all order continuous operators in $L^{b}(E, F)$ is denoted by $L^{n}(E, F)$.
(v) $T$ is called $\sigma$-order continuous if for any monotone sequence $\left(f_{n}\right)$ in $E$ with $f_{n} \downarrow 0$ we have $\inf \left\{\left|T\left(f_{n}\right)\right|: n \in \mathbb{N}\right\}=0$ in $F$. The vector space of all $\sigma$-order continuous operators in $L^{b}(E, F)$ is denoted by $L^{c}(E, F)$.

Theorem A.2.3. Let E be a Riesz space and F a Dedekind complete Riesz space. Then $L^{b}(E, F)$ is a Dedekind complete Riesz space.

The following result shows how the spaces $L^{r}(E, F)$ and $L^{b}(E, F)$ are related.
Theorem A.2.4. If $E$ and $F$ are Riesz spaces with $F$ Dedekind complete and $T: E \rightarrow F$ is a linear operator, then $T$ is regular if and only if $T$ is order bounded, i.e. then $L^{r}(E, F)=$ $L^{b}(E, F)$.

Since $\mathbb{R}$ is a Dedekind complete Riesz space, we have that if $F=\mathbb{R}$, then order bounded linear functionals on E are the same as regular linear functionals on E . This space of all order bounded linear functionals is called the order dual of E and is denoted by $E^{\sim}$.

We will denote the set of all order continuous linear functional of $E$ by $E_{n}^{\sim}$ and the set of all $\sigma$-order continuous linear functionals of $E$ by $E_{c}^{\sim}$. Their disjoint complements will be denoted by $E_{t}^{\sim}$ and $E_{s}^{\sim}$ respectively. The elements of $E_{s}^{\sim}$ are called singular elements.

Since $E^{\sim}$ is Dedekind complete, it has the projection property and we have the following theorem taken from [167].

Theorem A.2.5. Let $E$ be a Riesz space. Then
(i) $E_{c}^{\sim}$ is a projection band in $E^{\sim}$, i.e.

$$
E^{\sim}=E_{c}^{\sim} \oplus E_{s}^{\sim}
$$

Therefore, for any $\phi \in\left(E^{\sim}\right)^{+}$, there exists a unique decomposition

$$
\phi=\phi_{c}+\phi_{s},
$$

with $\phi_{c} \in\left(E_{c}^{\sim}\right)^{+}$and $\phi_{s} \in\left(E_{s}^{\sim}\right)^{+}$.
(ii) Similarly for $E_{n}^{\sim}$ and $E_{t}^{\sim}$, i.e.

$$
E^{\sim}=E_{n}^{\sim} \oplus E_{t}^{\sim}
$$

The following result, also taken from [167], gives a complete description of $\phi_{c}$ and $\phi_{s}$ for $\phi \geq 0$.

Theorem A.2.6. For any $\phi \geq 0$ in $E^{\sim}$ and $u \geq 0$ in $E$, the $\sigma$-order continuous component $\phi_{c}$ of $\phi$ satisfies

$$
\phi_{c}(u)=\inf \left\{\lim \phi\left(u_{n}\right): 0 \leq u_{n} \uparrow u\right\} .
$$

Hence, $\phi$ is singular, i.e. $\phi=\phi_{s}$, if and only if for any $\epsilon>0$, there exists a sequence $0 \leq u_{n} \uparrow u$ in $E$ such that $0 \leq \phi\left(u_{n}\right)<\epsilon$ for all $n$.

## A. 3 Banach lattices

The next step is to introduce norms on Riesz spaces which are compatible with the order structure.

Definition A.3.1. Let $X$ be a real vector space. A map $\|\cdot\|: X \rightarrow \mathbb{R}$ is called a norm if
(i) $\|f\| \geq 0$ for all $f \in X$ and $\|f\|=0$ if and only if $f=0$,
(ii) $\|\alpha f\|=|\alpha|\|f\|$ for all $f \in X$ and $\alpha \in \mathbb{R}$ and
(iii) $\|f+g\| \leq\|f\|+\|g\|$ for all $f, g \in X$.

The pair $(X,\|\cdot\|)$ is called a normed space. If $(X,\|\cdot\|)$ is complete with respect to the norm, i.e. every norm Cauchy sequence has a limit in $X$, then $(X,\|\cdot\|)$ is called a Banach space.

We denote the normed space $(X,\|\cdot\|)$ by $X$ and call $X$ a Banach space, if it is clear which norm is meant. The next theorem shows that if a vector space is complete with respect to two norms, then the two norms must be equivalent.

Theorem A.3.2. Let $\|\cdot\|_{1}$ and $\|\cdot\|_{2}$ be norms on a vector space $X$. If $\left(X,\|\cdot\|_{1}\right)$ and $\left(X,\|\cdot\|_{2}\right)$ are Banach spaces, then $\|\cdot\|_{1}$ is equivalent to $\|\cdot\|_{2}$, i.e. there exist $\alpha, \beta \in \mathbb{R}$ such that $\alpha\|\cdot\|_{1} \leq\|\cdot\|_{2} \leq \beta\|\cdot\|_{2}$.

Definition A.3.3. Let $E$ be a Riesz space.
(i) If $E$ is equipped with a norm $\|\cdot\|$, then $\|\cdot\|$ is called a Riesz norm if for all $f, g \in E$ with $|f| \leq|g|$, we have that $\|f\| \leq\|g\|$.
(ii) A Riesz space $E$ equipped with a Riesz norm is called a normed Riesz space.
(iii) If a normed Riesz space $E$ is complete with respect to the norm, then $E$ is called a Banach lattice.

Definition A.3.4. The normed Riesz space $E$ is said to have an order continuous norm if for any subset $D \downarrow 0$ in $E$, we have $\inf \{\|f\|: f \in D\}=0$. The norm is said to be $\sigma$-order continuous if for any sequence $f_{n} \downarrow 0$ in $E$, we have $\left\|f_{n}\right\| \downarrow 0$.

We next define some special types of Banach lattices, which we will encounter at a later stage.

Definition A.3.5. Let $E$ denote a normed Riesz space.
(i) $(E,\|\cdot\|)$ is called an $L$-normed space if $\|\cdot\|$ satisfies $\|x+y\|=\|x\|+\|y\|$ for all $x, y \in E^{+}$. An $L$-normed Banach lattice is called an $A L$-space.
(ii) $(E,\|\cdot\|)$ is called an $M$-normed space if $\|\cdot\|$ satisfies $\|x \vee y\|=\|x\| \vee\|y\|$ for all $x, y \in E^{+}$. An $M$-normed Banach lattice is called an $A M$-space.

## A. 4 Norm duality

In this section, we will define the Banach dual of normed Riesz spaces and relate Banach duals to order duals.

Definition A.4.1. Let $X$ and $Y$ be normed spaces. A linear operator $T: X \rightarrow Y$ is said to be norm bounded if there exists a constant $A>0$ such that $\|T x\| \leq A\|x\|$ for all $x \in X$.

Definition A.4.2. Let $X$ and $Y$ be normed spaces.
(i) We define the normed space $\mathcal{L}(X, Y)$ by

$$
\mathcal{L}(X, Y):=\{T \in L(X, Y): \mathrm{T} \text { is norm bounded }\}
$$

together with the operator norm $\|\cdot\|$, defined by

$$
\|T\|=\sup \{\|T x\|:\|x\| \leq 1\} \text { for all } T \in \mathcal{L}(X, Y)
$$

(ii) In the case where $Y=\mathbb{R}$, we will denote $\mathcal{L}(X, Y)$ by $X^{*}$. The elements of $X^{*}$ are called linear functionals and $X^{*}$ is called the continuous dual space or the Banach dual space of $X$.

If $X$ is a normed space and $Y$ is a Banach space, then $\mathcal{L}(X, Y)$ is also a Banach space with respect to the operator norm. In particular, we have that $X^{*}$ is a Banach space.

Theorem A.4.3. Let $E$ and $F$ be Banach lattices with $F$ Dedekind complete. Then, for all $T \in \mathcal{L}(E, F)$ and $T \geq 0$,

$$
\|T\|=\sup \{\|T x\|: 0 \leq x \in E,\|x\| \leq 1\}
$$

Theorem A.4.4. If $E$ is a Banach lattice, then $E^{*}=E^{\sim}$.

Definition A.4.5. Let $X$ and $Y$ be Banach spaces and $T: X \rightarrow Y$ a bounded linear map. Then the adjoint $T^{*}: Y^{*} \rightarrow X^{*}$ of $T$ is given by

$$
\left[T^{*}\left(y^{*}\right)\right](x)=y^{*}(T x)
$$

for all $x \in X$ and $y^{*} \in Y^{*}$.

## A. 5 Semi-M-spaces

In this section, we explain what is meant by a semi-M-space and characterise these spaces in terms of AL-spaces.

Definition A.5.1. Let $(E,\|\cdot\|)$ be a normed Riesz space. The space $E$ is called a semi-$M$-space if it has the property that for all $u_{1}$ and $u_{2}$, positive elements in $E$ with $\left\|u_{1}\right\|=$ $\left\|u_{2}\right\|=1$ and for any sequence $\left(v_{n}\right)$ with $u_{1} \vee u_{2} \geq v_{n} \downarrow 0$, we have $\lim \left\|v_{n}\right\| \leq 1$.

## Example A.5.2.

1. If $E$ is an M-space, then $E$ is also a semi-M-space, as in this case

$$
\left\|u_{1}\right\|=\left\|u_{2}\right\|=1 \Rightarrow\left\|u_{1} \vee u_{2}\right\|=1 .
$$

2. If the norm $\|\cdot\|$ is $\sigma$-order continuous, then $E$ is a semi-M-space, as in this case

$$
v_{n} \downarrow 0 \Rightarrow \lim \left\|v_{n}\right\|=0 .
$$

The following is an important characterisation of semi-M-spaces.
Theorem A.5.3. The normed Riesz space $E$ is a semi-M-space if and only if the band $E_{s}^{*}$ in the Banach dual $E^{*}$ is an AL-space.

Proof. [167, Thm 119.2] We will only prove the one direction. The proof of the other direction is not necessary in this thesis but can be found in the above reference.

Assume that $E$ is a semi-M-space. The norms of $E$ and $E^{*}$ will be denoted by $\|\cdot\|$ and $\|\cdot\|^{*}$ respectively. Let $\phi_{1}$ and $\phi_{2}$ be positive elements of $E_{s}^{*}$. Then, $\left\|\phi_{1}+\phi_{2}\right\|^{*} \leq$ $\left\|\phi_{1}\right\|^{*}+\left\|\phi_{2}\right\|^{*}$. We need to prove this inequality in the other direction.

Let $\epsilon>0$ be given. Since $E$ is a semi-M-space, it follows from Theorem A.4.3, that there exists positive elements $u_{1}$ and $u_{2}$ in $E$ such that $\left\|u_{1}\right\|=\left\|u_{2}\right\|=1$,

$$
\phi_{1}\left(u_{1}\right)>\left\|\phi_{1}\right\|^{*}-\epsilon \quad \text { and } \quad \phi_{2}\left(u_{2}\right)>\left\|\phi_{2}\right\|^{*}-\epsilon .
$$

Set $u=u_{1} \vee u_{2}$ and $\phi=\phi_{1}+\phi_{2}$. Then $u \in E^{+}$and $0 \leq \phi \in E_{s}^{*}$. Hence, by Theorem A.2.6, there exists a sequence $0 \leq w_{n} \uparrow u$ in $E$ such that $\phi\left(w_{n}\right)<\epsilon$ for all $n$. Writing $v_{n}=u-w_{n}$ for all $n$, we have that $u_{1} \vee u_{2}=u \geq v_{n} \downarrow 0$ and so $\lim \left\|v_{n}\right\| \leq 1$ as we assumed that E is a semi-M-space. Therefore, there exists a natural number $n_{0}$ such that $\left\|v_{n}\right\|<1+\epsilon$ for all $n \geq n_{0}$. For these values of $n$, we get

$$
\begin{aligned}
\left\|\phi_{1}+\phi_{2}\right\|^{*} & =\|\phi\|^{*} \\
& \geq \phi\left(\frac{v_{n}}{1+\epsilon}\right) \\
& =\phi\left(\frac{u-w_{n}}{1+\epsilon}\right) \\
& \geq \phi\left(\frac{u}{1+\epsilon}\right)-\frac{\epsilon}{1+\epsilon} \\
& =\frac{1}{1+\epsilon}\left\{\phi_{1}(u)+\phi_{2}(u)-\epsilon\right\} \\
& \geq \frac{1}{1+\epsilon}\left\{\phi_{1}\left(u_{1}\right)+\phi_{2}\left(u_{2}\right)-\epsilon\right\} \\
& \geq \frac{1}{1+\epsilon}\left\{\left\|\phi_{1}\right\|^{*}+\left\|\phi_{2}\right\|^{*}-3 \epsilon\right\} .
\end{aligned}
$$

Hence, for all $\epsilon>0$, we have $\left\|\phi_{1}+\phi_{2}\right\|^{*} \geq \frac{1}{1+\epsilon}\left\{\left\|\phi_{1}\right\|^{*}+\left\|\phi_{2}\right\|^{*}-3 \epsilon\right\}$, which implies that $\left\|\phi_{1}+\phi_{2}\right\|^{*} \geq\left\|\phi_{1}\right\|^{*}+\left\|\phi_{2}\right\|^{*}$. This proves that $\|\cdot\|^{*}$ is 1 -additive on $E_{s}^{*}$. Since $E_{s}^{*}$ is a band in the Banach space $E^{*}$, it is norm complete and therefore, $E_{s}^{*}$ is an AL-space.

The proof of the theorem that $E$ is a semi-M-space if and only if $E_{s}^{*}$ is an AL-space is due to de Jonge [37]. However, he assumed that $E$ has the principal projection property to prove it. Fremlin noted that the principle projection property is superfluous.

Orlicz spaces are an example of non-trivial semi-M-spaces [167].

## A. 6 Measure Theory

Let $\Omega$ be a non-empty set. A collection $S$ of subsets of $\Omega$ is called an algebra on $\Omega$ if $S$ has the following properties:
(i) $\Omega \in S$,
(ii) if $A \in S$ then $A^{c} \in S$, and
(iii) if $A_{1}, A_{2}, \ldots, A_{n} \in S$, then $\bigcup_{i=1}^{n} A_{i} \in S$.

An algebra $S$ on $\Omega$ is called a $\sigma$-algebra if it is closed under countable unions, i.e. if $A_{k} \in S$ for $k \in \mathbb{N}$, then $\bigcup_{k=1}^{\infty} A_{k} \in S$. It is easily seen that a $\sigma$-algebra is closed under countable intersections.

If $\Omega$ is a non-empty set and $S$ a $\sigma$-algebra on $\Omega$, then $(\Omega, S)$ is called a measurable space and the sets in $S$ are called measurable sets.

Let $(\Omega, S)$ be a measurable space. A function $\mu: S \rightarrow[0, \infty]$ is called a measure if $\mu(\emptyset)=0$ and $\mu$ is $\sigma$-additive, i.e. if $\left(A_{k}\right)_{k \in \mathbb{N}}$ is a sequence of disjoint sets in $S$, then

$$
\mu\left(\bigcup_{k=1}^{\infty} A_{k}\right)=\sum_{k=1}^{\infty} \mu\left(A_{k}\right) .
$$

The triplet $(\Omega, S, \mu)$ is called a measure space. If $\mu(\Omega)=1$, then $\mu$ is called a probability measure and $(\Omega, S, \mu)$ is called a probability space. If $\mu(\Omega)<\infty$, then $\mu$ is called a finite measure. A measure $\mu$ is called $\sigma$-finite if there exists a sequence $\left(X_{k}\right)_{k \in \mathbb{N}}$ of sets in $S$ such that $\Omega=\bigcup_{k=1}^{\infty} X_{k}$ and $\mu\left(X_{k}\right)<\infty$ for every $k \in \mathbb{N}$.

Financial mathematics is based on the theory of stochastic processes. Hence, it is very important to understand what a stochastic process is and the concepts surrounding it. Most of this section is taken from [86, 87, 123].

Definition A.6.1. A stochastic process $\left(X_{t}\right)_{t \in I}$ is a collection of real-valued random variables $X_{t}: \Omega \rightarrow \mathbb{R}$, indexed by $t \in I$, where $I$ is some index set. When $I=\mathbb{N}$, then $X$ is called a discrete-time process and when $I=\mathbb{R}^{+}$, then $X$ is called a continuous-time process.

The following definition classifies a widely-used type of stochastic process.
Definition A.6.2. A function $x: \mathbb{R}^{+} \rightarrow \mathbb{R}$ is called right continuous with left limits or more commonly càdlàg, if the left limit $x_{t-}$ and the right limit $x_{t+}$ are finite and $x_{t}=x_{t+}$ for all $t \in \mathbb{R}^{+}$. A process is called càdlàg if all its sample paths are càdlàg almost surely.

In financial mathematics, the idea of the flow of information plays an important role. This is formalised through the concept of filtrations.

Definition A.6.3. Consider a probability space $(\Omega, \mathcal{F}, P)$. A family of $\sigma$-algebras $\mathbb{F}=$ $\left(\mathcal{F}_{t}\right)_{t \in \mathbb{R}^{+}}$is called a filtration if $\mathcal{F}_{s} \subseteq \mathcal{F}_{t} \subseteq \mathcal{F}$ for all $s \leq t \in \mathbb{R}^{+}$. If we endow a probability space with a filtration $\mathbb{F}$, such that

$$
\mathcal{F}_{0} \subseteq \mathcal{F}_{1} \subseteq \cdots \subseteq \mathcal{F}_{T}=\mathcal{F},
$$

then the combined structure $(\Omega, \mathcal{F}, \mathbb{F}, P)$ is called a filtered probability space.

The filtration $\mathbb{F}$ is used to model the flow of information. As time passes, an observer knows more and more detailed information, that is finer and finer partitions of $\Omega$.

Definition A.6.4. A random variable $X$ on $(\Omega, \mathcal{F})$ is called a $\mathcal{F}_{t}$-measurable function if for any Borel set $B \in \mathcal{B}$, the set $\left\{\omega: X_{t}(\omega) \in \mathcal{B}\right\}$ is a member of $\mathcal{F}_{t}$.

The definition of $\mathcal{F}_{t}$-measurable is equivalent to $\left\{\omega: X_{t}(\omega) \leq x\right\} \in \mathcal{F}_{t}$ for all $x \in \mathbb{R}$.

## Definition A.6.5.

(i) Consider a probability space $(\Omega, \mathcal{F}, P)$. The $\sigma$-algebra $\mathcal{F}$ is called $P$-complete if and only if $A \subseteq B$ with $B \in \mathcal{F}$ such that $P(B)=0$ implies that $A \in \mathcal{F}$.
(ii) A filtered probability space $(\Omega, \mathcal{F}, \mathbb{F}, P)$ is complete if the $\sigma$-algebra $\mathcal{F}$ is $P$-complete and $\mathcal{F}_{0}$ contains all the $P$-null sets of $\mathcal{F}$.

Definition A.6.6. A filtered probability space $(\Omega, \mathcal{F}, \mathbb{F}, P)$ is said to satisfy the usual conditions if it is complete and the filtration is right continuous, i.e.

$$
\mathcal{F}_{t}=\mathcal{F}_{t+}:=\bigcap_{t>s} \mathcal{F}_{s} .
$$

The right continuity implies that any information known immediately after $t$ is also known at $t$.

Definition A.6.7. A nonnegative random variable $\tau$, which is allowed to take the value $\infty$, is called a stopping time with respect to the filtration $\mathbb{F}$ if

$$
\{\tau \leq t\} \in \mathcal{F}_{t} \text { for all } t \in \mathbb{R}^{+} .
$$

Definition A.6.8. Let $\tau$ be a stopping time. The stopped process $M_{t \wedge \tau}$ is defined by

$$
M_{t \wedge \tau}=M_{t}^{\tau}=\mathbb{1}_{\{t<\tau\}} X_{t}+\mathbb{1}_{\{t \geq \tau\}} X_{\tau} \quad \text { for all } t \in \mathbb{R}^{+}
$$

## Definition A.6.9.

(i) A process $X$ is said to be adapted to $\mathbb{F}$ if $X_{t}$ is $\mathcal{F}_{t}$-measurable for every $t \in \mathbb{R}^{+}$.
(ii) A process $X$ is said to be predictable with respect to $\mathbb{F}$, if it is one of the following:
(a) a left-continuous adapted process, in particular, a continuous adapted process.
(b) a limit (almost sure, in probability) of left-continuous adapted processes.
(c) a regular right-continuous process such that, for any stopping time $\tau, X_{\tau}$ is $\mathcal{F}_{\tau}$-measurable, where $\mathcal{F}_{\tau}$ is the $\sigma$-algebra generated by the sets $A \cap\{T<t\}$ for $A \in \mathcal{F}_{t}$.
(d) a Borel-measurable function of a predictable process.
(iii) A process $X$ is locally bounded if $\sup _{0 \leq t \leq T}\left|X_{t}\right|<\infty$, i.e. if there exists a sequence $\left(\tau_{n}\right)$ of stopping times, increasing almost surely to $\infty$, such that the stopped processes $X_{t}^{\tau_{n}}$ are uniformly bounded for each $n \in \mathbb{N}$.

We next define processes with finite variation, as this will be needed to define certain types of martingales.

Definition A.6.10. Let $t \in \mathbb{R}^{+}$. A sequence of partitions $\left(\pi_{t}^{n}\right)_{n \in \mathbb{N}}$ of the interval $[0, t]$, with $\pi_{t}^{n}=\left\{t_{0}^{n}, \ldots, t_{m_{n}}^{n}\right\}$ for each $n \in \mathbb{N}$ and $\lim _{n \rightarrow \infty}\left\|\pi_{t}^{n}\right\|=0$, is called a Riemann sequence.

Definition A.6.11. Let $X$ be a càdlàg adapted process and for each $t \in \mathbb{R}^{+}$, choose a Riemann sequence $\left(\pi_{t}^{n}\right)_{n \in \mathbb{N}}$. For $p>0$ and for the partition $\pi_{t}^{n}$, define

$$
S^{(p)}\left(X, \pi_{t}^{n}\right)=\sum_{i=0}^{m_{n}-1}\left|X_{t_{i-1}^{n}}-X_{t_{i}^{n}}\right|^{p} .
$$

If for each $t \in \mathbb{R}^{+}$

$$
V_{t}^{(p)}(X):=\lim _{n \rightarrow \infty} S^{(p)}\left(X, \pi_{t}^{n}\right)<\infty \quad \text { a.s. }
$$

then the process $V^{(p)}(X)$ is well-defined and is called the $p^{t h}$ variation of $X$.
Definition A.6.12. A càdlàg adapted process $A$ is of finite variation if $V_{t}^{(1)}(A)<\infty$ a.s. for all $t \in \mathbb{R}^{+}$. A càdlàg adapted process $A$ is of bounded variation if $\sup _{t \in \mathbb{R}^{+}} V_{t}^{(1)}(A)<\infty$.

## A. $7 \quad L_{p}$-spaces

Let $(\Omega, \mathcal{F}, P)$ be a measure space and denote by $\mathcal{L}_{0}(P)$ the set of measurable functions $f: \Omega \rightarrow \mathbb{R}$. It is well-known that $\mathcal{L}_{0}(P)$ is an ordered vector space under pointwise addition, scalar multiplication and ordering. Moreover, $\mathcal{L}_{0}(P)$ is a Dedekind complete Riesz space, in which the following identities hold:

$$
(f \vee g)(\omega)=\max \{f(\omega), g(\omega)\} \text { a.e. and }(f \wedge g)(\omega)=\min \{f(\omega), g(\omega)\} \text { a.e. }
$$

for all $f, g \in \mathcal{L}_{0}(P)$. Two measurable real functions $f$ and $g$ on $\Omega$ are equivalent if they agree almost everywhere, i.e. $f \sim g$ if and only if $f=g$ a.e.. It follows easily that $\sim$ is an equivalence relation.

The space $L_{0}(P)$ is defined to be the collection of equivalence classes of ( $P$-a.e. equal) measurable functions, i.e.

$$
L_{0}(P)=\mathcal{L}_{0}(P) / \sim .
$$

Endowed with the canonical addition, scalar multiplication and order of quotient spaces, $L_{0}(P)$ is a Dedekind complete Riesz space (see [168]).

The space $L_{\infty}(P)$ comprises of the equivalence classes of measurable functions, which are essentially bounded, i.e. $\inf \{M>0:|f| \leq M$ a.e. $\}<\infty$. Then $L_{\infty}(P)$ is a Banach lattice with respect to the essential sup norm, defined by

$$
\|f\|_{\infty}=\inf \{M>0:|f| \leq M\} .
$$

For $1 \leq p<\infty$, the space $L_{p}(P)$ is defined to be the collection of equivalence classes of measurable functions $f$ for which $\int_{\Omega}|f|^{p} d P<\infty$. Then $L_{p}(P)$ is an ideal in $L_{0}(P)$ (and therefore a Dedekind complete Riesz space in its own right). Moreover, $L_{p}(P)$ is a Banach lattice with respect to the $p$-norm $\|\cdot\|_{p}$ defined by

$$
\|f\|_{p}=\left(\int_{\Omega}|f|^{p} d P\right)^{\frac{1}{p}}
$$

It is well known that $\mathbf{1}$ is a weak order unit in $L_{p}(P)$ for $p=0$ and $1 \leq p \leq \infty$.
What is interesting about the duals of the $L_{p^{-}}$-spaces is that they are themselves $L_{p^{-}}$ spaces. The Riesz representation theorem, stated next, shows how these duals can be represented.

Theorem A.7.1. Suppose $1 \leq p<\infty, P$ is a $\sigma$-finite positive measure on $\Omega$, and $\Phi$ is a bounded linear functional on $L_{p}(P)$. Then there exists a unique $g \in L_{q}(P)$, where $q$ is the exponent conjugate of $p$, i.e. $\frac{1}{p}+\frac{1}{q}=1$, such that

$$
\Phi(f)=\int_{\Omega} f g d P \quad \text { for all } f \in L_{p}(P) .
$$

Moreover, if $\Phi$ and $g$ are related as above, then we have
(i) $\|\Phi\|_{p}=\|g\|_{q}$ and
(ii) $\Phi \geq 0$ if and only if $g \geq 0$.

In other words, $L_{p}(P)$ is isometrically and order isomorphic to $\left(L_{q}(P)\right)^{*}$, under the stated conditions.

The following is one of the fundamental results of measure and integration theory.
Theorem A.7.2 (Radon-Nikodým theorem). Let $P$ and $Q$ be positive bounded measures on a $\sigma$-algebra $\mathcal{F}$ in a set $\Omega$. Then there exists a unique $g \in L_{1}(P)$ such that

$$
Q(E)=\int_{E} g d P \quad \text { for all } E \in \mathcal{F}
$$

The function $g$ is called the Radon-Nikodým derivative of $Q$ with respect to $P$, usually denoted by $\frac{d Q}{d P}$.

Note that $\frac{d Q}{d P}$ is called the density of the measure $Q$ if $\int_{\Omega} \frac{d Q}{d P} d P=1$.
Let $(\Omega, \mathcal{F}, P)$ be a probability space and $\mathcal{F}_{1}$ a sub $\sigma$-algebra of $\mathcal{F}$. If $f \in L_{1}(P)$, define

$$
Q(A)=\int_{A} f(\omega) d P(\omega) \text { for all } \omega \in \mathcal{F}_{1} .
$$

Then $Q: \mathcal{F}_{0} \rightarrow \mathbb{R}$ is a measure which is absolutely continuous with respect to $P$, i.e. if $A \in \mathcal{F}_{1}$ and $P(A)=0$, then $Q(A)=0$, denoted by $Q \ll P$. By the Radon-Nikodým theorem, there exists $g \in L_{1}(P)$ which is $P$-almost surely unique, $\mathcal{F}_{1}$-measurable and

$$
\int_{A} f(\omega) d P(\omega)=\int_{A} g(\omega) d P(\omega) \text { for all } \omega \in \mathcal{F}_{1} \text {. }
$$

As is customary, $g$ is called the conditional expectation of $f$ relative to $\mathcal{F}_{1}$, and is denoted by $\mathbb{E}\left[f \mid \mathcal{F}_{1}\right]$ (or alternatively by $\mathbb{E}_{\mathcal{F}_{1}}[f]$ ).

If viewed as an operator on $L_{1}(P)$, it is well-known that $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]$ has the following properties.

Theorem A.7.3. Let $(\Omega, \mathcal{F}, P)$ be a probability space and $\mathcal{F}_{1}$ a sub $\sigma$-algebra of $\mathcal{F}$. Then the map $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]: L_{1}(P) \rightarrow L_{1}(P)$ has the following properties:
(i) $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]$ is linear,
(ii) $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]$ is positive,
(iii) $\mathbb{E}\left[1 \mid \mathcal{F}_{1}\right]=1$ a.s.,
(iv) $\mathbb{E}\left[\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right] \mid \mathcal{F}_{1}\right]=\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]$; i.e. $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]$ is idempotent,
(v) if $\mathcal{F}_{2}$ is a sub $\sigma$-algebra of $\mathcal{F}$ and $\mathcal{F}_{1} \subseteq \mathcal{F}_{2}$, then

$$
\mathbb{E}\left[\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right] \mid \mathcal{F}_{2}\right]=\mathbb{E}\left[\mathbb{E}\left[\cdot \mid \mathcal{F}_{2}\right] \mid \mathcal{F}_{1}\right]=\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right],
$$

(vi) $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]$ is order continuous,
(vii) if $\phi: \mathbb{R} \rightarrow \mathbb{R}$ is convex, then $\phi\left(\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]\right) \leq \mathbb{E}\left[\phi(\cdot) \mid \mathcal{F}_{1}\right]$, which is known as Jensen's inequality, and
(viii) $\left\|\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]\right\|=1$.

Moreover, if $1 \leq p<\infty$, the restriction of $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]$ to $L_{p}(P)$, again denoted by $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]$, is a map $\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]: L_{p}(P) \rightarrow L_{p}(P)$ such that $\left\|\mathbb{E}\left[\cdot \mid \mathcal{F}_{1}\right]\right\|=1$.

## A. 8 Martingales

The theory of martingales is central to all of financial mathematics. In this section we will define some of the basic concepts.

Definition A.8.1. A process $M$ is called a $P$-martingale if

1. $M$ is adapted to $\mathbb{F}$,
2. $M_{t}$ is integrable for all $t \in \mathbb{R}^{+}$and
3. $\mathbb{E}_{P}\left[M_{t} \mid \mathcal{F}_{s}\right]=M_{s}$ for all $s \leq t \in \mathbb{R}^{+}$.

If it is clear from the context what the measure is, we call a $P$-martingale a martingale.
Definition A.8.2. A $P$-martingale $M$ is uniformly integrable if

$$
\lim _{n \rightarrow \infty} \sup _{t \in \mathbb{R}^{+}} \int_{\left\{\left|M_{t}\right| \geq n\right\}}\left|M_{t}\right| d P=0 .
$$

Definition A.8.3. An adapted process $M_{t}$ is called a local $P$-martingale if there exists a sequence of stopping times $\tau_{n}$, such that $\tau_{n} \uparrow \infty$ and for each $n$ the stopped process $M_{t \wedge \tau}$ is a uniformly integrable martingale in $t$.

The most general processes, for which stochastic calculus has been developed, are semimartingales.

Definition A.8.4. A regular càdlàg adapted process $S$ is a semimartingale if it can be represented as a sum of two processes: a local martingale $M_{t}$ with $M_{0}=0$ and a process of finite variation $A_{t}$ with $A_{0}=0$, and

$$
S_{t}=S_{0}+M_{t}+A_{t} .
$$

If we consider a process $S$ with unbounded jumps, then we need to introduce another type of martingale, which allows for the fundamental theorem of asset pricing to be defined in a more general setting. The concept of sigma-martingales was introduced by Chou [28] and Émery [58], although the name was first coined by Delbaen and Schachermayer [40].

Definition A.8.5. A $\mathbb{R}^{d}$-valued semimartingale $S$ is called a sigma-martingale if there exists a $\mathbb{R}^{d}$-valued martingale $M$ and an $M$-integrable predictable $\mathbb{R}^{+}$-valued process $\varphi$ such that $S=\varphi \cdot M$.

The following characterisation of sigma-martingales was noted by Émery [58].
Proposition A.8.6. Let $S$ be a d-dimensional semimartingale on $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \in[0, T]}, Q\right)$. The following conditions are equivalent:
(i) $S$ is a sigma-martingale.
(ii) There exists (scalar) processes $K^{i}$ with paths, which $Q$-a.s. never touch zero, such that $K^{i}$ is predictable and $S^{i}$-integrable under $Q$ and $K^{i} \cdot S^{i}$ is a local martingale.
(iii) There exists a d-dimensional martingale $N$ and a positive (scalar) process $\varphi$, with each $\varphi^{i}$ predictable and $N^{i}$-integrable under $Q$, such that $S^{i}=\varphi^{i} \cdot N^{i}$.

We will denote the set of sigma-martingales measures absolutely continuous with respect to $P$ by $\mathbb{M}_{\sigma}(S)$, i.e.

$$
\mathbb{M}_{\sigma}(S)=\{Q \ll P: S \text { is a sigma-martingale under } Q\} .
$$

Note that if $S$ is bounded (resp. locally bounded), then

$$
\mathbb{M}_{\sigma}(S)=\{Q \ll P: S \text { is a martingale (resp. local martingale) under } Q\} .
$$

The following example of sigma-martingales is taken from [40].

## Example A.8.7.

1. A local martingale is a sigma-martingale.
2. Let $(\Omega, \mathcal{F}, P)$ be such that there are two independent stopping times $T$ and $U$ defined on it, both having an exponential distribution with parameter 1 . Define $M$ by

$$
M_{t}= \begin{cases}0 & \text { for } t<T \wedge U \\ 1 & \text { for } t \geq T \wedge U \text { and } T=T \wedge U \\ -1 & \text { for } t \geq T \wedge U \text { and } T=T \wedge U\end{cases}
$$

It is easy to verify that $M$ is almost surely well-defined and is a martingale with respect to the filtration $\left(\mathcal{F}_{t}\right)_{t \in \mathbb{R}^{+}}$generated by $M$. Let $\varphi_{t}=\frac{1}{t}$. Then, $\varphi_{t}$ is predictable (as it is deterministic) and it is $M$-integrable. Define $X=\varphi \cdot M$, i.e.

$$
X_{t}= \begin{cases}0 & \text { for } t<T \wedge U \\ \frac{1}{T \wedge U} & \text { for } t \geq T \wedge U \text { and } T=T \wedge U \\ -\frac{1}{T \wedge U} & \text { for } t \geq T \wedge U \text { and } T=T \wedge U .\end{cases}
$$

The process $X$ is well-defined but fails to be a martingale as $\mathbb{E}\left[\left|X_{t}\right|\right]=\infty$ for all $t>0$. $X$ also fails to be a local martingale as $\mathbb{E}\left[\left|X_{T}\right|\right]=\infty$ for each stopping time $T$ that is not identically zero (see [58] for more details). But of course, $X$ is a sigma-martingale.

Definition A.8.8. A probability measure $Q$ on $(\Omega, \mathcal{F})$ is called an equivalent (local/sigma) martingale measure for $S$ if $Q$ is equivalent to $P$, i.e. $P(A)=0$ if and only if $Q(A)=0$ (they agree on impossible events), and $S$ is a (local/sigma) martingale under $Q$.

## Appendix B

## Appendix: Tensor products on Banach spaces

## B. 1 Definition

In this section, we assume that $X, Y$ and $Z$ are vector spaces.
Definition B.1.1. A mapping $A: X \times Y \rightarrow Z$ is bilinear if it is linear in each variable, i.e.

$$
\begin{aligned}
A\left(a_{1} x_{1}+a_{2} x_{2}, y\right) & =a_{1} A\left(x_{1}, y\right)+a_{2} A\left(x_{2}, y\right) \text { and } \\
A\left(x, b_{1} y_{1}+b_{2} y_{2}\right) & =b_{1} A\left(x, y_{1}\right)+b_{2} A\left(x, y_{2}\right)
\end{aligned}
$$

for all $x_{i}, x \in X, y_{i}, y \in Y$ and scalars $a_{i}, b_{i}, i=1,2$.

We denote the vector space of bilinear mappings from $X \times Y$ into $Z$ by $B(X \times Y, Z)$. If $Z$ is the scalar field, then we write $B(X \times Y)$.

Definition B.1.2. A tensor product of the vector spaces $X$ and $Y$ is a pair $(T, t)$ consisting of a vector space $T$ and a bilinear mapping $t: X \times Y \rightarrow T$ which satisfies the following universal mapping property:
(UMP) If $(G, A)$ is a pair consisting of a vector space $G$ and a bilinear mapping $A: X \times Y \rightarrow G$, then there exists a unique linear mapping $A^{l}: T \rightarrow G$ such that $A=A^{l} \circ t$.

It is well known, and easy to prove, that the pair $(T, t)$ is essentially unique. The pair is denoted by $(X \otimes Y, \otimes)$, and $X \otimes Y$ is referred to as the tensor product of $X$ and $Y$.

For $x \in X$ and $y \in Y$, define

$$
(x \otimes y)(A)=A(x, y) \text { for all } A \in B(X \times Y) .
$$

As $x \otimes y$ is a linear map on $B(X \times Y)$, the space $X \otimes Y$ is (under isomorphism) the vector subspace in

$$
(B(X \times Y))^{\prime}=\{f: B(X \times Y) \rightarrow \mathbb{R}: f \text { is linear }\}
$$

spanned by $\{x \otimes y: x \in X, y \in Y\}$, which shows that $X \otimes Y$ exists.
A typical tensor in $X \otimes Y$ has the form

$$
\begin{equation*}
u=\sum_{i=1}^{n} \lambda_{i} x_{i} \otimes y_{i}, \tag{B.1}
\end{equation*}
$$

where $n \in \mathbb{N}, \lambda \in \mathbb{R}, x_{i} \in X$ and $y_{i} \in Y$. The representation of $u$ is not necessarily unique.
The mapping $(x, y) \rightarrow x \otimes y$ can be seen as a type of multiplication on $X \times Y$, which has the following properties:
(i) $\left(x_{1}+x_{2}\right) \otimes y=x_{1} \otimes y+x_{2} \otimes y$,
(ii) $x \otimes\left(y_{1}+y_{2}\right)=x \otimes y_{1}+x \otimes y_{2}$,
(iii) $\lambda(x \otimes y)=(\lambda x) \otimes y=x \otimes(\lambda y)$,
(iv) $0 \otimes y=x \otimes 0=0$.

Because of (iii), the representation of a tensor $u$ given in (B.1) can be rewritten as

$$
u=\sum_{i=1}^{n} x_{i} \otimes y_{i}
$$

The primary purpose of tensor products is to linearise bilinear mappings.
Proposition B.1.3. For every bilinear map $A: X \times Y \rightarrow Z$, there exists a unique linear mapping $\tilde{A}: X \otimes Y \rightarrow Z$ such that $A(x, y)=\tilde{A}(x \otimes y)$ for all $x \in X$ and $y \in Y$. Thus, $L(X \otimes Y, Z)$ is isomorphic to $B(X \times Y, Z)$. In particular, if $Z=\mathbb{R}$, then we have $B(X \times Y)=(X \otimes Y)^{*}$.

In other words, the special bilinear map $(x, y) \rightarrow x \otimes y$ acts as a 'universal' bilinear map, i.e. every other bilinear map on $X \times Y$ factors through this one via a linear mapping on the tensor product. This is graphically represented by Figure B.1.

An important consequence of this result is that the tensor product $X \otimes Y$ of vector spaces $X$ and $Y$ always exists and is unique up to isomorphism.


Figure B.1: Tensor maps

## B. 2 Norms on tensor products

Next we consider the question of how to define a norm on the tensor product of two Banach spaces? Let $X$ and $Y$ be Banach spaces. It is natural to require that

$$
\|x \otimes y\| \leq\|x\|\|y\| .
$$

Let $u \in X \otimes Y$. If $u=\sum_{i=1}^{n} x_{i} \otimes y_{i}$, then it follows from the triangle inequality that

$$
\|u\| \leq \sum_{i=1}^{n}\left\|x_{i}\right\|\left\|y_{i}\right\|
$$

This must hold for each representation of $u$, thus

$$
\|u\| \leq \inf \left\{\sum_{i=1}^{n}\left\|x_{i}\right\|\left\|y_{i}\right\|\right\}
$$

where the infimum is taken over all representations of $u$.
Definition B.2.1. The projective norm is defined as

$$
\pi(u)=\inf \left\{\sum_{i=1}^{n}\left\|x_{i}\right\|\left\|y_{i}\right\|: u=\sum_{i=1}^{n} x_{i} \otimes y_{i}\right\} .
$$

Proposition B.2.2. Let $X$ and $Y$ be Banach spaces. Then, $\pi$ is a norm on $X \otimes Y$ and $\pi(x \otimes y)=\|x\|\|y\|$ for $x \in X$ and $y \in Y$.

The tensor product endowed with the projective norm $\pi$ is denoted by $X \otimes_{\pi} Y$. Unless $X$ and $Y$ are finite-dimensional, this space is not complete. Thus, we denote its completion by $X \widetilde{\otimes}_{\pi} Y$.

Now, let $E$ be a Banach lattice and $Y$ a Banach space. A norm introduced by Chaney and Schaefer, which creates what is called an $l$-tensor product, is defined by

$$
\|u\|_{l}=\inf \left\{\left\|\sum_{i=1}^{n}\right\| b_{i}\left\|\left|a_{i}\right|\right\|: u=\sum_{i=1}^{n} a_{i} \otimes b_{i}\right\} \text { for all } u \in E \otimes Y .
$$

Then $\|\cdot\|_{l}$ is a norm on $E \otimes Y$ such that $\|a \otimes b\|_{l}=\|a\|\|b\|$ for all $a \in E$ and $b \in Y$. Moreover, if $Y$ is a Banach lattice, then the norm completion $E \widetilde{\otimes}_{l} Y$ of $E \otimes Y$ with respect to $\|\cdot\|_{l}$ is a Banach lattice, with positive cone $\left(E \widetilde{\otimes}_{l} Y\right)_{+}$given by the closure of the projective cone

$$
E_{+} \otimes Y_{+}=\left\{\sum_{i=1}^{n} x_{i} \otimes b_{i}: n \in \mathbb{N}, x_{1}, \cdots x_{n} \in E_{+} \text {and } b_{1}, \cdots b_{n} \in Y_{+}\right\}
$$

with respect to $\|\cdot\|_{l}$.

## B. 3 The Bochner space $L_{p}(P, Y)$ as a tensor product

Let $(\Omega, \mathcal{F}, P)$ denote a probability space.
A function $s: \Omega \rightarrow Y$ is simple if there exist $y_{1}, y_{2}, \ldots, y_{n} \in Y$ and sets $A_{1}, A_{2}, \ldots, A_{n} \in$ $\mathcal{F}$ such that $s=\sum_{i=1}^{n} y_{i} \chi_{A_{i}}$. Here, $\chi_{A_{i}}$ denotes the characteristic function of $A_{i}$, given by $\chi_{A_{i}}(\omega)=1$ when $\omega \in A_{i}$ and $\chi_{A_{i}}(\omega)=0$ when $\omega \notin A_{i}$.

A function $f: \Omega \rightarrow Y$ is called $P$-measurable if there exists a sequence of simple functions ( $s_{n}$ ) with $\lim _{n \rightarrow \infty}\left\|s_{n}-f\right\|_{Y}=0 P$-a.s..

For $1 \leq p<\infty$ and $Y$ a Banach space, let $L_{p}(P, Y)$ denote the space of (classes of a.e. equal) Bochner $p$-integrable functions $f: \Omega \rightarrow Y$ and denote the Bochner norm on $L_{p}(P, Y)$ by $\Delta_{p}$, i.e.

$$
\Delta_{p}(f)=\left(\int_{\Omega}\|f\|_{Y}^{p} d P\right)^{1 / p} \text { for all } f \in L_{p}(P, Y)
$$

For $p=\infty$, let $L_{\infty}(P, Y)=\{f: \Omega \rightarrow Y P$-measurable : ess sup $\|f\|<\infty\}$ and

$$
\Delta_{\infty}(f)=e s s \sup \|f\| \text { for all } f \in L_{\infty}(P, Y)
$$

Consider the bilinear map $\psi: L_{p}(P) \times Y \rightarrow L_{p}(P, Y)$, given by

$$
\psi(f, y)(\omega)=f(\omega) y \quad \text { for all } \omega \in \Omega
$$

Then the induced linear map $\psi^{l}: L_{p}(P) \otimes Y \rightarrow L_{p}(P, Y)$ is described by

$$
\psi^{l}(f \otimes y)(\omega)=f(\omega) y \quad \text { for all } \omega \in \Omega
$$

The map $\psi^{l}$ is injective. Thus, $L_{p}(P, Y)$ contains a copy of $L_{p}(P) \otimes Y$ and we may induce the Bochner norm. The normed space $\left(L_{p}(P) \otimes Y,\|\cdot\| \|_{p}\right)$ is denoted by $L_{p}(P) \otimes_{\Delta_{p}} Y$.

Chaney and Schaefer extended $L_{p}(P, Y)$-spaces by means of an appropriate tensor product of a Banach lattice $E$ and a Banach space $Y$. They achieved this by using the well known fact that $L_{p}(P, Y)$ is isometrically isomorphic to the norm completion $L_{p}(P) \widetilde{\otimes}_{\Delta_{p}} Y$ of $L_{p}(P) \otimes_{\Delta_{p}} Y$, where $\Delta_{p}$ is a reasonable cross norm on $L_{p}(P) \otimes Y$ (see [52]). It is known that if $E$ is a Banach lattice and $Y$ a Banach space, and if the tensor product $E \otimes Y$ of $E$ and $Y$ is endowed with the norm $\|\cdot\|_{l}$, then
(i) $\|a \otimes b\|_{l}=\|a\|\|b\|$ for all $a \in E$ and $b \in Y$ (see [23, 31, 110, 111, 142]), and
(ii) if $E=L_{p}(P)$ and $1 \leq p<\infty$, then $\|\cdot\|_{l}=\Delta_{p}$ (see [23, 31, 111, 142]).

## Appendix C

## Appendix: Convex analysis

In this section, we will introduce some notions and results on convex sets and functions. Consider a vector space $\mathcal{X}$.

## Definition C.1.

(i) A set $A$ is convex if for all $\lambda \in[0,1]$ and $x, y \in A, \lambda x+(1-\lambda) y \in A$.
(ii) A set $C$ in a vector space is said to be a cone with vertex at the origin if $x \in C$ implies that $\alpha x \in C$ for all $\alpha \geq 0$. A cone with vertex $p$ is defined as a translation $p+C$ of a cone $C$ with vertex at the origin. If the vertex of a cone is not explicitly mentioned then it is assumed to be the origin.
(iii) The convex hull of the subset $A$ is the set

$$
\operatorname{co} A=\bigcap\{C \subseteq \mathcal{X}: A \subseteq C, C \text { convex }\} .
$$

(iv) The closed convex hull of the set $A \subseteq \mathcal{X}$ is the set $\overline{\operatorname{co}} A=\operatorname{cl}(\operatorname{co} A)$, i.e. the smallest closed convex set containing $A$.

The convex hull can also be represented as

$$
\operatorname{co} A=\left\{\sum_{i=1}^{n} \lambda_{i} x_{i}: n \in \mathbb{N},\left(\lambda_{i}\right) \subseteq \mathbb{R}^{+},\left(x_{i}\right) \subseteq A, \sum_{i=1}^{n} \lambda_{i}=1\right\} .
$$

We will denote by $\operatorname{int}(A)$ the interior of a subset $A$ with respect to the norm-topology, i.e. the open set which is the union of all open subsets of $A$. By core $(A)$ we denote the algebraic interior, i.e. the set of all points $x \in A$ with the property that for every $y \in A$, there exists $\epsilon>0$ such that $x+t y \in A$ for all $t \in[0, \epsilon]$. We always have $\operatorname{int}(A) \subseteq \operatorname{core}(A)$.

Theorem C.2. Let $C$ be a convex subset of the topological vector space $\mathcal{X}$. Then the following holds.
(i) The closure of $C$, denoted by $\operatorname{cl}(C)$, is convex.
(ii) The interior of $C$ is convex.
(iii) If $\operatorname{int}(C) \neq \emptyset$, then $\operatorname{cl}(\operatorname{int}(C))=\operatorname{cl}(C)$ and $\operatorname{int}(\operatorname{cl}(C))=\operatorname{int}(C)$.
(vi) If $\operatorname{int}(C) \neq \emptyset$, then $\operatorname{core}(C)=\operatorname{int}(C)$.

Theorem C. 3 (Eidelheit). Let $A$ and $B$ be two non-empty convex subsets of the topological vector space $\mathcal{X}$. If $\operatorname{int}(A) \neq \emptyset$ and $B \cap \operatorname{int}(A)=\emptyset$, then there exist $x^{*} \in \mathcal{X}^{*} \backslash\{0\}$ and $\alpha \in \mathbb{R}$ such that for all $x \in A$ and $y \in B$

$$
\left\langle x, x^{*}\right\rangle \leq \alpha \leq\left\langle y, x^{*}\right\rangle,
$$

or equivalently,

$$
\sup _{x \in A} x^{*}(x) \leq \inf _{y \in B} x^{*}(y) .
$$

In the case of locally convex spaces, we have the following.
Theorem C.4. Let $\mathcal{X}$ be a locally convex space and $A, B \subseteq \mathcal{X}$ be two non-empty convex sets. If $A$ is closed, $B$ is compact and $A \cap B=\emptyset$, then there exist $x^{*} \in \mathcal{X}^{*} \backslash\{0\}$ and $\alpha_{1}, \alpha_{2} \in \mathbb{R}$ such that for all $x \in A$ and $y \in B$

$$
\left\langle x, x^{*}\right\rangle \leq \alpha_{1}<\alpha_{2} \leq\left\langle y, x^{*}\right\rangle,
$$

or equivalently,

$$
\sup _{x \in A} x^{*}(x)<\inf _{y \in B} x^{*}(y) .
$$

Definition C.5. Let $A$ be a subset of the normed space $\mathcal{X}$. The positive polar cone of $A$ is given by

$$
A^{\circ}=\left\{x^{*} \in \mathcal{X}^{*}:\left\langle x, x^{*}\right\rangle \geq 0 \text { for all } x \in A\right\} .
$$

and the negative polar cone of $A$ by

$$
A_{-}^{\circ}=\left\{x^{*} \in \mathcal{X}^{*}:\left\langle x, x^{*}\right\rangle \leq 0 \text { for all } x \in A\right\} .
$$

Both $A^{\circ}$ and $A_{-}^{\circ}$ are nonempty, convex cones.

Next, we define some notations and definitions for extended real-valued convex functions. For a function $f: \mathcal{X} \rightarrow[-\infty, \infty]$, we denote the domain of $f$ by

$$
\operatorname{dom} f=\{x \in \mathcal{X}: f(x)<\infty\}
$$

and the epigraph of $f$ by

$$
\text { epi } f=\{(x, t) \in \mathcal{X} \times \mathbb{R}: f(x) \leq t\}
$$

## Definition C.6.

(i) The function $f: \mathcal{X} \rightarrow[-\infty, \infty]$ is proper if $\operatorname{dom} f \neq \emptyset$ and $f(x)>-\infty$ for all $x \in \mathcal{X}$.
(ii) The function $f: \mathcal{X} \rightarrow[-\infty, \infty]$ is convex if for all $x, y \in \operatorname{dom} f$ and $\lambda \in(0,1)$

$$
f(\lambda x+(1-\lambda) y) \leq \lambda f(x)+(1-\lambda) f(y) .
$$

(iii) The function $f: \mathcal{X} \rightarrow[-\infty, \infty]$ is lower semi-continuous if $\{x \in E: f(x)>k\}$ is an open set for all $k \in \mathbb{R}$.
(iv) The function $f: \mathcal{X} \rightarrow[-\infty, \infty]$ is subdifferentiable if for all $x \in E$, the set

$$
\partial f(x)=\left\{r^{*} \in E^{*}: f(x)-f(y) \leq r^{*}(x-y) \text { for all } y \in E\right\}
$$

is non-empty.

Note that a function is lower semi-continuous if for any net $\left(x_{\alpha}\right) \subseteq E$ converging to some $x \in E, f(x) \leq \liminf _{\alpha} f\left(x_{\alpha}\right)$. This definition is equivalent to (iii) above.

The following theorem states some properties of convex functions. For a proof of this theorem see [169, Theorem 2.1.1].

Theorem C.7. Let $f: \mathcal{X} \rightarrow[-\infty, \infty]$. The following statements are equivalent.
(i) The function $f$ is convex.
(ii) The domain of $f$ is a convex set.
(iii) The epigraph of $f$ is a convex subset of $\mathcal{X} \times \mathbb{R}$.

Theorem C.8. If $f_{i}: \mathcal{X} \rightarrow[-\infty, \infty]$ is convex for every $i \in I(I \neq \emptyset)$, then $\sup _{i \in I} f_{i}$ is convex. Moreover,

$$
\operatorname{epi}\left(\sup _{i \in I} f_{i}\right)=\bigcap_{i \in I} \operatorname{epi} f_{i} .
$$

Definition C.9. The lower semi-continuous envelope or lower semi-continuous regularisation $\bar{f}$ of the function $f: \mathcal{X} \rightarrow[-\infty, \infty]$ is defined by

$$
\bar{f}(x)=\inf \{t \in \mathbb{R}:(x, t) \in \operatorname{cl}(\text { epif })\}
$$

Since $\operatorname{cl}($ epi $f)$ is closed, we have that epi $\bar{f}=\operatorname{cl}($ epif $)$.
Theorem C.10. Let $f: \mathcal{X} \rightarrow[-\infty, \infty]$ be a convex function. Then the following holds.
(i) The function $\bar{f}$ is convex.
(ii) If $g: \mathcal{X} \rightarrow[-\infty, \infty]$ is convex, lower semi-continuous and $g \leq f$, then $g \leq \bar{f}$.
(iii) The function $\bar{f}$ does not take the value $-\infty$ if and only if $f$ is bounded from below by a continuous affine function.

The lower semi-continuous and convex function, which is naturally associated with the function $f: \mathcal{X} \rightarrow[-\infty, \infty]$ is called the lsc convex hull of $f$, is denoted by co $f$ and defined by epi $(\overline{\operatorname{co}} f)=\operatorname{cl}($ co(epif $))$. We have that $\overline{\operatorname{co}} f \leq \bar{f} \leq f$.

Theorem C.11. If the convex function $f$ is bounded above on a neighbourhood of a point of its domain, then $f$ is continuous on the interior of its domain. Moreover, if $f$ is not proper, then $f$ is identically $-\infty$ on $\operatorname{int}(\operatorname{dom} f)$.

Corollary C.12. Let $f: \mathcal{X} \rightarrow[-\infty, \infty]$ be a convex function. Then $f$ is continuous on $\operatorname{int}(\operatorname{dom} f)$ if and only if $\operatorname{int}(\mathrm{epif})$ is non-empty in $\mathcal{X} \times \mathbb{R}$.

The following result is proved by Ekeland [56, Proposition I.2.5].
Proposition C. 13 ([56]). Let $f: \mathcal{X} \rightarrow[-\infty, \infty]$ be a convex function. The following statements are equivalent:
(i) There exists a non-empty open set $\mathcal{O}$ on which $f$ is not everywhere equal to $-\infty$ and is bounded above by a constant $c<\infty$.
(ii) $f$ is a real-valued function, and it is continuous over the interior of its effective domain, which is not empty.

The next proposition is taken from [139, Proposition 3.1].

Proposition C.14. Suppose that $\mathcal{X}$ is a Banach lattice and $f: \mathcal{X} \rightarrow[-\infty, \infty]$ is proper, convex and monotonic. Then, $f$ is continuous and subdifferentiable on the interior of its domain.

Definition C.15. The conjugate $f^{*}: \mathcal{X}^{*} \rightarrow[-\infty, \infty]$ of a function $f: \mathcal{X} \rightarrow[-\infty, \infty]$ is given by

$$
f^{*}\left(x^{*}\right)=\sup _{x \in \mathcal{X}}\left\{\left\langle x, x^{*}\right\rangle-f(x)\right\} .
$$

The conjugate is sometimes also known as the Fenchel conjugate. In the next theorem, we state some properties of conjugate functions.

Theorem C.16. Let $f, g: \mathcal{X} \rightarrow[-\infty, \infty]$.
(i) The conjugate $f^{*}$ is convex.
(ii) The Young-Fenchel inequality holds, i.e. for all $x \in \mathcal{X}$ and $x^{*} \in \mathcal{X}^{*}$

$$
f(x)+f^{*}\left(x^{*}\right) \geq\left\langle x, x^{*}\right\rangle .
$$

(iii) $f \leq g$ implies that $g^{*} \leq f^{*}$.
(iv) $f^{*}=\bar{f}^{*}=(\overline{\mathrm{co}} f)^{*}$ and $f^{* *} \leq \overline{\operatorname{co}} f \leq \bar{f} \leq f$.

Theorem C.17. Let $f: \mathcal{X} \rightarrow \overline{\mathbb{R}}$ be proper, lower semi-continuous and convex. Then $f^{*}$ is lower semi-continuous in the weak ${ }^{*}$ topology ( $w^{*}$-lsc), proper and convex and $f^{* *}=f$.

Theorem C.18. Let $f: \mathcal{X} \rightarrow \overline{\mathbb{R}}$ have non-empty domain. Let $\overline{c o f}$ denote the lower semicontinuous convex hull of $f$ and $\bar{f}$ the lower semi-continuous hull of $f$, i.e. $\operatorname{epi} \bar{f}=\operatorname{cl}(\operatorname{epi} f)$.
(i) If $\overline{c o} f$ is proper, then $f^{* *}=\overline{\operatorname{co}} f$; if $\overline{\operatorname{co}} f$ is not proper, then $f^{* *}=-\infty$.
(ii) Suppose that $f$ is convex. If $f$ is lower semi-continuous at $\bar{x} \in \operatorname{dom} f$, then $f(\bar{x})=$ $f^{* *}(\bar{x})$; moreover if $f(\bar{x}) \in \mathbb{R}$, then $f^{* *}=\bar{f}$ and $\bar{f}$ is proper.

Proof. (i): The function $\overline{c o} f$ is convex and lsc. If $\overline{c o} f$ is proper, using Theorem C. 17 and Theorem C. 16 (iv), we have that

$$
\overline{\operatorname{co}} f=(\overline{\operatorname{co}} f)^{* *}=f^{* *} .
$$

If $\overline{\operatorname{co}} f$ is not proper, since $\operatorname{dom}(\overline{\operatorname{co}} f) \supseteq \operatorname{dom} f \neq \emptyset, \overline{\operatorname{co}} f$ takes the value $-\infty$. Hence, $f^{*}=(\overline{\mathrm{co}} f)^{*}=\infty$, and so $f^{* *}=-\infty$.
(ii): Since $f$ is convex, we have $\overline{\operatorname{co}} f=\bar{f}$. Also, since $f$ is lower semi-continuous at $\bar{x}$, we have that $\bar{f}(\bar{x})=f(\bar{x})$. If $f(\bar{x})=-\infty$, then it is obvious that $f^{* *}(\bar{x})=f(\bar{x})$. Let $f(\bar{x}) \in \mathbb{R}$. Then, $\bar{f}(\bar{x}) \in \mathbb{R}$ and so $\bar{f}$ is proper. From the first part, we have that $f^{* *}=f$, as $f^{* *}(\bar{x})=\bar{f}(\bar{x})=f(\bar{x})$.

For any convex functional $f$ defined on a convex set $C$ in a vector space $\mathcal{X}$, define $[f, C]$ by

$$
[f, C]=\{(r, x) \in \mathbb{R} \times \mathcal{X}: x \in C, f(x) \leq r\} .
$$

Note that $[f, C]$ is a convex set in $\mathbb{R} \times \mathcal{X}$. If you think of the $\mathbb{R}$ axis as being the vertical axis in the $\mathbb{R} \times \mathcal{X}$ space, then the set $[f, C]$ can be thought of as the region above the graph of $f$. The set $[f, C]$ is sometimes called the epigraph of $f$ over $C$.

Proposition C.19. The function $f$ defined on the convex domain $C$ is convex if and only if $[f, C]$ is a convex set.

For a proof, see [119].
Next, we need to analyse, when this set $[f, C]$ contains interior points.
Proposition C.20. If $f$ is a convex function on the convex domain $C$ in a normed space and $C$ has nonempty relative interior int $(C)$, then the convex set $[f, C]$ has a relative interior point $\left(r_{0}, x_{0}\right)$ if and only if $f$ is continuous at the point $x_{0} \in \operatorname{int}(C)$.

Since the utility function is a concave function, the theory for concave functions is considered. Given a concave function $g$ defined on a convex set $D$ of a vector space, define the set

$$
[g, D]=\{(r, x): x \in D, r \leq g(x)\} .
$$

The set $[g, D]$ is convex and the result of Proposition C. 20 can be extended to it.
Definition C.21. Let $f$ be a convex function and $g$ a concave function defined, respectively, on the convex sets $C$ and $D$ in the normed space $\mathcal{X}$. The conjugate sets $C^{*}$ and $D^{*}$ are defined by

$$
\begin{aligned}
& C^{*}=\left\{x^{*} \in \mathcal{X}^{*}: \sup _{x \in C}\left\{\left\langle x, x^{*}\right\rangle-f(x)\right\}<\infty\right\}, \\
& D^{*}=\left\{x^{*} \in \mathcal{X}^{*}: \inf _{x \in D}\left\{\left\langle x, x^{*}\right\rangle-g(x)\right\}>-\infty\right\} .
\end{aligned}
$$

The functions $f^{*}$ and $g^{*}$ conjugate to $f$ and $g$ respectively are defined by

$$
\begin{aligned}
f^{*}\left(x^{*}\right) & =\sup _{x \in C}\left\{\left\langle x, x^{*}\right\rangle-f(x)\right\} \\
g^{*}\left(x^{*}\right) & =\inf _{x \in D}\left\{\left\langle x, x^{*}\right\rangle-g(x)\right\}
\end{aligned}
$$

It is relatively easy to verify that both $C^{*}, f^{*}$ and $D^{*}$ are convex and $g^{*}$ is concave.
Applications of these conjugate functions to optimisation problems are looked at next. The problem under consideration is

$$
\inf _{C \cap D}\{f(x)-g(x)\}
$$

where $f$ is convex over $C$ and $g$ is concave over $D$. In standard minimisation problems, $g$ is usually zero.

The following result plays an important role in the thesis.
Theorem C. 22 (Fenchel duality theorem). Let $\mathcal{X}$ be a normed space and assume that
(i) $f$ is a convex function on the convex set $C \subseteq \mathcal{X}$,
(ii) $g$ is a concave functions on the convex sets $D \subseteq \mathcal{X}$,
(iii) $C \cap D$ contains points in the relative interior of $C$ and $D$,
(iv) either $[f, C]$ or $[g, D]$ has nonempty interior, and
(v) $\inf _{x \in C \cap D}\{f(x)-g(x)\}$ is finite.

Then

$$
\inf _{x \in C \cap D}\{f(x)-g(x)\}=\max _{x^{*} \in C^{*} \cap D^{*}}\left\{g^{*}\left(x^{*}\right)-f^{*}\left(x^{*}\right)\right\},
$$

where the maximum on the right is attained by some $x_{0}^{*} \in C^{*} \cap D^{*}$.
Moreover, if the infimum on the left is attained by some $x_{0} \in C \cap D$, then

$$
\max _{x \in C}\left\{\left\langle x, x_{0}^{*}\right\rangle-f(x)\right\}=\left\langle x_{0}, x_{0}^{*}\right\rangle-f\left(x_{0}\right)
$$

and

$$
\min _{x \in D}\left\{\left\langle x, x_{0}^{*}\right\rangle-g(x)\right\}=\left\langle x_{0}, x_{0}^{*}\right\rangle-g\left(x_{0}\right) .
$$

See [119] for a proof of this theorem.
The problem we will be considering requires finding the supremum of a concave function. Thus, setting $f(x)=0$ in Fenchel's duality theorem above, yields

$$
\begin{equation*}
\sup _{x \in D} g(x)=\min _{x^{*} \in D^{*}}-g^{*}\left(x^{*}\right) . \tag{C.1}
\end{equation*}
$$

Note as well that in our problem $D$ is a convex cone and hence $D^{*}$ will be the polar cone of D.
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