Metadata, citation and similar papers at core.ac.uk

Provided by Wits Institutional Repository on DSPACE

THE MODELLING OF SPECIES WITH POTENTIAL
USE AS CARRIERS OF RADIONUCLIDES FOR
BONE CANCER THERAPY

Janine Robinson

A dissertation submitted to the Faculty of Science,
University of the Witwatersrand, Johannesburg, in

fulfilment of the Degree of Master of Science

Johannesburg, 2008


https://core.ac.uk/display/39665868?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

Declaration

| declare that this thesis is my own, unaided wdtks being submitted for the Degree of Master
of Science in the University of the Witwatersraddhannesburg. It has not been submitted

before for any degree or examination in any otheivérsity.

(Signature of Candidate)

day of 2008




Abstract

The ability of the Generalised AMBER Force Field Afg-) to model the structure of
bisphosphonate ligands, GJER.)(PO:>),, important compounds in the treatment of bone
cancer, by molecular mechanics methods is evalualdw structures of fifty bisphosphonates
and nine bisphosphonate esters were predictedanpased with their crystal structures. Partial
charges were assigned from a RHF/6-31G* singletmailtulation at the geometry of the crystal
structure. Additional parameters required for GAK€&re determined using the methods of the
force field’s developers. The structures were tbtmbe well replicated with virtually all bond
lengths reproduced to within 0.015 A (&)2 Bond angles were reproduced to within®{®8o).

The observed gauche or anti conformation of theemés was reproduced, although in several
instances gauche conformations observed in thed ssfate energy-minimised into anti
conformations, and vice versa. The interactioM&P (R, = R, = H), HEDP (R=0OH, R =
CHs), APD (R, = OH, R = (CHp):NH3"), alendronate (R= OH, R = (CH)3NHs3") and
neridronate (R= OH, R = (CH,)sNHs") with the (001), (010) and (100) faces of hydrqatite
was examined by energy-minimising twenty randonerdetions of each ligand 20 A from the
mineral and then at about 8 A from the surface eingon the ligand relaxes onto the surface.
The difference in energy between the two systemthes interaction energy. In all cases
interaction with hydroxyapatite caused a decreaseenergy. On the (001) face, both
phosphonate groups interact near a surfaééiGa. The magnitude of the exothermic interaction
energy varies with molecular volume (MDP < HEDP <A < alendronate) except for
neridronate, which interacts less effectively tladendronate because the long amino side chain
folds in on itself and does not align with the s of the mineral. The bisphosphonates adopt
two conformations on the (010) face. In the fio$tthese, found for MDP and 40% of the
alendronate structures, both phosphonates intevilctthe surface and the side chain points
away from the surface. In the second conformatme phosphonate and thet Gide chain
interact with the surface. The interaction energyreases with the molecular volume of the
ligand, again with the exception of neridronatelwo conformations also occur on the (100)
face. In the first conformation, only one of theopphonate groups points towards the surface
and the @ side chain interacts with the surface; in the sdcoonformation the & side chain
interacts strongly with the surface and both phosplte groups point away from the surface

towards the solution. The first conformation isegetically more favourable. Its magnitude is



virtually insensitive to the nature of the side iochand is similar to the magnitude of the
interaction energy on the other two faces. Themtade of the second conformation increases

with the size of the &€ side chain.
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Chapter 1: Introduction

1. Overview of bone cancer

Cancer is a group of diseases consisting of mae tme hundred different types. Cancer is
present when cells become abnormal. These cellsequbntly grow and destroy body tissue

and are even capable of spreading to other pattediody [1].

Healthy cells that make up the body's tissues gdwige, and replace themselves in an orderly
way. This process keeps the body in good repaircbls that lose the ability to control their

growth grow too rapidly and without any order. Thaads to the formation of too much tissue;
this extra tissue is called a tumour. Tumours carbénign or malignant. Benign tumours are
non-cancerous and are seldom life-threatening valseraalignant tumours are cancerous.

Malignant tumours invade and destroy nearby hediisyies and organs [1].

Bone cancer can originate at the bone (primary lwameer) or have spread to the bone from
another organ (secondary or metastic bone cancé&t)e primary sources for secondary bone
cancer are tumours from breast, lung, prostateamal cancer [2-4]. The focus of the work in

this dissertation relates to secondary cancer.

Symptoms obone cancedevelop slowly with the most frequent initial syloqm being terrible

pain. Other common symptoms include the preseneefioi, slightly tender lump on the bone
that can be felt through the skin (this is due atcemia), bone fracturing [4] and spinal cord
compression [5]. The presence of bone metastasietermined by radiography and bone

scans.



1.1. Bone metastasis

Bone consists of both organic and cellular elemeotstaining minerals, cytokines, growth
factors, bone and hematopoietic cell lines. Healdone is always remodelling. This is
characterised by two opposite actions, the formavd new bone by osteoblasts and the
resorption of the old bone by osteoclasts. If tysle is disturbed by a tumour, lesions will
form. A lytic lesion occurs when the resorptiohtlee bone occurs more rapidly than the
deposition thus leading to pits in the bone; atlddssion occurs when the rate of deposition is
greater than that of resorption, which leads tofthmation of a soft lump on the bone. As this
lump is very soft, the bone is fragile and can kreasily. It is also possible for an imbalance to

occur in both processes thus leading to the foonmaif a mixed lesion [2].

1.1.1. A possible mechanism for lytic tumour growth

During resorption, the bone releases cytokines gmuvth factors, which interact with the
tumour. The tumour releases cell signals thatwdéte the osteoclasts. In the formation of
osteolytic lesions these signals include the relezfsthe parathyroid hormone related protein
(PTHrP) and the transforming growth facfofTGF{3). The tumour cells produce excess T{F-
thus stimulating osteoclastic bone resorption thaurn leads to the release of TEHy the
bone. These elevated levels of TGstimulate the metastic capability of the tumoud dhe
tumour’s ability to produce PTHrP. Thus a cycldasmed that leads to tumour growth and the

development of large lesions [2]Figure 1 shows a graphical representation ofgtosess.
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Figure 1: The cycle of tumour growth [2]

Common treatments for bone cancer include surgawdiation therapyhormone treatment,

radioisotopic treatment, and/or chemotherapy. Uguals necessary to use a combination of



treatment methods, dependent on the patient's neBds most bone cancer patients surgery is
necessary. During surgery the tumour and theliedlbne and tissue from around the tumour

are removed [2,4].

Chemotherapyises a combination of drugs which are administeratly or intravenously to
kill cancer cells. These drugs travel through ltteod stream to the infected area where they
kill the cells. The treatment is given in a cycdetreatment periods followed by recovery
periods. Chemotherapy is almost always used taslaitumour before surgery. In addition, it
is usually used as an additional therapy afteresyrtp kill cancer cells that may remain in the
body and to prevent tumour regrowth. For certainebcancers, chemotherapy is combined
with radiation therapy [2,4].

Often cancer treatment involves the use of higlrggneays to damage cancer cells and to stop
cell growth. This is known as radiation therapyln some cases, radiation therapy is used
instead of surgery to destroy the tumours. Thisfof treatment is also used to destroy cancer

cells that remain in the area after surgery [2,4].

Radioisotopic treatment has become a common tredtfioe bone cancer. Radioisotopic
treatment involves the use of several radiopharotacads that are administered intravenously.
These radiopharmaceuticals attack the tumour, etevery low concentration, by emitting
radiation to kill the tumour. A commonly used serief radiopharmaceuticals are the

bisphosphonates [2-10].

2. Bisphosphonates (BP) and their use in cancer tment

Bisphosphonates are chemically and biologicallyiveiant to naturally-occurring inorganic
pyrophosphate [6,11]. They are a group of compsuhdt contain a P-C-P backbone structure
with two phosphonic acid groups attached to theesasntral carbon atom as illustrated in

Figure 2. R4
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HO///III,P

1 =
OH
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Figure 2: A generalised bisphosphonate

BPs were originally used in industry for fertilizeril and textiles but in the late 1960’s they
began being used in medicine [3]. Their uses idioee include treatments for bone diseases

such as osteoporosis, hypercalcemia, Paget diaaddsone metastasis [2-12] .

The exact mechanism by which BPs inhibit bone yggmn is not yet fully understoodBPs
have a high affinity for bone minerals thus preiremntcalcification and inhibiting the
dissolution of hydroxyapatite crystals (principalineral in bone, Ca(PQO)s(OH),) [11].
Clinical research has shown that in breast andtgesancer bisphosphonates can prevent the
attachment of tumours to the bone matrix thus priavg secondary bone cancer [13]. Clinical
data also suggest that the presence of bisphosgghtreatment decreases tumour cell growth
and increases the efficiency of antineoplastic aper [14]. BPs (even at very low
concentrations) inhibit the precipitation of calwitsalts [2,3,8,13], and since bone metastasis
often leads to raised calcium levels in the blabd; is extremely useful [2]. BPs are used to
coordinate beta-emitting radionuclides, such asas@m-153 and rhenium-186, for bone

cancer treatment [9-11].

2.1. The relative activity of bisphosphonates on Iom@ resorption

The activity of the BPs varies from one compounarother; thus much research needs to be
done into the specific activity of each compounithe relevant potency (the ability to inhibit
resorption) is dependent on the substituents oreht&ral carbon atom. Three classifications of
BPs are currently available: first generation BBgehsimple substituents on the central carbon
atom, second generation BPs have an aliphatic aogntining a chain and third generation

BPs contain a hetrocyclic substituent (Figure 3).



Figure 3: Examples of fir¢a), second (b) and third (c) generation bisphosptes

The 3¢ generation BPs are the most potent [7]. Tabladws the relative potencies of some
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common bisphosphonates using etidronate as theeneke point [11].

Table 1: The antiresorptive potency of a serigsigfihosphonates [11]

Bisphosphonate R1 R2 Potency
Clodronate Cl Cl ~ 10
Etidronate OH CH ~ 1Ix
Pamidronate OH (ChHNH, ~ 100«
Alendronate OH (Ch)sNH2 >100 < 1001
Neridronate OH (Ch)sNH2 ~ 100
Olpadronate OH (CH2N(CHs)2 > 100 < 1006
Ibandronate OH (CH)2N(CH3)(CH,)4CH3 > 1000 < 10008
Risedronate OH CH3-pyridine > 1000 < 10000
Zoledronate OH CHimidazole > 10008




From Table 1 it is seen that the nitrogen-contgridPs (second generation) have a greater
potency than the first generation BPs. This is wuthe fact that the nitrogen-containing BPs,

in addition to inhibiting bone resorption, alsoilmhosteoclastic function [2].

The exact relationship between the nature of thieorasubstituents and the potency is not yet
clear. Thus it would be useful to try to constracpredictive knowledge base. One of the
predictive tools that could be incorporated in sadknowledge base and that we attempted to

develop in this project was molecular modelling.

3. Literature survey— previous molecular modellingof bisphosphonates

Limited molecular modelling has been performed mphosphonate ligands. Newesal.[15]
used the CVFF 950 molecular mechanics force fielstady the structure of pamidronate;( R
= (CH).NHy), R, = OH, Figure 1), alendronate (R (CH;)sNH,, R, = OH) and neridronate
(R1 = (CH)sNH2, R, = OH) in vacuo They found that intramolecular hydrogen bonding
between the terminal amino group and the hydroxglug is the dominant interaction in
pamidronate and alendronate, so that the aminogpgogauche to the backbone carbon. For
neridronate the intramolecular hydrogen bondinigss significant, and the trans conformation
is favoured. The interactions with the (001) fa¢ehydroxyapatite were examined, as this is
believed to be the fastest growing face [16]. disviound that the most important interactions
occurred between the phosphonate and the amin@g@ithe bisphosphonate ligands and the
calcium ions of hydroxyapatite [15]. The distaf@#ween the nitrogen atom and the nearest
calcium ion is lowest for alendronate (3.75 A, camga with 5.77 A for pamidronate and 5.07
A for neridronate) implying that the stabilisingténaction energy for alendronate is more
significant than for the other ligands. This isagreement within vivo studies, which have
shown that the pharmacologic activity of alendrenatan order of magnitude larger than the
other two ligands [17].

In vitro studies have shown that nitrogen-containing bisphonates inhibit isopentenyl
pyrophosphonate (IPP) isomerase/farnesyl pyroplatepfFPP) in a dose-dependent manner
which mimics thein vivo bone antiresorptive properties [18]. Similarlyesk ligands also
inhibit farnesyl pyrophosphate/geranylgeranyl pyrogphate (GGPP) synthase in plants
[19,20]. Martin and co-workers [21] used moleculgnaphics methods to examine the



interaction of nitrogen-containing bisphosphonatégnown structure as well as a naturally-
occurring  bisphosphonate equivalent, geranyl pyosphate, GPP (a known
isomerase/synthase inhibitor), with FPP synthasketermine how these interact at the binding
site. The results showed that bisphosphonatesG&Rl interacted similarly with FPP synthase
demonstrating that bisphosphonates should havdfact @n the resorption of bone. It was
found that alendronate mimicked bound GPP the stoséh a r.m.s. fit of 0.3 A, implying

that alendronate is the best ligand to inhibit bas®rption [21].

It is known that high levels of pyrophosphate arespnt in many of the major human disease-
causing parasitic protozoa [22-25] and it has b&®wn that bisphosphonates have inhibitory
effects on various parasite enzymes [26]. SzalgoGidfield [27] used molecular mechanics
(with a universal molecular mechanics force figldkF [28]) to carry out a qualitative analysis
of a series of known bisphosphonate structures @ndmidodiphosphonate. Comparative
molecular field analysis (CoMFA) was used to camdtra rectangular energy grid for each
molecule. Each molecule was compared with the nagtive molecule, aminomethylene
bisphosphonate, by performing a r.m.s.-fitting lué pharmacophoric atoms of each molecule.
They were then allowed to explore conformationacgpnear to V/HPPase (proton pumping
vacular pyrophosphatase found in the mung bean)ad concluded that the major component
in the interaction of a bisphosphonate with theyeme is ionic in nature and it was suggested

that bisphosphonates can be used as inhibitothdse parasitic diseases [27].

Trypanosoma cruzi (TcHPRT) is the causative agenthe deadly Chaga’s disease. It is
believed that purine phosphoribosyltransferase JHR&n inhibitor of these parasitic diseases
[29,30]. Fernandez and co-workers [31] compahnedriteractions of both the bisphosphonates
and HPRT, hydroxanthine-guanine PRT, with TCHPRT.

PRPP (phosphoribosylpyrophosphate) was used teseptr the TcCHPRT. A Monte Carlo
procedure was used to explore the conformationacespavailable to a series of
bisphosphonates. These structures were then cethpeith the HPRT complex and then
docked in the close proximity of the PRPP. Theailteshow that these structures would bind

well to PRPP, suggesting a use for these ligandsug design.



4. Molecular modelling

4.1. Quantum chemistry

The behaviour of very small particles, such astedes and nuclei of atoms and molecules, is not
correctly described by classical Newtonian mectsrbecause of their wave-like properties and
the uncertainty principle. Thus it is necessarys$e an alternative method. A series of laws
have subsequently been defined for this applicatirese are the laws of quantum mechanics
[32].

The fundamental equation of quantum mechanics & ftil time-dependent Schrddinger

equation (SE) (equation 1),

{_h_( o + A + A j+v}w(r,t):ihm (1)

2m\ X 09y 07 ot

which refers to a single particle of massmoving through space (three dimensional position

vector)and timet under the influence of an external fole 7 is Planck’s constant divided by
27 andi is the imaginary numbet/~1. W(r,t) refers to the wavefunction that describes the

motion of the particle.

When the external force is independent of time wasefunction can be divided into the
contribution due to spatial arrangement and theritution due to time. Then by assuming that
the potential is independent of time the SE cansioeplified to the time-independent SE

(equation 2).
o o9 o

{——( —+—+ 2j+V}LIJ(r):ELIJ(r) - (2)
2m\ X 0y 0Z

Then by introducing the Hamiltonian operator (eguaB) on the left hand side of the equation

the time-independent SE can be simplified to equati

h 0 0 0
H=-— + + +V .. (3)

2

2m \ dx ay2 0z

HW(r) = E¥(r) ...(4)



To solve the time-independent SE it is necessadetermine the values for the energy E and for
the wavefunction. These equations allow one toutate various properties of the system such
as potential energy and kinetic energy of the simgicleus. The problem is that it is impossible
fully to solve the time-independent SE for poly&lenic atoms or molecules as the mathematics
of the system becomes too complex. Thereforenemessary to make various assumptions [32-
34].

4.1.1. The Born-Oppenheimer approximation (BOA)

The BOA states that the motion of the electronskmdecoupled from the motion of the nuclei.
Since the mass of the nucleus is much larger thainaf the electron, the electron will be able to
adjust to any positional change of a nucleus alnms$antaneously, i.e. the nucleus will appear
stationary when considering the motion of the etett Thus the wavefunction is only dependent
on the position of the nuclei and the electroniergg of the system. The electronic energy
comprises the kinetic and potential energies of @leetrons moving in the electronic field.

When applying the BOA to calculations, it is assdrtieat the positions of the nuclei are fixed.

This approximation is useful for small moleculesendrthe number of electrons is small but is
impractical for larger molecules as the numberletteon-electron repulsions will be too large to
calculate in a reasonable time i.e. the calculatibacome computationally prohibitive. It is

more practical to use molecular orbital methods.

4.2. Molecular orbital (MO) calculations

4.2.1. Hartree product and Slater determinant

A possible functional form of the wavefunction litHartree Product (HP, equation 5).
W(12,..N)=x, @, (2)..x, N) . (8)

The energy of this system is equal to the sum efahie-electron spin orbitals; this implies that
the probability of finding one electron at a spieciboint is independent of finding another

electron at that point in space. This is not 8yricorrect as there is a correlation between the
motion of the electrons. The HP also assumedhieatlectrons are assigned to specific orbitals.
This assumption disagrees with the antisymmetryciple, which states that electrons are
indistinguishable. For a polyelectronic systemdeterminant that obeys the antisymmetry
principle, is used to represent the functional forfrhis functional form is known as the Slater

Determinant (SD, equation 6). The SD allows fdenactions between electrons but in addition



it also obeys Pauli’'s Principle (two electrons aainhave the same set of quantum numbers)

since if two electrons did have the same quantumbaus the determinant would break down.

X (Ox, (0. x (9
X (2)x,(2) ... x,(2

W= S : ...(6)

e
JNt

X.(N)x, (N)...x, (N)

4.2.2. Molecular orbital calculations

For MO calculations performed on molecules eachemdar orbital is expressed as a linear

combination of atomic orbitals (equation 7).

0,=Ycq - (7)

whereu;, is the molecular orbitalg, is an atomic orbital and; is a coefficient. The first step

in a molecular orbital calculation is to determthe energy of the system. This is calculated by

using equation 8.

) [wmHW (O dr

- i . (8)
Jwnwmdr

For a large system these integrals are very diffiend time-consuming to determine thus it is

necessary to make some approximations. The twanmmab initio (or from first principles)

approaches used are the Hartree-Fock approactharmbbthaan-Hall approach.

4.2.2.1. Hartree-Fock (HF) approach
For a large system, there are various functionah$oof the wavefunction. Thus it is necessary

to determine which is the best form for the appicca This is determined by using the variation
theorem which states that the energy calculated fto approximation to the wavefunction will

always be greater than the actual energy of théesys The HF equations are obtained by
constraining the energy expression to a minimai £ 0) such that the orbitals are orthonormal
to each other. By using various mathematical nmoghthe HF equations are simplified to

equation 9 [33].
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fi is known as the Fock operatdyjs the coulombic operator akGis the exchange operator. An
assumption used when doing a calculation is thah edectron is moving in a fixed field
consisting of nuclei and other electrons, in otlverds the solution for one electron will affect
the solution for another electron. The strateggdutd solve these calculations is the Self-
Consistent Field approach. A set of trial solusidor the molecular orbitals are used to calculate
the coulombic operator and exchange operator; tlies®irn are used to calculate the HF
equations. From these results the new set of mialeorbitals are calculated. This method is

iterated until the results for the electrons aatisically equivalent.

Often direct solutions for molecules are impradtarad thus each spin orbital can be written as a
linear combination of single electron orbitals. €§h one electron orbitals are known as a basis
set and often correspond to the atomic orbital$ie size of the input basis set will be dependent
on the computational efficiency and needed accufacy specific calculation. The basis sets

are usually used with the Slater Determinant fumati form of the wavefunction.

4.2.2.2. Roothaan-Hall (RH) approach

The RH equations are based on the HF equations® lpubmote calculation efficiency the
equations are adapted into a matrix form, which matationally is easier to work with. These

equations are used as the basis for many semi-ealpirethods [35,36].



4.3. Semi-empirical methods

Ab initio calculations are extremely time-consuming and egpe on computer resources
whereas the semi-empirical methods are much simplgolve. They incorporate experimentally
determined parameters rather than determining tlieming the calculation. For many
calculations these simplifications are sufficiemts stated above these approximation methods

are based on the RH equations. Many approximatietihods are currently in use [32-34].

4.4. Force field calculations

While quantum mechanics is extremely useful, itofsen impractical for many chemistry
problems as the number of electrons in the sysgetod large. Therefore another method is
needed. Molecular mechanics (or force field meshadnores the electronic motions of the

system and calculates the energy of the systenfuagton of the positions of the nuclei only.

A minimalistic force field is a mathematical modkéat consists of four terms that represent the
intra- and intermolecular interactions of the sgste These terms are the potential energies to
stretch a bond, to bend an angle, to distort aclerand non-bonded interactions, including van
der Waals and electrostatic interactions. The bsindtching and angle bending terms are
referred to as the hard ‘degrees of freedom’ agelamounts of energy are needed to distort the
bonds and angles from equilibrium while the torsi@md non- bonded interactions are softer in

nature.
The bond stretching term is best represented bysd/potential (equation 10, Figure 4) but due
to the lack of computational efficiency, it is moeeonomical to use a Hooke’s law formula

(equation 11, Figure 4). The Hooke’s law formas accurate as the Morse potential provided

that the deviation from the equilibrium length @ farge.

v(l)=D {1-exp[-at-1 )]}’ ...(10)

V() =5(| -1)’ ..(11)
2
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Figure 4: A comparison of Hooke’s law versus a $&opotential function

Hooke's law says that the energy to stretch a bisngbroportional to the square of the
displacement from the equilibrium length The equilibrium length is a reference length (or
strain-free length), which is the length that tlosd will adopt when all other terms in the force
field are set equal to zero, akds a force constant. These parameters are inpaiyeers. This
term is the largest contributing term to the pdtdrenergy of the system.

The angle bending term also uses the form of a Blsdew equation (equation 12), whefle is

the reference angle akds a force constant that can be determined byiatyaof methods. Less

energy is needed to distort an angle away fromlibguim than to stretch a bond. Thus the force
constants are much smaller in magnitude.

Vv (6) :5(9—90)2 .. (12)
2

A proper torsion is a rotation about a bond; thus the angle made between two bonds (Figure
5).



Figure 5: The torsion angle is defined by the afglmed by the three red bonds.

In flexible molecules the major changes in confdiomal arrangements are due to rotations
about the bonds. Thus it is necessary that a feelcecan model these rotations effectively. The
torsional term is usually represented by a coserees expansion (equation 13) with torsional
anglew. The barrier height\,) gives a qualitative indication of the barriertdation present in

a bond compared with another bond. Some forddsisuch as AMBER [37-40] use a single
term cosine function for most of the torsions whithers such as MM2 [41] use a larger
expansion. The multiplicity (the number of minimpoints in the function when the bond is

rotated through 36) of the torsion is represented lyand y is the phase factor, which

determines where the torsion passes through thienonmn value.

Y,
V(w) =D,

n=0

[1+ cos(nw—yj ...(13)

Improper torsions or out of plane terms are ales@nt in most force fields. An improper torsion
is the energy needed to keep alsybridised atom’s molecular geometry planar. &ita cosine
term (equation 14a) or a harmonic potential formi@quation 14b) can be used to force the

improper torsion to be’®r 180.

V(w) = k(1- cow) ...(14a)
k 2 k 2

Vw) =—86 or V(w)=—nh ...(14b)
2 2

Equation 14a is the most common approach as this tan be incorporated into the torsion
terms. This equation takes into account the titeens bonded to the Spybridised atom.

Terms that are described by equation 14b are calledf-plane terms. The out-of-plane energy
is determined by a Hooke’s law equation using eitie out-of-plane angle or uncorrected
height. The out-of-plane angle is the angle that e¢quilibrium bond would make with the

horizontal plane if there was no out-of-plane tmspresent and the uncorrected height is the



height that the third atom would be above the lomtal surface if the bond was uncorrected.
These details are then used to determine the emsgged to counteract this equilibrium thus

holding the torsion in the plane.

The non-bonded interactions term can be divided glectrostatic interactions and van der
Waals interactions. The electronic structure ofaecule is often represented as an arrangement
of point charges throughout the molecule. Thetsdstatic interactions are calculated as the
interaction between each of these point chargdsis i§ modelled by using a Coulomb’s law

formula (equation 15).

S qq
vy >y —— ...(15)

g andg; are the two charges; is the distance between the two chargeseamslthe permittivity

of a vacuum.

The van der Waals interactions are divided intcaative interactions and repulsive interactions.
The dispersive interactions are predominantly cdusg London forces. London forces are
caused by an instantaneous dipole, which arisegalaefluctuation in the electron cloud. This
dipole can thus induce another dipole. The dispensiteraction is usually of the order of

where r is the separation distance [32].

The repulsive interactions are often called exckaiugces. These interactions are stronger the
smaller the separation is. Often they are matheadgtiexpressed as an exponential function or
by ar™*? term [32].

The best-known function to model the van der Waadsraction is the Lennard-Jones 12-6

function (eq. 16).

0_ 12 0_ 6
V(r) =4¢ (—) - (—) ...(16)
r r

whereao is the collision diameter (the separation distaaicerhich the energy is at a minimum)

ande is the well depth (the energy value at the miniphum



5. Optimisation of the force field

The potential energy of the system is a compleXtidmnensional function that is dependent on
the atomic coordinates. As these coordinates @angthe energy of the system will change
thus leading to the formation of an energy hypdeser. It is necessary to determine the
minimum or minima of this surface, as these wilirespond to the coordinates of the favoured

structures. The minima are found by applying ojgation procedures to the energy surface.

The minimum of a functiong(x) is defined as the point(s) where the gradient @soz
2
(%:O) and the curvature is positivg—w>0). Optimisation methods are divided into
X X

non-derivative and derivative methods. As non-agiwe methods are not useful in molecular

mechanics only derivative methods will be discussed.

5.1. Derivative methods

Derivative methods are based on the Taylor expan@quation 17) where O(3) represents the
terms of order three and higher and the prime iesptifferentiation with respect to position.
The order of a method is the highest order of diffiiation and the methods that will be

discussed are all first order.

(x= Xo)jv ), qa) .7

V() =V(X) +(x= %) V(x) +

The two most common derivative methods are steegestent method and the conjugate

gradient method.

5.1.1. Steepest descent method

— : : -9 . :
The direction of a movement is defined S)( —ﬁ whereg is a vector that contains the

k

partial derivatives of the function evaluated gtoint .. The minimum can then be found using

exact or approximate methods.

An inexact line search is carried out by bracketimg minimum of the function into a region in

space. After each iteration the region in spacaade smaller and smaller until the minimum is



found. This can be efficient if the original regimncorrectly captured but can be cumbersome,

even leading to the function diverging, if the initial regwas incorrectly chosen.

The initial step of an exact line search is to cate step sizer (equation 18). Then by using
Lagrange multipliers a solution is readily foundheTlargest interatomic forces determine the
direction of the gradient therefore relieving théghest energy features of the initial
configuration.

X, =X tad ...(18)

k+

A problem associated with line search methods & the method is forced to make a
perpendicular turn at each point, which could leathe function diverging away from the true

minimum.

5.1.2. Conjugate gradient methods

This method does not have the same perpendicubdtegmn as the steepest descent method thus
error build-up is less. In this method the gradegreach point is perpendicular but the directions
are conjugated (equation 19). Other methods sudhoéek-Ribiere and Fletcher-Reeves are

known to solve fory,

V. =-g tyV, ...(19)
9,19,

9,.99, .,

where y, =

The problem with optimisation methods is that tbeyy find the local minimum, so it does not
guarantee that for a specific molecule the glolo@rgy minimum conformation is found. A

technique of simulated annealing is used to help find tHeaghinimum [33].

6. Simulated annealing

Since many molecules have many degrees of freedany rpossible structures are possible
dependent on the initial structure given to theddfield. In a simulated annealing calculation

energy is added to the system in the form of extréieat. This is a temperature at which all



barriers of rotation can be overcome. The systethan slowly cooled before minimisation.
This allows the user to determine the most stabidormation of a specific molecule, which

may or may not be the global minimum [33].

The aim of this project was to develop a predictivel for the modelling of bisphosphonates
and their interaction with hydroxyapatite, the pipad mineral in bone to determine which
bisphosphonates interact favourably with the hygamatite so as to allom vivo research into

those interactions. This would be one componeiat kiiowledge base for the design of novel

compounds to be screened as potential agents for #iméet of bone cancer.

This was to be achieved by completing a seriessob-aims’. These ‘sub-aims’ included
developing and testing a force field for the madgllof the bisphosphonates. Once this was
achieved it was necessary to extend and test tmnse ffield for the modelling of the
hydroxyapatite surface. Finally this force fieldsm@ be used to model the interactions of a
series of these bisphosphonates with the variotesfaf hydroxyapatite. These aims were to
be achieved by using a series of tools includindgemdar orbital theory, molecular mechanics,

molecular dynamics and simulated annealing.



Chapter 2: Experimental

1. Choice of force field parameterisation

Bisphosphonates (BPs) are highly charged moledbles it was necessary to take electrostatic
contributions into account when using molecular ellidg. This criterion and the size of the

BPs were used to determine which force field parametenistiiuse.

All molecular modelling calculations were performeasing Hyperchem version 7.03 [42]. The
force fields available in this suite of programnaes MM+ (a force field equivalent to Allinger’s
MM2 [41] or MM3 [43]), AMBER [37,40], BIO+ (a force éld equivalent to CHARM [44]) and
OPLS [45,46].

MM2 and MM3 are force fields designed predominaritly small hydrocarbons. The charge
distribution for a molecule is determined by sumgnthe contribution from the van der Waals
interactions and the electrostatic interactions.e Elkectrostatic interactions are calculated by
assigning a polarisation to each bond. This enéggalculated by using the bond dipole
moments. This method is sufficient for relativenApolar molecules as the dipole moment for
a specific bond type will be approximately the saoreany molecule but for a polar molecule
the dipole moment will vary drastically dependingtbe molecular structure [41,43]. As the BPs
are highly polar this force field is inappropridte this project. CHARM (Chemistry at Harvard
Macromolecular Mechanics) is a programme that usespirical functions to model
macromolecular systems, by separating the macramele into atomic units. This force field
models electrostatics well but since the bisphosptes are small molecules it is not appropriate.
OPLS (Optimised Potentials for Liquid Simulation&gs developed to simulate proteins in their
native environment, thus modelling is done to miamcaqueous environment. While this force
field models electrostatic interactions well itsidl inappropriate as the BP molecules do not fall
into the set of molecules for which the force field wasettgped [45,46].

The AMBER [37,40] (Assisted Model Building and Engrérefinement) force field was
designed to model the simulations of nucleic aeidd proteins. The parameterisation of this

force field takes both van der Waals and electtiosiateractions into account [37-40]. Various



versions of AMBER [37,40] are available for protsindies but a new force field called GAFF
[47] (Generalised AMBER Force Field) has been dgwetl for small molecules using the
AMBER parametrisation [37,40]. This force field paeterisation was the one used in this
project.

1.1. GAFF force field

The GAFF force field contains parameters that adeyt model most organic compounds that
contain only carbon, hydrogen, oxygen, nitrogen, sulftiosphorus and halogens. The total
strain energyEs, is the summation of terms associated with bonetating, angle bending,

torsional strain, electrostatic interactions, and van daal8\interactions.

Bond stretching is handled in GAFF using a sim@eronic function (equation 20) for which
the equilibrium bond lengthry, was obtained from either the equilibrium bond tesgn the
original AMBER [37,40] force field, fronab initio calculations using a MP2/6-31G* basis set,
or from crystal structures.

E, =k, (r-r) ...(20)

The bond stretching force constants where obtainedibyg eguation 21,

1
kstr = Kij(r_)m (21)

ij

K.. ‘rAref -r ref
_ i |ij i . .
whereK; = e — PrE— ; rj is the bond length obtained from

r -
i ii

crystallographic data anu is a power order. The values Kf andm were parameterised by
means of least squares fitting to C—C, C—N and C-efddength experimental data, and the
original AMBER bond length parameters [40] weredis€or other bond parameters, model
molecules were constructed on which high leafelinitio vibrational frequency analysis was
performed. The force constants were optimised ugtagnscan48]. Parmscan is an

automatic force field parameter optimisation programme.

The angle bending term in the GAFF force fieldlsbdhandled by a simple harmonic function
(equation 22) for which the equilibrium bond angdeobtained in the same manner as the

equilibrium bond length.



E, =k(6-6,) ...(22)
The angle bending force constant is calculated usingtiequ23.

k, =143.92CZ (r+1 ¥, expt D) .. (23

(rij — ik )2 .

(rij I )?

where D = Z; andZy are empirical values for the first and third atonthe bond and

C; is an empirical value for the central atom in thend. These were derived by using two
hundred and fifty two bond angle parameters froemAMBER force field [37,40].

GAFF treats the energy obtained from the torsitveglding as a cosine function (equation 24,

whereV; is a force constanty is the multiplicity andg is the torsional angle), whereas most

parameterisations contain one general téfnThese values were obtained by initially scanning
a series of torsional angles at the MP4/6-31GMIpR/6-31G* level. These were modified by
use of Parmscan [48] to derive the torsional apgtential to reproduce thab initio rotational
profile.

_k

Etorsion - 2I [1+ Cos(rw_ yj cen (24)

The energy for an electrostatic interaction is wiad from Coulomb’s law (equation 25) where

g andg; are the charges of the atoms ajthe separation distance.
1 qq
-- .(25)
4rE, T,

ij

charge

The energy for a non-bonded interaction is caledlah GAFF [47] by a 6-12 Lennard-Jones
potential (equation 26)

A B
=21 ...(26)

non-bonded 12 6

where



In this function,iz' is half the minimum energy separation for two atashtype i, ands; is the

well depth for two atoms of type i [40,47].

2. Crystal structures

Initially it was necessary to test the GAFF foread to determine if this force field modelled
bisphosphonates accurately. The structures wetaingol from the Cambridge Structural
Database (CSD) [49], which is a database of chggfaphic structures for small organic
molecules. A search was carried out on the CSBimer5.26 (November 2004) for all
molecules that contained a RO-PQ; backbone but exclusions for molecules containir@-Ba
group or a third P group off the central carbon andrdinated metal species were excluded
(Results in Appendix). The search was restrictedrystal structures that met the following
criteria: 3D coordinates are reported; not diseede no errors; no powder structures; not
polymeric; R-factor < 0.0075. The reason for thesteria was so that the crystal structures
examined are reliable. The R-factor is a calcofatf how well the charge density of a XRD
pattern is matched to that of the structure obthin€herefore the lower the R-factor the better
the fit. The CSD results contain various strudtundormation such as structural formula,
compound name, density, crystallisation temperaarckcrystallographic data. Each structure is
given a randomly generated CSD reference code. réhelts obtained contained sixty one
structures (Table Al of the Appendix) but one striteewas excluded from the modelling (Table
A2 of the Appendix).

2.1. Preparation of crystal structures for molecular modeling

These structures were obtained as textfiles, winehe converted to .ent files (see Appendix),
which are readable by Hyperchem [42]. Thesefikx#t were then opened in Hyperchem [42],
where solvent molecules and counter ions were érasbese modified files were saved as .hin
files (see Appendix), which are Hyperchem [42] siediles that contain both information for

the spatial coordinates and the connectivity ofrtizdecule.

Once the files were converted to Hyperchem [42] patible files all atoms were assigned atom
types. An atom type contains information aboutrtbeleus including atomic number, geometry
of the atom, spin multiplicity and atomic charg@&][3 The atom types used in this project were
obtained from the GAFF parameter files [47] (TEaB).



Table 2: Definition of atom types

Atom Structural Representation Atom Type
Carbon Ry
R— C—R, C3
R3
CA
N

N‘r/ cC

Phosphorus ‘
[ =

/T\ /T\

Oxygen @]

/ or

R;—OH OH

N

/T\O

Ry




Hydrogen
y g Rl_OH

Rl_CHS

R,and R
electron withdrawing groups

H

Ri—C—R,

Rs3

R1, R, and R electron withdrawing

N
Ha
Hy
R Ry
H> Hz
Hs

Any hydrogen on a nitrogen

HO

HC butif R is an
electron withdrawing

group then H1

H2

H4 is a hydrogen
next to two electron
withdrawing
groups.

H5 is a hydrogen
next to one electron

withdrawing group.

HA is an aromatic

hydrogen

HN




Nitrogen ‘

— N N4
rN
NC
)
N
‘ N NB
F
,L+ NA
‘ X
=
| N
N
/N
o
I|\l NO
/N
Chlorine Any chlorine Cl

In addition, it was necessary to number the atanthe structures in a consistent manner as the
code (example in Appendix) we wrote to obtain staial information about the structures
references specific atom numbers. Since the simestobtained from the CSD contains both
acids and ester derivatives of varying degreesrofopation, the structures were divided into
eight categories dependent on functionality andrele@f protonation. The number system

adopted is given in Table 3.



Table 3: Numbering system

Group Numbering
Acids
No protons present 40 1 oR1 O
N
-0 F|’ C F|’ O
80_ 11 R2 7 O
O 1R 50
1 proton present | | | |
8 1 3 9 10
-0 F|’ C T @) H
0 ’R, 5o
2 protons present 4O 1 R . O
10 8 1 | | 2 3 | | 9 11
H @) F|’ C F|’ @) H
0 1BR, 6o
3 protons present 40 151 j)
12 9 1| | 2 | 7 10
H @) P C P @) H
6| 14 8
O R- @)

11H




Group Numbering
4 protons present O R1 @)
4| | 14 5 | |
HZ 20 p 2C 3p O—H
1 7
b "R, ‘O
1%_| 1]]_|
Ester Derivatives
1 R- group present R4 @)
11 5| |
2 3 9 1C
C P @) R3
12 |
R, %O
2 R-groups present O R O
| Y I
P C P @) R3
| |
‘o YR, O
4 R-groups present 420 R1 0O
] I N
P C P O R3
8 15‘ 7 ‘
O R> O
. l
Rg Rs




2.1.1. Allocation of partial charges

The AMBER force field [37,40] parameterisation laaselectrostatic interaction term thus partial
charges for the atoms were determined. Restrief@tree-Fock (RHFRb initio calculations
using Hyperchem [42], with a 6-31G* basis set andvergence limit £ 10° kcal mol* with

accelerated convergence, were performed to deterth@se partial charges (Figure 6).

0.140

Figure 6: Example of a charge distribution forigphosphonate

The most common basis sets are the Slater functiodsthe Gaussian basis sets. The Slater
orbitals consist of integrals that are computatigndemanding, it is more efficient to use the
Gaussian basis sets. These basis sets have ttite for

x?y*zexp(-a r?)
where (x,y,z) are the spatial coordinates raisemhtegral powers a,b and c ands the radial
extent of the Gaussian function. The radial sprisathversely proportional te. A major
advantage of Gaussian basis sets is that the grofitwo Gaussians is also a Gaussian, which is
located along the centre of the two original Gaarssi A single Gaussian function is insufficient
to model a system, as a Gaussian function doedane a cusp at the origin and it decays
towards zero quicker than the Slater orbital. Tgrsblem is easily overcome by using a linear

combination of Gaussian functions (Figure 7) besthcalculations are cumbersome.



Figure 7: lllustration that the linear combinatiointwo Gaussian orbitals is a Gaussian orbital
[33].

The size of the basis set that is used is depermenbmputer efficiency and accuracy needed.
The smallest basis sets available are the miniraalsbsets that contain just the number of
functions that are required to fill all the orbgah the shell. The minimal basis sets are knawn t
have deficiencies for compounds containing atonas #re near the end of a period such as
oxygen or the halogens [33]; thus a minimal basisasas insufficient for this project as the BPs
are rich in oxygen. These problems can be addie$seore than one function is used to
represent each orbital. Basis sets with these iumtare called double zeta basis sets but again
these calculations are computationally cumbersore. alternative is to use the split valence
approach. These basis sets separate the valeuteort from the inner core electrons. The
rationale to this approach is that the inner etedtrhave a minimal effect on the chemical
properties of a compound, as these propertiesaagely a consequence of the valence electron
configuration the inner core electrons can be ted by one function each while the valence
electrons require more than one function. Thesetions can also take into account polarisation
and this is denoted by a single asterisk for psdaion of all the non-hydrogen atoms and a
double asterisk for the polarisation of all thenaso The basis set used in this project was the

split valence with polarisation of the heavy ato81G* [33].

In addition partial charges were also determineddayi-empirical methods, as certain BPs were
too large forab initio methods. Semi- empirical methods are divided imto main categories,
either single Hickel method or Pariser-Parr-Pop¢hod. The Hickel method is a one-electron

theory whereas Pariser-Parr-Pople is a two-electnmory. An assumption that all semi-



empirical methods make is in the treatmenttaglectrons in non-planar molecules, where the
valences electrons are considered together ralfser separately.  Various semi-empirical
methods are available in the Hyperchem suite [42]ibbwas decided to use the PM3 method
[50]. PMS3 [50] is a two-electron theory that hasameters for twenty four elements including
all the elements present in the bisphosphonatesaddition PM3 [50] models the geometry and

dipole moments of a wide range of molecules reddgraccurately [32].

3. Preparation of the force field

A problem associated with the AMBER [37,40] fordeld in Hyperchem [42] is that it is
impossible to determine if all needed parameteespaesent in the force field parameter files.
The coding instructs the software to use “dummyfapzeters for unknown parameters thus
leading to errors in the modelling of structur@his problem was overcome by setting up a test
set of parameter files and monitoring for missingrgmeters using the MM+ force field
[41,42,51] which reports missing parameters. Tdst parameters were obtained by running a
log file on each structure while running a minintisa code on the structure using the MM+
Force Field [41,42,51]. The log file (example hetAppendix) lists all the missing parameters

from the test files.

These parameters were added to the test paranileter(ih MM+ format [41,42,51]) and to
WitsGAFF (our version of GAFF parameter files, frtime GAFF parameter files [47]). Once all
the structures were tested it was found that amfditi parameters needed to be added to the
parameter files (Table 3). Additional bond straighparameters were obtained from the
AMBER99 [39] parameters. These parameters whetienged for our system by performing
force field calculations (1000 iterations of stesipelescent algorithm) on known crystal
structures. The minimised bond lengths were coatpaith the original crystal structures bond
lengths. According to the difference seen betwten two structures the parameters were
modified. This method was repeated until the répoibility of the bond lengths was good. The
angle parameters were obtained either from the ARBE[39] parameter files or by using the
method determined by the developers of GAFF [4iMje additional torsions, improper torsions
and non-bonded interactions were obtained eithem fAMBER99 [39] or by using the
parameters for a similar atom type in GAFF [47heTcomplete parameter files are saved on the

disk attached to the Appendix.



Table 4: Additional parameters added to GAFF ferriodelling of bisphosphonate ligahds

Additional angle bending parameters

Parameter 0, /degrees ke /kcal mol™ deg® Comments
H2-C3-P5 53.8 109.64 AMBER99 [39]
OH-C3-P5 84.2 105.3 6, from crystal structures

k, calculated from equation 23
H5-CA-NA 51.9 114.95 AMBER99 [39]
C3-CA-NA 66.4 109.16 6, from crystal structures

k, calculated from equation 23
H3-C3-P5 53.8 109.64 AMBER99 [39]
H3-C3-N 50.0 108.93 AMBER99 [39]
H1-C3-N4 49.0 107.90 AMBER99 [39]
H3-C3-N4 49.0 107.90 AMBER99 [39]
NA-CA-NH 71.4 120.98 AMBER99 [39]
NH-C3-P5 82.4 107.70 6, from crystal structures

k, calculated from equation 23
CI-C3-P5 80.2 110.00 6, from crystal structures

k, calculated from equation 23
N-C3-P5 81.3 110.50 6, from crystal structures

k, calculated from equation 23
N4-C3-P5 80.8 114.00 6, from crystal structures

k, calculated from equation 23
CA-C3-P5 78.9 109.70 6, from crystal structures

k, calculated from equation 23
OH-P5-OH 43.7 106.40 6, from crystal structures

k, calculated from equation 23




Parameter 0, /degrees ke /kcal.mol™ deg® Comments
CA-OS-P5 87.9 97.00 6, from crystal structures

k, calculated from equation 23
P5-C3-Br 82.4 108.50 6, from crystal structures

k, calculated from equation 23
C-CA-NA 67.5 118.00 6, from crystal structures

k, calculated from equation 23
O-CA-NA 74.9 119.70 6, from crystal structures

k, calculated from equation 23
C3-0OS-NA 64.5 110.40 6, from crystal structures

k, calculated from equation 23

Additional improper torsion parameters

Parameter Vi/2 [kcal mol™ n Comments
/deg
** —xx —CA—** 1.10 180 2 Preliminary value, similar to improper
torsion parameters in GAFF[47]
o —xx —_NA-**  1.10 180 2 Preliminary value, similar to improper

torsion parameters in GAFF[47]

Additional non-bonded parameters

parameter R* /A ¢ /kcal mol* Comments
Co 1.7131 0.459789 AMBER99[39]
Additional torsion parameters
Parameter Periodicity Vilz | yldeg N
kcal mol*
** —C2-N3—** 4 1.20 180.00 2.00

®The symbol ** is a wildcard symbol and refers ty @om



4. Modelling of the bisphosphonates (BPs)

Energy minimisation was performed using one thods#&erations of a steepest descent
algorithm followed by one thousand iterations dP@ak-Ribiere conjugate gradient algorithm,

or until reaching the converge criteria of 0.01lkk@mol™ on crystallographic structures.

The minimised structures were compared with thestatystructures. Fits were deemed
acceptable if bond lengths were reproduced to withD1 A, bond angles to withir’,2and
torsions to within 2[52]. A problem was faced in determining the aecyrof the torsional
parameters as there was free rotation about allcémtral bonds in the BPs. Subsequently
various conformational isomers where obtained fachestructure. The minimised torsional
angles were checked by plotting the torsional ihistion of each angle (see Figures A1 —A4 of
the Appendix). It was seen that the torsional emgll occurred at angles of approximately°60n
where n= 0,1,2,3. This was as predicted as aethrgles the through-space interactions of the

substituents are minimised.

In addition it was necessary to determine if theseima were the global or only the local
minimum. This was explored by performing a simedhannealing on alendronate;fFOH, R

= C3HeNH3). The investigation was performed independentty fiwe different alendronate
structures. The difference in these structures iwathe number of protons present on the
phosphonate groups ranging from no protons (fullgrdtonated) to four protons present (fully-
protonated). The system was heated from 0 K toko00er a period of 5 ps. It was held at 500
K for 50 ps and subsequently allowed to cool (evereriod of 10 ps) to 0 K. This allowed the
structure to overcome any barriers to rotation sm@nneal into what is hopefully the global
energy minimum structure. These structures wempeoed with the minimum structures

obtained from the force field calculation.

5. Interactions with the bone surface

5.1. The hydroxyapatite surface, CgPO.)s(OH),
The crystal structure reported by Kay and co-wakgr3] was used for the modelling of

hydroxyapatite. ~The cell information was obtainBdm the Inorganic Crystallographic
Structural Database [54] and then solved by dmegthods using SHELXS-97 [5&hd WINGX

[56]. Non-hydrogen atoms were first refined isptoally followed by anisotropic refinement by



full matrix least-squares calculation basedm8rusing SHELXS-97 [55]. Hydrogen atoms were
positioned geometrically and allowed to ride onirtlrespective parent atoms. The crystal
structure was grown in Mercury 1.4 [57] to obtdir3x3, 3x1x3 and %3x1 crystals to represent
the (100), (010) and (001) faces of hydroxyapdfigure 8). These were then converted into a
Hyperchem-compatible format, and atom types wes@gasd. The atom type CO was added to
the force field parameter files to represent cafgithe calcium parameters were obtained from
the parameter files of AMBER99 [39]. A single ponestricted Hartree-Fock (RHFE) initio
calculation using Hyperchem [42] with a 6-31G* Isaset was performed on the unit cell of
hydroxyapatite (Figure 9) and the average partiarge for each atom type was allocated to the

entire matrix.
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Figure 8: (001), (010) and (100) faces of hydroxtae



Oxygen on phosphate
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Figure 9: Partial charges for smallest unit of loxgapatite, CPOy)s(OH),

5.2. Interactions of the bisphosphonates with the hydroxymtite surface

An investigation of the interactions was perfornied five BPs namely, MDP (R= R, = H,
Figure 1), HEDP (R= OH, R = CHs), APD (R, = OH, R = (CH,)2NH3"), alendronate (R=
OH, R = (CHy)sNH3") and neridronate (R= OH, R = (CH)sNHs") with the hydroxyapatite
surface. The appropriate protonation of each tigainserum pH levels (7.2) was used, utilising
the known K, values [58] or values that have been determinexliriaboratory (Table 5). The

charge distributions for the chosen ligands aremin Table 6.

Table 5: Unpublished acid dissociation constanterdened by glass electrode potentiometry in
our laboratory (298 K ang=0.15 M NacCl)

PK1 pK2 pK3 pK4
APD 1.85(1) 5.760(3) 9.62(1) 12.050(3)
alendronate 2.07(1) 6.10(1) 10.498(5) 11.41(1)

neridronate 2.36(1) 6.43(1) 10.86(1) 11.21(1)




Table 6: Partial charges on five bisphosphonatantig in their mono-protonated and di-
protonated forms as determined from a SCF-RHF Elon at the crystal structure

geometry using a 6-31G* basis set

Structure Charge Disttiba/ electron units
Mono-protonated species
MDP 0.152H
-0.907
-0.9670 O
\\ -0.798 //
" P P':I'-1293
oS08 "0 0.381
-1.005 H -0.758
O 0.107 O
-0.927 -0.874
HEDP

0.230
APD 0.429 H 0.259




Structure Charge Disttiba/ electron units

Alendronate 0-?_("9
o.ﬁzo 0.180
-0.768 H

0.238 0-0.958

ow” F 380

-0.913 OMH0.355 0 OF
O -0.725 @)
-0.964 -0.960
0.232
H
Neridronate
0.214H
Ho.216
ﬂ5 0-0.918
0.416H 0.219 //
1.432
0412 o) ' : “MOHo.413
-0.761
-0.963 -0.873
Di-protonated Species
0. 239
0. 430 0 284
APD 0.209
0. 430 \ -0 773 H
/ 0.25 £0.435
O 0195 0-0.971

: I OR 0,465
0.496'0-773 OH -0.742
O -0729 O

-0.889 -0.812




Structure Charge Disttiba/ electron units

0.411H

0. 423 -0 766 /
N—__ /0.274 azgo

0 433/ / -0.34

H H
0.237 o 0.185
-0.824\

Alendronate

0.342 1.368
OH\\\\\\ F)_L 376 0372 P ll///lOH0'416
. OH .
0.654 O -0.716 0 0.712
-0.887 -0.817
Neridronate
0. 407 0. 746 0-0.888

H O
/ \0@58 088%\ L0.244 //
1.413

H 0424 OH\\\“ ‘P1L462 0395 " "o 0.44

0.422
-0.762 OH .0.810

The interaction energies were calculated by imtialinimising the energy of a bisphosphonate
far (ca. 20 A) from the hydroxyapatite surface @ReRibiere conjugate gradient, convergence
criterion of 0.01 kcal & mol®) whilst all atoms of hydroxyapatite were fixed time position
found in the crystal structure. The ligand wasitheought closer to the surface (ca. 8 A); energy
minimisation (using the same method and convergeritaion) caused the ligand to relax onto
the hydroxyapatite surface. The difference inistenergies between the two systems is the
interaction energy. This was repeated twenty tjreash with a different, random orientation of
the ligand relative the hydroxyapatite surface.e Téported interaction energy is the mean of the
twenty individual minimisations. As we wished tomic an aqueous environment a relative
permittivity of 78, was used. A series of tests for various relgtimemittivity was performed on
HEDP and APD to determine the effect of the re@ermittivity on the energy minimisation.



The reason that these structures were chosenti$iEaP is a first generation bisphosphonate
and APD is a second generation bisphosphonatehviiais the amine chain present. Using these
two structures it was possible to determine thetrdmrtion of the relative permittivity to the

bisphosphonate backbone and to the amine chainagelya



Chapter 3: Results and Discussion

1. Modelling of bisphosphonates

The atom types for the bisphosphonate backbongiega in Figure 10.
R

o+——0

\ |F! HO\‘H
|

Figure 10: Atom types for the bisphosphonate bawckb

OH

The partial charges for each of the structures wetermined and the mean charges for the atom
types are in Table 7. As the standard deviatiomfost of the atom types (other than C3 and
0S) is small (less than 0.1) it is sufficient t@ ukese averages for future calculations. Theelarg
standard deviation in the C3 charge is due to dhgel variation present in the nature of the R
and R substituents of the central carbon. Some ofbiephosphonate structures have strong
electron-withdrawing substituents whereas othexg leectron-donating substituents- therefore
the charge on C3 will fluctuate accordingly. Thegke standard deviation for OS is due to the
size of the sample set, which contains only tHinty entries. The charge distributions for the P5,
C3, O, OH and HO atom types are in the Appendixifeg A5-A9.

Table 7: Partial charge distribution for bisphosmpdte backbone atom types

Atom Type Sample Size Average Charge /electron units
P5 102 1.47 +0.08
C3 61 -0.35+0.21

O 167 -0.82 +0.08



OH 138 -0.75+0.09
(O 32 -0.82 £0.17
HO 138 0.44 +0.09

1.1. Semi-empirical methods versuab initio calculations

Originally only ab initio calculations (RHF method) were used to calculdte tharge
distributions for the bisphosphonates. Unforturyateur of the ester derivative bisphosphonates
(IGUMAY [59], JOTVET [60], MUSLUH [61], PAWTUC [62] were too large to be studied and
it was therefore necessary to use semi-empirictthods. A test was performed on the other five
ester derivatives (CAKKEF [63], IGUMEC [59], ZARJA[B4], ZARJEH [64], ZARJIL [64]) to
determine if the semi-empirically calculated chargere sufficient. The charge distributions for
these structures were determined using both a BBifnitio method and by a PM3 semi-
empirical method. The structures were minimisedhgyforce field and the results for the bond
lengths and bond angles compared. All the bondths obtained using the semi-empirical
method to calculate the charges, other than th€&3eentral carbon on backbone; Rsp
carbon) bond, were within 0.0083f theab initio calculated bond lengths. As these differences
are less than the standard deviation forabenitio calculated bond lengths the two methods can
be seen as statistically equivalent. The differdmesveen the minimised lengths for the C3-C3
bond using the two methods was 0.0813All the semi-empirical modelled bond angles were
within 0.3 of theab initio bond angles. This difference was acceptableeysate all within one
standard deviation of thab initio structures (Table 7). It was decided to useRMS8 semi-

empirical method to calculate the charge distriingifor the large BP esters.

Table 8: Comparison of bond lengths and bond anghtained using structures with partial
charge distributions obtained from PM3 and RHF moé¢h

Parameter PM3 RHF Difference
Bond Lengths/ A

P5-C3 1.823 +0.003 1.823 +0.003 0.000
P5-O 1.495 +0.022 1.495 +0.022 0.000
P5-0S 1.611 +0.003 1.611 +0.003 0.000
0S-C3 1.558 +0.200 1.558 +0.200 0.000
OS-CA 1.624 +0.590 1.624 +0.589 0.000
C3-ClI 1.789 £0.001 1.789 £0.000 0.000



C3-H2 1.100 1.100° 0.000

C3-OH 1.432 +0.001 1.432 +0.001 0.000
C3-C3 1.545 +0.005 1.544 +0.004 0.001
Parameter PM3 RHF Difference
Bond Angles/ degrees

P5-C3-P5 115.1+0.7 115.040.7 0.1
O-P5-O 111.2+0.4 111.5+0.7 0.3
O-P5-0S 115.1+1 .4 115.0+£1.5 0.1
OS-P5-0S 104.8+3.6 104.8+3.5 0.0
O-P5-C3 112.1+65%4 112.1+65.4 0.0
OS-P5-C3 104.0+5.4 103.945.2 0.1
P5-0S-C3 119.4+2.1 119.442.0 0.0
P5-0OS-CA 89.1+36.6 89.1+36.6 0.0
P5-C3-ClI 108.4+0.1 108.4+0.1 0.0
P5-C3-H2 83.3116.2 83.3116.2 0.0
P5-C3-OH 104.5+0.7 104.6+0.7 0.1
P5-C3-C3 112.140.6 112.0£0.9 0.1

2 Single observation available
® The large standard average is due to the arm&@fsubstituents aligning differently in

space

2. The modelling of the ligands

GAFF reproduced the structures of the bisphospleohgands reasonably well (Table 9 and
Table 10). Bond lengths were reproduced on avetagéthin 0.015 A of the crystallographic
mean value, or within 1.2 mean standard deviatiminghe experimental observations, whilst
bond angles were on average reproduced to witl®h(Q.80). Significant differences in bond
lengths occur with FO™ bonds which, in the solid state structures (avera§12+ 0.014 A) are
somewhat longer than in the molecular mechanicsein(id481+ 0.001 A) and POH bonds
(1.570+ 0.030 A observed; 1.6280.001 A calculated) are somewhat shorter. Theaedistinct
possibility that ambiguity in the state of protanatof a phosphonate oxygen in the solid state

structures has led to experimental error when thetsires are solved. Bonds between tHeGp



of the bisphosphonate and an aromatic carbon (1#50834 A observed; 1.539 0.001 A

calculated) are also somewhat longer in the modistieictures than observed in the solid state.

Because of free rotation about the@Pbonds, it is difficult to compare directly thersmnal
angles. The torsional distributions for the baciddorsions (this excludes torsion involving H
atoms as H atoms are generally not observableructates obtained by x-ray diffraction
methods) are seen in the Appendix Figure Al-Adviltually all structures, groups adopt either
a gauche or anti conformation (which is reproducetthie modelling) but in several cases gauche
conformations observed in the solid state energyifmised into anti conformations, and vice

versa.

Table 9: Comparison of the bond lengths and bonyleanof bisphosphonate ligands observed

crystallographically and those predicted using malker mechanics and GAFF

Solid state Modelled
Standard
Parameter Average o Average |obs-calc| ng?
Deviation
(obs) (calc)
Bond lengths /A

P5-C3 1.841 0.010 1.830 0.011 1.10
P5-O0 1.512 0.014 1.481 0.031 2.21
P5-OH 1.570 0.030 1.628 0.058 1.93
C3-Cl 1.791 0.008 1.791 0.000 0.00
C3-OH 1.446 0.005 1.437 0.009 1.80
C3-C3 1.535 0.008 1.551 0.016 2.00
C3-NH 1.468 0.010 1.467 0.001 0.10
C3-N4 1.516 0.001 1.515 0.001 1.00
C3-N° 1.478 1.483 0.005
C3-CA 1.516 0.034 1.539 0.023 0.68

Bond Angles /degrees
P5-C3-P5 113.7 2.5 115 1.3 0.52
O-P5-0O 114.5 19 111.2 3.3 1.74
O-P5-0OH 110.6 2.7 1121 15 0.56




OH-P5-OH 106.4 0.7 105.5 0.9 1.29

0O-P5-C3 108.5 1.6 110.2 1.7 1.06
Solid state Modelled
Standard
Parameter Average o Average |obs-calc| ng?
Deviation
(obs) (calc)
OH-P5-C3 105 11 103.8 1.2 1.09
P5-C3-ClI 108.4 1.2 108.5 0.1 0.08
P5-C3-OH 105.3 3.1 104.8 0.5 0.16
P5-C3-C3 104.6 8.1 105.9 1.3 0.16
P5-C3-NH 107.7 11 107.6 0.1 0.09
P5-C3-N4 110.6 0.1 110.8 0.2 2.00
P5-C3-N 110.5 1.2 109.5 1.0 0.83
P5-C3-CA 109.7 1.2 109 0.7 0.58

®The difference between the mean observed and nedamated parameter expressed as the
number (n) of standard deviations) (of the experimental observations.

bSingle observation available

Table 10: Comparison of the bond lengths and bamglea of bisphosphonate ester ligands

observed crystallographically and those predictsthqy molecular mechanics and

GAFF
Parameter Solid state Standard Modelled |obs-calc] ng®
Average Deviation Average
(obs) (calc)
Bond lengths /A
P5-C3 1.852 0.019 1.823 0.029 1.53
P5-O 1.486 0.021 1.495 0.009 0.43
P5-0S 1.584 0.009 1.611 0.027 3.00
0S-C3 1.526 0.243 1.558 0.032 0.13
C3-Cl 1.794 0.003 1.789 0.005 1.67

C3-OH 1.428 0.005 1.432 0.004 0.80



C3-C3 1.544 0.010 1.544 0.000 0.00

Parameter Solid state Standard Modelled |obs-calc] ng®
Average Deviation Average
(obs) (calc)
Bond Angles /degrees
P5-C3-P5 114.5 0.7 115.0 0.5 0.71
O-P5-0O 117.1 3.5 111.5 5.6 1.60
O-P5-0S 110.9 4.2 115.0 4.1 0.98
0OS-P5-0S 103.3 1.0 104.8 15 1.50
O-P5-C3 110.2 64.1 1121 1.9 0.03
0OS-P5-C3 107.5 4.7 103.9 3.6 0.77
P5-0S-C3 124.3 21 1194 4.9 2.33
P5-0OS-CA 97.0 38.1 89.1 7.9 0.21
P5-C3-Cl 108.5 0.2 108.4 0.1 0.50
P5-C3-OH 104.6 1.7 104.6 0.0 0.00
P5-C3-C3 110.1 2.5 112.0 1.9 0.76

% The difference between the mean observed and naamated parameter expressed as the

number (n) of standard deviations) (of the experimental observations.

3. Simulated annealing of the bisphosphonates

Minimal differences were observed for the minimistdictures obtained from only force field
calculations and for the structures obtained frarmutated annealing. The bond lengths obtained
for the various structures (other than the P-O bpmwlere approximately equivalent with a
maximum relative standard deviation 0.1%. Thehslglarger variation in bond length for the
P-O bond was due to the ambiguity present in tlséopation of the bond (i.e. single or double
bond present). Similarly the error in the bond asghas low other than the oxygen-containing
angles. These large errors are due to the chamgetérmolecular interactions due to the

presence of the additional charged protons (TaBlenAhe Appendix).

In summary, the global minimised structures comgpanell with the force field calculated

structures with all the bonds and angles beingodymed well (Figure 11). The variations were



only present in the torsions but this is due toftke rotation present in the bonds. Therefore an
assumption was made that the structures obtaired fine force field calculations are actually

the lowest energy structures.

Figure 11: Overlay of alendronate (fully de-prot@ obtained from simulated annealing and from
force field calculations

4. Modelling the interactions of the bisphosphonates withydroxyapatite

4.1. Modelling of the hydroxyapatite surface
4.1.1. The (001) face of hydroxyapatite
The hydroxyapatite structure used has empiricanfda Cao(POy)s(OH),. The (001) face

contains surface Ghions in a trigonal arrangement with eCa* distances of either 9.4 or
10.0 A. Immediately below this surface layer aceabedral sites defined by six Caons, with
OH" ions occupying opposite faces of the octahedrdnphosphate is located approximately
along the perpendicular bisector of eaclf'é@s" vector, 3.08 and 3.28 A, respectively, from
the two C&" ions. The base of each surface trigonal cavitjnid either by C# ions and an
OH ion of an octahedral site, or by phosphate ioigufieé 12).



Figure 12: Representation of surface cavity anidhadral cavity present on (001) surface of

hydroxyapatite

4.1.2. The (010) face of hydroxyapatite

The basic building block of the (010) surface cstssbf one phosphate group, one calcium ion

and two hydroxyl groups. This building block iarnslated along the c-axis, forming a row of
alternating phosphate and calcium ions, which il to a row of hydroxyl groups. These

rows are then translated along the a-axis to ftwrstirface (Figure 13).

a0 o @O o

=

/.
Figure 13: Representation of the (010) surfadeydfoxyapatite showing translation along the c
axis

4.1.3. The (100) face of hydroxyapatite




The (100) face contains the same building blocthaqg010) face. This is translated along the b-
axis to form a row of alternating phosphate anctioai ions parallel to a row of hydroxyl

groups; these rows are in turn translated alongtaeis to form the plane (Figure 14).

-

Figure 14: Representation of the (100) face ofrtwyghpatite showing translation along the a

axis

4.2. Testing the effect of the relative permittivity

The problem with using molecular modeliing to Invgate the Interactions of BPs with bone is
that molecular modelling calculations are perfornme@ vacuum. As this does not mimic the
“real world” environment it was necessary to congaa for this variation. The only way to
mimic this environment was to include a relativenpitivity into our calculations to dampen the
electrostatic interactions. The use ofee/82,34] has been recommendefr the relative
permittivity for an agueous environment and as tlserum is made up of seventy percent water
this constant seemed the most applicable. Thecaylty of this constant was investigated by
varying € between 1€ and 7%, when modelling the interaction of APD and HEDP hwit
hydroxyapatite (Table 11). The results showed #isasoon as any dampening effect was added
to the relative permittivity, the minimised overahergy of the system dropped 10 fold in
magnitude (Figure 16). In addition the total @hectrostatic energies obtained for any relative
permittivity larger than 1€ are statistically equivalent (by < 1 kcal Mpbut more importantly
the structures obtained are the same for all veagermittivities (Figure 15). As all the
dampening effect for all constants larger thamoiere equivalent the relative permittivity of

water was used.



Table 10: Change in strain enerd¥g,, for the interactions of APD and HEDP with

the (001) surface of hydroxyapatite as a fuomctf the relative permittivity

Ligand € /g Components of the strain energy AE
/kcal mol™* /kcal mol™*
Bond Angle Torsion Non-  Electro-
stretching  bending bonded statics
APD 10 -0.02 0.07 0.05 -16.25 -13.70 -29.85
15 0.42 1.14 0.46 -18.79 -3.06 -19.82
20 0.05 0.25 0.00 -17.53 1.24 -15.99
25 0.04 0.16 0.00 -17.56 1.10 -16.26
30 0.14 0.10 0.01 -17.57 0.97 -16.45
35 0.04 0.07 0.01 -17.58 0.87 -16.59
40 0.04 0.06 0.01 -17.59 0.78 -16.70
50 0.03 0.04 0.02 -17.60 0.64 -16.86
55 0.04 0.04 0.02 -17.60 0.69 -16.82
60 0.03 0.02 0.02 -17.61 0.56 -16.97
65 0.03 0.04 0.02 -17.62 0.51 -17.01
70 0.03 0.03 0.03 -17.62 0.49 -17.05
75 0.03 0.01 0.03 -17.61 0.46 -17.08
HEDP 10 0.01 0.43 0.02 -15.67 -10.93 -26.14
15 0.00 -0.15 0.15 -12.81 -1.70 -14.51
20 0.00 -0.12 0.14 -13.02 -1.11 -14.11
25 0.03 0.17 0.01 -14.70 -0.15 -14.64
30 0.03 0.01 0.17 -13.23 0.21 -12.82
35 0.03 0.01 0.17 -13.25 0.19 -12.85
40 0.03 0.02 0.16 -13.27 0.18 -12.88
50 0.02 0.13 -0.01 -14.96 0.14 -14.68
55 -0.03 -0.02 0.44 -13.64 -0.03 -12.88

60 0.02 0.15 -0.02 -15.96 0.71 -15.09



Ligand e /g Components of the strain energy AE,
/kcal mol™ /kcal mol™
Bond Angle Torsion Non-  Electro-
stretching  bending bonded statics
65 0.02 0.15 -0.02 -15.96 0.66 -15.15
70 0.02 0.15 -0.02 -15.96 0.62 -15.19
75 0.02 0.15 -0.02 -15.97 0.58 -15.24
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Figure 16: Graphical representation showing thesddpnce of the total energy of the minimised stinect

on the relative permittivity

4.3. Interactions of the bisphosphonates with the hydroxyagtite surface

4.3.1. Interactions of the mono-protonated bisphosphaies with the hydroxyapatite

surface
The energy of interaction between the bisphospleofigands studied and hydroxyapatite is
dominated by non-bonded interactions (Table 12enalfl energies are the mean of 20

independent minimisations).















4.3.1.1. Interactions with the (001) face of hydraatite

All five bisphosphonate ligands that were studietgriacted in a similar fashion with the (001)

face. The two phosphonate groups pointed downwaxdards the surface (Figure 17A), usually
close to one of the surface Caons (Table 13), and with the bulk of the ligarmsipioned in a
surface trigonal cavity that is lined with phosghgtoups (Figure 17B). In addition, in HEDP
the OH substituent on the carbon, and the protonated OH group of the phasuteoform
hydrogen bonds with the phosphate groups liningstivéace trigonal cavity (Figure 17C). For
APD and alendronate theaChydroxyl forms an internal hydrogen bond with aidhe oxygen

atoms of a phosphonate group.

The magnitude of the interaction energy increasegl the molecular volume of the ligand,
reaching a maximum with alendronate, and then dsarg significantly for neridronate (Table
12 and Figure 18). The side chains of APD and aterate align with the (001) surface, which
increases the non-bonded interactions (Figure 1irD)jeridronate, however, the side-chain folds
on itself and does not interact significantly witle surface of the mineral thus reducing the non-

bonded interactions (Figure 17E).

Table 12:  Interaction of bisphosphonates with hydapatite: distances between oxygen atoms

of phosphonates and the nearest calcium ions cdOthéace of hydroxyapatite

ligand OeeeeCa’* distances /A?
First C&" ion Second Cdion
First Phosphonate Second Second Phosphonate
Phosphonate

MDP 3.09+ 0.06 3.24+ 0.10 3.11+0.12

HEDP 3.71+0.02 2.95G:t 0.003 3.1%0.10 4.34+ 0.02

APD 3.47+0.01 (5.1 0.2)
Neridronate 3.23+ 0.01 3.43t 0.02 4.4% 0.10 4,12+ 0.10

Alendronate 3.03+ 0.05 3.04+0.09







Figure 17: Representations of the interaction efttisphosphonates with the (001) face of
hydroxyapatite (Represented by: A-C HEDP and Ddadilonate)
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Figure 18: Dependence of the interaction energwefbisphosphonate ligands
and the (001) face of hydroxyapatite on the mokscublume of the
liaanc




4.3.1.2. Interactions with the (010) face of hydrapatite

There were two principal conformations adopted Bphosphonates on the (010) surface. In

both the molecules dock in the cavity that runsigéide the rows of hydroxyl and phosphate
groups that define the surface (Figure 19A). la finst conformation (termed conform A in
Table 12), found for MDP and about 40% of the gtrees of alendronate on the (010) face, both
phosphonate groups interact with the surface (Eidi#B). One of the phosphonate groups
inserts well into the surface such that one obxggen atom interacts with three calcium ions in
the plane below the surface plane. The second pbospe group is within van der Waals
interaction of two C& from the neighbouring row. In the second confdioma(conform B in
Table 12), adopted by the majority of ligands, oohe of the phosphonate groups interacts with
the surface (Figure 19C). All of its oxygen atoms i van der Waals contact with three surface
C&" ions and two surface phosphate groups. Theside chain is in contact with the surface,

while the second phosphonate group points towdwelsalution.

Since in conform A the & side chain has little interaction with hydroxyafetthe interaction
energy is virtually independent of the structuretf bisphosphonate (-17451.0 kcal mof* for
MDP, and -17.@& 1.0 kcal mof for alendronate). In conform B, the interactioremy increases
with the size of the side chain (HEDP -1%.9.2; APD -18.0t 1.4; and alendronate -1920.7
kcal mol*) but decreases for neridronate (-1%.8.5 kcal mof), as was seen on the (001) face.
The reason for this is the formation of a hydrodemd between the amino group and the
phosphonate group that is pointed away from theemainsurface, which prevents a complete

interaction of the @ side chain with hydroxyapatite.
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Figure 19: Representations of the interactionhetwo conformations A and B adopted by the
bisphosphonates when interacting with the (010faserof hydroxyapatite
(represented by HEDP)

4.3.1.3. Interactions with (100) face of hydroxytitea

As for the interactions with the (010) face of hyxirapatite, two conformations were seen for
the interactions on the (100) face (Figures 20ABndAs the structures of the (010) and (100)
crystal were similar in nature, with both contammows of phosphate groups aligned with
hydroxyl and calcium rows, the interactions seemthentwo faces are similar. Similarly to the
interactions with the (010), the bisphosphonatgnad within the cavity between these rows.
The only difference between the two faces is thatdavity in which the bisphosphonate aligns is
along the b axis rather than along axis ¢ (Fig)2



In the first conformation (termed conform A in Taldl2), only one of the phosphonate groups
pointed towards the surface and tree €ide chain interacted with the surface while i slecond
conformation (conform B), thedCside chain interacted strongly with the surface laoth
phosphonate groups pointed away from the surfagartts the solution. The former
conformation, which is the more common, is alsagetcally more favourable (Table 12). The
magnitude of the interaction is virtually insensitito the nature of the side chalxE{ = -16.3+

0.7 kcal mot") and is over 6 kcal mdlmore important than the average interaction enfgy

the second conformation (#02 kcal mot").

Figure 20: Representations of the interactionfieftivo conformations A (represented by
alendronate) and B (represented by HEDP) adoptaldebisphosphonates when
interacting with the (100) surface of hydroxyapatit



4.3.2. Interactions of the di-protonated bisphosphonatesith the hydroxyapatite surface

From the available acid dissociation constants énplix Table A3) it is clear that nitrogen-

containing bisphosphonates exist both as mono-dapdotonated species at pH = 7.6 (Figure
21) with the dominant species being the deprotahbgand. Thus it was necessary to examine
whether addition of another proton to APD, alendtenand neridronate had any significant

effect on the structure of their interaction wigdhoxyapatite.
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Figure 21: Species distribution for APD (A), alemdate (B) and neridronate (C).



4.3.2.1. Interactions with the (001) face of hydrapatite
The interactions on the (001) surface are verylamido those found for mono-protonated APD

and alendronate but very different for neridron@&igure 22). For all three ligands, the ligand
was located in the surface trigonal cavity withtbphosphonates and the side chain interacting
with the surface, thus the magnitude of the stadtilbn energy increased as the chain size

increased with neridronate having the highest @4, Figure 24).

A calcium ion is in close contact with one oxygeana from each of the phosphonate groups,
whilst at least one hydrogen atom from a protongibdsphonate is hydrogen-bonded to a
phosphate ion on the hydroxyapatite surface. Ardyeh bond is also present between the
proton of the @ hydroxyl group and an oxygen atom from one phosptegroup (Figure 23).

Figure 22: Representation of the interaction betwie (001) surface of hydroxyapatite and
neridronate, [H.?].

Figure 23: Representation of the hydrogen bondgmiein the di-protonated bisphosphonates

when interacting with the (001) surface (represgibieneridronate).
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Figure 24: Graphical representation showing thahadength of the &€chain increases so the

interaction energy increases

4.3.2.2. Interactions with the (010) face of hydrapatite
Two conformations are seen for the interaction$ wie (010) surface. In conformation A (seen

for alendronate and neridronate only) both phospteorgroups point downwards onto the
surface, while in conformation B (seen for all #nteggands) only one phosphonate interacts with
the surface. In both, theaChydroxyl group points away from the surface wiile amine chain

interacts with the surface hydroxide ions.

In conformation A, the ligand is aligned within tlsavity formed by the chain of hydroxyl
groups and the chain of phosphate ions. A caléamms in contact with an oxygen atom from
each of the phosphonate groups. There are furiteractions between the phosphonate groups

and the calcium ions in the layer beneath the searfayer.

In conformation B the ligand lies above the chawishydroxide and calcium ions while the

interacting phosphonate lies within the surfacdtgavAll its oxygen atoms are in close contact
with three calcium ions on the surface. Confororath is energetically more favourable than
conformation B (Table 14). For conformation A (kg 25A) the magnitude of the interaction
increases with the size of the side-chain but treverse is true for conformation B (Figure 25B)
because, as the chain length increases, the cleamnies too long to preserve an interaction

between the amino group and the surface hydrogia i
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Figure 25: The interaction of the two conformati@nand B of alendronate with the (010)

surface of hydroxyapatite

4.3.2.3. Interactions with the (100) face of hydmapatite

One principal conformation occurs on the (100) acef although APD does adopt a second

conformation (Table 14, Figure 26). In the prirtiponformation, the ligand aligns in the cavity
that runs along the a-axis and only one of the phasate groups points towards the surface. An
oxygen atom from this phosphonate interacts wi@ed ion. The @ side chain aligns parallel
to the surface along the a-axis thus the interaaiwergy increases monotonically with the length
of the side-chain (Table 14).

For conformation B of APD both phosphonate grouyeract with the surface but thet€hain
points away from the surface. Since both the phossate groups interact with the surface the

stabilization energy is greater than for conformaif.
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Figure 26: Representation of the interaction offconation A (represented by alendronate) and
B (represented by APD) of the bisphosphonate vkigh(100) surface of
hydroxyapatite.



Chapter 4: Conclusion

It has been shown that our augmentation to thergksed AMBER force field, GAFF, and
which we have called WitsGAFF Force Field modelgenaction well in both a vacuum
environment and a synthetic aqueous environmentging a relative permittivity of %g), with
experimental and modelled bond lengths and angiiésmvihe required specifications [50]. The
minimised structures usually adopt the gauche dr @onformation. By using simulated
annealing it was determined that these local mimingiructures are equivalent to the global

minimum structure.

The principal aim of this project was to start deti@ing a mechanism as to how the
bisphosphonates treat bone cancer. Molecular roglélas shown the affinity of the crystalline
bone apatite (hydroxyapatite) is different whered#nt substituients are present on the central
carbon. In addition the affinity and the naturehd interactions are different on different faces
of hydroxyapatite with the interactions on the (Dfice being the least complex of the
interactions. The interactions on all the facesawdminated by electrostatic interactions
between the phosphonate groups and amine groupedrigphosphonate with the phosphate and
calcium ions in the hydroxyapatite. As we onlyKed at the interactions with a synthetic bone
equivalent there is still much work to be done étedmine the exact mechanism, as natural

occurring bone is a great deal more complex.



Chapter 5: Future Work

As the field of bone cancer research is extrenaaigd it is impossible to suggest all the possible
research opportunities with the bisphosphonatasnyl opinion the next important step is to try
to synthesize additional bisphosphonates with warysubstituents on the central carbon to

determine if our force field parameter files WitsEAmodel them correctly.

More research is needed into the interactions ef lbisphosphonates on other faces of

hydroxyapatite and on bone.

Once our force field has been tested it is necgdsairy to add other elements to Wits-GAFF.
Initially we should try to add small metal aniorssaur body contains so many metal ions that it
will be important to see how in the presence ofetainthe ligand will bind and how this will
affect the affinity of the bisphosphonate to hydrapatite. The next step will be the inclusion of

the radionuclides into the force field.

In addition it is necessary that this researchdmepgtemented with results from other scientific

techniques such as potentiometry, protein NMR andvio studies.
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Section 1: Supplementary tables in the Appendix

Table Al: The structures of known bisphosphonalgined from the CSD, and their CSD
reference codes
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Table A2: The structures and ref codes of strustatgtained from the CSD excluded from the

modelling
Structure Ref Code Reason for Exclusion
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Table A3: Comparison of bond lengths and bond anofitained using the structures

obtained from simulated annealing

Number of protons

Average Standard

Parameter 0 1 2 3 4 5 deviation
Bond lengths/ A

P5-C3 1.835 1.836 1.837 1.836 1.837 1.839 1.837 0.001
P5-O 1554 1554 1540 1518 1.481 1.482 1.521 0.034
P5-OH n/a nfa 1.627 1628 1.628 1.591 1.618 0.018
OH-HO 0.974 0.975 0.974 0.976 0.974 0.979 0.975 0.002
C3-OH 1.436 1.437 1435 1.436 1.438 1.436 1.436 0.001
C3-C3 1551 1551 1551 1550 1.550 1.551 1.551 0.000
C3-H 1.093 1.092 1.092 1.092 1.093 1.093 1.092 0.000
C3-NH 1.507 1.508 1.508 1.507 1.508 1.508 1.508 0.001
NH-HN 1.033 1.033 1.033 1.033 1.033 1.033 1.033 0.000
Bond angles/ degrees

P5-C3-P5 113.9 1144 114.2 1136 114.1 115.3 114.3 0.6
O-P5-C3 107.6 107.6 108.5 109.3 110.8 111.7 109.3 1.7
OH-P5-C3 n/a nfa 104.1 104.6 1045 105.6 104.7 0.7
O-P5-0O 1111 1111 1115 1127 111.2 n/a 1115 0.7
O-P5-OH n/a nfa 110.0 110.2 1125 112.6 111.3 1.4
OH-P5-OH n/a n/a n/a n/a 105.2 108.0 106.6 2.0
HO-OH-P5 n/a n/a 1105 107.7 110.3 104.9 108.3 2.6
OH-C3-P5 104.0 104.7 103.9 104.0 105.1 104.3 104.3 0.5
HO-OH-C3 110.0 110.3 109.8 109.9 110.3 110.2 110.1 0.2
C3-C3-P5 112.7 1123 112.7 113.0 1119 112.1 112.5 0.4
C3-C3-OH 108.5 107.6 108.6 108.3 108.1 107.8 108.1 0.4
C3-C3-C3 113.6 113.6 113.6 113.8 113.6 113.6 113.6 0.1
H-C3-C3 109.3 109.3 109.3 109.3 109.3 109.3 109.3 0.0
H-C3-H 107.8 107.8 107.8 107.8 107.8 107.9 107.8 0.0
C3-C3-NH 110.5 110.7 110.7 109.9 110.7 110.7 110.5 0.3
H-C3-NH 108.0 108.0 108.0 108.0 108.0 108.0 108.0 0.0
C3-NH-HN 110.0 1104 1104 1104 1104 1105 110.4 0.2
HN-NH-HN 108.1 108.5 108.5 1085 1085 108.5 108.4 0.2

All values are an average of ten measurements



Section 2: Supplementary figures in the Appendix
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Figure Al: Distribution of torsional angles foettorsion O-P- C-P
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Figure A2: Distribution of torsional angles foettorsion HO-P-C-P

25—

20—

o
T

Frequency

-
2

20 40 60 80 100 120 140 160 180 200 220 240
Torsion Angle/ degrees

Figure A3: Distribution of torsional angles foettorsionO-P-C-X (where X is any substituent)
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Figure A4: Distribution of torsional angles foettorsion OH-P-C-X (where X is any substituent)
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Figure A6: Charge distribution for atom type C3
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Section 3: Supplementary documents in the Appendix

Al: Search criteria use to obtain the crystallobraplata for the bisphosphonates




Search Overview

Search: search28
DatelTime dane: Mon Felb 14 14:42:27 2005
Database(s): CSD version 5.26 (November 2004)
Restriction Infa: Mo refcode restrictions applied
Filters: 30 coordinates determined R factor = 0.075
Mot disordered Mo errors
Mot polyrmeric Mo powder structures
Percentage Completed: 100%
Number of Hits: 64

Summary of queries used. Search found structures that:

matzh

B g

! 1
O"E"_C"E'"D

do not match o. 5
(Query9] [Query 10] [QueryT7] ™

¢ g
Q-P-v-P-0

1 1 1

o oo

o P o
1 1 !
' ' !
| 1 !
| 1 !

'
or----- P--=--- L---—- P-=----- o

! 1
! 1
! '
1

|
[+] o

o
.
!
[Shik bl vh

T--0

P -=ta=="H"=-0-""P

=]
o--




A2. An example of an .ent file
HEADER CSD ENTRY AHIJUW

COMPND UNNAMED
AUTHOR GENERATED BY CONQUEST
CRYST1 6.666 6.676 15.571 84.08 82.80/8% -1 2

1.00 0.00
1.00 0.00
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1.00 0.00
1.00 0.00
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CONECT
CONECT
CONECT
CONECT
CONECT
CONECT
CONECT
CONECT
CONECT
CONECT
CONECT
CONECT
CONECT
CONECT
CONECT
CONECT
CONECT
CONECT
CONECT
CONECT
CONECT
CONECT

31
32
33
34
35
36
37
38

© 00 N O 0o A W DN PP

N DN RN NRNNNRRRRRR R R R
N~ 0o 00 R W N PFP O © ®~N O UM WDN R O

O10 UNK O
H14 UNK O
H15 UNK O
O11 UNK O
H16 UNK O
H17 UNK O

e e e

P1 UNKO 1
P2 UNKO 1

2
1
1
3
3
5
5
7
1

9
10
10
10

0
13
15
37
37
20
19
38
38
24
23
26
25
25

3 9

7 10
11 12 13

15 37 38

16

37

38

27

7.618 3.8325%1 1.00 0.00
8.196 4.21308%0 1.00 0.00
8.043 3.475949 1.00 0.00
9.308 -1.5482&5 1.00 0.00
8.514 -1.274323 1.00 0.00
9.338 -2.210724 1.00 0.00
6.162 0.009947 1.00 0.00
3.718 1.828531 1.00 0.00



CONECT 28 29 30
CONECT 29 28

CONECT 30 28

CONECT 31 32 33
CONECT 32 31

CONECT 33 31

CONECT 34 35 36
CONECT 35 34

CONECT 36 34

CONECT 37 13 17 18 19
CONECT 38 13 21 22 23
MASTER 0O 0O 0O OO O O 3B 038 0
END



A3. An example of a .hin file
forcefield mm+

sys001

view 40 0.18557 55.7515.7510001000 1 -5-870015 -59.814
seed -1111

mol 1

resl1UNK1-0
atomININOW-07.9491.9851.63832s3s9s
atom2H1HHO-084213236211s
atom3C1CB3-08.4331.5960.46531s4s5s
atom4H2HH-09.3551.490.26613s
atom5N2NOW-07.4291.458-0.37433s6s7s
atom6 H3HHO-07.4781.179-1.18315s
atom7C2CB3-06.261.760.27435s8s9s
atom8H4HH-05.421.745-0.13217 s
atom9C3CB3-06.5722.0781.55131s7s10s
atom10C4CC4-05.6782.4292.69349s 11s112s
atom11H5HH-06.176 2.8833.419110s

atom 12 H6 HH - 0 5.014 3.036 2.3051 10 s
atom13C5CC4-04.9221.2013.287410s Us25 s
atom 14 01 002-04.20.6152.203213s15s

atom 15 H7 H S1-03.713-0.031 2.468 1 14 s

atom 16 02 O **-07.096 0.7824.8421 24 s

atom 1703 0 **-06.779-0.7242.7951 24 s

atom 18040 02-05.318-1.0114.829219s 24 s
atom 19 H8 H S1-05.788 -1.697 4.897 1 18 s
atom20 050 **-02.792.7873.796 1 25 s

atom 21 06 O **-04.4252.3915.7271 25 s

atom 22 07 0 02-02.908 0.5454.925223s25s
atom 23 H9 H SI1-02.086 0.6344.895122s

atom 24 P1 P CP-06.162 0.009 3.947 4 13 s 165518 s
atom25P2P CP-03.718 1.828 4.531 4 13 s A0ss22 s
endres 1

endmol 1

mol 2



atom 1 NA1 Na **- 0 6.547 2.065 6.798 O
endmol 2

mol 3

atom1 08 0O 02-09.0591.646 7.74722s3s
atom2 HI0H SI1-09.3791.947847411s
atom3H11H SI-09.6581.9077.216 11s
endmol 3

mol 4

atom1 090 02-05.776 3.198.76722s 3 s
atom2 H12H SI-05.5492.6269.31211s
atom 3 H13 H SI-05.3953.8988.96411s
endmol 4

mol 5

atom1 0100 02-07.6183.8325.59122s3s
atom2 H14 H S1-08.196 4.2136.0511s
atom3H15H SI-08.0433.4754.94911s
endmol 5

mol 6

atom 1011 0 02-09.308-1.5482.28522s3s
atom2 H16 H SI-08.514-1.2742.35311s
atom3H17H SI-09.338-2.21279411s

endmol 6






A4:. An example of an entry in a logfile
HyperChem log start -- Wed Dec 27 13:44:56 2006.

Geometry optimization, MolecularMechanics, moleculé:\Documents and Settings\Di\My
Documents\simplebps\3OH\BEKBOJ_x1.hin.
mmplus

PolakRibiere optimizer

Invalid atom type for atom 4.

Invalid atom type for atom 18.

Invalid atom type for atom 19.

Unknown torsion constant for

atom( 1 2 3 5)

type(**-C4-CP-*¥).

Unknown torsion constant for

atom( 1 2 3 5)

fype(*r-rrorr.xr).

Default parameters being used for torsions...
Using default torsion constants

V1 =0.000000

V2 =0.000000



A5: An example of the optimisation macro used tdgren the minimisation

Control-R Compute.Results

Channel =OpenFile()
=IF(ISERROR(Channel))
= RETURN()
=END.IF()

=EXECUTE(Channel,"[query-response-has-tag(no)]")
=EXECUTE(Channel,"[file-format(hin)]")

=WHILE(NOT(ISBLANK(SELECTION())))

Command =EXECUTE(Channel,"[open-file(E:\HEDP_dynamics\"&SELECTION()&".hin)]")
=EXECUTE(Channel,"[optim-algorithm steepestdescents]”)
=EXECUTE(Channel,"[optim-max-cycles=1000]")
=EXECUTE(Channel,"[do-optimization]")

=EXECUTE(Channel,"[optim-algorithm polakribiere]")
=EXECUTE(Channel,"[optim-max-cycles=1000]")
=EXECUTE(Channel,"[do-optimization]")

=SELECT("r[1]c")
=EXECUTE(Channel,"[write-file(E:\HEDP_dynamics\"&SELECTION()&".hin)]")

=SELECT("r[1]c")
=NEXT()
=TERMINATE(Channel)
=RETURN()

OpenFlle

NewChan =INITIATE("HyperChem","System")
=IF(ISERROR(NewChan))

IF(ISERROR(EXEC("d:\Program Files\Hypercube\HyperChem5\PROGRAM\chem.exe",1)))
RETURN(NewChan)
END.IF()
RETURN(INITIATE("HyperChem","System"))
END.IF()
=RETURN(NewChan)

A6: An example of the statistics macro used to collect the
statistics data

Control-R Compute.Results

Channel =OpenFile()
=IF(ISERROR(Channel))
= RETURN()
=END.IF()



=EXECUTE(Channel,"[query-response-has-tag(no)]")
=EXECUTE(Channel,"[file-format(hin)]")

=WHILE(NOT(ISBLANK(SELECTION())))

Command =EXECUTE(Channel,"[open-file(C:\Hyper7\Data\simplebps\noOH\"&SELECTION()&".hin)]")
=EXECUTE(Channel,"[select-atom 1,1]")

=EXECUTE(Channel,"[select-atom 2,1]")
=FORMULA.ARRAY(REQUEST(Channel,"selection-value"),"r[1]c")
=EXECUTE(Channel,"[select-none]")

=SELECT("r[1]c")

=EXECUTE(Channel,"[select-atom 1,1]")
=EXECUTE(Channel,"[select-atom 2,1]")

=EXECUTE(Channel,"[select-atom 3,1]")
=FORMULA.ARRAY(REQUEST(Channel,"selection-value"),"r[1]c"
=EXECUTE(Channel,"[select-none]")

=SELECT("r[1]c")

=EXECUTE(Channel,"[select-atom 1,1]")
=EXECUTE(Channel,"[select-atom 2,1]")
=EXECUTE(Channel,"[select-atom 3,1]")
=EXECUTE(Channel,"[select-atom 11,1]")
=FORMULA.ARRAY(REQUEST(Channel,"selection-value"),"r[1]c")
=EXECUTE(Channel,"[select-none]")

=SELECT("r[1]c")

=EXECUTE(Channel,"[select-atom 4,1]")

=TERMINATE(Channel)

=RETURN()

OpenFlle

NewChan =INITIATE("HyperChem","System")
=IF(ISERROR(NewChan))
IF(ISERROR(EXEC("d:\Program Files\Hypercube\HyperChem5\PROGRAM\chem.exe",1)))
RETURN(NewChan)
END.IF()
RETURN(INITIATE("HyperChem","System"))
END.IF()
=RETURN(NewChan)
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