
Optical and Electrical Properties of Ion Beam Modified

Materials

by

George Odhiambo Amolo

A thesis submitted to the Faculty of Science

in fulfillment of the requirements for the degree of

Doctor of Philosophy

School of Physics

2007



I declare that this thesis is my own work. It is being submitted in fulfilment of the
requirements for the degree of Doctor of Philosophy at the University of the

Witwatersrand, Johannesburg. It has not been submitted before for any degree or
examination at any other university.

George Odhiambo Amolo

Date



Abstract

This thesis deals with the optical and certain electrical properties of materials that

have been modified by ion implantation and irradiation.

A combination of the optical absorption and near-resonance Raman techniques

have been used for the first time, to the best of the author’s knowledge, in the study

of defect annealing mechanisms and reaction kinetics in proton implanted CsI crystals.

From the optical absorption studies, the F2 and F bands are observed at 1.1 and 1.66 eV,

respectively, while several V bands are revealed within an extended absorption enve-

lope including those positively identified at 2.7, 3.4, 4.05, 4.2 and 4.35 eV. The V bands

at 2.7 and 3.4 eV are associated with the I−3 defects. Raman studies show the funda-

mental peak at 113 cm−1 and numerous overtones occurring at spectral positions close

to integral multiples of the fundamental. The series of Raman transitions are attributed

to I−3 defects. A comparative analysis, to previous work, shows that similar defects

are observed under certain conditions in X- and γ-irradiated KI and RbI suggesting a

similar defect creation mechanism. Currently, the results of the isochronal annealing

show a simultaneous decay of the F2 and V bands at 2.7 and 3.4 eV, suggesting an

interstitial-vacancy recombination process. The results of the isothermal annealing at

397 K indicate the occurrence of a second order process. Further analysis of the optical

and Raman data shows that this recombination process is correlated and consists of a

single step. The isochronal annealing data of the decay of the F2 band or V band (2.7

eV) show that the activation energy for the recombination process is 1.28 eV.

The defect creation mechanism in MgF2 is known to be excitonic in nature re-

sulting primarily in vacancies and interstitial defects. In the present work, two V bands

have been observed in the vacuum ultraviolet region and their behaviour with anneal-

ing temperature studied. The observation of the band at the lower photon energy, near

6.5 eV, represents the first report by optical absorption in this spectral region, to the
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best of the author’s knowledge. The second band is located near 7.8 eV. The technique

of difference spectra has been applied to follow the behaviour of the two absorption

bands with annealing temperature. The implantation of excess Mg+ ions into the MgF2

crystals results in the formation of magnesium colloids (nanoparticles) whose presence

is indicated by optical absorption bands in the visible region of the spectrum. The si-

multaneous growth of the Mg colloids and the annealing of the V bands and F2 centres

at lower annealing temperature is a strong indication that the V bands themselves are

fluorine interstitial aggregates and that an interstitial-vacancy recombination process is

taking place. A strong absorption at photon energies lower than the fundamental ab-

sorption edge of MgF2, after annealing at higher temperatures (above 813 K) in air,

was observed and suggest a change in the properties of the near surface region of the

implanted sample. X-ray photoelectron spectroscopy revealed the presence of oxygen

and therefore formation of MgO whose absorption edge is close to that observed for

the sample annealed in air. A sample annealed in an argon environment and treated in

a similar manner exhibited relatively moderate absorption in the same spectral region

compared with the sample annealed in air. It is likely that the decay of the colloid band

observed after annealing at 903 K is related to melting of the Mg metal nanoparticles,

which is known to occur near 922 K in bulk metal.

Implantation of X-cut lithium niobate (LN) crystals with 100 keV Ag+ ions to

fluences of 1×1017 /cm2 near room and liquid nitrogen temperatures, and at 373 K has

been performed. Optical absorption measurements in the visible region reveal the pres-

ence of colloid bands in the as-implanted samples. Transmission electron microscopy

of a Ag+ ion implanted X-cut LN sample that was annealed to 513 K, not only con-

firms the existence of the Ag metal nanoparticles but further indicates the existence of

a distribution of particle sizes and various shapes. The Mie theory with the calculated

dielectric function of the Ag metal nanoparticles and a fitted host dielectric function

(εh) have been used to estimate the values of the mean particle diameter (d) and the
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volume fraction (p) of the implanted ions as a function of the annealing temperature.

The average particle sizes, obtained from the Mie theory, are in fair agreement with

those observed by transmission electron microscopy.

Similarly, implantation of X- and Y-cut LN crystals with 8 MeV Au3+ ions to fluences

of 1×1017 /cm2 at room temperature has also been carried out. Optical absorption stud-

ies following the annealing of the X- and Y-cut faces of LN crystals show differences

in the onset temperature of colloid development, which are attributed to the varying

diffusion rates in the two crystallographic directions of the LN crystal. The Y-cut and

X-cut samples show no absorption bands on heating below 673 and 973 K, respec-

tively. Above the two temperatures the colloid bands grow steadily as the annealing

temperature is increased with the peak absorption moving towards the lower photon

energy side. Annealing the implanted samples to the highest temperature investigated

is shown to remove implantation-induced disorder. Transmission electron microscopy

of the X-cut Au3+ ion implanted sample, following annealing at 1173 K, reveals near

spherical Au metal nanoparticles with a narrow particle size distribution while in-situ

selected area electron diffraction analysis confirms that the host matrix embedding them

is crystalline. The correlation between the average sizes of the Au metal nanoparticles

predicted by the Mie theory and a transmission electron micrograph, following anneal-

ing at 1173 K, is satisfactory.

Values of εh less than that of the virgin LN in both cases of implantation with Ag+

and Au3+ ions, observed at lower annealing temperatures, would be consistent with the

presence of implantation-induced damage in the host matrix. At the highest anneal-

ing temperatures in the range 1273 to 1373 K used for the X-cut samples it is noted

that εh attains values of 5.6 and 5.8, respectively, being higher than that of the virgin

crystal. Although full recrystallization has been achieved, the implanted region at these

temperatures is subject to the development of oxygen vacancies and the presence of a

significant fraction of the previously aggregated Au in a dispersed form in a now crys-
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talline but defective host. The decay of the colloid band due to Ag and an onset of

average particle size reduction of Au metal nanoparticles predicted by the Mie theory

occurred following annealing near 1173 K and 1373 K, respectively. It is likely that

melting of the metal nanoparticles takes place as the two temperatures are sufficiently

close to the bulk metal values of Ag and Au, known to be near 1235 and 1337 K,

respectively.

Irradiation of tin-doped indium oxide (ITO) films using 1 MeV protons to flu-

ences ranging from 1×1015 - 250×1015 cm−2 has been found to induce a reduction in

optical transmission leading to observable darkening over a broad spectral region. The

increases in the optical absorption coefficient as a function of proton fluence show three

stages of development. The first stage involves relatively rapid growth, followed by a

near linear second stage and finally a third stage of more rapid growth. The growth

processes are temperature dependent and the respective growth rates in each of the

stages are reduced with increasing temperature of irradiation of the sample. At the

highest fluence of 250×1015 cm−2 a 1/λ dependence of the irradiation induced absorp-

tion with wavelength is observed being consistent with the presence of defect clusters.

A model of defect creation involving the heterogeneous nucleation of defect clusters

at pre-existing defects has been developed which satisfactorily accounts for the three

stage growth of the optical absorption and its temperature dependence. X-ray diffrac-

tion studies show evidence of a strained lattice resulting from the proton bombardment

and recovery after long period storage. The effects are attributed to the annealing of the

defects produced.

Highly transparent and uniform magnesium fluoride thin films have been pre-

pared by thermal beam evaporation of magnesium fluoride pellets. Attempts to make

the films conducting by implantation with Mg+ ions, co-deposition with AlF3 at liquid

nitrogen temperature and reduction using suitable gases have not been successful. The

effects of sputtering have resulted in highly resistive films.
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Chapter 1

Rationale and General Introduction

This thesis deals mainly with the optical and certain electrical effects of materials

modified by radiation, including bombardment with protons and implantation with light

and heavy ions. Various materials of interest have been investigated including single

crystals of ionically bonded compounds such as CsI, MgF2, LiNbO3, and thin films of

tin-doped indium oxide (ITO). Work has also been carried out on MgF2 thin films doped

with Al by thermal co-evaporation. An ion implanter capable of providing scanned

ion beams with energies varying from 20 - 200 keV was used for shallow implants.

This involved implantation of 100 keV Mg+ and Ag+ ions into MgF2 and LiNbO3,

respectively. A Cockcroft-Walton accelerator was used to provide 1 MeV proton beams

for use in performing low mass ion irradiation of tin-doped indium oxide thin films on

glass substrates and creation of damage in CsI crystals. A 6 MeV tandem accelerator

was used when it was necessary to implant ions, specifically Au3+, deeper into LiNbO3

to minimize ion diffusion out of the implanted layer by lowering the concentration

gradient.

This chapter provides a general introduction to topics that are immediately rele-

vant and associated with the theme of this thesis. Some of the topics discussed include,

the mechanisms of energy loss during ion implantation, ion range and damage distri-

butions, use and limitations of computer codes available in modelling the events that

occur on ion bombardment of matter. The structure and properties of some of the de-

fects that emerge including simple and extended defects, their characteristics and the

mechanisms involved in defect creation are also presented. The well-studied alkali
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halides are discussed where appropriate, in sections 1.1 - 1.6, since they provide a basis

for the understanding of the properties of CsI as well as other materials studied in this

work.

Much interest in what are today called metal nanoparticles has led to large re-

sources being put in place to study how their properties may be put to use in miniatur-

ized devices. These metal particles are alternatively known as colloids and have been

studied in the past. Some discussion on colloid development and formation and an

updated historical perspective on the area are presented. A descriptive introduction to

chapter 2, describing the physical concepts of extinction of light by small metal par-

ticles and their response under illumination with light is also provided in sections 1.7

and 1.8.

A summarized review of the properties of the materials whose results are dis-

cussed in chapters 4, 5, 6, 7 and 8 are presented in sections 1.9, 1.10, 1.11, 1.12 and

1.13, respectively.

Chapter 2 deals with the theoretical principles relevant to this thesis including

optical absorption, Raman scattering, annealing and Mie absorption and scattering.

The theory of the determination of the linear optical constants of substrates, film-on-

substrate and a metal-host composite is discussed.

Chapter 3 describes the equipment used in this work including the principles of

operation. More specific details may be found in the references cited in the text.

In chapter 4 the optical properties of defects produced in CsI by implantation

with protons having energy of 1 MeV, subjected to a series of annealing cycles and

studied by both Raman spectroscopy and optical absorption techniques are presented.

Chapter 5 deals with the ion implantation of 100 keV Mg+ ions in MgF2 crystals.

The evolution of the optical properties with annealing temperature is discussed.

Chapter 6 discusses the effects of the implantation of lithium niobate (LN) with

Ag+ and Au3+ metal ions using the ion implanter and the tandem accelerator, respec-
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tively, and the emerging optical properties on annealing.

Chapter 7 discusses the results of the optical and some electrical properties of

proton irradiated tin doped indium oxide (ITO) thin films.

As a follow up from chapter 5, attempts were made to produce conducting poly-

crystalline magnesium fluoride (PMF) thin films prepared by thermal beam evaporation

and subsequent ion implantation and annealing. These results are reported in chapter 8.

A summary and discussion of the main results of the thesis and suggestions for

further work are presented in chapter 9.

1.1 Ion Implantation

The following discussion on ion implantation is based on the texts of Townsend

et al. [1] and Carter and Grant [2] with emphasis on issues relevant to this thesis.

Ion implantation is a process where ions are introduced into a solid sample by

ion bombardment usually in the keV to MeV energy range. The solid-state effects are

extensive because of the range of physical properties that are sensitive to the presence

of a trace of foreign atoms. Optical, mechanical, magnetic, electrical and supercon-

ducting properties are all affected and indeed may even be dominated by the presence

of such foreign atomic species. In contrast to diffusion processes in which the number

of dopant ions introduced into the lattice is largely controlled by the physical proper-

ties of the sample, ion implantation provides an alternative method where the number

of ions introduced is controlled by the external system. For example in the semicon-

ductor industry, dopants can be implanted at temperatures at which normal diffusion

would be negligible and the dopant concentration is not limited by ordinary solubility

considerations. Thus a wider variety of dopant elements may be utilized.

The possibility of implanting insulating materials and in particular wide bandgap

materials using various ions has generated a great deal of interest. The materials im-

planted range from items as large as glass windows to exotic and costly crystals used
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in solid state tuneable lasers and opto-electronics [1]. Having mentioned several ad-

vantages of ion implantation, it is worth noting that the technique has some undesirable

effects. The most common effect is the formation of radiation damage which will be

discussed in section 1.1.3.

1.1.1 Energy Loss Processes in Matter

There are two main processes that contribute to the energy loss of an energetic

ion implanted in a solid target [1, 2]. They are electronic and nuclear stopping. The

rate of energy transfer from each process depends on the nuclear charge Z1, mass M1

and energy E1 of the incoming ion and the nuclear charge Z2 and mass M2 of the

target atoms. When the ion velocity is high, electronic stopping is predominant in the

beginning of the impinging ion’s path into the implanted material. There are several

possible origins of electronic stopping. They mainly involve exchange interactions,

excitations and ionization of the target and projectile electrons.

As the ion penetrates further into the solid, reaching lower energies, nuclear stop-

ping starts to dominate and eventually forms the major part of the energy loss process.

Here the ion experiences a number of violent collisions with the atoms of the solid

displacing them from their lattice positions. The higher energy transfer to target atoms

during nuclear interactions will result in the slowing down of the penetrating ion to

occur faster. The large momentum transfer on the other hand will cause increased scat-

tering thereby enhancing the lateral spread of a beam of incident ions.

The total loss of energy with penetration depth in a medium of unit atomic den-

sity, S (E), is defined as the stopping power. S (E) may be expressed as a combination

of the nuclear, electronic and other interactions’ stopping powers in the form

S (E) = −dE
dx
=

(
dE
dx

)

nucl.

+

(
dE
dx

)

elec.

+

(
dE
dx

)

other

. (1.1)

The units of S (E) are eV cm2/atom among several other units used in the literature. By
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Figure 1.1: The relationship between the projected range Rp and the total ion path R as
the ion is scattered from the forward direction [1].

integrating equation 1.1, the mean distance, R(E), an ion travels before coming to rest

from an initial energy E0 is estimated by

R(E) =
∫ E0

0

dE
NS (E)

(1.2)

where N is the number of target atoms per unit volume. Generally, from predicted

functions of the components of S (E), which depend on the mass and velocity of the

incoming ion and target atom, it is possible to calculate the total path length for a given

ion and target. Figure 1.1 indicates the difference between the mean projected range

Rp(E), being the ion range normal to the surface, and R(E) the total ion path. Rp(E) is

normally smaller than R(E) by a factor which depends on the scattering angles, mean

path, and, thus the specific path of an individual ion. Moreover, because of multiple

collisions, the ions will be deviated from their original direction leading to a lateral

spreading, R⊥(straggling effect) of the ion beam in the target. In the case of a single

element target, the ratio Rp/R � 1 for M1 � M2, and close to 1 for M1 � M2. For a

compound target material, the determination of the ion range is more complicated by
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the need to consider the combination of interactions between the ion and the constituent

atoms of the compound.

In reality, statistical fluctuations in the actual stopping mechanism will give a

spread to the range R and hence contribute to the spread 4Rp. The extent of spreading,

which shows dependence on the mass ratio M2/M1, will increase with larger penetration

depths into the target. However, a small deviation is observed for heavy ions incident

on a light atom target ; for M2/M1 ' 0.1, 4Rp ' 0.2Rp. The spreading increases with an

increasing M2/M1 ratio and is about 0.5Rp for M2 = M1. The straggling effect results in

an ion distribution which is approximately Gaussian in form and hence a typical range

distribution in an amorphous or even polycrystalline substrate may be characterized

with a mean range and a straggling about this mean. Initial calculations of such range

spreading, both along the projected range direction, and laterally, were discussed by

Schiott [3].

When using low energies, the concentration C(x), of implanted ions at a depth x,

for an incident fluence D (ions/cm2) in a target of atomic density N characterized by Rp

and 4Rp [4], is given by

C(x) =
D

(2π)1/2N4Rp
exp

[−(x − Rp)2

2π4Rp

]
. (1.3)

An estimate of the average impurity concentration within the implant region assuming

a Gaussian distribution is

C(x) = (Total Fluence)/2.54Rp. (1.4)

1.1.2 Energy Dependence of the Stopping Cross Section

Figure 1.2 [5] schematically illustrates how electronic and nuclear contributions

to the stopping cross section depend on the incident ion energy. The critical energy,
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Figure 1.2: Typical dependences of electronic (S e) and nuclear (S n) contributions to
the stopping power (S ) as a function of the incident particle energy. Ec is the critical
energy. S is in reduced units and hence dimensionless [5].

Ec, is defined as the energy below which the nuclear (S n = (dE/dx)nucl) and electronic

(S e = (dE/dx)elec) stopping are comparable as shown in figure 1.2. In the range 1 - 10

MeV, electronic stopping reaches a maximum value before decreasing as the incident

energy is raised further. In this energy regime, the velocities of the incident ions are

similar to those of the orbital electrons in the target atoms which leads to exchange of

electrons between the two and hence an enhancement in electronic energy loss. For

higher energy, E >10 MeV, stopping is well described by the Bethe-Bloch formalism

[6]. The electronic stopping decreases when moving to higher energies in the Bethe-

Bloch region. This is due to the fact that the higher the velocity of the incident ion,

the less time it has to interact with each target atom it encounters. The Bethe-Bloch

formulation for electronic stopping (S e) in the region where E > 10 MeV is given by

S e =
4πe4Z2

1Z2

mev2
L(v), (1.5)
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in which Bethe’s stopping number is expressed as

L(v) = ln(
2mev2

Ie
) − ln(1 − v2

c2
) − v2

c2
− C

Z2
− ξ

2
. (1.6)

Ie is the mean excitation potential of the target, e is the electronic charge, me is the

mass of the electron, c is the speed of light, v is the velocity of the incident ion and

C/Z2 the shell correction, where C is a constant that varies between 1.5 - 2. ξ is an

ultra-relativistic density correction which can be neglected [6]. The mean excitation

potential is defined as

lnIe =
∑

fn ln En, (1.7)

where En are all possible energy transitions of the target atom and fn the corresponding

dipole oscillator strengths. The calculations of Ie are usually based on a statistical

model of the target atoms. The shell correction accounts for the deviations from the

requirement in Bethe’s derivation that the projectile velocity should be much larger

than that of bound electrons [1]. Bethe’s calculation is based on a first order quantum

mechanical perturbation treatment. In practice, equation 1.7 is too complicated to use

except for the case of the simplest target atoms. Usually arguments of a Thomas-Fermi

screening [2] nature are used to estimate Ie [7] which in its simplest form is given

by Bloch’s rule namely Ie = I0Z2 where I0 is approximately 10 eV [8]. The most

substantial change is that Z1 enters into the stopping number, and thus, that the position

of the maximum depends on atomic number of the projectile ion. The charge state

of the penetrating ions is normally not clearly known. However, a general rule states

that projectile electrons having speeds exceeding the projectile velocity will stick to the

projectile while the slower ones, belonging to the outer shells, will be stripped [1].

There are two regions in figure 1.2 that are of importance in the present study.

The low and medium energy regions which vary from 1 - 1000 keV and 1 - 10 MeV,

respectively. The 100 keV Ag+ and Mg+ ion implants fall within the low energy region

while the 1 MeV protons and 8 MeV Au3+ ion implants fall within the medium energy
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region. Figure 1.2 also indicates that electronic stopping is the dominant energy loss

mechanism as the accelerated ions move through the target. Nuclear stopping becomes

significant as the ions are brought to rest. This occurs at relatively lower energies

which are less or near the critical energy, Ec. Because the implantation of Ag+, Mg+

and Au3+ ions into the various samples was deliberately performed in such a manner

that these ions were largely to remain within the implanted region, the effects of both

the electronic and nuclear stopping need to be considered.

1.1.3 Damage Distribution and Implanted Ion Profiles

Damage production is inter alia a function of the temperature of the sample at

which the implantation is performed and the original state of the lattice. Relatively more

defects are created and retained when the ion implantation is done at low temperatures

because of reduced diffusion rates. Although the displacement energy may be about 25

eV for a dynamic displacement in which an atom is forced through the neighbouring

sites of an unperturbed lattice, electronic processes that involve a long-lived excited

state allow lattice relaxation and hence greatly reduce the barrier to atomic motion.

An effective displacement threshold may thus fall to 5 or 10 eV. At lower fluences,

mainly point defects exist, but once sufficient disorder is formed by damage, impurities

or stress, then the rate of defect production increases rapidly. In part this may reflect

a lowering of the displacement threshold energy. At the highest fluence levels a near

amorphous layer may develop and so the rate of formation of damage saturates.

Damage distributions and implanted ion profiles may appear to be similar. How-

ever, closer examination reveals that the peak due to the former occurs closer to the sur-

face. This is because energy is transferred to target ions throughout the ion range; hence

displacements will occur even near the surface while the distribution of implanted ions

will be peaked at greater depths. In a crystalline target, the displacement energy will

be direction sensitive, and may decrease with increasing disorder in the lattice. Figure
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Figure 1.3: Calculations of lattice disorder generated by 2.5 MeV alpha particles im-
planted into crystalline quartz. The fluences range from 0.5×1016 to 12×1016 ions/cm2

[1].

1.3 shows an example of calculated damage distributions for different fluence for alpha

particles implanted into crystalline quartz. The damage creation profile shown in this

figure is only an estimate referring to the initial damage situation during the entry of

the ion into the sample. There could well be a complete recovery after the passage of

several incident ions. Computer simulations predict that the core of the cascade will

be vacancy rich whereas interstitials will predominantly appear at the outer parts of the

track. However the separation of vacancies and interstitials is insufficient to stabilize

them and a very large percentage of the damage recovers within nanoseconds.
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1.1.4 Defect Diffusion, Relaxation, Amorphization, Crystallography and Sput-

tering

The point defects and lattice disorder created during ion implantation are not in

thermal equilibrium resulting in a high probability of migration within the implantation

layer. These two entities will eventually tend toward thermal equilibrium with defects

which require an activation energy, Ea, being formed with a probability proportional

to exp(−Ea/KBT ), where T is the effective temperature and KB is the Boltzmann’s

constant. This includes defect clusters with Ea values of perhaps 10 eV which would

have been totally inhibited by any normal thermal treatment. The net effect of this is that

in insulators implanted with energetic light ions there will be regions of point defects,

near the surface, and more complex structures near the end of the ion track. Without

sufficient recovery of damage in the implanted region, the continued production of local

disorder may lead to the development of an amorphous region. With increasing fluence,

damage tracks will overlap and thus help in the stabilization of the amorphous region.

The presence of amorphous regions will affect a property of crystalline material such

as the refractive index which has been observed to decrease in certain cases [1].

The development of stress may also influence the diffusion, relaxation and amor-

phization. Typically stress builds up to a critical level and is followed by a collapse with

consequent plastic flow, precipitation of defects and relaxation. Diffusion of defects in

crystalline materials is not isotropic and therefore ion implantation in different crystal-

lographic directions will not be identical in as far as defect retention is concerned. If the

direction of rapid diffusion coincides with that of damage production, defect retention

will be less and hence there will be a dependence on crystal cut [9].

The process of ejection of target atoms from the surface by incident ions during

ion implantation is referred to as sputtering. The number of ejected atoms per incident

ion, the sputtering yield, is a function of the incoming ion energy E0 and the masses
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Figure 1.4: The dependence of sputtering yield on incident angle, θ [1].

of the ion and target atom M1, M2. The yield is also a function of the depth of the

energy deposition so the yield varies strongly with angle of incidence θ, as shown in

figure 1.4. The relative sputtering yield is defined as the ratio of the sputtering at an

angle θ to the sputtering at 00. The original theoretical descriptions of sputtering such

as those of Thompson [10] and Sigmund [11] were made in terms of single element

targets. The predictions were for idealized systems and describe the initial sputtering

yields from perfect amorphous solids caused by the deposition of energy via nuclear

collision processes. This approach leads to some apparent conflict with experimental

data since for experimental reasons it is normally simpler to measure the steady state

or large fluence sputtering yields. In compounds, the sputtering yield is not the same

for all elements. Assuming that the sputtering cascade is in thermal equilibrium, the

lighter ions are travelling faster and so are more likely to escape from the surface.

Hence, compounds are most likely to be depleted of the lighter elements. The situation
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becomes more complicated as gaseous elements, such as oxygen or nitrogen, tend to be

lost more readily than metallic elements of comparable mass.

1.2 Computer Simulations

Estimates of the ion range and damage distribution profiles are important param-

eters for ion implantation processes and numerous computer simulation programmes

have been developed in this regard. The incorporation of all the events that take place

as an energetic ion enters a target until it comes to rest is a complex task. Besides the

processes involving electronic and nuclear stopping, other events include :

a) sputtering from the surface of the target,

b) the possibility of annealing of damage created,

c) stabilization of defects and creation of new compounds and

d) diffusion of simple or clustered defects among others.

The discussion in the first paragraph within this section assumes that the target

is amorphous. When dealing with a crystal lattice, not only will the ion trajectories

be steered by the planes and channels of the lattice (channeling), but, additionally, the

separation of vacancies and interstitials will be sensitive to the diffusion rates along

different crystalline directions. Integrating all these events in the simulations has yet to

be achieved. However, estimates of the range distribution and initial damage creation

are still useful.

Many of the simulations are well refined and widely used but are only a guide

since the final damage distribution may look totally different from initial picture pro-

vided. Some of the widely used programs, have been upgraded continuously over the

years from their original versions, e.g. the TRIM (TRansport of Ions in Matter) of Bier-

sack and Haggmark [12], has been modified both by Biersack, Ziegler and by owners

of copies of the program to produce several versions that have appeared almost yearly.

Recently the simulation program was modified to SRIM (Stopping and Range of Ions
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Figure 1.5: Range and damage simulations of 2 MeV alpha particles implanted into
lithium niobate (LN). EP, NP and RA represent profiles of the electronic damage pro-
cesses, nuclear collisions and the ion range, respectively [1].

in Matter) [13]. Stating the version of TRIM used is important, or else the simulation

may lead to apparent anomalies in range and lateral distributions of the implanted ions

which far exceed the normal 10% accuracy expected from a modern version. Variants

of TRIM include codes for sputtering, high dose damage estimates and formation of

new compounds. A different binary-type code which is designed for crystalline tar-

gets is named MARLOWE [14] and others are under development. Examples of elec-

tronic, nuclear damage distributions and the ion range profile which are obtained from

TRIM98 simulations are shown in figure 1.5 for the case of alpha particles with energy

of 2 MeV implanted into LN. From this simulation, it is clear that most of the energy

of the ion is lost in electronic processes (profile represented by curve EP). The total

number of target vacancies created by nuclear collisions is distributed in a peak near

the end of the track (profile represented by curve NP). The centre of this distribution

is at about 4.2 µm. The energy loss mechanism below this value is dominated by ion-
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ization. The ion range (profile represented by curve RA) is also distributed in a peak,

the centre of which is slightly deeper than the nuclear damage distribution centre. This

example shows that the simulations can be successfully used at quite high energies,

despite being initially designed for low energy ion implantation of semiconductors.

1.3 Introduction to Radiation Induced Defects in Crystals

In terms of ionic crystals the alkali halides are the most widely studied materials

in as far as radiation induced defects are concerned and many of the examples quoted

in this section will refer to them. This will form a basis for the study of the optical

behaviour of implantation induced defects in CsI and the other irradiated materials

in the present work. Studies of defects in other crystals such as the alkaline earth

fluorides to which MgF2 belongs will also be presented. Although there are reports

in the literature on studies of irradiation of oxides performed over periods spanning a

few decades, those involving defect studies in ternary oxides, particularly In2O3 and

LiNbO3 (LN), are relatively few. The study of oxides can be interesting especially due

to the existence or creation of oxygen vacancies which can be neutral, singly or doubly

charged. A summarized review of the defect studies and properties of the two oxides

will be presented in separate sections that follow. The italic F is used to represent the F

centre, being an electron trapped in a negative ion vacancy, rather than F which is used

to represent the fluorine ion.

A general description of the nature of bonding and optical response to photon

energy is first discussed. Alkali halides are strongly ionic in character and with the

cations and anions occupying the lattice points of two interpenetrating face centred cu-

bic lattices in the majority of cases. Each alkali metal ion is surrounded by six nearest

neighbour halide ions and vice versa. Assuming that the crystals are of ideal stoi-

chiometric composition then the energy band scheme will be that of a completely filled

valence band and empty conduction band. In the ionically-bonded salt form, the cations
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and anions have the rare gas electronic configuration. The energies of the outermost p

orbital electrons of the halide ions are of the order of several electron volts higher than

those of the alkali ions, and so constitute the highest valence band. The band gap lies in

the range 6 - 10 eV [15]. As a result of the large forbidden gap intrinsic alkali halides

and indeed many other wide bandgap crystals are transparent between the ultraviolet

and near infrared (IR) region of the spectrum. Absorption in the far IR is associated

with lattice vibrations of the ionic constituents, whereas absorption in the ultraviolet

(UV) arises from electronic transitions. The latter correspond to the removal of an

outer p electron from the halide ion and its promotion into the conduction band. How-

ever, if the photon energy corresponds to the long wavelength tail of the UV absorption,

a bound electron-hole pair is created: the valence electron is raised to an energy level

below the conduction band, corresponding to the promotion of the halide electron to a

higher excited state though maintaining a Coulomb bond with its complementary hole.

This bound electron-hole pair is called an exciton and the corresponding energy levels

are called exciton bands.

1.3.1 Influence of Lattice Defects on the Electronic Levels

The idealized energy level scheme suggested above, wherein the energy gap be-

tween the valence and conduction band contains only the exciton levels, does not occur

in practice. All crystals no matter how pure contain some structural defects (mainly

vacancies and interstitials) and trace impurities that introduce localized energy levels

into the forbidden band. Thus new absorption bands present in the optically transparent

region of the pure crystal result from the presence of such imperfections; accordingly

optical absorption techniques may be used to study them. As an example an energy

band scheme of an alkali halide crystal is shown in figure 1.6 [15]. Defects which re-

duce the bonding energy of the halide electrons introduce occupied electronic levels

above the valence band; defects which cause an increased electron affinity over and
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Figure 1.6: Optical absorption band diagram of an alkali halide crystal. The subscripts
e and g stand for the excited and ground states respectively [15].

above that of the regular lattice cations introduce unoccupied states below the conduc-

tion band. The resulting absorption, often in the visible region of the spectrum accounts

for the naming of responsible defects as colour centres.

1.3.2 Defects Produced by Irradiation of Ionic Crystals

Defects created by irradiation can be classified as electron or hole centres. The

spectrum of the defects created in a given crystal is a function of the crystal itself, the

type of radiation used, the irradiation temperature, the fluence, dose rate, as well as

the pre-existing defects and impurities in the crystal. Although several types of defects

occurring in crystals will be discussed, more emphasis will be placed on the processes

of defect aggregation, extended defects and colloid formation. Again work on alkali

halides is emphasized, since it provides a relatively complete picture of the types of

processes involved. Figure 1.7 [16] shows a schematic diagram of some of the defects.
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Figure 1.7: Diagram showing several common defects in alkali halide crystals [16].

1.3.3 The F Centre and its Related Charge States

There are several electron centres that arise from a vacant site or sites in the lat-

tice. The vacancies are generally, but not always, occupied by an electron or electrons.

In alkali halides, intrinsic vacancy centres include not only the F centre but also the F+

and F− (F′) centres derived from alteration of the charge state of the F centre, and the

F2, and F3 centres derived from the aggregation of F centres. Alteration of the charge

state of aggregate centres can also occur. Selected centres are discussed briefly within

this subsection while the aggregate centres are treated separately.

The F centre in alkali halides [17] consists of an electron trapped at a negative

ion vacancy and is an electrically neutral entity. A 3-D particle-in-a-box model has

proved quite successful in explaining the properties of F centre absorption [18, 19].

EPR studies [20] have been applied to this paramagnetic centre establishing the degree
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of localization of the electron. The large width of the F band and the temperature

dependence of its peak position arises from the interaction of the trapped electrons

with lattice vibrations. Absorption bands on the high energy side of F band are due to

transitions of the trapped electrons to higher excited states.

When an F centre captures an electron, a new centre, the F− centre is formed

which is thermally unstable at ambient temperature. The centre is formed during ir-

radiation at sufficiently low temperatures or by low temperature (≈ 100 K) bleaching

of coloured crystals by F-band light, resulting in the transfer of an F centre electron

to another F centre [21, 22, 23, 24, 25, 26]. The process yields an F− centre and an

empty anion vacancy known as an F+ or an α centre [27]. The F+ centre absorption

band arises from a perturbed exciton transition in the vicinity of an F+ centre.

The FA centre is a perturbed F centre having one of its nearest neighbour as a

foreign cation with a smaller ionic radius than the host cation [28].

1.3.4 F Aggregate Centres

In crystals irradiated at room temperature or at somewhat lower temperatures and

warmed to room temperature, there are bands that appear on the low energy side of the

F band. These are due to small aggregates of F centres; two such centres comprise

F2, or M centre, while three centres result in an F3, or R centre. This discussion is

immediately relevant to the work in MgF2 where similar structures have been reported

and will be discussed in chapter 5.

The mechanism of the production of such aggregates has been and is still the

subject of controversy. The proposed mechanisms include those in which the F+ centre

is the mobile entity [23, 29, 30, 31, 32, 33] and those favouring an excited state of F∗ of

the F centre as the mobile entity [34]. Further aggregation of F centres in alkali halides

leads to the formation of metallic colloids formed from the host cations. This process

is discussed further in section 1.5.
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1.3.5 Hole Centres

Several of the trapped hole centres in alkali halides are known as V centres and

include the variety of defects complementary to the anion vacancy centres. Early stud-

ies of these centres were presented by Schulman and Compton [15]. Intrinsic hole

centres include the VK centre, the self-trapped exciton, the H centre and the I centre

[35]. A summarized discussion of the first three hole centres is given in the sections

that follow and the centres are shown schematically in figure 1.7.

1.3.6 The VK Centre (X−2 ) and the Self-Trapped Exciton (STE)

First identified by EPR studies of Castner and Kanzig [17], the VK centre (or

the self-trapped hole) consists of two adjacent halide ions which have trapped a hole

resulting in a bonding state. It can be represented by molecule ion [X−2 ] oriented along

a < 110 > direction (see figure 1.7) in which the intermolecular separation is slightly

reduced from that of the free X−2 ion. The square brackets imply that it is an integral part

of the lattice. The VK centre is a very efficient electron trap thus creating an exciton-like

structure whose role in the production of Frenkel defects will be explored in Section

1.6.

The identity and structure of the self-trapped exciton (STE) was determined via

a number of studies [36, 37, 38, 39, 40, 41, 42, 43] ultimately leading to the modern

view of an off-centre STE of considerable importance in the excitonic mechanism of

defect creation (section 1.6).

1.3.7 The H Centre

This is the major complementary defect (see figure 1.7) of the F centre at suffi-

ciently low irradiation temperatures (' 4 - 20 K). The H centre consists of an interstitial

halogen atom bound to a halide lattice ion. In structure it resembles the VK centre being
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described by a X−2 molecule ion orientated along a < 110 > direction in most alkali

halides. However in this case there are two halogen atoms per one halide ion lattice site

such as in the split interstitial configuration [35, 44, 45].

There are a number of perturbed H centres associated with cation and anion im-

purities [46]. The HA centre is formed when an H centre is trapped close to a substitu-

tional impurity such as Na+ or Li+, the configuration depending on the specific alkali

halide and the dopant.

When the dopant species are divalent cations, charge compensation comes into

effect resulting in the incorporation of cation vacancies in the lattice. Below room

temperature, these vacancies exist mainly in the form of impurity-vacancy (IV) dipoles

[46, 47]. The HD centre is thus identified as an interstitial halogen trapped at a IV dipole

[48, 49, 50, 51, 52, 53].

1.3.8 V Centres in K and Rb Iodides

There is general confusion in the assignment of V bands as a result of compar-

isons between crystals coloured by a variety of methods. The V bands were originally

named from ultraviolet absorption spectra produced by the effect of ionising radiation

on alkali halides but the same nomenclature has been applied to bands arising from

other methods, occurring in different positions and from different species [54, 55]. This

discussion will, however, be restricted to the optical properties of V bands in pure iodide

crystals of K and Rb. Table 1.1, taken from the work of Winter et al. [56], summarises

some of the observations in the two iodides. Winter and co-workers noted that the V 2

and V3 could also be produced by thermal bleaching of V 4 and V2, respectively near

and above the production temperature. Konitzer and Hersh [57] had earlier reported

a V band near 275 nm which was produced at 195 K. It was assigned to a compos-

ite V2V3 band. They made similar observations, to Winter and co-workers, with the

spectral location of the V2 and V3 bands being 335 nm and 310 nm, respectively. The
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Iodide V4 (100 K) V2 (200 K) V3 (300 K)
K 355 nm (3.50 eV) 325 nm (3.82 eV) 310 nm (4.0 eV)
Rb 360 nm (3.44 eV) 355 nm (3.50 eV) 345 nm (3.60 eV)

Table 1.1: Previously observed optical absorption of V bands in irradiated K and Rb
iodides.

former was produced at a larger temperature range, while the latter at a similar tem-

perature. The observations of Lefrant and Rzepka [58] concur with the two discussed

earlier in terms of the spectral location of the V 2 and V3 bands and the temperature of

their production.

1.3.9 Models for the di-interstitial Centre

A substantial effort was made by Catlow et al. [59] to explain defect reactions

leading to the initial clustering of interstitial species using the method of computational

lattice simulations in alkali halides. Using the HADES program of colleagues Lidiard

and Norgett [60] they developed a set of lattice potentials which faithfully generated

a wide class of halide crystal properties yielding values of defect energies, proposed

viable structures and possible stabilization and aggregation dynamics. They started

with the < 110 > configuration of the X−2 molecule of the single H centre. As the H

centre migrates it recombines with F centres or may be stabilized by impurity traps,

in which the binding energy is supplied by the interaction of the elastic strain field of

the impurity trap and the H centre. They had considerable success [61, 46] and made

predictions that agreed with EPR results of Delbecq and co-workers [62]. Apart from

looking at models of a possible range of impurity traps, they extended the calculations

to the problem of H centre clustering. In the context of the current work only the

model for intrinsic di-interstitials defects are discussed. The complex consisting of

two neighbouring H centres shown in figure 1.8a was found to be bound [59]. This

complex can show composite structure due to a range of weakly bound di-interstitial
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Figure 1.8: The possible configurations of the halogen interstitial (a) Loosely bound di-
interstitial centre (b) Interstitial X2 molecule (c) X−3 defect (d) molecule-vacancy pair
complex (e) X−3 -trivacancy complex : squares enclosing negative sign represents an
anion vacancy, while those enclosing a positive sign represents a cation vacancy. Taken
from Catlow et al. [59]

aggregates with configurations varying about their lowest-energy geometry [63, 59].

The collapse of such a structure into halogen molecular aggregates was also investigated

by considering likely halogen atom displacements. Although the emerging two end

products, the X2 neutral molecule adopting the cube-centre configuration (figure 1.8b)

and the < 111 > oriented X−3 molecular ion (figure 1.8c), were found have similar

binding energies, the former was favoured. The reason being that the formation of
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the X−3 molecular ion includes a kinetic barrier to motion of the aggregating H centres

which could limit its formation at higher temperatures. Because the magnitude of the

barrier was not known there is a possibility that either of the interstitial complexes could

be responsible for the V4 absorption band [35] created by irradiation near 77 K in KCl

and KBr and the V2 band in KI. These latter conclusions are not sustained by Raman

spectroscopy studies (see the discussion below).

Catlow and co-workers [59] also investigated the energy reduction in accommo-

dating these di-interstitial types in anion-cation vacancy pairs. Figure 1.8d shows an

X2 molecule in an anion-cation vacancy pair, while figure 1.8e shows a defect formed

by the interaction of such a molecule-vacancy defect with a neighbouring lattice ion

to form a X−3 molecule along a < 100 > orientation. The formation of such defects in

conjunction with a proposed mechanism of dislocation loop formation (section 1.3.10)

would result in a substantial reduction in energy. An interesting aspect of the structure

in figure 1.8e is that a linear X−3 molecule had been proposed earlier by Christy and

Phelps [64].

The absorption spectrum of I−3 molecular ion has been very well defined. Hersh

[65] studied the absorption spectrum of iodine dissolved in aqueous iodide solutions

and observed bands peaking near 3.8 eV and 4.4 eV which were attributed to this

molecular ion. Hersh [66] proposed that this molecular ion was a linear array of io-

dine molecule and an iodide ion. Similar bands were reportedly observed in a number

of iodide crystals coloured by irradiation or additive methods [64, 57]. The latter work-

ers observed that the ratio of the intensity of the band at 4.4 eV to that at 3.8 eV was a

constant in their growth or decay suggesting that they were related to the same defect.

Other suggestions for the model of the I−3 complex includes one by Okuda et al.

[67] who proposed it to be a linear symmetrical molecular ion oriented along < 100 >

direction and bound to a cation vacancy. This model explained the photochemical be-

haviour of interstitial centres above 77 K and agreed with the results of ionic conduc-
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tivity from the work of Forbes and Lynch [68].

Subsequent studies of photochemical conversions in electrolytically and addi-

tively coloured KI undertaken by Okada [54, 55] provided evidence for at least four

different structures of an I−3 molecular centre in KI below 100 K, which differed in

the configurations of the I−3 centre around a cation vacancy. This study gave strong

indications that at low temperatures the molecular ion centre is optically sensitive, the

molecular axes can orientate in different directions, giving rise to a range of structures

and absorption spectra for two associated H centres. Each spectrum consists of a peak

in the 340 to 360 nm range accompanied by another peak in the 288 to 303 nm spec-

tral region. The ratio of the peak heights may vary from one type of configuration to

another.

1.3.10 Interstitial Aggregates and Dislocation Loops

Interstitial aggregates are produced in alkali halides and other wide band gap

crystals by irradiation at room temperature or by low temperature irradiation with sub-

sequent warming of the crystal. They give rise to optical absorption bands in the UV

and, as discussed previously, known generally as V bands. Early attempts to identify

these centres were based mainly on observation of the behaviour of the V bands un-

der various conditions of irradiation and bleaching, and gave rise to a large variety of

proposals : The first models, due to Seitz [69, 70], proposed an arrangement of holes

in association with a positive ion vacancy or cluster of vacancies. Later Varley [71]

suggested that the centres comprised interstitial metal ions and halogens atoms. It was

not until much later that a consistent picture emerged. Comins [72] and Sonder et al.

[73] were among the first researchers to suggest that two or more interstitial halogen

atoms may be stabilized together. Evidence for di-interstitials came from work by Itoh

and Saidoh [74, 75] and gradually the concept of interstitials clusters, nucleated homo-

geneously or at impurity traps, emerged. It was only later with increased interest in the
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evolution of defects to the macroscopic damage stage [76] that the identity of some of

these interstitial aggregate species was conclusively established. Agullo-Lopez et al.

[77] have presented these developments and have drawn together and clarified the wide

range of reported centres in their comprehensive review.

It is now appropriate to discuss the nature of the defects which supersede the

above mentioned cluster stage. At some point beyond this defect stage these clusters

develop into perfect dislocation loops detected by Hobbs and co-workers, in an elec-

tron microscope [78, 79], who made a detailed study of interstitial clusters at different

temperatures and produced in various ways in alkali halides. Crystal specimens irradi-

ated by an external source could be mounted on a low temperature (10 K) microscope

stage for observation of damage for the order of minutes (e.g. KI) before in situ dam-

age of the sample by the beam would occur. The major complementary structures to

the F centres in a wide range of alkali halides after high dose of irradiation (corre-

sponding to the F centre concentration of 1017cm−3 and upward) were observed in the

electron microscope to be large clustered defects. Increasing the irradiation dose had

the effect of increasing the cluster size. A detailed study of the size and morphology

of the clusters formed in KI irradiated at room temperature, led to the conclusion that

these large scale clusters exhibited the characteristics of planar interstitial dislocation

loops. The correlation between halogen atom mobility and loop growth on the one

hand and the correlation between centre concentration and the number of halogen sites

involved in the loops, on the other, led Hobbs et al. [78] to propose that the perfect

interstitial dislocation loops arose from halogen interstitial aggregation together with

displacement on the cation sublattice. Figure 1.9, taken from Hobbs and co-workers,

shows their proposed model for the dislocation loops. Other proposals for the forma-

tion for the dislocation loops include that of Catlow et al [59], which is presented in

figure 1.8d in subsection 1.3.9. This group studied the energies involved in loop for-

mation through a process of displacement of lattice ions onto a dislocation loop by an
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Figure 1.9: Perfect interstitial dislocation loop in alkali halides (a) and (d) edges of
loop ; (b) and (c) possible ways of accommodating halogen molecules [78].

interstitial halogen molecule which would then occupy the cation-anion vacancy cre-

ated. Such a process is favoured thermodynamically and may be indirectly related to

the molecule-in-a-vacancy pair suggested by Stott and Crawford in their study of dipo-

lar defects [80]. Other proposals for the molecule-vacancy defect involve its interaction

with a lattice anion producing a linear X−3 molecule ion that is shown in figure 1.8e.

Thus another possible model for the dislocation loops is a perfect loop surrounded by

the X−3 -trivacancy complexes.

The work on the use of Raman spectroscopy to study defects in crystals was pio-

neered by Lefrant and Rzepka [58, 81] and by Allen, Comins and co-workers [82, 83]

and was employed to study the stage between the primary damage and the formation of

large interstitial defects considered to lead ultimately to dislocation loops. This tech-

nique contributed significantly to the clarification of the structure of the interstitial ag-

gregates beyond the use of optical absorption and electron microscopy [79]. The study

of interstitial aggregates in KI is one good example where the Raman technique was

used to systematically follow the evolution of the I−3 molecule to a higher aggregation

form by trapping of single iodine interstitials. Even fine details such as a change of the

lattice environment could be detected in the form of a shift of a few wavenumbers in the
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Raman peak associated with the I−3 molecular defect in doped crystals [83, 84]. Higher

order aggregates of iodine defects are discussed in section 1.4 to follow.

1.3.11 Defect Growth Kinetics

The general shape of the growth curve of F centre concentration as a function

of irradiation fluence in alkali halides near room temperature consists of three stages

which depend on temperature, dose rate, chemical impurity and thermal history [85].

The characteristics of this curve will be used as a reference for the proton irradiation

of thin films of ITO on float glass in the present work which shows similar features.

In an attempt to explain the shape of the F centre colouring curves in alkali halides,

various theoretical models for defect production and stabilization emerged. Impurities

in the crystals were found to alter the shape of the colouring curves. For instance,

monovalent cation impurities with radii smaller than cations of the host crystal would

trap interstitials to form HA centres while those with cations whose radii was larger

had no significant effect [86, 87]. Introduction of divalent cation impurities causes

the creation of cation vacancies of the host crystal for charge neutrality in the lattice.

These isolated vacancies were initially thought to act as saturable traps for interstitials

and therefore to result in the enhancement of the early stage of the F centre colouring

curve at room temperature [88, 89] and the proportionality between the early stage

growth and the square root of impurity concentration. The earliest models developed

by Farge [90] and Sonder [73] considered that impurities act as saturable traps, and

appeared to reproduce very well the stage I growth plus a saturable pattern. However,

low temperature ESR studies by Shoemaker [46] and the use of an ionic thermocurrent

technique (ITC) by Marat-Mendes and Comins [52, 91, 92] established that the IV

dipoles acted as the major trap for the halogen interstitials.

This new revelation on the role of the IV dipoles formed in the presence of di-

valent impurities was the key to disproving that the stage I was truly saturable because
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it could be altered by changing the temperature of the sample. By using a system of

kinetic equations, it was demonstrated in a model by Comins and Carragher [48, 49]

that the first stage is a dynamic process involving stabilization of interstitial defects

at IV traps and radiation-induced detrapping of interstitials. This model satisfactorily

accounted for the dynamic temperature dependence of the first saturation stage and

provided a new explanation of the square root relation on divalent cation impurity con-

centration discussed earlier. It thereby changed the interpretation of the exhaustion of

pre-existing defects and the isolated vacancy approach as an explanation of the shape

of stage I [48, 49].

Agullo-Lopez and Jaque [85, 93] had earlier developed a set of rate equations

describing the intrinsic production of defects, the effects of interstitial clustering, the

effect of trapping at impurities and of interstitial F centre recombination. Though the

computer solutions to these equations agreed remarkably well with the experimental

data on dose rate and impurity effects, the model assumed homogeneous nucleation of

interstitial clusters which was clearly in contradiction to the observations of Hobbs et

al. [76]. This model was later modified to include heterogeneous nucleation by impu-

rities [94, 95]. Other models along these lines were proposed by Itoh and Goto [96]

and Guillot and Nouailhat [97] and the computer simulated growth curves reproduced

satisfactorily the characteristics of the experimental growth curves.

Ramos et al. [98] extended the model for F centre colouring in alkali halides

doped with divalent impurity cations which change their valence state during irradia-

tion. Their model incorporated all three stages of F centre colouring : the first stage

being interpreted as the heterogeneous nucleation of single H centres at IV dipoles, the

second less stable stage associated with the trapping of di-interstitials at such dipoles,

and the third being the formation of large interstitial clusters. Their numerical solutions

showed good qualitative agreement with experimentally determined patterns. Increas-

ing the intensity of the radiation shortened stage II and enhances the colouring rate of
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stage III.

On the other hand, for very pure samples, the structure of the colouring curve

is lost and the F centre concentration is observed to grow monotonously with fluence,

reaching a higher level of colouration than the impure sample [99]. The presence of

impurities delay the H centre aggregation process by stabilizing the early interstitial

species. A detailed review of impurity-related processes in irradiated alkali halides is

well presented by Agullo-Lopez et al. [77].

1.4 Previous Raman Studies of Iodine and Iodine in Solution

There are numerous Raman scattering studies on iodine in matrices and solution

reported in the literature. This section will summarize the main results and focus on

immediate relevance to the present work and hence not all references are cited here.

The first documented Raman spectra of halogens are attributed to Stammreich and col-

leagues [100, 101]. Thereafter several other workers [102, 103] reported results of

Raman spectra of iodine species in various environment and specifically noted features

near 114 cm−1 and 143 cm−1. The 114 cm−1 Raman band, attributed earlier to a sym-

metric stretching mode of I−3 [102], was studied [75] in more detail by newly emerging

techniques such the near resonance Raman effect which showed the peak at 114 cm−1

and concomitant progressive overtones. The weaker band observed near 143 cm−1 was

attributed to an antisymmetric stretching mode of I−3 . It was also found that the peak

position of the Raman band of the I−3 symmetric stretching mode in aqueous iodide

solutions of K, Li, Na and Cs all yielded the same 114 cm−1 Raman shift. Loos and

Jones [104] observed a band at 155 cm−1 which showed behaviour independent of the

114 cm−1 and attributed it to a higher polyiodide, I−n . Indications of dissociation [103]

of iodine clusters in solution have also been noted with a shift in wavenumbers from

202 cm−1 to 114 cm−1 and 143 cm−1. It was well established that the observation of

Raman bands in solid matrices agreed well with those in solution [105, 106]. In par-
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ticular a band at 180 cm−1 was attributed to molecular iodine in aggregated form, (I2)n.

A broad feature at 170 cm−1 was attributed to a higher order polyiodide of the type I−5

and a shoulder on this band at 145 cm−1 was assigned to the antisymmetric I−3 mode, in

agreement with the work on ions in solution.

1.4.1 Structure of Crystalline Iodine

Figure 1.10a shows a diagram of the orthorhombic unit cell of crystalline iodine,

whose symmetry is of the space group D18
2h, and contains 8 atoms (4 molecules) [107].

In part (b) of the same figure the position of the atoms in the b − c projection is shown.

The I-I bond length in the crystalline iodine molecule is 2.72
0
A, which is longer than

in the gaseous molecule. Each iodine atom is also involved in a charge sharing type of

bond with the two nearest neighbours at 3.50
0
A [108].

Figure 1.10: Schematic diagram of the structure of crystalline iodine. (a) Packing
drawing of solid iodine (b) The orthorhombic structure projected onto the b − c plane.
Molecules labelled as 00 are in the b− c plane, molecules labelled 1/2 1/2 are displaced

by ± a/2 from the a plane. a = 7.14
0
A, b = 9.78

0
A, c = 4.69

0
A [107].
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1.4.2 Raman Scattering in Irradiated Alkali Halides

Lefrant and Rzepka [58, 81] were instrumental in the use of the Raman scattering

technique in an organized study of crystal defects. Using both Raman scattering as well

as optical absorption techniques they studied X-irradiated KI crystals at 190 and 273 K.

At the lower temperature they observed an absorption band at 335 nm (3.7 eV), while

the Raman spectra showed two peaks located at 113 cm−1 and 173 cm−1, with the one

located at the latter wavenumber being weaker. They associated these Raman peaks

observations to the I−3 molecule. A shoulder at 275 nm (4.5 eV) observed in the optical

absorption measurement for the I−3 in solution had earlier [109] been also attributed

to the same molecule. The I−3 molecular complex was proposed to be the product of

the first stage of stabilization of iodine interstitials resulting from the trapping of two

interstitial atoms at a halide ion site or the capture of a further interstitial by an already

trapped single interstitial:

2I0+I−lattice → I−3 or I0+I−2 → I−3 .

At 273 K there was a reduction in the optical absorption band at 335 nm and a

new unresolved band emerged at about 310 nm (4 eV). There was also a corresponding

reversal in the intensities of the Raman features at 113 cm−1 and 173 cm−1. The latter

feature grew and the former decayed. The Raman peak at 173 cm−1 was associated

with I−n polyiodide clusters.

Irradiation of KI crystals [58, 81] at room temperature resulted in a broad optical

absorption band extending from 300 nm to 500 nm. The associated Raman spectrum

revealed two sharp peaks observed at 180 and 189 cm−1 which were similar to those

assigned to aggregated iodine molecules by Andrews et al. [110] and Shanabrook and

Lannin [111]. It was established that the observed large iodine molecular structures

were products of the evolution of the cluster types, from the smaller I−3 and I−n aggre-

gates at lower temperatures to the large (I2)n aggregate at room temperature [81].
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Comins and co-workers [83, 84, 112, 113] reported results of several experi-

ments involving X- and γ-irradiation of pure and doped KI at 198 K and near room

temperature, and pure RbI at similar temperatures. These results are summarised in

the current and next three paragraphs. The behaviour of defects formed by irradiation

in these two iodides is immediately relevant to the present work since the cations be-

long to the same group, 1 of the periodic table. Irradiation of a KI sample below room

temperature formed I−3 and traces of I−n centres observed by Raman spectroscopy as

features occurring at 113 cm−1 and 173 cm−1, respectively. Optical absorption studies

showed that the V bands at 3.8 and 4.4 eV are related to the Raman feature at 113 cm−1.

Subsequent work performed on γ-irradiated KI below room temperature gave a clearer

picture. An annealing stage at 338 K for both the Raman features at 113 cm−1 and 173

cm−1 was revealed. An isothermal anneal carried out at this temperature was found to

be consistent with second order reaction kinetics and an activation energy of 1.4 eV. An

unresolved residual V band absorption observed in earlier work [84] was subsequently

explained [114]. It was established that the remaining V band absorption above the 338

K annealing stage was due the presence of a small number of (I2)n defects.

Room temperature γ-irradiations and subsequent annealing of a similar KI sam-

ple show that the main optical absorption bands are the F and a broad V band at 4.0

eV. The Raman spectrum showed features at 180 and 189 cm−1 associated with large

interstitial iodine aggregates. The concurrent presence of small concentrations of I−3

and I−n ions indicated that they are initially formed but are not the final form of the

aggregating H centres. Simultaneous F, V band and Raman intensity reductions which

began at 380 K, in the initial stage, indicated that the Raman intensity and a large part

of the V band are due to the large iodine aggregates. An isothermal anneal performed

at this stage of the anneal showed that first order kinetics were obeyed. Part of the F

centre reduction in the initial stage was accompanied by the formation of potassium

colloids, which together with the remainder of the V band annealed in the second stage,
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at a higher temperature, beginning at 430 K.

The results of γ-irradiation of a RbI sample at 195 K largely indicated the pres-

ence of I−3 complexes which annealed near 338 K via a second order reaction and an

activation energy of 1.2 eV. Irradiation of a RbI sample near room temperature revealed

that some interstitial halogen existed in the form of I0
2 neutral molecules and is associ-

ated with a Raman band at 201 cm−1. Subsequent annealing indicated the presence of

a significant concentration of Raman-inactive halogen interstitial halogens which had a

major annealing stage near 433 K with first order kinetics and an activation energy of

1.6 eV [113].

One clear difference between the products of irradiation of the iodides of the two

metals is that whereas the large molecular iodine aggregates (I2)n are formed in KI near

room temperature, in RbI the dominant defect is the I−3 both at 195 K and near room

temperature. There is however the formation of the I0
2 neutral molecules in RbI which

are not observed in irradiated KI.

Table 1.2 summarises the documented Raman signals and their possible origin.

Preparation Raman Signals (cm−1) Origin
I2 in solution 201 - 212 I − I stretching of I0

2 monomer
I2 − M+I− in solution 113, 143 Symmetric/antisymmetric stretch

155, 160 I−n (n=5,...)
173 I−n

Alkali metal-Iodine 113 I−3
Matrix reaction products 170 I−n

180, 189 (I2)n

212 I2

Thin films of crystalline iodine 180 (I2)n in- and out of phase stretch
of the two I2 units of the
primitive cell of an iodine crystal

50 - 100 Crystalline iodine lattice modes

Table 1.2: Raman transitions due to iodine and iodide ions in solution and solid matri-
ces.
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1.5 Properties of Metallic Colloids

1.5.1 Introduction

The following discussion on colloids will serve as a general introduction on this

subject which forms part of the present work. A colloid is a particle whose size is

sufficiently small that its physical and chemical properties differ from those of the bulk

material. A particle would normally be referred to as colloid when its dimensions are

of the order of 1 - 100 nm. It may therefore contain a few tens to several thousands

of atoms, so that at the one extreme the properties approach those of a large molecular

cluster and at the other extreme those of bulk condensed matter. The contemporary

terminology for colloids is now nanoparticles. Although most of the work in the recent

past has involved colloids of noble metal particles, reference in some instances will be

made to alkali metal colloids which have been studied for many years.

1.5.2 Colloid Formation and Nucleation kinetics

A major review article of the production and properties of metal colloids in ionic

crystals has been presented by Hughes and Jain [115] and recently by Kreibig and

Vollmer [116]. Part of the discussion in this subsection and those that follow have been

adapted from this article. Colloids may be formed by annealing a crystal which has

been irradiated at room temperature or by using crystals containing an excess of cations

[117] so that F centres are converted into colloids. The process of colloid formation also

occurs by irradiating a crystal at a temperature where F centres are mobile [118, 119,

120]. An electron transfer to the cations results in the formation of a metallic inclusion.

Figure 1.11 [79] shows a schematic representation of this transformation. The early

stages of nucleation of colloids and the structure of the embryonic colloid are not well

understood. However it is well established that colloids are nucleated inhomogeneously

near dislocation lines and impurities [76, 121, 122]. It should be pointed out that when
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Figure 1.11: Schematic diagram of the centre to colloid transformation in alkali halides.
(a) Perfect crystal; (b) A region of aggregated F centres; (c) Formation of metal atoms
after electron transfer from F centres to cations [79].

using high fluences of implanted metallic ions, colloid formation may proceed via the

direct agglomeration of the implanted ions [123].

Colloids in alkali halides crystals give rise to a broad extinction band in the vis-

ible region on the low energy side of the F band. Colloid bands in the visible spectral

region are also observed in other ionic crystals and transparent insulators. The shape

and width of the colloid band is understood from application of the Mie theory of ex-

tinction of small particles [115, 124, 125] which exhibit surface plasmon modes within

a bounded conduction volume. The position and width of the band is a function of

the particle size distribution. Jain and Arora [126] have used the quantum mechanical

Kawabata-Kubo theory to compute theoretical extinction curves using appropriate par-

ticle size distribution functions. The composite curve for a specific particle size range
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can then be easily obtained and agrees well with experiment. Given a resultant col-

loid band representing a range of particle sizes, the band parameters were found to be

virtually independent of temperature [115, 127, 128, 126, 129].

Jain and Lidiard [125] have drawn parallels between the growth of colloids in

irradiated alkali halides and void growth in metals. Adapting the rate equation for void

growth, Lidiard [130] developed a formulation of interstitial growth to the dislocation

loop stage proceeding alongside the aggregation of F centres. The predicted dose and

temperature dependence of colloid radius which this analysis yielded, fitted very well

with experimentally determined values. Implicit in the formulation was the assumption

of a stronger interaction between interstitials and dislocations for the mobile interstitials

that would result in an excess concentration of F centres over that of free interstitials.

This excess concentration would reduce the probability of competing recombination

processes and allow for the aggregation of F centres into colloids. The blocking of the

recombination path may be because electron transfer from the F centre to the interstitial

is rendered inefficient by the mobility of the F centres, or by the aggregation of the

H centres. This interpretation is supported by the observation of Hobbs et al. [76]

that dislocation climb is complimentary to the growth of colloids during irradiation of

alkali halides. In the analogous process of void growth in metals, it is accepted that the

stronger attraction of the dislocation to the interstitial defect is the driving force for the

growth of voids [131, 132].

It is noted that in a departure from the mechanism that has generally been ac-

cepted for the formation of dislocations loops and voids developed by Hobbs et al.

[76], Dubinko and co-workers [133] have proposed an alternative model that accounts

for the effects observed for extremely high irradiation doses. Although the Hobbs et al.

model does not explain all experimental observations, this latest model by Dubinko and

his colleagues is interesting and provides valuable information but does not include the

presence of V centres in the formulation.
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Another view on colloid growth in irradiated crystals is that the mechanism may

in part be similar to that which operates in additively coloured crystals viz. the aggrega-

tion of F centres due to thermally induced motion or due to the dislocation strain field

[134]. Hughes and Jain [115] have examined the evidence for nucleation centres in

colloid particles predicted in colloid growth in additively coloured crystals. The large

size of colloidal particles predicted from nucleation kinetics is not achieved in practice

and this they ascribed to the fact that advanced homogeneous nucleation is blocked by

the lack of stability of an aggregation product. They concluded that dislocations and

vacancy clusters provided nucleation sites for the stabilization of the smaller species

observed.

1.5.3 Ripening and Size Distributions of Colloids

The theory of Ostwald ripening by solute transport from small particles to large

particles was developed by Lifshitz and Slezov [115, 135, 136, 137] and Wagner [138].

Reviews and a discussion of the techniques and approximations involved have been

given by Greenwood [139], Kahlweit [140, 141] and Jain and Hughes [142, 143]. The

main objective of the theory was to describe the time variation of the particle size

distribution function at any given time after the start of the ripening process. The time

variation of the mean colloid radius has been studied by Calleja and Agullo-Lopez [144]

in KCl. Their results were obtained using the peak position of the colloid extinction

band to measure the most probable radius, which is close to the mean radius and the

critical radius Rc, defined as the radius of a particle which is instantaneously fixed.

Attempts by Kreibig [124] to fit measured size distribution of Ag colloids in

glass using electron microscopy to a prescribed size distribution function assuming a

single ripening mechanism showed a large disparity with experimental data. Jain and

Hughes [145, 146] obtained a reasonable fit to Kreibig’s data by suggesting that several

more or less independently ripening systems may exist in a sample where there is an
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inhomogeneous distribution of nucleation sites. Jain and Arora [126] have measured

the size distribution of Ag colloids in KCl by dissolving the crystal and collecting

the precipitates on an electron microscope specimen grid. A good correlation for the

observed size distribution was obtained when the prescribed distribution function was

fitted to theoretical curves [142].

These two cases, the results of Krebig and Jain and Arora, offer examples where

ripening theory has successfully explained the observed distribution sizes. However,

several cases exist [145, 147] where no satisfactory explanation could be found. Jain

and Hughes [145, 146] have discussed the results and concluded that the presence

of some anomalously large particles can result from the rapid ripening of groups of

very closely packed particles. The Lifshitz-Slezov-Wagner theory breaks down under

these conditions (λ not� R) and no satisfactory alternative theory has been developed

[148, 149]. Another possibility is that ripening does not only proceed by transport of

solute from small particles to large particles through the matrix, but that motion of the

particles themselves leads to binary collisions and coalescence [150, 151]. The quali-

tative behaviour of colloids has been found to be consistent with theory, but the quan-

titative agreement is generally lacking. The inhomogeneous distributions of colloids

nucleated at dislocation sites makes the single crystal systems even more complicated

for simple analysis.

1.6 Mechanisms of Defect Creation By Irradiation

A brief mention has been made under section 1.1.1 of nuclear collision (elastic)

and electronic (inelastic) energy loss processes which essentially lead to damage in

crystals and hence defect creation. These two processes will be referred to as defect

creation mechanisms under this subsection with emphasis on the excitonic mechanism.

The nuclear mechanism involves transfer of momentum and energy from the pri-

mary ions resulting in displacement of target atoms from their lattice site hence the



40

creation of Frenkel defects. Further displacement of atoms occurs, either directly or in-

directly, via secondary collisions by atoms of the target material. However, the largest

effect of nuclear collisions is experienced at the end of the track when all the remaining

kinetic energy of the accelerated ion is passed on to the target atoms. The probability of

creating defects by this mechanism increases as the ion mass of the projectile becomes

larger.

The process of radiolysis covers the range of mechanisms whereby ionizing ra-

diation produces electronic excitation of such form that can be converted into energy

for mass transport of the lattice ions to produce Frenkel defects [57, 152, 153, 154].

Electronic processes involve the direct kinetic energy transfer via electron-electron

interactions; excitation, ionization or electron capture of the incident ion; excitation or

ionization of the core electrons of the target atom and excitation of the weakly bound

or unlocalized target atom electrons. If the incident energy merely excites a valence

electron to a higher state, the resulting mobile exciton may be trapped at an impurity or

defect site.

The production of F and H centres in alkali halides and certain other materials

proceeds via an electronic mechanism in which a self-trapped exciton (STE) decays

non-radiatively. The process is commonly referred to in the literature as the excitonic

mechanism. The latest description of this mechanism that follows, summarized from

the texts of Itoh and Stoneham [155] and Song and Williams [156], mainly relates to

alkali halides but could be applied to many other halides in which self-trapping occurs

(see chapter 4 of Itoh and Stoneham [155]). It is now considered that the transformation

of an exciton into a defect pair occurs by the system following an adiabatic potential

energy surface for the excited state via an off-centre configuration as illustrated in figure

1.12 [156]. A central maximum corresponding to the on-centre STE is considered to be

unstable to the interaction of the excited electron with the molecular ion. The energy is

lowered by the removal of the X−2 molecular ion past the cation gap to reduce strain. The
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Figure 1.12: Illustration of adiabatic potential surfaces connecting the various states of
the STE. The total energy is plotted against the transitional co-ordinate Q2 of the STE.
Q2=0 represents the on-centre STE corresponding to a maximum on the potential sur-
face. The off-centre STE (FHnn) may undergo radiative decay or migrate to successive
minima along the Q2 axis, corresponding to H centre migration as depicted in the lower
diagram [156].

stable STE is the same as (FH)nn and displacement corresponds to H centre diffusion to

successively larger separations denoted by the flanking minima. Since the stable STE

is already equivalent to an F − H pair the barriers to further halogen movement are

essentially equal to the activation energy for H centre migration. This model not only

accounts for the thermally activated primary F − H production, common to all alkali
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halides at sufficiently high temperatures, but also for the low temperature process of F

centre formation in the Group II alkali halides. It is possible that the low temperature F

centre formation may only be found in the relaxation of higher STE excited states. The

on- to off-centre transition in Group II alkali halides could release about 1 eV, which

is enough to displace the halogen beyond the (F − H)nn site and thus generate stable

defects.

The excitonic mechanism is not operative in all materials. There are a number

of factors that must be fulfilled. The excitons must first self-trap. Secondly, the energy

of the exciton must be larger than that of the defect pair. Lastly, the potential barrier

between the self-trapped exciton and the defect pair should be much lower than that of

the exciton.

1.7 Review of the Interaction of Electromagnetic Radiation with Small Metal

Particles

1.7.1 Introduction

This discussion is a summary from a recent review by Kreibig and Vollmer [116]

among other articles. It has been limited to optical properties of small metal particles

embedded in a transparent matrix.

To build a realistic picture of what occurs during the passage of an electromag-

netic wave in a matrix consisting of a collection of small isolated metallic particles

with a size distribution, two simplifications are made. The lattice structure of the metal

particles is ignored to a first approximation and the existence of a high density of elec-

trons is assumed. Figure 1.13 [116] shows a schematic diagram in which an incident

electromagnetic wave creates an uncompensated charge on the surfaces of the various

metal particles by displacing the electrons from their equilibrium positions thus leading

to polarization. The net result will be a restoring force that causes electrons to oscillate.
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Figure 1.13: Light wave incident on a metal particle. Displacement of negative and
positive charges occurs on interaction with the light wave. Adapted from Kreibig and
Vollmer [116].

This excitation of small metallic particles in optical experiments also produces oscillat-

ing dipoles , which interact with each other forming collective optical excitations of the

whole system generally termed as plasmon resonance in the literature. There is also the

possibility of excitation of multipoles superimposed on the dipolar interaction between

the metal particles. The oscillations may propagate on the surface of a metal, being

surface plasmons, or into the bulk to produce volume plasmons [157]. The plasmon

resonance depends on the restoring force resulting from a non-compensated surface

charge and this force in turn depends on the shape of a particle. The plasmon resonance

may therefore be regarded as a geometrical resonance, with the resonance frequency

depending on the particle shape.

Several theories have been applied to explain the interaction of small metal par-

ticles with electromagnetic radiation, the most common and widely used being the Mie

theory. Some properties of the plasmon resonance extinction may also be explained by

the free electron theory if the theory provides a valid description of the metal [158]. A

summary of the mathematical derivation of the Mie theory is presented in chapter 2.
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1.7.2 Mie Theory

A particle exposed to electromagnetic radiation will reduce the intensity of the

incident beam either by scattering or absorption or by both processes. The term extinc-

tion is commonly used in the literature and applies to the existence of the two processes.

This problem was analyzed in the last century in terms of the classical electromag-

netic theory by Mie [159]. It should be noted that although the theory is generally

known as Mie theory, the problem was independently studied by several researchers

[160, 161, 162]. The discussion of this problem is simplified by the fact that the dimen-

sions of the submicroscopic particles of interest are much smaller than the wavelength

of the incoming electromagnetic wave, the so called quasi-static approximation. The

applied field may then be assumed to be homogeneous over the entire volume of the

particle. For the case of a spherical particle the full solution of the boundary problem

derived by Mie is presented in chapter 2. The dielectric constant of the metal and of the

surrounding medium are the only material properties which enter the calculation thus

extending the applicability of this theory to metals, ionic and covalent crystals among

other materials. The Mie theory has been applied to ellipsoidal and other particle ge-

ometries whose solutions may be found elsewhere [163]. Normally one is interested in

the properties of a collection of more or less identical particles, reasonably well sepa-

rated from each other, and embedded in a medium with well defined dielectric constant:

an appreciable fraction of the volume of the embedding medium will be occupied by

small particles.

A number of the parameters predicted by the Mie theory may also be determined

by the theory of Maxwell Garnett [164] which gives a prescription of how to calcu-

late the effective dielectric constant of a medium containing a small volume fraction of

particles. When the particles occupy a large fraction of the total volume, as in some

composite materials, the Maxwell Garnett theory fails. The evaluation of the effective
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dielectric constant is then possible only in so far as it is possible to characterize the

material explicitly. The Mie theory does not account for all experimental features ob-

served such as the shift in the plasma resonance frequency with increasing particle size,

broadening of the resonance peaks and quantum size effects. This led to modifications

that are described in the two subsections that immediately follow.

1.7.3 The Mean Free Path

The interpretation of the optical properties of small metal particles should take

into account the limited mean free path of electrons which essentially modifies the op-

tical constants of finely dispersed metal [165, 166, 167]. The mean free path for diffuse

scattering at the surface of a spherical particle is 0.5d [116], where d is the particle

diameter, will be smaller than the bulk mean free path for sufficiently small crystallites.

The corresponding reduction of the life time of the electrons leads to a broadening of

the resonance inversely proportional to the particle diameter. It is generally accepted

that a good approximation to the dielectric constant in small particles is easily obtained

from the bulk optical constants : The contribution due to interband transitions is mostly

believed to remain unchanged, but the Drude-like free electron part should be modified

using a size limited scattering time [168].

1.7.4 Quantum Size Effects

For very small particles the phenomenon called Quantum Size Effect (QSE)

comes into play. Due to size quantization, the conduction band breaks up into discrete

levels with an average separation large compared to thermal energies [169]. Several

attempts have been made to derive a dielectric function relevant for this situation quan-

tum mechanically [170, 171]. In particular Kawabata and Kubo [172] have argued that

the classical interpretation of mean free path limitation by scattering at the surface is

not correct: the surface of particles in this size range does not really scatter the elec-
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trons, it rather manifests itself as a boundary condition for electron states bound to the

finite volume of the particle. However, the quantum mechanical calculations predict an

effective mean free path for a spherical particle of approximately twice the value of the

classical estimate leading to a line width which is considerably smaller than the one

observed.

It seems that the classical interpretation of the results of the Mie theory compares

better with experiment than the quantum mechanical calculations which take into ac-

count the quantum size effects. It should be noted, however, that anomalously short

scattering times can result from lattice defects in small metallic particles [173]. In ad-

dition, the size distribution in samples containing larger particles tends to broaden the

resonance peak. The situation is even more controversial concerning the position of

the peak of the plasma resonance. For small particles, higher order terms of the Mie

theory may be neglected and the position of the peak will be fixed, unless some size

dependence of the dielectric constant comes into play. This is illustrated by model

calculations for small sodium particles of Smithard and Tran [117].

1.8 Plasmon Resonance (PR) Absorption

This discussion of the physics of absorption of light by metal particles closely

follows an article by Yang and co-workers [174] that has explained a number of fun-

damental aspects regarding Plasmon Resonance (PR) absorption. Several models have

been suggested to explain the PR absorption of Metal NanoParticles (MNP). However,

there are none that are applicable to all cases of MNP irrespective of the medium in

which they are embedded. Persson’s [175] electron transfer and Hovel’s [176], chemi-

cal interface damping models have successfully explained the properties of Ag MNP in

silica and rare solid gas systems but are unable to appropriately account for the case of

vacuum as a medium. PR absorption is basically an intrinsic property of the MNP and

therefore is observed whether they are embedded in a transparent dielectric medium or
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in vacuum.

According to the Hovel model, excited electrons reside in an affinity level of the

embedding matrix for a duration of the order of 10−14 s on collision with the interface

and back again. This time duration is sufficient to disrupt the phase coherence of the

collective plasmon excitation. The surrounding medium absorbs the excess electron

energy rendering the process an inelastic electron scattering event.

Yang and co-workers assert [174] that the plasmon oscillations in MNP are ex-

cited by light because of the their band structure. Termination of the lattice structure

by a surface creates electronic states with wavefunctions on the surface decaying expo-

nentially into the matrix. An electron outside but in the locality of such a metal surface

may be trapped into the vacuum well produced by the self-interaction of the electron

and the polarization charge it induces in the surface [177]. Further into the vacuum, this

potential well approaches a classical image potential, and the resulting quantized elec-

tronic states form Rydberg-like states (these are states of an atom in which one of the

electrons has been excited to a high principal quantum number) that converge towards

the vacuum energy [178, 179]. These Rydberg-like states are coupled to a continuum

of final states [180] named the surface resonance state (SRS). Upon excitation by pho-

tons, the electron in the vicinity of the Fermi level may absorb enough energy to be

transferred to the surface resonance state. This excitation state of the MNP may lose

its energy through inelastic electron-electron scattering, or decay via Auger and other

secondary processes until the ground state is reached again.

The movement of the PR peak to longer wavelengths, the red shift, with increas-

ing particle size may be summarized as follows. The surfaces of the MNP are not sharp

since theory [116] has shown that the electron wavefunctions extend well beyond the

physical boundaries (electron spill-out effect). This has two consequences. Assuming

the particles to be metal spheres in vacuum, the first consequence is that effectively the

particles have a larger radius which would increase the classical static polarizability
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defined by

αcl = 4πε0R3, (1.8)

where R is the particle radius and hence a corresponding frequency given by

ω =

(
Ne2

meαcl

)1/2

, (1.9)

where the symbols have their usual meaning. From equation 1.9 it is clear that the plas-

mon frequency will decrease with larger R leading to a PR peak shift toward the longer

wavelength. Secondly, the volume averaged-mean electron density, N, is reduced which

also results in lower plasmon frequency.

When embedded in different matrices, the reasons for the shift of the position of

the PR absorption is still a subject of a great deal of debate. Different matrices may

obviously have different work functions and refractive indices and hence it expected

that the position of the PR peak will vary. The electronic effect of the matrix on the

metal particles is summarized as follows. In the case where occupied MNP states have

different energy from the electronic states of the matrix, a situation that is representative

of the MNP in transparent, dielectric and chemically inert matrices, the behaviour is not

predicted by the Mie theory and may be observed due to the electron spill-out effect. If

the energy of the occupied MNP states are close to the electronic states of the matrix,

the electron wavefunctions of the MNP will be exponentially damped away from the

particle leading to a red shift. In the event that the occupied MNP states have similar

energy to those of the surrounding matrix, at resonance, the conduction electrons of the

MNP will be transmitted through the interface and will no longer be confined to the

MNP resulting in the removal of the plasmons. Therefore the shift of the peak position

of the plasmon resonance results from a competition of these three mechanisms. Others

mechanisms that affect the position of the PR peak are related to thermal contraction of

the lattice and changes of the optical band transitions [181].
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1.9 Review on Properties and Defect Studies of Cesium Iodide

The mechanism of irradiation damage in alkali halide crystals and the resulting

defects have been subject to a large number of studies but in almost all cases have been

restricted to those with the f.c.c. NaCl structure. Extremely few studies have been

made on the s.c. alkali halides. Since the structural aspects have a bearing on both the

primary excitonic defect production mechanism and the resulting defects it is of value

to carry out complementary studies on these neglected compounds.

A brief mention of some structural properties of this material and a review of

work done is necessary at this stage to serve as an introduction for chapter 4 to follow.

Cesium Iodide (CsI) has a simple cubic structure similar to that of cesium chloride

with a basis of Cs ion at (0,0,0) and iodine ion at (0.5,0.5,0.5). The lattice constant of

CsI is 4.56
0
A. Figure 1.14 shows a schematic diagram of such as structure which is

different from most of the other alkali halide crystals that have the NaCl structure. The

constituent atoms making up CsI have almost similar atomic number, 53 (I) and (55)

Cs, though their ionic radii for a single charge state differ, I (2.16
0
A) and Cs (1.69

0
A).

Cs

I

Figure 1.14: Schematic diagram of the structure of cesium iodide. The dark and light
circles represent the Cs cations and iodide anion, respectively.
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1.9.1 Previous Defect Studies on Cesium Iodide

Little work on irradiation damage studies of this alkali halide exist for reasons

that have to do with the difficulty of colouration. Apart from the work of Avakian

and Smakula [182] and Lynch et al. [183], optical absorption studies of irradiated CsI

are almost non-existent. Avakian and Smakula used a high temperature electrolytic

method to create colour centres in CsI since other conventional irradiation methods had

failed. They identified several bands in the near infrared, visible and ultraviolet regions.

Lynch et al. used the additive colouration method to create defects in CsI and performed

studies of the properties of F and F aggregate centres in this and other cesium halide

crystals. Martin [184, 185] also used additive colouration of CsI grown in a melt from

HI. He performed Raman scattering studies at 150 K and 8 K in which he observed the

113 cm−1 peak and a large number of overtones associated with the I−3 defect. Rzepka

et al. [186] and Bernard et al. [187] have reported similar kind of Raman spectra from

heavily γ-irradiated crystals and X-ray irradiation of pressed powder of CsI. Both irra-

diations were performed at room temperature. In these two cases no optical absorption

studies appear to have been performed in order to link the Raman spectra to optical

absorption studies of the defects created. Intrinsic emissions near 290 nm (4.27 eV)

and 338 nm (3.7 eV) at low temperatures from what are believed to be self-trapped

excitons in CsI have been studied theoretically, experimentally and reported in 1980 by

a group of collaborators [188, 189, 190]. There is, however, uncertainty as to whether,

for instance, the emission near 4.1 eV is intrinsic or extrinsic [191].

1.10 Point Defects in Alkaline Earth Fluorides (AEF)

1.10.1 Introduction

MgF2, having a rutile structure, falls in the category of the alkaline earth fluorides

(AEF) of the group IIA of the periodic table which form highly ionic salts with the flu-



51

oride ions in the combination MF2, where the symbol M stands for the various possible

metal cations. The other common cations of the AEF in this group are Ca2+, Sr2+ and

Ba2+. These last three cations form AEF that have the fluorite structure and their prop-

erties are briefly summarized in the next subsection, while rutile structured MgF2 is

discussed separately in a following subsection. Both subsections are summarised from

the text by Hayes [192].

1.10.2 Fluorite Structured AEF

It is not easy to colour nominally pure fluorite structured AEF crystals using

ionizing radiation at room temperature. This difficulty is increased as the purity is

enhanced. The nature of the F centre, created by additive colouring, in the fluorite

structured CaF2 [193], SrF2 [194] and BaF2 [195], has been established using magnetic

resonance investigations as a single electron trapped in a fluorine ion vacancy. The

nearest neighbours are four cations at the corners of a regular tetrahedron and the point

symmetry of the F centre is Td in contrast with Oh symmetry in the alkali halides. The

second nearest neighbours are six fluorines at the corners of a regular octahedron. A

detailed theory of the F centre in the fluorite structured AEF may be found elsewhere

[192].

The F2 centre, the simplest aggregate, is formed by aggregation of F centres in

additively-coloured AEF crystals. It has been shown [196, 197, 198] that two types of

F2 centres can exist in CaF2 and SrF2. The first type consists of two nearest F centres

located on a crystal cube edge in the < 100 > direction. The second type has the two

nearest F centre on a face diagonal in the < 110 > direction. Investigations of the F2

centre in BaF2 have also been performed [196] but the study is less detailed compared

with those on CaF2 and SrF2.

Self-trapped hole centres have been observed and studied in nominally pure CaF2

by Hayes and Twidell [199] who produced them using X-ray irradiation at 77 K. Similar
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centres have been studied in SrF2 [200, 201] and BaF2 [202]. Electron paramagnetic

resonance showed that these centres were of a molecular-type with their principal axis

aligned along the < 100 >. The hole centres have been observed to give rise to strong

optical absorption in the ultraviolet and the near infrared spectral regions [196].

H centres have been produced by X-ray irradiation of CaF2 by Hall et al. [203],

and in CaF2, SrF2 and BaF2 by Beaumont et al. [201]. Hayes et al. [197] have reported

H centres, produced in undoped fluorite structured AEF, using 1 MeV electrons at 77 K.

Table 1.3 [192] shows several colour centres of the fluorite structured AEF and includes

some observed in MgF2 [123].

Material and Peak wavelength (nm)
Centre MgF2 CaF2 SrF2 BaF2

F 260 375 449 606
F2 370, 400 366 427 550
Vk 320 326 336
H 314, 285 325 364

colloid 540 - 550 550 - 600 400 - 450

Table 1.3: Colour centres and colloids in AEF. The colloids in the spectral regions
indicated in this table are due to the same cation as the one forming the AEF.

1.10.3 Tetragonal Structured AEF

In MgF2, the smaller metal ion leads to stability in a rutile structure shown in

figure 1.15. The rutile structure of MgF2 provides different possible geometries for

defect structures from those observed in the alkali halides or the fluorite-structured

AEF. The unit cell of MgF2 consists of 2 Mg2+ and 4 F− ions. The space group is D14
4h.

Each magnesium ion occupies a site of symmetry D2h, while each fluorine ion occupies

a site of symmetry C2v. There are four non-equivalent pairs of fluoride ions labelled

D2h, C2v, C2h and C1. The band structure of MgF2 has been theoretically calculated by

Harker [204] who found the peak energy for the F centre absorption to be 4.8 eV, a
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value which is reasonably close to that observed in experiments.

Figure 1.15: Diagram showing the lattice structure of MgF2. The Mg and F ions are
represented by the shaded and open circles, respectively. The labels D2h, C2v, C2h and
C1 refer to the four non-equivalent pairs of fluoride ions. The lattice constants a and c

are 4.64 and 3.06
0
A, respectively [156].

1.10.4 Review of the Irradiation Damage Studies on MgF2

Magnesium fluoride has attracted the attention of a number of researchers in the

context of irradiation-induced defects and radiation damage mechanisms. Various types

of radiation have been used to induce colour centres in pure MgF2 crystals using 1.7

MeV electrons and 60Co γ rays [205] , 50 kV x-rays [206], 400 keV electrons and 50

kV x-rays [207], high energy protons [208], 100 keV [123] and GeV [209] heavy ions

and VUV [210] irradiation. It is now accepted that the defect production mechanism

in MgF2 proceeds via an excitonic mechanism [211, 212, 213], being related to that

observed in the alkali halides (see section 1.6) and thus leading to separated anion

vacancy type defects (F and F aggregate centres) and their complementary fluorine

interstitial defects.

It is believed that recombination luminescence in fluorite structured AEF occurs
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when the F centre electron recombines with the H centre hole. This is supported by

transient absorption spectra, observed during illumination of the crystals by an electron

pulse, corresponding to transitions from the self-trapped exciton triplet state to higher

states. Williams et al. [214] assert that the spectra of the identifiable well-separated

F and H centres in AEF are only observable in transient absorption since the yield

of stable defects produced by ionizing radiation in pure samples is negligible. There

is, however, a single absorption band for MgF2 which the authors attribute to spectral

overlap of the electron and hole transitions. The conclusion by Williams et al. is at

variance with those discussed in the previous paragraph also using pure MgF2 crystals

in which substantial numbers of stable F and H aggregate centres are observed, and an

excitonic mechanism inferred.

Owing to the large bandgap of MgF2 and the need for VUV optical absorption

studies, the fluorine interstitial defects have received very little attention previously.

Preliminary studies of a band in the region of 7.5 eV (165 nm) was reported by David-

son et al. [123] for high fluence sodium and krypton ion bombardments and tentatively

assigned to fluorine-based defects. An H centre-like defect in MgF2 has been identi-

fied by the EPR method in crystals irradiated by neutrons at low temperatures by Ueda

[215]. The centre has been described as an interstitial fluorine atom bonded to a lattice

fluoride ion, with hole asymmetry corresponding to the charge states F−0.4 - F−0.6 for

the interstitial and substitutional sites, respectively. Ueda concluded that since this H

centre was stable up to 560 K, it was probably stabilized by a nearby defect. Vk-like

centres have also been observed in the same experiments by Ueda. EPR shows them to

be nearly-< 011 > oriented F−2 molecular ions sharing the hole charge equally. These Vk

centres have been observed for both neutron and gamma irradiated samples. However

the centre in gamma irradiated samples were tilted by a few degrees from the < 011 >

direction. The fluoride pair site on which the self-trapped hole localizes with greatest

probability was shown to be the C1 site on the MgF2 (see figure 1.15). Although Ueda
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seems to have identified the H centre in MgF2 many decades ago, there are no pub-

lished confirmatory reports of its observation by optical absorption spectroscopy. Table

1.3, appearing in section 1.10.3, shows a summary of the colour centres and colloids in

AEF.

Absorption bands due to three out of the four F2 centres of different symmetry,

predicted by Facey and Sibley [216], have been identified experimentally [123, 216]

and a probable candidate for the fourth pointed out by Davidson et al. [123]. In the

same article [123] studies of intrinsic and extrinsic Mg colloid formation using Mg+

and Kr+ ion bombardment at high fluences were carried out, showing the presence of

an associated optical extinction band peaking near 4.43 eV (280 nm). No work on ion

implantation of excess Mg into MgF2 appears to have been reported before 1993 and

Davidson et al. [123] seems to be the first case.

1.11 Defect Studies in Lithium Niobate

This section provides a literature survey on the properties and previous work on

lithium niobate and thus serves as a background to chapter 6.

1.11.1 Introduction and Structural Properties of Lithium Niobate

Lithium Niobate (LN) is classified among the perovskite family [217] of ternary

oxides which have been studied in the past mainly because nonlinear optical proper-

ties and hence possible applications in electro-optic and photorefractive devices. LN

is already used in second and third harmonic frequency generation devices. The origin

of the observed photorefractive effects [218] in this material is related to light-induced

charge transfer between Fe2+ and Fe3+ impurity centres which act as donor and ac-

ceptor states respectively [4]. Investigations of the photorefractive effects of LN in a

two-wave mixing experiment have indicated that nonstoichiometric defect control was

vital as properties such as photoconductivity, diffraction gain and buildup time could be
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improved [218]. These photorefractive properties are useful in applications for holo-

graphic storage devices [219]. Other impurities and lattice defects such as oxygen

vacancies may also have a role to play in the photorefractive phenomenon displayed

by LN. An excellent review article by Abouelliel and co-workers [220] focusing on the

applications of LN in the field of opto-electronic is in the literature. Other properties

of LN crystals such as the birefringence, Curie and phase matching temperatures have

been studied as a function of stoichiometry by Abrahams et al. [221] and Bergman et

al. [222].

Malovichko et al. [223, 224] have in the recent past studied several impurity

centres in congruent, stoichiometric and regularly ordered LN crystals. The highlights

of the work of this group includes studies of intrinsic and extrinsic defects in these

three types of LN crystals. A common approach that can be used to address the issue

of a large number of experimental results published by various groups working on LN

crystals obtained from different crystal growers has been introduced by Malovichko et

al. [223]. They have also elaborately studied axial and low-symmetry centres of Cr3+

and resolved eight satellite Cr centres using optical absorption and EPR methods.

LN belongs to the R3c space group and has a rhombohedrally-centred hexagonal

lattice structure with a = 5.148 and c = 13.684
0
A. A schematic diagram [221] of the

structure of this material is shown in figure 1.16 (a). On the top right of figure 1.16 (a)

the ions Li, Nb and O are shown with their relative sizes and a projection onto the c-

axis. In part (b) of the same figure the concept of the x- and y-crystal cuts is illustrated.

The x- and y-cut faces are perpendicular to the x and y directions, respectively.

The refractive index of a ferroelectric crystal like LN originates from electronic

polarization [225]. A generalized Lorentz-Lorenz formula describing the refractive

index is written as
(n2 − 1)
(n2 + 2)

= (1 + Υ)
∑

i

ζi

3ε0V
, (1.10)
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Figure 1.16: Diagram showing (a) the crystal structure of LN and a projection onto the
c-axis [221], which is perpendicular to the plane of the paper; (b) the x and y directions
from which the X- and Y-crystal cuts are obtained.

where Υ is the specific correction factor for the crystal, ζi is the electronic polarizability

of the ith ion in a primitive cell, V is the cell volume, and the summation is over the

ions in a molecule. Υ is zero if the solid changes to an amorphous state or has a cubic

structure. In the case of a hexagonal structure such as LN, Υ becomes positive for a

number of reasons. First the interaction between the noncubic dipole arrays leads to

a larger Lorentz correction for the local field than the ordinary ζi/3ε0 and second, the

ferroelectric spontaneous polarization deforms both the electronic shells and the ionic

lattice varying Υ. Lastly the volume of the material decreases since closer packing is

attained when the crystal becomes amorphous [226].
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1.11.2 Defect Structure of LN

Three possible defect structure models have been proposed for LN in the liter-

ature. They are the oxygen and the cation substitution models. The latter consists of

the Li- and Nb-site vacancy models. Peterson and Carnevale [227] initially proposed

the Nb cation substitution model based on their nuclear magnetic resonance study,

which was later superseded by other suggestions. Charge neutrality was thought to

be achieved by oxygen and lithium vacancies [228, 229, 230]. However, theoretical

and experimental studies of the density of LN as a function of composition ruled out

the oxygen vacancy model [231, 232]. Lerner et al. [233] explained the increase in the

density of Nb enriched LN in terms of the occupation of the Li site by the excess Nb

ions. The Li cation substitution model proposed by Lerner and co-workers was later

supported by electrical conductivity studies [234, 235].

The first defect structure studies of LN were performed by Abraham and Marsh

[231] using a single crystal X-ray diffraction technique. The result of their work was

in excellent agreement with the Nb-site vacancy model which was accepted and the

effects of dopants were discussed on the basis of this model. However, energy cal-

culation results on isolated defects in the LN structure later showed that the Nb-site

vacancy was more unfavourable than the Li-site vacancy [236]. Further questions arose

from diffusion studies of the resulting crystals of different nonstoichiometries on the

Nb-site vacancy model. Kitamura et al. [237] observed that the diffusion rates of Ti4+

which was thought to occupy the Nb site showed no correlation on the degree of non-

stoichiometry which was inconsistent with the accepted idea of the vacancy at the Nb

site.

Iyi et al. [238] have used X-ray and neutron diffraction analysis backed with a

structure refinement technique on LN samples having four different compositions to

resolve the defect structure model for LN. Their results are consistent with the Li-site
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vacancy model initially proposed by Lerner et al. [233] and the energy calculations by

Donnerberg et al. [236].

1.11.3 Review on Irradiation Damage Studies in Lithium Niobate

There is no clear evidence of the formation of F centres in this material after

heavy ion irradiation. However, the use of fast electrons with energy above 300 keV

has produced broad bands in the visible region of the spectrum which could be due

to F centres [239, 240]. It is interesting to note that irradiation of oxides such MgO

and Al2O3 produces F centres using both electron and ion irradiation. The reason

for this difference in the efficiency of formation of point defects has been attributed

to ionization-induced annealing of the vacancy-interstitial Frenkel pairs by Popov and

Balanzat [241]. They emphasise the role of electronic excitations of the oxides, where

F centres are created by elastic collisions, as being vital since it leads to radiation-

enhanced diffusion of the point defects created. In cases where the point defects have

low activation energies for diffusion, ionization-induced annealing would be relatively

effective. As an example, in MgO, intrinsic diffusion of both F centres and oxygen

vacancies begins above 1273 K, with corresponding migration energies of 2.5 - 3.3 eV

compared to the low migration energy of the oxygen vacancy of 0.7 eV [242] in KNbO3

(the value of the migration energy of the oxygen vacancy in LiNbO3 (LN) is considered

to be similar).

The implantation of inert gases, Ar+ and Ne+, to fluences of 1 - 4×1016 ions/cm2

have been reportedly used to produce buried layers in LN crystals by Wei et al. [226].

They found that the implantation-induced changes in the refractive index, determined

by the Abeles method [243], were independent of the fluence and ion species indicating

the possibility of the creation of an amorphous layer.

It has been observed that the reduction in nonlinearity in this material is linked

to localized defects rather than the total destruction of its crystalline state during ion
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implantation [244]. A large amount of work has been performed by several groups

[245, 246, 247, 248, 249, 250] on ion implantation of this material to tailor its proper-

ties. Malovichko et al [223, 224] have studied several impurity centres in congruent,

stoichiometric and regularly ordered LN crystals.

1.12 Defect Studies and the Properties of Indium Oxide and Tin-Doped In-

dium Oxide Films

1.12.1 Introduction

This section, which serves as a background to chapter 7, provides a summary

of the properties of indium oxide and indium oxide doped with tin largely follows a

review article by Hamberg and Granqvist [251] who have discussed the optical and

electronic properties of these materials in depth. Reports on the optical and electrical

properties of single crystals of indium oxide are rare [252, 253] and as such the discus-

sion on the sections that follow discuss only thin films. Indium oxide has technological

importance when doped with tin to form the material commonly known as tin-doped

indium oxide (ITO). ITO thin films are currently being used commercially as transpar-

ent conducting electrodes. Some of the applications include use as coatings on solar

cells, vehicle windscreens and on efficient energy windows on buildings among others.

This is because ITO films show interesting and technologically important combinations

of properties; they have high optical transmittance and infrared reflectance, good elec-

trical conductivity, excellent substrate adherence, hardness and chemical inertness. A

well optimized ITO sample, for solar energy efficiency, would have a transmittance of

75 - 85% in the visible region of the spectrum. Such a sample is characterized by two

transmittance edges, the fundamental interband transition edge in the short wavelength

side, while the other is on the long wavelength end and is dependent on the concentra-

tion of free carriers in the film. By varying the free carrier density the latter edge can
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In1

In2
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Figure 1.17: Schematic diagram of the structure of indium oxide showing the two dif-
ferent sites of the In, namely In1 and In2. Shaded circles at occupied corners represent
oxygen atoms. Unoccupied corners represent oxygen vacancies. Adapted from Parent
et al. [254].

be moved within the visible and near infrared spectral regions.

1.12.2 Structure and Properties of Indium Oxide

In2O3 is a nonstoichiometric compound under various conditions, having an indium-

oxygen ratio larger than 2/3 and containing oxygen vacancies. The nonstoichiometry

in the In2O3 structure leads to n-type conductivity. Under normal conditions, it crys-

tallizes into a cubic structure (see figure 1.17 [254]) of the bixbyite Mn2O3 type (space

group T 7h Ia3), with a body centred cubic unit cell having 80 atoms and a lattice con-

stant of 10.12
0
A [255]. This structure is closely related to the fluorite structure but in

In2O3 every fourth anion is missing, so that small positional shifts of the ions take place.

The coordination is sixfold for indium ions and fourfold for the oxygen ions. There are

two crystallographically nonequivalent indium sites. One of these is associated with an

indium-oxygen separation of 2.18
0
A with the oxygen ions lying nearly at the corners
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of the cube with two body-diagonally opposite corners unoccupied (In1); the other is

associated with non-equal indium-oxygen separation being 2.13, 2.19 and 2.23
0
A and

the oxygen ions lying nearly at the corners of a cube with two face-diagonally opposite

corners unoccupied (In2). A hexagonal structure of In2O3 occurs at high pressure and

is generally not detectable in thin films [251]. Fairly recent results of calculations of the

electronic structure of undoped In2O3 from first principles by Tanaka and co-workers

[256] show that the presence of an oxygen vacancy creates a vacancy level in the band

gap. According to this group, the occupation of this level which is attributed to the

localization of electrons to the oxygen vacancy was found to result in a stronger In-In

bond and is suggested to be the electronic mechanism for the stability of oxygen vacan-

cies in In2O3. Hall effect measurements by de Wit et al. [257, 258, 259] showed that

electron concentrations of sintered pellets of In2O3 were strongly influenced by oxygen

partial pressure at room and higher temperatures. These researchers proposed that con-

duction was from grain to grain, perturbed by surface barriers strongly influenced by

chemisorbed oxygen.

Some of the properties mentioned above may vary slightly depending on sample

history and method of preparation. Higuchi et al. [260] have attempted to relate the

microstructure and electronic characteristics of ITO. They found that surface roughness

did not relate to resistivity in a simple way. It was, however, clear that films exhibiting

low resistivity were composed of domains and had lower values of roughness. Other

researchers indicate that highly oriented films have lower resistance [261].

ITO films grown by various methods have been found to be textured with the

< 100 > and < 111 > preferred orientations perpendicular to the film plane [262, 263].

Parent et al. [262] observed that the occurrence of the < 100 > texture was a function of

the concentration of tin, disappearing as the content was increased. On the other hand

Hamberg and Granqvist [251] have found no evidence of existence of the suggested

preferred orientations and cited the differences in the deposition parameters as the cause
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of the conflicting reports.

1.12.3 The Mechanism of Insertion of Tin into the In2O3 Lattice

The mechanism of insertion of tin into the In2O3 structure has not been widely

studied. The discussion that follows is a summary of the work by Hamberg and Granqvist

[251]. Some work of Quaas et al. [264] who used the Rietveld method, a form of re-

fined grazing angle X-ray diffractometry, to study the structure ITO films and Parent et

al. [262, 254] who employed an extended X-ray absorption fine structure analysis to

study this material is included. A good pictorial illustration of the effect of Sn doping,

In2O3 being the host matrix with the valence and conduction bands, is shown in figure

1.18 [251]. Ego and Eg stand for the energy gaps of the undoped and doped In2O3,

respectively. The direct band gap for undoped In2O3 is quoted to be about 3.75 eV. W

stands for the separation between the bottom of the valence and the top of the conduc-

tion bands as a result of narrowing due to many body effects [251]. In the undoped state,

Figure 1.18: Schematic energy band diagram illustrating the doping of In2O3 with Sn
[251].
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the Fermi energy (EF) lies between the two bands. With introduction of the dopant a

small number of energy levels of the donor electrons lie between EF and the bottom of

the conduction band. For heavy doping these donor levels merge with the conduction

band. The low lying states in the bottom of the conduction band are therefore occupied.

Hamberg and Granqvist [251] have estimated the donor density, Nc, at this doping

level by invoking Mott’s criterion [265]

N1/3
c a∗0 ≈ 0.25 (1.11)

where a∗0 is the effective Bohr radius given by

a∗0 = h2ε0ε
M/πe2m∗c (1.12)

εM and m∗c are the static dielectric constant and the effective mass in the conduction

band, respectively. According to the arguments above combined with known values of

εM and m∗c a∗0 ≈ 1.3 nm, Nc was found to be 6×1018 cm−3. The value of the critical

density is based on the assumption that each donor provides one electron. Free electron

properties would therefore be expected above the Nc.

Experimentally, the effect of heavy doping of In2O3 and subsequently the in-

crease in the direct band gap is observed when the ITO films are deposited on substrates

that have an fundamental absorption edge that occurs at wavelengths much lower than

of ITO itself. With the levels at the bottom of the conduction band filled, electrons

excited across the band gap at the onset of interband transitions have to occupy higher

levels. This phenomenon is referred to as the Burstein-Moss shift [266, 267] in the

literature. The introduction of tetravalent cations should enhance the electron concen-

tration and ideally, the Sn4+ ions are generally thought to replace In3+ ions providing

one free electron for each tin atom [262]. The free carrier concentration increases over

the range 0 to 6 - 10 atom % Sn doping, depending on the preparation technique. At

higher tin content, the free carrier concentration reduces as an increasing number of
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the dopant ions are neutralized. Assuming that with increasing tin content, a larger

proportion of the Sn ions occupy nearest-neighbour sites, two Sn4+ ions close to each

other may compensate their donor action. This means that the Sn4+ ion pair may attract

additional oxygen atoms forming a complex whose neutral equivalent is a (SnO2)2 clus-

ter. In such clusters, the additional oxygen ions have been reported to act as electron

traps [268]. This conclusion is supported by the complicated oxygen partial pressure

dependence of conduction electron concentration. Such an influence of oxygen pres-

sure on the electrical properties of the ITO films may result from complex processes of

adsorption and desorption of oxygen atoms on the film surface and diffusion of these

atoms from the surface into the film interior [269]. If the complete thermodynamic

equilibrium between the interior of the ITO samples is not achieved, the charge carrier

concentration would depend on the history of the samples, oxygen pressure, heating as

well as ambient gases. As such ITO films may be considered to be only metastable.

It has been reported that the size of the grains in the films remains reasonably

large as the dopant concentration is increased. However, the intensity of the X-ray re-

flections decreases with increasing tin concentration and there are small shifts of the

peaks to lower angles [262]. This is because increasing the concentration of tin en-

hances disorder in the local structure of In2O3. It is known that tin has a solubility in

ITO films that is larger than 60% [270, 271]. Therefore, the local strain induced by

the tin atoms must be relaxed. The oxygen vacancies within the In2O3 structure may

allow non-negligible displacements of the cation positions, so that indium oxide is able

to undergo local disorder without a total collapse of its lattice structure. The detailed

work on ITO films by Parent et al. [254] using extended X-ray absorption fine structure

did not however reveal the presence of the (SnO2)2 clusters which have normally been

associated with electronic compensation during increased tin content when on In2O3.

The role of oxygen in ITO is more complex and unlike the situation in In2O3,

oxygen vacancies are now minority defects and the electrical properties may described
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in terms of interstitial oxygen ions introduced by the dopant tin. The oxygen vacan-

cies are associated with the tin ions, and at low dopant levels they act as a source of

electrons. Thus commercial ITO films are usually annealed in a reducing atmosphere

to optimize their electrical performance [262]. The annealing removes adsorbed gases

and water vapour, while the reducing atmosphere maximizes oxygen vacancies.

The optical properties of ITO are influenced by several physical mechanisms.

These mechanisms may be expressed in terms of the dielectric constant of a heavily

doped semiconductor by separate elementary excitations as

ε = 1 + χVE + χFC + χPH (1.13)

where χ is a complex susceptibility and the superscripts denote valence electrons (VE)

, free carriers (FC) and polar optical phonons (PH). In undoped In2O3 only χVE and χPH

are taken into account. χVE originates from intraband transitions by valence electrons,

χFC is due to the contribution by free carriers, while χPH is caused by polar optical

phonons which couple to the transverse field in the far infrared.

Hamberg and Granqvist have, in a detailed review article [251] partially sum-

marised in the current and following paragraph, outlined several electron scattering

mechanisms that affect the optical properties of ITO films. These mechanisms can

generally be grouped into three separate cases, some of which may be classified fur-

ther. The first case occurs due to electron-defect interactions which includes scattering

by grain boundaries, external surfaces, neutral and ionized point defects, dislocations,

precipitates and clusters. The second case deals with electron-lattice scattering where

an effect such as local deformation potential occurs, while the third mechanism in-

volves electron-electron scattering. The review article looks at the optical, structural

and electric properties of the films from previous work of the authors and several other

researchers reported over many years.

Hamberg and Granqvist have developed a quantitative model, whose results of
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Figure 1.19: Simulated curves of the transmittance as a function of wavelength for
different values of electron density starting from 1×1020 - 30×1020 cm−3 [251].

the variation of the transmittance as a function of the free electron density are shown in

figure 1.19 [251], which takes into account the susceptibility of phonons and valence

electrons in the band-edge range, free carrier scattering and a numerical factor indicat-

ing the quality of the films. An increase in the free electron density was not only found

to have the effect of moving the free carrier absorption edge towards the visible region

of the spectrum but it was also established that singly ionised tin ions were the most ef-

ficient scatterers for the free electrons. The influence of lattice defects on the resistivity

of the films was found to be small in their highly crystalline films. The composition of

the ITO films (10% wt Sn02 and 90% wt In2O3) used in the present work is considered

to fall in the category of a heavily doped semiconductor [251] and has a transmission

spectrum similar to the sample with a free electron density of 10×1020 cm−3.
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1.12.4 Review of Irradiation Damage Studies of ITO Films

There are several reports of irradiation damage studies, using different ions, that

have been carried out on ITO films prepared by a variety of methods. Protons [272,

273, 274], oxygen [273, 274, 275] and argon ions [275, 274] with energies ranging

from 15 to 120 keV have been used on samples that had film thickness below 200

nm. SRIM2003 simulations show that most of the accelerated ions would be embedded

within the material itself. All these research groups have investigated the changes in

the resistivity of the films as a function of the ion fluence. A few cases of investigation

on the effects of irradiation damage on the optical properties of the films have been

reported [272, 274] where it was indicated that the transmittance of the films decreased

as the fluence was increased. The former group, using 15 keV protons, also found that

the resistivity of ITO films increased at large fluences but were able to recover most of

the optical and electrical properties on annealing at 773 K in a nitrogen atmosphere. The

mechanism for the change in the resistivity of the films is, however, not mentioned by

these authors. Studies of the optical properties resulting from the effects of irradiation

on ITO films are therefore still largely lacking.

A comparison of the conductivity of amorphous and polycrystalline films in a

similar growth environment has shown that the Sn dopant is sensitive to the crystal

structure and is thus not active in amorphous films. The contribution of the oxygen

vacancies is insensitive to the crystal structure and remains intact even in amorphous

ITO films. Thus implant induced crystal damage can be expected to deactivate the Sn

dopant in crystalline ITO film preferentially and leaves the contribution of the oxygen

unchanged. The exact nature of the implant-induced defects in ITO has not yet been

clearly established [274]. They have suggested that at a fluence of 1×1016 O+ cm−2, a

chemical effect occurs which is responsible for removal of the electrically active oxygen

vacancies and hence a decrease in the carrier density. This was justified by comparison
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with an implant of the same fluence of Ar+ where only a moderate effect was observed.

The results of ITO implantation with H+2 and O+ carried out Shigesato et al. [273]

suggest that the effect of ion implantation on transmittance, Hall effect, carrier density

and mobility was determined by the number of atomic displacements created irrespec-

tive of the chemical species of the ion. No evidence of a chemical effect associated with

either oxidation of the ITO by the O+ or reduction by H+2 implant could be deduced.

Contrary to previous research [275] that implantation of H+ reduced the resistively of

sputter deposited ITO, Shigesato et al. [273] assert that the change could have been

due to an improvement in the as-deposited film quality as a result of dynamic annealing

effects during the irradiation process. They did find however, that in the case where the

electronic properties of the material are limited by the crystalline quality, ion implanta-

tion improved the crystallinity by in situ dynamic annealing [273].

1.13 Properties of Polycrystalline Magnesium Fluoride Films (PMF)

1.13.1 Introduction

This subsection presents a background discussion and a summarized review of

polycrystalline magnesium fluoride films (PMF) relevant to chapter 8. Epitaxially

grown magnesium fluoride films are used as anti-reflection coatings on transparent con-

ducting oxides and optical windows [251]. The property of these films that make them

attractive for this application is the high optical transmittance in the visible and near

infrared regions of the electromagnetic spectrum. If it were possible to lower the re-

sistance of the polycrystalline magnesium fluoride (PMF) films by introducing free

carriers into the magnesium fluoride matrix, without altering its optical transmittance

too drastically, one would then achieve what has previously been performed by both

transparent conducting oxide and magnesium fluoride films with a single coating of

conducting magnesium fluoride films. It is noted that previous work has been carried



70

out on co-deposition of Au, Ag and magnesium fluoride films in which optical extinc-

tion bands resulting from the agglomeration of these two metal ions were observed

[276, 277].

1.13.2 Structural Properties

The structure of PMF films will vary depending on the preparation conditions

[278, 279]. Bauer [280] has reported that thicker films had some degree of preferred

orientation and were always found to be polycrystalline. Coleman et al. [281] have

noted that thick films, grown on substrates maintained at higher temperatures, exhibit

preferred orientation but the orientation varies with the substrate temperature and the

crystallite sizes were larger than those prepared at lower substrate temperatures [282].

Evidence from transmission electron microscopy studies suggests that evaporated PMF

films have an appreciable concentration of voids present as defects [283, 284]. No di-

rect evidence of aggregation, such as occurs in polycrystalline metal films, has been

observed [282]. This is possibly due to electrostatic attraction between the ions of

the film and ions of the substrate and in this case the adhesion would be considerably

greater than for metallic films leading to suppression of aggregation [282, 285]. Dislo-

cations and extended other defects may be formed because of point-defect aggregation

during growth, provided that the vacancies are relatively mobile. Deposition at very

high rates and onto sufficiently low temperature substrates might cause many vacancies

to become trapped, and these could aggregate slowly [286, 287].

1.13.3 Optical Properties

The transmittance (normally thickness dependent) of PMF films grown by var-

ious techniques is high, ranging from 80 - 95% in the visible and infrared regions of

the spectrum [251, 288]. The absorption edge of the PMF films should occur at lower

energies than for single crystals of magnesium fluoride, which is near 10.4 eV. This is
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because of the existence of intrinsic defects in PMF films that arise as a result of the

method of preparation, namely vapour quenching on low temperature substrates.

The results of the refractive index of PMF films reported in the literature show a

dependence on the method of measurement. Those found by the Brewster angle method

on thin films have shown the refractive index to be above 1.39 [279, 289] while an

increase in the value of the refractive index has been observed on aging [279]. Values of

the refractive index obtained from reflectivity or transmission methods, which depend

upon interference effects in the films and therefore involve the film thickness, have

always been found to be lower [279]. Morita [290] has reported that films grown under

a vacuum better of than 5×10−5 mm Hg had the same values of refractive index as the

bulk and showed no aging effects.

A detailed study of the refractive index and packing density of PMF films, as a

result of water sorption and subsequent temperature dependence, has been carried out

by Ogura and others [291]. They noted that about 10% of the total volume of the films

was occupied with water molecules before exposure to air. This has a large effect on the

refractive index of the films when taken through various heat treatments. The refractive

index of the PMF material, after most of the water vapour filling the voids had been

removed, was found to vary from 1.40 at about 303 K to 1.38 at 573 K [291].

1.13.4 Electrical Properties

Insulators are characterized by a filled valence band, an empty conduction band

and a forbidden band gap of several eV. Conduction cannot therefore take place in

either of the two bands except if extra charge carriers are created. For the case of an

insulator sandwiched between two electrodes a number of processes responsible for

charge transport have been discussed elsewhere [285]. The situation relevant to present

work is one in which metal electrodes have been deposited at the ends of the film and

carriers has to traverse the entire length of the film. Charge carriers are introduced into
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the conduction (or valence) band of the insulator by thermionic or Schottky emission

over the metal-insulator barrier. They are then transported to the other electrode with

their mobility limited by scattering from structural and other defects. Scattering of

the charge carriers by grain boundaries in polycrystalline films is significant because

these boundaries reduce the electron mean free path. Growth in the grain size, for films

deposited at low temperatures leading to the removal of boundaries, is a major factor in

the decrease of the resistivity when the films are subjected to thermal annealing.

There are a number of reports in the literature where attempts have been made

to measure the d.c resistivity of PMF films co-evaporated with other metals such as

Mn and Co [292, 293]. These reports indicate that the value of the resistivity of a

freshly prepared vacuum deposited thin film depends on a number of factors such as

the deposition rate, residual gases in the deposition chamber, nature and temperature of

substrate. Some of these factors are responsible for the wide range of resistivity values

obtained by different groups using similar source material [294].
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Chapter 2

2.1 Theory of Optical Absorption

In the following sections an outline of the theory of optical absorption will be

presented. Since the full quantum-mechanical treatment of this subject is lengthy and

involved, only the major points relevant to this work, summarised from an article by

Fowler [295], will be discussed. The more detailed derivations may be found in the

same article, references therein and other references cited in the current text. In sub-

section 2.1.1 the characteristics of the absorption spectrum of pure alkali halides are

discussed. A qualitative explanation of band edge properties is given. A quantum

mechanical treatment of absorption by an isolated atom is outlined and important def-

initions of the oscillator strength and absorption coefficient given in subsection 2.1.2.

Section 2.2 deals with the effect of the environment on an absorbing centre in a solid.

The results of the Born-Oppenheimer approximation are employed to explain the fea-

tures of the optical absorption bands.

2.1.1 Absorption in Alkali Halide Crystals

Optical absorption occurs in systems which have electronic energy levels sepa-

rated from each other by a gap corresponding to the energy of an optical photon. With

increase in frequency, these pure insulating crystals are transparent until the threshold

for interband transitions is reached. Because of the relatively loose binding in the case

of the alkali ions, the outer electrons of the halides are higher in energy than those of

the alkali. Hence the valence band in alkali halides is populated by p-shell electrons of
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the halide ions. The lowest conduction band, on the other hand is mainly characteristic

of the lowest s-band unfilled state of the alkali ion. Interband transitions involve the

ionization of the halide ion.

There are a number of transitions called exciton transitions on the low energy

side of the band edge. These arise from excitation of the electron of the halide ion to a

higher excited state without its removal from the ion. This results in the creation of a

bound electron-hole pair. Such a bound electron-hole pair is termed an exciton and its

energy levels lie just below the conduction band. The onset of absorption as the energy

is increased into the UV region is due to the long wavelength side of the first exciton

transition. The photons create bound electron-hole pairs of increasingly large radius

until a series limit is reached and then band-to-band transitions occur as free pairs are

created. The optical absorption spectra of a range of alkali halides exhibit this effect

[296] i.e. the absorption edge is characterized by a sharp peak or peaks, and at higher

energies a step occurs in the spectrum where interband transitions commence.

The transition width of the absorption edge at room temperature is broadened and

different from that measured at low temperature which includes clear absorption fea-

tures due to exciton absorption [156]. This is because at higher temperatures exciton-

phonon interactions tend to smear out the effects leading to an exponential variation of

the absorption coefficient in the low energy side as we approach the onset of interband

transitions commonly known as the Urbach tail phenomenon [297]. (There have been

several other mechanisms such as electric microfields due to ionized defects [298, 299]

and thermal fluctuation [300] of the bandgap, which also give rise to logarithmic band

edges but the dominant mechanism depends on the material under investigation).

Optical transitions observed in the far infrared region are attributed to absorption

resulting from lattice vibrations. The major coupling mechanism between the incident

photon and the lattice phonon is produced by a change of state in the electric dipole mo-

ment of the crystal. (Detailed studies reveal that three different coupling mechanisms
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exist. The first is the Restrahl absorption which occurs in ionic crystals and is caused

by the creation of single phonons in the lattice. The second is multiphonon absorp-

tion, which occurs when two or more phonons simultaneously interact and produce an

electric moment with which the incident radiation may couple. The third mechanism is

defect induced phonon absorption by the existence of a lattice defect or impurity that

may aid the coupling mechanism).

Defects introduced into a crystal have their own associated optical absorption

bands. For the alkali halides the presence of impurities, vacancy and interstitial type

defects introduces absorption bands into the forbidden gap region. For this reason

optical absorption is an effective technique in the study of colour centres.

2.1.2 Theory of Single Particle Absorption

To develop the theory of optical absorption, a free particle model is assumed.

The quantum mechanical Hamiltonian in the Coulomb gauge is

−~2

2m2
∇2 +

i~e
mc

A · ∇, (2.1)

where the symbols have their usual meaning. Perturbation theory can be employed

to derive an expression for the transition probability. The expression for transition

probability attained by this treatment is the same as that presented by Fowler [295]

whose notation will be used in this section and that following.

Wlm =
4π2

~
| Em − El | Np | η · r |2 δ [| Em − El | −~w] , (2.2)

where Wlm is the transition probability per unit time for a particle initially in state l

to absorb energy from the radiation field of density Np (photons per unit volume) and

change to state m. η is the unit vector denoting the polarization of the incident radiation

and r is the electric dipole matrix element defined as follows

rlm =
∫

φ0∗
merφ0

ldτ, (2.3)
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where φm and φl are solutions of the time-dependent Schrödinger equation with ener-

gies Em and El respectively. For unpolarized radiation equation 2.2 becomes

Wlm =
4π2

3~
| Em − El | Np | rlm |

2 δ
[
| Em − El | −~w

]
. (2.4)

The absorption cross-section, εlm, is the transition probability divided by the photon

flux and integrated over the energy delta function [301]

εlm =
4π2
~ωlm

3~c
| rlm |

2, (2.5)

where ~ωlm =| Em − El |. The oscillator strength is

flm =

[
2m

3~e2

]
ωlm | rlm |

2 . (2.6)

The absorption coefficient, α, defined as the fractional change in intensity per unit thick-

ness of absorber (dI = −αdx) can also be expressed as the energy removed per unit time

per unit volume from a beam intensity

αlm =
WlmNA

cNp
=

4π2NA~ωlm
3~c

| rlm |
2 δ

[
| Em − El | −~ω

]
, (2.7)

where NA is the number of atoms per unit volume. The oscillator strength, f , and the

integrated absorption coefficient α are related by

NA flm =
mc

2π2e2~

∫
αlm(E)dE. (2.8)

2.2 Absorbing Entity in a Solid

2.2.1 The Local Field Correction

If the applied radiation field, E0, is modified by the environment surrounding

the absorbing particle to a local value, Ee f f . The transition probability, Wlm, should
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corrected by a multiplicative factor (Ee f f /E0)2. The value of Ee f f is dependent on the

nature of the absorbing centre but can be related to E0, for compact centres [295] by
[Ee f f

E0

]2

= 1 +
1
3

(n2 − 1), (2.9)

where n is the refractive index of the medium. The absorption cross section, ε, re-

quires correction by additional factors and is obtained by dividing the total transition

probability by the energy density, which in a medium is proportional to n2; where the

speed of light (c) is replaced by c/n. Hence the total correction factor for the absorption

cross-section is
[
1/n(Ee f f /E0)2

]
.

2.2.2 Born-Oppenheimer Approximation and Modified Transition Matrix El-

ement Leading to Smakula’s Equation

According to the Born-Oppenheimer approximation, electrons respond to the in-

stantaneous positions of the nuclei, whereas the lattice responds to the average posi-

tions of the electrons. It may be assumed that the nuclei are essentially stationary when

calculating the electron wavefunctions. Following Fowler’s [295] summary of this ap-

proximation, the wave equation for the system consisting of electrons plus lattice is

given by,

[Eke + Ekn + U(r, R)]ψ(r, R) = Eψ(r, R) (2.10)

where r are electron co-ordinates, R nuclear co-ordinates, Eke and Ekn are the total

kinetic energy of electrons and nuclei respectively. U(r, R) is the total potential en-

ergy term for electron-electron, electron-nucleus and nucleus-nucleus interactions. The

wavefunction ψ(r, R) is more explicitly described by defining a set of electronic quan-

tum numbers n and nuclear quantum numbers η such that

ψnη(r, R) = φn,R(r)θnη(R). (2.11)

Solving for these wavefunctions is a difficult exercise. Approximations may be used

involving simplified models of the electron-phonon interaction. The dipole moment
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matrix element rlm, (equation 2.3 ) becomes

rlη,mγ
= dRθ∗lη(R)rlm(R)θmγ(R) (2.12)

where

rlm(R) =
∫

drφ∗lR(r)rφmR(r). (2.13)

The oscillator strength now becomes

flm =
2m

3~e2
ωlm | rlm(RG) |2, (2.14)

where the Condon approximation has been used and rlm assumed to depend on an

equilibrium nuclear co-ordinate, RG. This is discussed further in the next subsection.

The absorption coefficient is now

αlm(E) =


1
n

[Ee f f

E0

]2
4π2

3~c
~ωlmNA | rlm |

2 Ilm(E), (2.15)

where

Ilm(E) = avη
∑

γ

|
∫

dRθ∗lη(R)θmγ(R) |2 δ(| Em − El | −~ω) (2.16)

and ∫
Ilm(E)dE = 1. (2.17)

By comparing flm(E) and αlm(E) and using the Lorentz approximation, equation 2.9,

for the local field then

NA flm = 8.21 × 1016cm−3 n
(n2 + 2)2

∫
αlm(E)dE, (2.18)

where α is in cm−1 and E is in electron volts.
∫
αlm(E)dE = 1

2παlm(max)W for a

Lorentzian function, where W is the full width of the absorption band at half maximum.

Substituting this, one obtains the Smakula equation [302]

NA flm = 1.29 × 1017cm−3 n
(n2 + 2)2

αlm(max)W. (2.19)
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For a Gaussian function, the integral above is reduced by the factor (π ln 2)
1
2 and the

constant becomes 0.87. The F centre absorption band has the characteristics of an

approximately Gaussian band, hence the concentration of defects is given by

N(cm−3) =
0.87 × 1017

f
n

(n2 + 2)2
α(max)W. (2.20)

This expression is used to calculate the defect concentration provided that the oscillator

strength ( f ) is known. It has therefore been included for completeness sake in the

present case where the value of f is unknown.

2.2.3 Configuration Co-ordinate Diagram and Absorption Band Shape

The separation of electron and nuclear states, according to Born-Oppenheimer

approximation can be represented in a simple model called the configuration co-ordinate

diagram [301, 303, 304, 305]. Such a diagram taken from Fowler [295] is presented

in figure 2.1. The response of the electrons to the instantaneous positions of the nuclei

is represented by the parabolic curves of electronic energy versus nuclear co-ordinate.

This energy dependence is illustrated for a ground electronic state l and an excited state

m. The quantum states of the lattice are represented by η0, η1, ... and γ0, γ1, ... etc in

the ground and excited electronic states, respectively. If the Franck-Condon principle

(which states that during electronic transitions the nuclear co-ordinate do not change) is

invoked, this simple diagram can account qualitatively for the finite width of absorption

bands. The Born-Oppenheimer approximation predicts Gaussian shaped bands giving

a relationship between the width of the band at half-maximum (W) and the temperature

of the form

W = W0

[
coth

(
~ω

2KT

)] 1
2

, (2.21)

where W0 is the width of the band at half-maximum at 0 K and ω is the angular fre-

quency. The validity of the Franck-Condon principle can be illustrated quantum me-

chanically. The most probable transitions (figure 2.1) will be those that reach the vi-
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Figure 2.1: Electronic energy, E, versus nuclear co-ordinates, R, for an electronic
ground state l and excited state m, also illustrating the nuclear state η and γ for each
of the electronics states, respectively. RG and RE are the nuclear co-ordinates for the
ground and excited states respectively [295].

brational states of the excited electronic state that have high probability functions at

the internuclear separation equal to that of the ground state. This principle emphasizes

that only these transitions need be considered and hence the use of RG in equation 2.14

[16, 306, 307].

The basic underlying theory of optical absorption, which is a major experimental

technique in the present work has been presented. Examination of the fundamental

aspects of the theory can help to predict the form of absorption bands due to defects in

solids, and the essential properties of such bands.
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2.3 Theory of Raman Scattering

2.3.1 Introduction

The name Raman effect originates from the work of Raman and Krishan [308],

who reported the phenomenon in 1928, following studies on molecular light scattering.

However, the effect had theoretically been suggested earlier in 1923 by Smekal [309]

and also observed in quartz by Landsberg and Mandelstam [310] on the same year

that Raman and Krishan reported the results of their work. It was observed that when

monochromatic light of known frequency was used to illuminate certain media, the re-

sulting spectrum consisted of a pattern of lines of shifted frequencies (Raman shifts)

relative to the unscattered line (Rayleigh line). Figure 2.2 [311] shows a representative

Raman spectrum of liquid CCl4 obtained using an argon ion laser. The centrally lo-

cated line corresponds to the Rayleigh line, the three features to its left are the Raman

Figure 2.2: Raman spectrum of liquid CCl4 excited by an argon ion laser. A central
intense line associated with the Rayleigh line and two sets of a series of lines to its left
and right are observed [311].
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anti-Stokes lines, while the more intense lines to the right are the Raman Stokes lines.

The Raman shifts, which are more commonly used, are independent of the exciting

frequency and characteristic of the species giving rise to the scattering. The Raman ef-

fect may generally occur due to the inelastic scattering of light by phonons, plasmons,

polaritons, magnons in a medium. In a restricted sense Raman scattering describes

the light scattering caused by the spatial variation of the electronic polarizability of a

system by the nuclear vibrations and rotations only. The current discussion will use

the latter definition. Raman spectroscopy is an excellent tool in studying the nature of

molecular defect clusters formed in crystals and can be applied successfully to the study

of defects in crystals of the alkali halide type. First order Raman scattering is forbid-

den in pure alkali halides crystals due to symmetry considerations. However, Raman

transitions due to defects in the crystal are often localised modes which are clearly dis-

tinguishable above the weak background of this lattice scattering. Alkali halides thus

exhibit a second order continuous Raman spectrum.

Since this technique is only used in the study of proton implanted CsI crystals,

whose results are discussed in chapter 4, the theoretical description is summarised and

more details may be found in references cited in the text. The two subsections that im-

mediately follow provide a brief discussion of the Raman effect from both classical and

quantum mechanical treatments. Near resonance Raman effect, which can be employed

to provide enhanced signals, thus making it possible to study scattering species in low

concentrations, will be discussed in a following subsection.

2.3.2 Classical Approach

An incident light photon interacting with a molecule in a material may be inelas-

tically or elastically scattered. Consider an incident electric field described by

E = E0cos(2πν0t), (2.22)
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where E0 is the amplitude and ν0 the associated frequency. The molecule will vibrate

in normal coordinates given by

Xk(t) = X0
k cos(2πν0t), (2.23)

where Xk(t) is the displacement from the equilibrium position X0
k in time, t, during the

motion that is approximated to be harmonic. These molecular vibrations will conse-

quently induce a variation in the electronic polarization given by

α = α0 +
∑

k

(
dα
dXk

)

0

Xk + · · · . (2.24)

Since the induced dipole moment is obtained by the product of the polarization and the

electric field

P = α0E0cos(2πν0t)+
1
2

∑

k

(
dα
dXk

)

0

Xk�[cos(2(π(ν0−νk)t+φk)+cos(2(π(ν0+νk)t+φk)]+ · · · .

(2.25)

The first term in equation 2.25 corresponds to the elastically scattered wave associated

with the Rayleigh mode. The two terms in square brackets with different frequencies,

ν0−νk and ν0+νk are the inelastically scattered waves associated with the Raman Stokes

and anti-Stokes lines, respectively. The classical theory clearly identifies the existence

of the three scattered components but not the relative intensity between the Stokes and

anti-Stokes lines, which is taken up in the quantum treatment to follow.

2.3.3 Quantum Mechanical Approach

The quantum mechanical treatment involves a two-photon process schematically

illustrated in figure 2.3. The occurrence of the sidebands at frequencies ν0 ± νk can be

explained in terms of an energy transfer between the incident radiation and the scat-

tering system. νk is associated with the transitions in the vibrational energy levels in

the scattering system under study. The system stimulated by the incident radiation may

absorb energy for an internal excitation. The scattered light will then contain photons
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Figure 2.3: Representation of the Rayleigh and Raman scattering as a two-photon pro-
cess. The broken lines denote virtual states.

of energy h(ν0 − νk). Alternatively if the system is already in an excited state, it may

make a downward transition in the presence of the exciting excitation, thus contribut-

ing to the creation of photons of energy h(ν0 + νk). Thus the occurrence of scattered

radiation of frequencies ν0 ± νk depend on the energy levels of the scattering system

and the transitions permitted between them. The concept of the virtual states is adopted

to describe the intermediate levels prior to a final transition involving a different vibra-

tional state and hence their role is purely imaginary. The scattered radiation at lower

wavenumbers is termed Stokes scattering, and that at higher wavenumbers anti-Stokes

scattering. Since anti-Stokes scattering corresponds to a transition in the system from

a populated upper state to a lower state, this sideband will be much weaker in intensity

than the Stokes sideband. The thermal population of such upper states decreases as

their energy above the lower states becomes large.
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2.3.4 The Near Resonance Raman Effect

One of the earliest reviews of the quantum mechanical treatment explaining the

Raman effect was published by Placzek [312]. Part of the results, relevant to the current

subsection, are presented without proof. Placzek’s treatment considers the perturbation

of the wave-functions of the scattering molecule by the electric field (E) of the incident

light having frequency ν0 and gives an expression of the induced electric moment matrix

element Pmn (also known as the induced transition moment) as

Pmn =
1
h

∑

r

(
Mnr Mrm

νrn − ν0
+

Mnr Mrm

νrm + ν0

)
E, (2.26)

where h is Planck’s constant, r denotes any level of the complete set belonging to the

unperturbed molecule, νrn and νrm are the frequencies corresponding to the differences

between the states denoted by the subscripts, Mnr and Mrm are the respective transition

moments. The square of Pmn determines the scattering intensity of the line involving

the induced transition from n to m. If the exciting frequency, ν0, is chosen to lie close

to a particular absorption frequency, νrn, the term in the denominator with the factor

1/(νrn − ν0) will become significant in the determination of the intensity.

Thus the near resonance Raman effect is described as the increase in the intensity

of the scattered light as the wavelength of the exciting radiation is made to approach

the absorption frequency of the scattering system. The usefulness of the near resonance

Raman effect can be appreciated when scattering entities, such as defects in the crystals

are present in low concentrations and the regular Raman scattering too weak to moni-

tor. The symmetric stretching overtones of the vibration appear under near resonance

conditions as will be shown in the present work on molecular defects produced by the

proton implantation of CsI.
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2.4 Annealing Theory

2.4.1 Introduction

The defects created by irradiation of crystals reach a thermodynamic equilib-

rium when the source of irradiation is removed. The temperature of the crystal deter-

mines the equilibrium concentration of defects. If the temperature is dropped below

the threshold temperature for mobility of any of the defects species then the defect

profile produced by the irradiation can be frozen in. If the temperature is raised suffi-

ciently then the defects become mobile and their thermally activated motion may result

in a variety of effects [313, 314]: they may encounter traps (e.g. impurities) where

they become immobilized, they may be absorbed by sinks (e.g. surfaces, dislocations,

grain boundaries), an interstitial defect may encounter its complementary vacancy and

become annihilated, and defects may themselves act as traps for similar defects produc-

ing defect clusters. As well as the elimination of a defect type by any of the processes

listed above, defects may be liberated from clusters or traps. The possible fate of de-

fects is not limited to those mentioned above, but whatever the processes induced by the

temperature rise, when there is reduction in the original type of defects, this is called

annealing. The two commonly used types of annealing procedures are isochronal and

isothermal which are discussed below.

2.4.2 Isochronal Anneal

Figure 2.4a illustrates the procedure for this type of anneal. The temperature of

the crystal is raised in a step-like manner from some base or reference temperature to T i

for the ith anneal step. The temperature is maintained at T i for a fixed time 4t f (30 min-

utes in the present work). Between each temperature step the crystal is brought back

to a reference temperature for measurement of the property (e.g. absorption) indicating

the defect concentration. A series of such steps at successively higher temperatures T i,
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Figure 2.4: (a) Isochronal anneal: step-like temperature pulses of constant duration 4t f

at successively higher temperatures T i. (b) Isothermal anneal : increasing duration 4ti

at fixed temperature Ta.

Ti+1, Ti+2... constitutes an isochronal anneal. Figure 2.5a illustrates a schematic dia-

gram of an isochronal anneal curve showing the variation of the absorption coefficient

with temperature. The presence of different defects which anneal out by independent

mechanisms at different temperatures is indicated by separate stages for each process.

2.4.3 Isothermal Anneal

In an isothermal anneal a fixed temperature (Ta in figure 2.4b) corresponding ap-

proximately to the middle of the isochronal anneal step is selected (see figure 2.5a).

The sample is annealed at this temperature for sequentially increasing total time ti. As

in the isochronal cycle, the sample is cooled to the reference temperature between the
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Figure 2.5: Schematic diagrams of (a) isochronal anneal showing decrease in the ab-
sorption coefficient over the possible anneal component stages (b) isothermal anneal of
a single stage process.

annealing steps and the necessary measurement taken. In the present work the addi-

tional anneal time ∆ti+1 = 2∆ti, with ∆t0=10 minutes. Figure 2.5b shows the isothermal

annealing characteristics due to the presence of a single type of defect where the ab-

sorption coefficient goes close to zero in one stage.

2.4.4 Defect Migration

The motion of defects through a crystal is usually treated by the application of

the absolute rate theory, where the main factor dictating the change in position of the

defect is the potential barrier which must be overcome. Howard and Lidiard [315]
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have shown, using statistical mechanics, that migrating atoms have a jump frequency

associated with the vibration of the atom between its original position and the saddle

point for migration, of the form

ν = ν0e−Em/KBT , (2.27)

where Em is the energy barrier for migration, KB the Boltzmann constant and ν0 the

effective frequency of vibration of the defect toward the saddle point. This type of

expression is termed as the Arrhenius equation which also applies to chemical reactions.

The chemical rate theory is therefore applicable to defect migration and annealing.

2.4.5 Annealing of Defects from Chemical Rate Theory

Consider a crystal containing a particular kind of defect whose concentration is

N at a time t. The defect concentration obeys a differential equation of the form

−dN
dt
= νK (N), (2.28)

where ν is the rate constant defined by equation 2.27 and K (N) is a monotonically

decreasing function of N. As the temperature is raised during annealing, dN/dt initially

remains small, since ν varies exponentially with temperature, and as the characteristic

annealing temperature, Ta, is approached and ν tends to unity, then dN/dt increases

substantially. This rate drops rapidly again as the defects anneal out. The function

K (N) may be given a specific form for an anneal involving the decay of one species at

a time. Therefore in this case equation 2.28 can be written as

−dN
dt
= νZNγ. (2.29)

The term Z incorporates an entropy factor, sink or trap distribution factors and the

co-ordination of the defect site and γ indicates the order of the reaction. If γ = 1 the

annealing reaction is called first order and if γ = 2, second order. The conditions re-

quired for the annealing process to be assigned as first or second order are discussed
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in more detail elsewhere [313]. In the case where defects migrate to unsaturable sinks,

for example, the reaction would be expected to be first order. For the mutual annihi-

lation between two complementary defect types distributed randomly throughout the

crystal and which are therefore uncorrelated, a second order type of reaction would be

expected.

The data obtained from annealing procedures described in subsections 2.4.2 and

2.4.3 can be used to determine the order of the reaction (γ) and the activation energy

(Em). Some property of the crystal, independent of the temperature and time which

monitors the defect concentration, must be recorded during the annealing cycle. One

such property is the absorbance of the band produced by the decaying defects. Since the

optical absorption is defect specific it is possible to study the decay of particular type

of defects and the growth of reaction products independently of other defects. Even

when different defects types absorb in the same spectral region the components of the

resulting composite absorption band due to the individual species can often be identified

by careful subtraction and difference analysis techniques. The use of Raman scattering,

which is also defect-specific, in conjunction with optical absorption is helpful in such

circumstances. The decay of the Raman peaks due to certain defects can be correlated

to the decay of the constituent overlapping components of a composite absorption band.

The absorbance, A = Lα/2.303 (α : absorption coefficient, L : sample thick-

ness), is related to the defect concentration by the Smakula equation 2.20 which can be

rewritten as

N f = cWA, (2.30)

where f is the oscillator strength and c is a constant. The width at half maximum, W,

of the absorption band is temperature dependent. If the crystal is, however, returned to

the reference temperature for measurement of the absorbance (A) after each annealing

pulse, then W will be fixed, independent of temperature. From figure 2.5a Smakula’s
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equation for the ith anneal step can be rewritten as

Ni f = cW∆Ai, (2.31)

where Ni is the concentration of defects remaining and ∆A1 = Ai−A∞ is the incremental

absorbance increase for the ith anneal step. The change in the absorbance for the whole

anneal step is ∆A0 = A0 − A∞. Equation 2.31 can be written in a more compact form as

Ni = c′∆Ai, (2.32)

where c′ is a constant. Methods of analysis on the rate equation 2.29 adapted for use

with isothermal and isochronal data are presented in the following two subsections.

2.4.6 Determination of γ from Isothermal Anneal Data

If equation 2.29 is integrated and a substitution made for the concentration, N, in

terms of ∆Ai, the following expressions result :

ln
∆A0

∆Ai
= νZt. (2.33)

Therefore a plot of ln(∆A0/∆Ai) versus t yields a straight line in the case where γ = 1.

If γ > 1,

∆A1−γ
i − ∆A1−γ

0 = νZ(γ − 1)tcγ−1. (2.34)

γ can be chosen so that a plot of ∆A1−γ
i versus t results in a straight line.

2.4.7 Determination of Em from the Isochronal Anneal Data

It is assumed in this case that the anneal is characterised by a single process with

a unique activation energy, Em. Equation 2.29 is integrated and a substitution made for

N in terms of ∆A as before. Substituting for ν from equation 2.27 gives

ln
∆A0

∆Ai
= Bte−Em/KBT , (2.35)
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for γ = 1 and

∆A1−γ
i − ∆A1−γ

0 = Bcγ−1(γ − 1)te−Em/KBT (2.36)

if γ > 1, where B = ν0Z.

By examining one temperature step of the isochronal anneal for which the step

duration ∆t is fixed, it follows that for γ = 1

ln
∆Ai−1

∆Ai
= B∆te−Em/KBTi . (2.37)

A plot of ln[ln(∆Ai−1)/∆Ai] versus 1/Ti yields a straight line with a slope of Em/KB.

For γ > 1,

∆A1−γ
i − ∆A1−γ

i−1 = Bcγ−1(γ − 1)∆te−Em/KBTi . (2.38)

A plot of ln[∆A1−γ
i − ∆A1−γ

i−1 ] versus 1/Ti yields a straight line with a slope of Em/KB.

The general procedure is to determine γ first, and then use the appropriate equation to

obtain the activation energy.

2.5 Theoretical Studies of Resonances Associated With Metal Colloids

2.5.1 Introduction

There are a number of methods reported in the literature that are used to de-

scribe resonances associated with metal particles embedded in materials. The first one

is the ab initio quantum theoretical approach [316] that provides a sufficient descrip-

tion of the plasmon resonance peak for very small clusters and may be extended to

larger sizes. The second, commonly known as the jellium model, yields multiple line

structure in the spectra, some of which have been related to collective electron reso-

nances [317, 318]. Both methods can predict the plasmon resonance peaks but have

problems providing the shapes or widths. The Mie theory which is the third method

applies classical electrodynamics to clusters whose shapes may be approximated to be

spherical but may have other geometrical forms. The Mie resonances predicted by the
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third approach cause selective optical extinction bands, which are generally observed

in the visible spectral region for both the noble and alkali metals, whose characteristics

are dependent on the cluster diameter, the refractive index of the host medium and the

metal volume fraction among other factors. The Mie theory therefore has an advan-

tage of being conceptually simple and has been used in the present work in which Mg+

and Ag+ or Au3+ ions have been implanted in magnesium fluoride and lithium niobate

single crystals, respectively.

2.5.2 Mie Theory

The calculation of interaction of the small spherical particles with electromag-

netic radiation, commonly known as the Mie theory (MT) [159] has been repeatedly

elaborated by many workers [162, 319, 320]. A summarized outline of the procedure

to calculate the attenuation of an unpolarized monochromatic light beam after it has

passed through a medium containing spherical particles is presented from an article by

Pereenboom and co-workers [168], and selected texts [320, 321]. This summary begins

with an assumption that the volume concentration of particles is so low that the parti-

cles act as independent scattering centres with no multiple scattering taking place. The

extinction of the beam is then given by:

I(z) = I0e−Γz, (2.39)

where I(z) is the intensity of the incoming beam after a distance z. The extinction

coefficient, Γ, is therefore a product of the number of scattering centres per unit volume

(N/V) and the extinction cross section of a single particle, Cext . The extinction cross

section is the sum of both the scattering cross section, Csca, and the absorption cross

section, Cabs:

Γ =
N
V

Cext =
N
V

(Csca + Cabs). (2.40)

This extinction cross section may now be calculated from the MT by applying Maxwell’s
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equations. Consider the case of a monochromatic, linearly polarized plane wave of

electric and magnetic field amplitudes E and B incident onto a particle at position P

(see figure 2.6). From Maxwell’s equations, E and B are not independent: B = (n/c)E,

where n =
√

[εµ], is the refractive index of the medium and ε and µ denote the rela-

tive permittivity and permeability, respectively. The incoming field expressed in polar

coordinates is written as:

Er = sin θ cosφeikr cos θe−iωt

Eθ = cos θ cos φeikr cos θe−iωt

Eφ = − sinφeikr cos θe−iωt (2.41)

Figure 2.6: The incoming electromagnetic wave, directed along the +z-axis and the
outgoing spherical wave, which is scattered by a particle at position P.
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Br = (n/c) sin θ sinφeikr cos θe−iωt

Bθ = (n/c) cos θ sinφeikr cos θe−iωt

Bφ = (n/c) cosφe−ikr cos θe−iωt. (2.42)

It was noted by Debye [162] that this problem was solvable on realization that the vec-

tors ~E and ~B could be derived from a scalar field V which satisfies the same wave

equation as the Cartesian components of ~E and ~B, i.e. : ∇2V + k2V = 0. All possible

solutions are obtained by considering two different functionsV1 andV2; the first corre-

sponds to the case where the radial part of ~B vanishes and electrical waves are generated

while the second represents the magnetic waves with vanishing Er. A superposition of

the fields derived from the two potentials would represent the complete solution. For

the electrical waves the components of ~E may be found as derivatives of the function

(∂/∂r)rV1 (see equation 2.43) and the contribution of rV1 to the magnetic field is ob-

tained subsequently by using Maxwell’s equations. Similarly for the magnetic waves,

the components of ~B are obtained directly from the differentiation of (∂/∂r)rV2, and

the contribution to the electric field is found again from the corresponding Maxwell

equation.

Therefore

Er =
∂2

∂r2
rV1 + k2rV1

Eθ =
1
r
∂2

∂r∂θ
rV1 +

ick
nr sin θ

∂

∂φ
rV2

Eφ =
1

r sin θ
∂2

∂r∂θ
rV1 −

ick
nr

∂

∂θ
rV2 (2.43)

Br =
∂2

∂r2
rV2 + k2rV2

Bθ =
1
r
∂2

∂r∂θ
rV2 −

ink
cr sin θ

∂

∂φ
rV1

Bφ =
1

r sin θ
∂2

∂r∂θ
rV2 +

ink
cr

∂

∂θ
rV1. (2.44)
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The expressions for Er and Br may be used to obtain rV1 and rV2, respectively. The

solutions may be written as a series expansion in spherical harmonics:

rV(1)
1 =

1

k2
1

e−iωt cosφ
∞∑

l=1

il−1 2l + 1
l(l + 1)

αlψl(k1r)P(1)
l (cosθ)

rV(1)
2 =

n

ck2
1

e−iωt sinφ
∞∑

l=1

il−1 2l + 1
l(l + 1)

βlψl(k1r)P(1)
l (cosθ). (2.45)

k = nw/c is the modulus of the wavevector and n the complex index of refraction of the

medium; ψl(Z) [162] is a Ricatti-Bessel function of the type (πz/2)1/2Jl+I/2(Z), where

Jl/+I/2(Z) is a half integral Bessel function, and P(1)
l (cosθ) is an associated Legendre

polynomial. For αl = βl = 1, solution 2.45 will generate the incoming wave whose

components are given by equations 2.43 and 2.44. For the field inside the particle,

an ansatz of the form given in solution 2.45 is appropriate. For the scattered wave

outside the particle, a decomposition must be made with functions ηl(kr) [162] instead

of ψl(kr). ηl(z) is a Ricatti-Bessel function of the type (πz)1/2H(1)
l+1/2(z) where H(1)

l+1/2 is

half integral Hankel function of the first kind. The asymptotic form of ηl(kr) for kr � 1

is ηl(kr) = (−1)l+1eikr, representing an outgoing wave. The ansatz for the scattered wave

is therefore:

rV(2)
1 =

1

k2
2

e−iωt cosφ
∞∑

l=1

il−1 2l + 1
l(l + 1)

alηl(k2r)P(1)
l (cosθ)

rV(2)
2 =

n0

ck2
2

e−iωt sinφ
∞∑

l=1

il−1 2l + 1
l(l + 1)

blηl(k2r)P(1)
l (cos θ). (2.46)

The indices (1) and (2) refer to the particle and the embedding medium, respectively.

The coefficients αl, βl, al and bl may be obtained from the boundary conditions at the

surface of the particle: -

E(1)
tang. = E

(i)
tang. + E

(2)
tang. (2.47)

B(1)
tang. = B(i)

tang. + B(2)
tang., (2.48)

where index (i) refers to the incoming wave. The continuity of Eθ and Eφ implies the

continuity of the functions (∂/∂r)rV1 and rV2 at r = 0.5d, where d is the particle
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diameter. Similarly, the continuity of k2rV1 and (∂/∂r)rV2 follows from the continuity

of both Bθ and Bφ at the particle surface. The coefficients al and bl for the scattered

wave determined from the boundary conditions are:

al = −
nψl(n0x)ψ

′

l(n0x) − n0ψ
′

l(nx)ψl(n0x)

nψl(nx)η′l(n0x) − n0ψ
′
l(nx)ηl(n0x)

(2.49)

bl = −
n0ψl(nx)ψ

′

l(n0x) − nψ
′

l(nx)ψl(n0x)

n0ψl(nx)η′l(n0x) − nψ′l(nx)ηl(n0x)
. (2.50)

Equations 2.49 and 2.50 contain the Mie-parameter x = 0.5k0d, with the modulus of

the vacuum wavevector k0 = 2π/λ0, the index of refraction of the embedding medium

n0 =
√
εh, where εh is the real part of the dielectric constant of the nonabsorbing host,

assumed to remain constant in the visible region. n is the complex refractive index of

the metal particle defined by

n =
√
ε =

√
ε1 − iε2. (2.51)

ε1 and ε2 are the real and imaginary parts of the metal particle dielectric function, ε.

Far away from the particle, r � λ0, the asymptotic form of the function ηl(k2r)

may be substituted. By defining the functions S 1(θ) and S 2(θ) as:

S 1(θ) =
∞∑

l=1

2l + 1
l(l + 1)

al

P(1)
l (cos θ)

sin θ
+ bl

dP(1)
l (cos θ)

dθ

 (2.52)

S 2(θ) =
∞∑

l=1

2l + 1
l(l + 1)

al

dP(1)
l (cos θ)

dθ
+ bl

P(1)
l (cos θ)

sin θ

 , (2.53)

the components of the electric and magnetic fields may be expressed conveniently as:
(
Eφ
−Bθ

)
=

iexp(ik2r) − iωt
k2r

sinφS 1(θ)

(
E
B

)
(2.54)

(
Eθ
Bφ

)
= − iexp(ik2r) − iωt

k2r
cosφS 1(θ)

(
E
B

)
(2.55)

Er = Br = 0. (2.56)

If the condition r � λ0 is still satisfied the scattered wave has the form of an out-

going transverse spherical wave. The forward scattered beam (θ = 0) determines the
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extinction cross section. Because of the fact that

1
sin θ

P(1)
l (cos θ) |θ=0 =

d
dθ

P(1)
l (cos θ) |θ=0 =

1
2

l(l + 1), (2.57)

the functions S 1(0) and S 2(0) are equal and the extinction cross section is independent

of the state of polarization of the incident radiation. The extinction and scattering cross

sections are then obtained from the amplitude function S (0) giving :

Cext = −
πd2

(n0x)2
ReS (0) = − 2π

n2
0k2

0

∞∑

l=1

(2l + 1)Re [al + bl] (2.58)

and

Csca =
2π

n2
0k2

0

∞∑

l=1

(2l + 1)
[
| al |2 + | bl |2

]
. (2.59)

The cross sections may then be evaluated by a series expansion in powers of x of

the functions by substituting equations 2.49 and 2.50. The lowest order term in Cext is

proportional to x3 and originates from a1 written fully in equation 2.60 (see appendix

A for a more detailed derivation and the expansion to include higher order terms) as

a1 = −
2
3

i

(
n2 − n2

0

n2 + 2n2
0

)
x3 + −2

5
i
(n2 − n2

0)(n2 − 2n2
0)

(n2 + 2n2
0)2

x5 +
4
9

(
n2 − n2

0

n2 + 2n2
0

)2

x6. (2.60)

The third term in the expansion of a1 is proportional to x6 and is related with the first

term in the power series for Csca. For very small particles, only the first order electric

wave will contribute, and the extinction will be mainly due to absorption. Applying the

definition of the extinction coefficient in equation 2.40, stated at the beginning of the

current section, to the lowest order term of a1 the result obtained is

Γ =
18πpε3/2

h

λ0

{
ε2

(ε1 + 2εh)2 + ε2
2

}
. (2.61)

p is the volume fraction of Au in the metal particles, which is defined as the product

between the average volume (V0) of a metal particle and their number per unit volume

(N/V). λ0, εh, ε1 and ε2 are the wavelength of light in vacuum, the real part of the di-

electric constant of the nonabsorbing embedding medium, and the real and imaginary
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parts of the dielectric function of the metal particles, respectively. The range of validity

of equation 2.61 has to be checked in each case by comparison with the full extinction

and scattering cross-sections defined by equations 2.58 and 2.59. However, in the op-

tical frequency range and for very small particles, d ≤ λ0/10, only the electric dipole

contribution needs to be taken into account [168]. d here is the mean particle diameter.

When considering a case of free electrons or free electron-like metals and using

the definitions

ε1 = 1 −
ω2

p

ω2 + ω2
0

(2.62)

and

ε2 =
ω2

pω0

(ω2 + ω2
0)ω

, (2.63)

where the collision frequency ω0 � ωp, it can be shown that the absorption maximum

occurs when

ω2 =
ω2

p

ω(1 + 2εh)1/2
. (2.64)

The maximum absorption would occur at a wavelength (λ0m) given by

λ0m =
2πc
ωp

(1 + 2εh)1/2, (2.65)

where εh is the real part of the dielectric constant of the host medium [165, 322]. How-

ever, in most realistic metals modifications are made to include the contribution due to

core electrons and interband transitions as will be outlined in the following subsection.

A similar expression as equation 2.61 may also be obtained using the Maxwell-

Garnett theory [160, 161] of a composite medium when the volume fraction of the

metal spherical particles, p, is small [170, 323]. According to Maxwell-Garnett theory

[160, 161, 164] the effective linear dielectric function εe f f (ω) is given by

εe f f (ω) = εh
(1 + 2p)ε′(ω) + 2(1 − p)εh

(1 − p)ε′(ω) + (2 + p)εh
. (2.66)

where ε′(ω) = ε′1(ω)− iε′2(ω) is the dielectric constant of the bulk metal and p the metal

volume fraction.
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2.5.3 Procedure for the Use of the Mie Theory

It is necessary to study the characteristics of the Mie theory (MT) simulation

curves as the parameters describing the properties of the metal nanoparticles (MNP) and

the host matrix are varied. Studying such simulations will help interpret the results that

follow in sections to be discussed later. It should be pointed out that the substitution of

equations 2.69 and 2.70 assumes the particles are spherical and are distributed over the

mean particle diameter. It is also assumed that the implanted metal ions are converted

into colloids.

The MNP dielectric function is assumed to be size dependent and is modified to

take into account the diffuse scattering of electrons by the surface of the MNP. This

modification is necessary when the size of the particles is less than the electron mean

free path in the bulk material. Therefore the effective electron scattering time τ f is

given by a formula involving the scattering time in the bulk τ0 and a term associated

with surface scattering by the particles as

τ f = 1/

(
1
τ0
+

2GvF

d

)
, (2.67)

where d, vF and G are the mean particle diameter, the Fermi velocity of the electrons

and a scaling constant, respectively [115]. It has been shown from early work [124]

that a good correlation between experiment and theory was realised when the scaling

constant, G, was set equal to 1 and has been applied in the present work.

The size dependent particle dielectric function is thus given by

ε(ω, d) = εcore −
ω2

p

ω2 + iω/τ f
, (2.68)

where ωp and τ f are the free electron plasmon frequency and effective electron scat-

tering time, respectively. εcore includes the contribution of the core electrons to the

dielectric function, regarded to remain unchanged in the Mie resonance neighbourhood

[168, 324, 325]. The real and imaginary parts of the metal particle dielectric function
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incorporating the effective electron scattering time are, respectively, given by

ε1(ω, d) = εcore −


ω2
p

ω2 + 1/τ2
f

 (2.69)

and

ε2(ω, d) =
ω2

p

ω


1

ω2 + 1/τ2
f

(
1
τ0
+

2vf

d

) . (2.70)

The optical absorption spectra of Au MNP implanted in several transparent ma-

terials [249, 326] have been observed to have a large absorption background that rises

toward the shorter wavelength. It is very likely that this background originates from de-

fect induced absorption. To take into account a background arising from a wide range

of defects absorbing in the same spectral region an expression of the form

k1

λ0
+

k2

λ2
0

+
k3

λ3
0

, (2.71)

where k1, k2 and k3 are fit parameters, is added directly to equation 2.61, which de-

scribes the extinction due to the MNP in a host medium. Equation 2.71 provides an

appropriate baseline and hence an accurate fitting to the FWHM of the colloid band.

From the experimental data the MT is used predict the MNP mean diameter (d) and

the metal ion volume fraction (p) in the implanted layer. A value for the host dielectric

constant (εh) also emerges from the fitting process. All these fit parameters change with

annealing temperature and are obtained when the experimental data and the theory have

the best correlation. To attain a good match between the theory and the experimental

data higher order terms in the Mie theory (see equations A.16, A.17, A.19 and A.20 in

appendix A) may at times be included. The actual procedure of obtaining the best fit

parameters is done by a standard least squares fit method and begins with simulations

using reasonable physical values to a point where the experimental features are almost

attained. This is repeated until the deviation function of the standard least squares

method and hence the incremental change in the best fit parameters is negligible. Table

2.1 shows the numerical values of the bulk metal properties used in the fitting process.
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The values of the mean free path, l, for Au and Ag have been obtained from published

literature values [327, 328, 329] of their effective electron masses [327, 330]. Values of

εcore for Ag and Au used are 5.0 [324] and 9.9 [325], respectively.

Element l (nm) (273 K) vF × 108 cm/s ωp × 1016 s−1

Ag 42 1.38 1.3
Au 13 1.39 1.3
Mg 17 1.58 1.63

Table 2.1: Details of the values of the mean free path, l, Fermi velocity, vF, and the
plasma frequency, ωp, used in the calculations.

2.6 Determination of the Linear Optical Constants of Thin Film Materials on

a Substrate

2.6.1 Introduction

The systems of a bare substrate and a film-on-substrate are discussed. For the

case of a multilayer system and others the text by Heavens and Smith [279] may be

consulted. Measurement of transmittance has traditionally been used in studying the

optical behaviour of thin film materials in general in the field of opto-electronics and

will be used in the present work.

2.6.2 Bare Substrate and Film-on-Substrate Systems

This discussion is a summary from the work presented by Swanepoel [331] in

which the film and the substrate are assumed to be uniform, homogeneous, isotropic

and have finite dimensions. It is also assumed that the incident light has negligible

bandwidth and it impinges normally on the system with the surrounding medium as air

whose real part of the refractive index n0 is 1. The general case of an absorbing film

with thickness L1 on an absorbing substrate of thickness L2 is depicted in figure 2.7.
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Figure 2.7: Schematic diagram of transmission (T ) and reflection (R) of a film-on-
substrate system. L1 and L2 are the thickness of the film and substrate, respectively.

The layers are optically characterized by their respective complex indices of refraction

n1 = n1 − iκ1

n2 = n2 − iκ2. (2.72)

The reflection at interfaces are determined by the complex Fresnel coefficients r and

reflectances R, which for normal incidence are given by [332]

ri j =
ni − nj

ni + nj
= ri j + ir′i j,

ri j =
(n2

i − n2
j ) + (κ2

i − κ2
j )

(ni + n j)2 + (κi + κ j)2
,

r′i j =
2(niκ j − n jκi)

(ni + n j)2 + (κi + κ j)2
,

Ri j = r2
i j + r′i j

2. (2.73)
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The propagation of an electromagnetic wave with wavelength λ through layer j with

thickness L j is characterized by its complex phase angle, Θ j. It is convenient to define

a real phase angle δ j, absorption coefficient α j and the quantityA which measures the

absorption as follows :

Θ̃ j = δ j/2 + iα jL j/2,

δ j = 4πn jL j/λ,

α j = 4πκ j/λ,

A j = exp(−α jL j). (2.74)

The determination of the optical constants involves solving the appropriate equa-

tions from the experimental values of transmittance and reflectance. Because these

equations are generally nonlinear, computer programmes such as Newton iteration may

be employed. The formulation of the expressions is such that the layer thicknesses,

L, are embedded as products (nL) and (κL), in the quantities δ and A respectively in

the equations. Here, n and κ are the real and imaginary parts of the refractive index,

respectively. The equations should thus be solved for n andA while the determination

of L requires special treatment.

In the field of opto-electronics, films usually have thicknesses L1 > λ/n1 and if

the substrate is thick and non-uniform thus minimizing the effects of multiple reflec-

tions, the transmission and reflection spectra have a sinusoidal nature with one funda-

mental frequency 2n1L1 in wave number space. Smooth envelopes may be constructed

around the extrema of these spectra [333]. Figure 2.8 [331] shows these extrema which

represent the loci of points on the spectra where δ1 is an integer multiple of π. In this

case where n1 > n2, T+ and T− represent maximum and minimum transmittance re-

spectively. The use of the envelopes (T+ and T−) and their expressions are particularly

useful since they are smooth curves and the periodic behaviour has been eliminated.

The appropriate experimental procedure is to obtain the transmission spectrum of the
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Figure 2.8: Schematic diagram showing interference spectra and the smooth envelopes
T+ and T− [331].

substrate alone and then calculate n2(λ) and A2(λ) which are the refractive index and

a measure of the absorption in the substrate, respectively. The values of L1, n1(λ) and

A1(λ) are then determined from the transmission spectrum of the film-on-substrate,

using the predetermined values of n2(λ) andA2(λ) [331].

2.6.3 Characterizing the Substrate

In the transparent region (A2=1), n2(λ) may be solved directly from the transmit-

tance of the substrate [331], T2, using

n2(λ) =
[
1 + (1 − T 2

2 )1/2
]
/T2, (2.75)

else n2(λ) is solved from the following expression

T2 =
(1 − R02)2A2

1 − R2
02A2

2

, (2.76)

where

R02 =
1 − n2

1 + n2
. (2.77)
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The values of n2(λ) may be calculated over a range of values of λ where the substrate

is transparent and the values fitted to the Cauchy relation for extrapolation to other

regions. The Cauchy relation is written as :

n2(λ) = b4/λ
4 + b2/λ

2 + b0, (2.78)

where b0, b2 and b4 are fit parameters. In the region where the substrate becomes

absorbing the values ofA2(λ) can be calculated by solving equation 2.76 to yield:

A2 = −
(1 − R20)2

2T2R2
20

+

[
(
(1 − R20)2

2T2R2
20

) +
1

R2
20

]1/2

, (2.79)

where

R20 =
n2 − 1
n2 + 1

. (2.80)

The thickness (L2) of the substrate is measured with a micrometer and hence its absorp-

tion coefficient, α2(λ), obtained fromA2(λ).

2.6.4 Characterizing the Film.

In the case of a transparent substrate (A2 = 1) the expressions for the envelopes

around the transmission spectra [331] are given by

T± =
B1A1

B2 ± B3A1 + B4A2
1

, (2.81)

where

B1 = 16n2
1n2,

B2 = (n1 + 1)3(n2
1 − n2

2),

B3 = 2(1 − n2
1)(n2

1 − n2
2),

B4 = (n1 − 1)3(n1 − n3
2). (2.82)
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In the region where both the film and substrate are transparent, the refractive index of

the film (n1) may be calculated from the envelope T− as

n1 =
[
M + (M2 − n2

2)1/2
]1/2

, (2.83)

where

M = 2n2/T− − (n2
2 + 1)/2. (2.84)

In the region where the film is absorbing but the substrate is transparent, n1 may be

calculated from equation 2.81 using both envelopes T+ and T− :

n1 =
[
N + (N2 − n2

2)1/2
]1/2

, (2.85)

where

N = 2n2 ((T+ − T−)/T+T−) + (n2
2 + 1)/2. (2.86)

The thickness of the film (L1) can be determined from the values of λe, wavelength at

the extrema, using the standard interferometric equation

2n1L1 = mλe, (2.87)

where m is the interference order number. The best estimate of L1 is obtained when

the statistical standard deviation from its average value is at a minimum. Once L1 is

known, more accurate values of n1(λ) can be calculated using the values of λe and the

order numbers, m, of the interference patterns. The values of n1 can similarly be fitted

to the Cauchy relation (equation 2.78) to obtain the values of n1 in the region of strong

absorption. The transmission spectrum can be used to determineA1(λ) using,

A1 =
B5 − BT7

2TB8
±

[
(
B5 − TB7

2TB8
) − B6

B8

]1/2

(2.88)

where

B5 = (1 − R01)(1 − R12)(1 − R20)A2,
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B6 = 1 − R12R20A2
2,

B7 = 2r01r12(1 − R20A2
2) cos δ1,

B8 = R01(R12 − R20A2
2),

R01 =
1 − n1

1 + n1
,

R12 =
n1 + n2

n1 + n2
. (2.89)

2.7 The Rutherford Backscattering Technique

2.7.1 Introduction

The discussion of the theory of Rutherford Backscattering Spectrometry (RBS)

that follows has been summarised from a standard text [5] and the Handbook of Modern

Ion Beam Materials Analysis [334]. RBS is a useful technique for an accurate determi-

nation of stoichiometry, elemental areal density and impurity distribution in materials.

This technique makes use of light ion beams in the MeV energy range. Measurement

of the number and energy distribution of backscattered ions from atoms in the surface

and near-surface region of the material allows identification of the atomic masses and

the depth distribution of the target elements.

Consider an ideal case of a two element (AmBn) thin film of uniform composition

on a low-mass substrate. The incident ions scatter elastically from the target atoms with

energies characteristic of the mass of the latter. The ions also lose energy passing in

and out of the material. Energy analysis of the backscattered ions yields a backscatter-

ing spectrum in the form of counts per channel versus channel number. The channel

number is linearly related to the backscattered ion energy. The peaks AB and AA result

from the energy loss of the ions in the material (see figure 2.9). The elements i in the

material may be identified using the ith measured energies E i
1 of the high energy sides
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Figure 2.9: The geometry and typical backscattered energy spectrum of a heavy thin
film on a lighter substrate. The peaks are due to scattering of the incident ions by the
two different elements that constitute the material under investigation. Taken from the
Materials Research Society Handbook, 1995 [334].

of the peaks and the kinematic factor for the ith element is given by

ki ≡ Ei
1/E0, (2.90)

and has been determined to be

ki =


(M2

i − M2
1 sin2 θ)1/2 + M1 cos θ

M1 + Mi


2

, (2.91)

where E0 is the incident energy and θ the scattering angle in the laboratory frame of

reference. M1 and Mi are the masses of the incident and target particles, respectively.

Since M1, E0 and θ are known, Mi is determined and the target element identified.

The areal density, (NL)i, defined as the number of atoms per unit area, may be

determined for the ith element by knowing the detector solid angle, Ω, the integrated
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count under peak Ai, for Q incident ions, and the cross section σi(E, θ) using

(NL)i =
Ai cos θ1

QΩσi(E, θ)
, (2.92)

where Ni is the atomic density (number of atoms per unit volume) of the ith element, Q

the number of incident ions, L is the physical film thickness and θ1 is the angle between

the incident beam and the sample normal.

Since the Rutherford backscattering technique was only used investigate the spa-

tial uniformity of the implanted spot, a more detailed discussion than already presented

has not been provided but may be found in standard texts on this subject [5, 334].
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Chapter 3

Experimental Techniques

3.1 General Introduction

This chapter describes the major equipment used in the present work. They in-

clude the ion implanter, and the Cockcroft-Walton and tandem accelerators, which are

all located at the Schonland Institute of Nuclear Sciences (SRINS) at the University

of the Witwatersrand (Wits) now designated IThemba LABS (North) since the transfer

to their ownership. Important items of equipment located at other sites are also de-

scribed, while specific techniques used for the preparation of samples and experimental

procedures may be found in the relevant chapters.

3.2 The Cockcroft-Walton Accelerator

The acceleration potential provided by the Cockcroft-Walton transformer, dis-

cussed in the next paragraph under this section, is based on the principle of a voltage

multiplier circuit. Figure 3.1 shows such a circuit in which the two capacitors are

charged through the rectifiers in different half-cycles by the alternating power supply.

Assuming that no current is drawn, the voltage across the output capacitor is the sum

of the output alternating voltage and the dc charge of the first capacitor, which becomes

essentially twice the peak input voltage after sufficient charging period. The capaci-

tors are therefore charged in parallel to a common potential, but the output voltage is

obtained in series.

This facility uses a simple form of acceleration, namely a charged particle mov-

ing through a constant potential difference V. If the particle has a charge q, it will
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Figure 3.1: Circuit diagram of a voltage multiplier.

Figure 3.2: Schematic diagram of the Cockcroft-Walton high voltage transformer.

acquire a kinetic energy qV. The potential is provided by a Cockcroft-Walton high

voltage transformer (see figure 3.2). The switching between the series and parallel con-

nections is accomplished by means of rectifiers. The secondary voltage from the trans-
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former isV(t) = V0sinωt, whereV0 in the present case is of the order 100 kV and the

capacitor-rectifier array has 14 stages. The charging of the capacitors is done through

large resistors (not shown) such that the RC time constants are large as compared to the

time ω−1 that characterizes the variation of the transformer voltage. After sufficiently

long time, when the capacitors have become charged, capacitor C1 is charged to voltage

V0, and thus the voltage at point A varies sinusoidally between 0 and 2V0. With the

forward conducting of rectifier R2, point B eventually reaches a constant potential of

2V0, this same potential of 2V0 is imposed on point C by the rectifier R3 and thus the

AC potential at point C varies between 2V0 and 4V0. The rectifier R4 then fixes the

potential at point D to the constant value of 4V0, as capacitor C1 charges to a voltage

2V0. This chain can be continued to higher potentials limited only by the ability of

the high-voltage terminal to maintain its potential without an electrical discharge to the

surroundings. In practice there is a reduction in potential of voltage because some of

the charge is drained as current by the beam, and each cycle of the applied voltageV(t)

restores the lost charge in the steady state. The voltage at the end of the chain is applied

to the acceleration tube and repels the positively charged gas ions.

Figure 3.3 shows a schematic diagram of the proton accelerator used in this work.

The tank is filled, to about 6 atmospheres, with a mixture of dry carbon and nitrogen

gases which prevents high voltage electrical discharge in the tank. The beamline has

three main vacuum pumps which evacuate three different isolated regions. This ensures

that a breakdown in any of the three regions can be handled separately without affecting

the other two. A radio frequency ion source near the high voltage end of the tank ionizes

the input gas allowing positive ions to be accelerated down the beamline. There are four

gas bottles containing hydrogen, deuterium and helium that can be used to produce H+2 ,

D+, 3He+, 4He++ ion beams respectively. Accelerated ions are magnetically focused

by the vertical quadrupoles to pass through to the analyzing magnet which selects the

desired ion mass and energy. The selected ions pass through the image slits and are
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Figure 3.3: Block diagram of main features of the Cockcroft-Walton accelerator (DP
stands for diffusion pump).

then focused by the horizontal quadrupoles through to the collimator slits. Electrostatic

scanning, available on the beamline after the collimator slits, is used to deflect the beam

in two perpendicular directions using two power supplies with variable voltage output

giving rise to the desired spatially uniform pattern. The beam is then allowed to pass

through a sample collimator in the target chamber and finally onto the target.

The target chamber is electrically isolated from the rest of the beamline. Target

current is measured using the leakage current from the target chamber, which acts as a

Faraday cage. The sample is held near the centre of the chamber by a holder that can

be displaced by up to 2 mm vertically and horizontally from the beam axis. Built in

electrical leads are provided, which may be used to connect a heater to a sample holder,
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should there be a need to perform experiments at temperatures above ambient.

3.2.1 Production of a Proton Beam

The production of a proton beam begins by producing a specific field by means

of the analyzer magnet. The current (35 A for protons) needed to create the field is

chosen from an existing calibration that relates the atomic number to the magnetic field

that bends the beam through the desired path. Cooling water connected to the analyzer

magnet is turned on for protection due to heating that may damage the magnet itself,

associated wiring and electronics because of the large currents used. As a precautionary

measure, safety interlocks are installed to disable the operation of the high voltage

generator in case the cooling water is not turned on. The ionized hydrogen gas supply is

turned on and the high voltage is then slowly increased until the required beam energy

is attained. The accelerator is then left for about 1 hour to allow stabilization of the

electronics and the accelerating voltage.

A fluorescing ceramic sheet located after the electrostatic scanner is used to view

the beam spot and hence monitors the adjustment of spatial uniformity and beam area.

The beam may then be allowed to fall on the target through the previously selected

sample collimator of a suitable size. In the present case a circular sample collimator

with a diameter of 6 mm was used. With a known size of the sample collimator (hence

the irradiated area) and the target current, the required fluence (D), in ions/cm2, may be

determined by the following equation,

D =
it

Area × e × q
, (3.1)

where i, t, e and q are the target current, the time, the electronic charge and the ion

charge state, respectively. The Cockcroft-Walton accelerator was used in the present

work to implant and irradiate CsI crystals and tin-doped indium oxide films with various

fluences of 1 MeV protons as reported in chapters 4 and 7, respectively.
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3.3 Higher Energy Accelerators

3.3.1 The Van de Graaff Generator and Accelerator

When a charged inner conductor and a hollow outer conducting shell are placed

in electrical contact, all the charge from the inner conductor will flow to the outer one,

regardless of how much charge resides there already or how high the potential of the

outer conductor (see figure 3.4). The resulting potential (V) on the outer conductor is

determined by its capacitance (C) with respect to the grounded surroundings by V =

Q/C, and in principle the potential increases without limit as more charge (Q) is added.

In practice, a limit is imposed by the electrical breakdown of the insulating column that

supports the outer conductor or the surrounding atmosphere. This is the physical basis

of operation of a Van de Graaff generator.

Like the Cockcroft-Walton accelerator, a Van de Graaff accelerator is enclosed

in a tank pressurized with a dry mixture of carbon dioxide and nitrogen in a suitable

ratio to reduce electrical breakdown and sparking and hence increase the high voltage

+

+

+

+

+

+

+

insulator

source of
positive ions

target

B

A

Figure 3.4: Schematic diagram of a Van de Graaff generator and accelerator.
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potential. Charge is sprayed onto the belt by a corona discharge at the low voltage side

of the accelerator at point A. The charge is transferred to the high voltage terminal by

a continuously moving belt, made of insulating material, via a brush at point B. In this

type of accelerator the ion source is located inside the pressurized tank. The positive

ions from the ion source are repelled towards the target.

The Van de Graaff accelerator provides one important advantage over the Cockcroft-

Walton accelerator - the terminal voltage on a Van de Graaff is extremely stable and

lacks the AC ripple of the Cockcroft-Walton. The terminal voltages are constant to

within 0.1%. The disadvantage of the Van de Graaff accelerator is its low beam current

compared to the Cockcroft-Walton.

3.3.2 The Tandem Accelerator

A complete and detailed description of the tandem accelerator is long and there-

fore the discussion under this section is summarized and limited to the essential features

of this facility and in particular to those used in the present work. The tandem acceler-

ator, whose schematic diagram is shown in figure 3.5, is a modification of the standard

Van de Graaff. The ion source is placed outside the pressurized tank containing the

accelerator. This is an advantage because maintenance and change of source material

can be performed without necessarily opening the tank.

The source material is normally embedded in a recess on a specially designed

copper cathode in the ion source chamber, from where it is sputtered using a low energy

cesium beam. Being the most electropositive element known in the periodic table,

cesium readily gives up electrons to the sputtered ions making them negatively charged.

The negatively charged ions produced in the ion source chamber are attracted from the

low energy (LE) side of the accelerator by the large positive potential at the centre

terminal in the tank. Here the ions are passed through a stripper gas that removes

electrons and ionizes the ions. The resulting positively charged ions experience a strong
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Figure 3.5: Schematic diagram of the main features of the tandem accelerator.

repulsion by the large positive potential at the centre terminal towards the high energy

(HE) side of the accelerator. The name tandem accelerator originates from the existence

of the two forces experienced by the two different signs of the charge states of the

accelerated ions. This principle of the sequential attraction of the negative ions and

repulsion of the positive ions is illustrated schematically in figure 3.6. The possibility

of the sputtered ions, in the ion source chamber, picking up more than one electron from

cesium is small and thus the initial acceleration is the attraction of a singly negatively

charged ion by the positive potential, V, at the centre terminal. After emerging from

the stripper gas region the net result is a spread of beam energies because of the creation

of a variety of different positive charge states by the ionization process. Therefore an

ion whose charge state is now +q is repelled by the positive centre terminal and hence
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Figure 3.6: Schematic diagram illustrating the attraction and repulsion mechanism at
the centre terminal of the tandem accelerator.

acquires a total kinetic energy of (q + 1) eV, where the potential,V, is typically of the

order of a few million volts.

3.3.3 Beam Transport

Positive ions have a very short range in matter and therefore the beam lines and

the target chamber are maintained under a good clean vacuum to prevent the ions from

scattering in collisions with the remnant gas molecules and to prevent the build up of

carbon on the sample surface under the irradiated region. The scattering of the ions

through large angles would prevent the ions from reaching the target and therefore be

removed from the beam. What is also of great significance are small angle deflections,

which can lead to the degradation of the beam and thus affect the spatial resolution and

divergence of the beam. Ion beams have a natural tendency to diverge and hence the

need for focusing devices. Beam transport systems, consisting of a number of electric

and/or magnetic devices that focus the beam and bend or deflect it, allow the beam to

be transported along the desired path. Such focusing devices are often called lenses.

Fig 3.7 above shows an example of a quadrupole lens, which creates magnetic field

components in the x and y directions of the form Bx = by and By = bx, where b is

a constant. The beam axis is in the z direction, along which there is no field. The
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Figure 3.7: Schematic diagram of a quadrupole lens.

components of the Lorentz force ~F = q(~v × ~B) are

Fx = −qvzBy = −qvzbx = −kx (3.2)

Fy = qvzBx = qvzby = ky, (3.3)

Assuming b > 0, particles with x displacement experience a strong force toward the x

axis and thus deflects the beam along the x direction. In the y direction, the effect is to

defocus the beam. If two quadrupole lenses are placed in series, with the second rotated

900 relative to the first, then along x and y axes there is both a focusing and defocusing

effect but the net effect of the two lenses is to focus the beam.

When the beam leaves the accelerator it is aligned with a set of object slits before

entering the analyzer magnet. This magnet is used to select the energy of the beam

from the accelerator. This is accomplished in conjunction with an analyzer slit system,

which also limit the divergence of the beam, after its exit from the analyzer magnet.

The slit edges are oriented so that, at a constant magnetic field, an energy change will

deflect the beam onto one slit edge. A suitable feedback circuit maintains the correct

terminal potential needed to pass the beam through the analyzer slit system. If the

bending capability of the analyzer magnet is not required, the beam can be allowed



121
threaded sample holder

vacuum lid with o-ring 
at the bottom

sample slot 
indicator

 sample slots

Figure 3.8: A cross-sectional diagram of the sample holder employed in the Au ion
implantation using the tandem accelerator.

to enter the straight through target chamber. Otherwise, the beam enters the switcher

magnet which is used to select the different beam lines that share the same accelerator.

Depending on the experiment being performed, the beam is guided to the appropriate

target chamber as shown in figure 3.5.

3.3.4 Target Chamber

For the purposes of the Au implants performed in this work, the straight through

chamber of the t accelerator was used to hold the sample. This avoided using the

analyzer magnet and increased the beam current so as achieve the required fluence in

a realistic period. Electrical connections from this target chamber to the control panel

were used to monitor the target current and hence determine of the fluence. Figure 3.8

shows the vacuum compatible sample holder that was used in the present work. This

holder has a threaded arm that enables the sample to be lowered or raised relative to

the beam axis. The actual position of the sample slot is determined with the aid of an

indicator on the threaded arm.
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3.4 The Ion Implanter

This discussion is summarized from the manuals of the supplier of model 200-

20AF ion implanter. The ion implanter, shown schematically on figure 3.9, is capable

of producing high beam currents unlike the accelerators discussed previously. A typ-

ical ion implantation period to a fluence of 1x1017 ions/cm2, using a scanned beam

at a current density of 2 µA/cm2 over an area of about 28 cm2, would be less than 4

hours. For the metal ions, used in the present work, a hot tungsten filament was used

to vaporize the source material that was placed in a graphite crucible within the ion

source chamber. An extraction potential of 20 kV, which is automatically applied when

the implanter is switched on, accelerates the ions produced in the ion source chamber

towards the analyzer magnet. An atomic mass-current calibration is used to ensure the

successful selection of a single or particular species of ions by the analyzer magnet.

The analyzer magnet field is maintained at a constant value as the final beam energy is

varied over its entire range. This allows very stable magnet operation, minimizing drift

and hysteresis effects. The subsequent acceleration potential above the 20 kV extrac-

tion potential is provided by the high voltage stack and ions with an energy range of up

to 200 kV can be produced.

Following the acceleration, the beam is focused by a quadrupole triplet lens sys-

tem, before passing through the x, y scanners that sweep the beam across the sample

to provide a homogeneous fluence in the following way. The beam is scanned in both

the x and y directions by separate voltages with triangular waveforms applied at the

deflection plates. The available scanning frequencies, whose ratio is variable, are un-

synchronized to prevent path retracing. A beam current integrator, located at the control

console, measures the fluence implanted in the sample and closes the beam gate when

the desired fluence level is reached. Only when the ion beam is actually required for

implantation is it deflected onto the target. When temporarily stopped, the ion beam is
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Figure 3.9: Block diagram of the main features of the ion implanter.

deflected off the target by a voltage applied on the scanner plates. Thus, critical beam

parameters are unaffected by a constant turning on and off of the beam. Whenever nec-

essary, gases such as carbon tetrachloride, argon or nitrogen were injected into the ion

source chamber for stabilization and to assist in the process of ionization of the source

atoms.

3.5 Laue X-ray Orientation of the Crystals

The Laue back-reflection X-ray technique was employed to orient certain of the

lithium niobate (LN) crystals used in the present work. The spots in the Laue pho-

tographic films were matched and interpreted with the aid of standard stereographic

projections [335]. Whenever necessary conversion of the (x, y) Cartesian coordinates

of a particular symmetry spot to polar angles [336] was made to allow the centering of

selected spots.
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The X-rays were obtained from a Philips X-ray generator type PW 1008 using

a molybdenum anode tube operated at 40 kV and 20 mA. A Laue camera was used

to detect and record the diffracted spots. The specimen were mounted on a flat plate

of a three stage Anshaw model 3 goniometer using adhesive wax. The goniometer is

designed in such a way that it can be transferred from the mounting track on the X-ray

machine to a crystal saw (to be discussed shortly), that was used to make vertical cuts

on the samples. The 3 arcs of the goniometer were initially set to 00 and the goniometer

mounted on the appropriate track of the X-ray generator and a Laue back-reflection

picture taken. The procedure was to identify the spots corresponding to one of the high

symmetry directions i.e. four fold < 100 >; three fold < 111 > and two fold < 110 >.

These directions were confirmed with the aid of standard stereographic projections.

Once a particular direction was identified, it was centred in the Laue photographic film

by the necessary adjustment of the goniometer and a crystal slice was cut. The crystal

slice was then checked for misorientation that might have occurred during the cutting

process. This was done by mounting one face of the crystal slice on a stainless steel rod

with a flat end. Another Laue back-reflection picture was taken to check if the selected

plane was still centred. If not, the crystal slice was mounted on a similar brass rod with

a face inclined at an angle equal to the correction to be made. The brass rods were made

such that they had faces inclined between 10 and 3.50 in steps of 0.50. Once mounted

on the appropriate correction rod, polishing (described in section 3.5.2) was carried out

to remove the misalignment.

3.5.1 Crystal Sawing

An Anshaw model 7 radial-arm wire saw was used to cut the crystals. It consists

of a 0.5 mm diameter diamond impregnated copper wire forming a continuous loop

running on two pulleys. The front pulley is designed in such a way that the tension on

the wire can be adjusted. The rear pulley is driven by a motor with a variable speed



125

controller. The pressure of the wire on the sample can be controlled by variable weights

mounted on an extension shaft located in the rear pulley. Liquid paraffin was used as

the cutting fluid.

3.5.2 Crystal Polishing

The cut crystal slice was mounted using molten BDH wax onto specially pre-

pared brass rods whose faces were either flat or inclined, if a correction was to be

made. To attach the crystal slice using the wax, the rods had to be heated to tempera-

tures just sufficient to melt the wax. This was done to prevent the crystals from cracking

due to thermal shock. Two stainless steel jigs to hold the brass rods were constructed

for polishing crystals; one for hand polishing and the other one for a Kent Mark II pol-

ishing machine. Initially, relatively coarse emery paper (grade 360) was used to hand

polish the crystal slice to intermediate flatness using the hand jig. Liquid paraffin was

used as a lubricant between the emery cloth and the crystal slice. The specimen was

subsequently hand polished using various grades of emery paper (360, 400, 600, 800

and 1200). High purity alcohol was used to clean the crystal as it moved from one

grade of the emery paper to the next. After polishing with the 1200 emery paper the

crystal slice was mounted on the jig on the automatic polishing machine. It was then

fine polished in sequence using 6 micron followed by a 1 micron diamond polishing

suspension. Once the polishing process was complete, the slice on the polishing rod

was slowly brought to the boil in methylated spirit to remove all the wax and polishing

fluids and finally cleaned ultrasonically in absolute alcohol.

3.6 Furnaces Used for Annealing

A resistance heated glass tube furnace, at the Physics Department of the Univer-

sity of Zululand (UZ), was used to anneal some of the samples in air. A block diagram

of the furnace is shown in figure 3.10a. A typical waiting period of 2 hours was needed
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Figure 3.10: (a) Resistance heated tube furnace used in the isochronal annealing process
in air. (b) Block diagram of the enclosed Carbolite furnace used in the isochronal anneal
under argon gas flow.

to attain temperature stability for this furnace. Another furnace, located at the School

of Physics at Wits, was used to perform annealing of other samples. This enclosed

Carbolite furnace, fitted with a Eurotherm temperature controller, has the capability of

providing an argon gas flow and is shown in figure 3.10b.

Figure 3.11 shows the radiofrequency (RF)-heated fused silica tube furnace [337]

used for the annealing of samples under a gentle flow of high purity argon gas. This fur-

nace was employed not only for its capability of heating under argon gas flow but also
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Figure 3.11: Cross-sectional diagram of a RF-heated fused silica tube furnace used in
the isochronal sample annealing under gentle argon flow [337].

the possibility of rapidly cooling the sample without exposure to the atmosphere there-

after. This precautions are necessary when dealing with materials composed of reactive

elements and the sample temperature has to be brought back to RT in the shortest time.

A typical waiting period of 1 hour was required for the furnace to attain temperature

stability with the argon flow. The sample was then inserted into the graphite crucible

using the retractable chute.

3.7 Optical Absorption Measurements

3.7.1 Introduction

Defects created by the irradiation of crystals have absorption bands that are ob-

served from the near infrared to the ultraviolet range. This makes optical absorption
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techniques suitable for the study of such defects. A Cary 500 spectrophotometer in

the School of Physics at the University of the Witwatersrand was used to carry out the

optical absorption measurements from the 3200 to 175 nm spectral range. A descrip-

tion of its main features is presented in section 3.7.3. A vacuum ultraviolet (VUV)

spectrophotometer, whose description is given in subsection 3.7.4 to follow, was em-

ployed for measurements in the 330 - 100 nm range. Unless otherwise specified, a

virgin crystal or an as-grown thin film was used as a reference in all optical absorption

measurements.

3.7.2 The Principle of Optical Absorption

Absorbance (A) and transmittance (T ) are defined as

A = −log(I/I0) (3.4)

and

T = I/I0, (3.5)

where I0 is the intensity of the light incident on a sample and I is the transmitted inten-

sity. It is often desirable to compare results from specimens of different thickness and

therefore α, the absorption coefficient, is a more useful quantity. It is defined as

α =
2.303

L
A, (3.6)

where L is the thickness of the absorber in cm. Therefore α has units of cm−1.

The Smakula equation for a Gaussian absorption band (see equation 2.20) is

N = 0.87 × 1017

f
n

(n2 + 2)2
αmaxW, (3.7)

where N is the concentration (in cm−3) of the absorbing centres, αmax is the maximum

absorption coefficient, n is the refractive index of the medium, W is the full width of

the absorption band at half maximum, and f is the oscillator strength. Therefore the
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concentration of absorbing centres per cm3 can be calculated from the maximum ab-

sorbance of their associated absorption bands, provided that the defects have a uniform

distribution as a function of thickness and the oscillator strength is known.

3.7.3 The Cary 500 Spectrophotometer

The Cary 500 spectrophotometer, located at the School of Physics in Wits, is de-

signed to measure absorption or transmittance and reflectance in the wavelength range

175 - 3300 nm. The schematic details [338] of the design of the instrument are shown in

figure 3.12 and a summary of the principles of operation is presented. The light source

for the UV region is supplied by a deuterium lamp, while the VIS/NIR region employs

a tungsten lamp. The instrument has two detectors. The detector in the UV/VIS region

(the range 175-850 nm) is a R928 photomultiplier tube while a Peltier-cooled PbS de-

tector is used in the NIR region (the 800 - 3200 nm range). Light from the tungsten or

Figure 3.12: Schematic diagram of the main features and the beam path of the Cary
500 Spectrophotometer [338].
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halogen lamps is passed through the Schwarzchild source optics (see figure 3.12) from

where it is taken through a series of mirrors and then to the double Littrow monochro-

mator, which provides a narrow bandwidth of a selected wavelength. From here the

light is passed onto a 50% reflecting mirror and thus split into two equal beams one

going to the sample and the other acting as the reference beam. The two beams are

then guided by additional optics to the detectors where the signals are electronically

compared and using a null-principle, the signal comparison circuitry provides an out-

put voltage such that the ratio (transmittance) or the logarithm of the ratio (absorbance)

of the two signals is recorded. The results are displayed on a computer screen using

appropriate computer interfacing and software.

3.7.4 The Vacuum UV Spectrophotometer

This is instrument is located at Department of Physics, University of Zululand,

South Africa. The essential optical components of the instrument and the sample are

all placed in vacuum to eliminate optical absorption from ambient gases in the VUV re-

gion. Figure 3.13 [339] shows a schematic cross-sectional diagram of the Rank Hilger

E760 single beam vacuum grating monochromator used in the present work. The

monochromator is fitted with a sodium salicylate sensitized EMI9558B photomultiplier

for use in the VUV region from 330 to 100 nm. The light source for this instrument is

a windowless hollow cathode lamp with argon flow. Pressure in the lamp is maintained

by differential pumping. The underlying principle of the design is the pivoting of the

Rowland circle (designed, by R. W. Ditchburn [339]) about a point O on its circumfer-

ence, midway between the slits. The entrance X and the exit Y are respectively placed

approximately 2 mm in front of and behind the Rowland circle when the instrument is

set for zero order. The grating G and the two slits are all on the Rowland circle at one

wavelength only. The wavelength drive which moves the grating is manually rotated

and the reading of the voltage on the photomultiplier tube control is taken point by point
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Figure 3.13: Schematic diagram of the monochromator in the VUV Spectrophotometer
[339].

for each wavelength individually for the sample and then the reference respectively, as

there is only one beam. The two values are then compared using the appropriate for-

mulae and the optical absorption as a function of wavelength for a particular sample is

obtained.

3.8 Experimental Setup for the Raman Study

3.8.1 Introduction

This section will provide a description of the Raman spectroscopy system located

at the Raman and Luminescence Laboratory at the University of the Witwatersrand. It

consists of a Jobin Yvon T64000 Raman triple grating spectrograph, an argon-ion laser

used as the excitation source and an optical microscope with a movable stage. A camera
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attached to the microscope and the micrometer movements of the stage enable the study

of small specimen and analysis on various positions with a single sample.

3.8.2 The Exciting Laser

In the present near-resonance Raman study the laser line of wavelength 488 nm

from a Coherent Innova laser was used since its energy sufficiently close to the tar-

geted V bands and far away from the F band, in the near infrared, to minimise optical

bleaching.

3.8.3 The Raman Spectrograph

Grating spectrometers or spectrographs are the standard instruments normally

used in analysing the Raman spectra of materials. The major requirements of the spec-

trometer are good resolution (< 1 cm−1) and a low stray light background. The origin

of the stray light background is the internal scattering of the laser excitation light which

limits the detection of weak Raman signals close to the intense laser line. The main

source of such scattering comes from the gratings. Hence blazed holographic grat-

ings are used due to their low stray light characteristics and the absence of ghosts. The

stray light rejection of a single monochromator is not always sufficient for Raman spec-

troscopy studies. Stray light rejection is improved by using two or more gratings, or by

holographic notch filters. A schematic diagram of the Jobin Yvon T64000 spectrograph

is shown in figure 3.14.

3.8.4 The Monochromators

The three monochromators of the Jobin Yvon T64000 spectrograph may be used

in three different ways : the triple subtractive, triple additive and single modes. Only

the first mode, as used in the present work, is discussed. Figure 3.15 shows a schematic
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Figure 3.14: Optical diagram of the Jobin Yvon T64000 spectrometer.

of this mode. A polychromatic beam enters the entrance slit (S1) of the first monochro-

mator and is dispersed by the grating 1. The exit slit of the first monochromator which

acts as the entrance slit for the second monochromator selects the bandpass between

wavelengths λ1 and λ2. All the dispersed beams are recombined by the grating 2 in the

second monochromator which is the entrance slit for the third monochromator result-

ing in a polychromatic beam limited to only the spectral range between λ1 and λ2 as

shown in this figure. The polychromatic beam selected by the first two monochromators

between λ1 and λ2 is finally dispersed by the grating 3 in the spectrograph and the spec-

trum acquired with a multichannel detector which is mounted in the plane of the exit

image or with a monochannel detector through an exit slit. This mode rejects the elasti-

cally scattered light at the laser wavelength more effectively allowing the measurement
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Figure 3.15: The triple subtractive monochromator spectrograph mode. Taken from the
manual of the Jobin Yvon model T64000 spectrometer.

of low wavenumber differences.

3.8.5 Gratings

The Jobin Yvon T64000 spectrometer is equipped with two sets of gratings, the

600 grooves (gr)/mm (spectrograph only) and the 1800 gr/mm. The 600 gr/mm and

1800 gr/mm gratings are fixed on a turret in the spectrograph and can be used inter-

changeably using the software.
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3.8.6 Scanning Mechanisms and Spectral Range

The lowest density grating (600 gr/mm) provides the widest spectral range and

highest sensitivity, but the lowest resolution. This grating is essential when dealing

with samples with weak signals and for large spectral ranges. The 1800 gr/mm grating

is more useful in cases where one is looking at narrow ranges and the position of peaks

or when the resolution of two adjacent peaks becomes important.

3.8.7 Detectors

The Jobin Yvon T64000 spectrometer employs a multichannel CCD (charge cou-

pled device) detector. The CCD is a rectangular chip with 1024×256 pixels with an

active area of 27.64×6.91 mm2. The spectral resolution of the CCD is limited to one

pixel which is about 0.5 cm−1 for the 1800 gr/mm grating and 2 cm−1 for the 600 gr/mm

grating. To provide the best performance to the spectrometer, the CCD is cooled by liq-

uid nitrogen to 140 K. The CCD offers rapid analysis of a spectrum and is ideal for

most analytical purposes.

3.8.8 Photon Counting

The output from the detector was analysed by an interfaced PC using software,

Spectramax, supplied by Jobin Yvon. This software is used to control all the functions

of the spectrometer which includes moving monochromators, changing modes and in-

termediate slits between the first and second gratings among others. The graphic fea-

tures of the software enable one to obtain properties such as the peak position, FWHM

and the areas under the peaks. It is also possible to export data files in various forms

that are compatible with standard commercial software.
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3.8.9 Oxford Micro-cryostat

Figure 3.16 shows a cross-sectional view of the Oxford micro-cryostat was used

in part of the present work. The specimen under investigation is placed in the sample

holder which is aligned with the transparent windows. In normal operation the micro-

cryostat is evacuated using a turbo-molecular pump to a vacuum better than 8×10−5

Torr before cooling. Further pumping on cooling considerably improves the vacuum

to ≈ 2×10−6 Torr. Cooling or heating is performed via the heat exchanger and sensor

which are connected to an ITC4 temperature controller, from Oxford Instruments, fitted

with a digital temperature display. Low temperatures can be attained by the circulation

of liquid nitrogen or helium with the help of an external pump unit depending on spe-

cific requirements, while those above room temperature require the use of the heater.

Intermediate temperatures may be attained by use of both the heater and the circulation

of liquid nitrogen or helium. A 10 minute period was always allowed for stabilization

after attaining any preset temperature.

Figure 3.16: Cross-sectional view of the Oxford micro-cryostat. Taken from Oxford
Instruments manual.
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3.9 The Principles of the X-ray Photoelectron Spectroscopy (XPS)

This section presents an introduction and summary of the X-ray photoelectrons

spectroscopy (XPS) technique from the standard texts of Vickerman [340] and Nefedov

[341]. This technique is also referred to as Electron Spectroscopy for Chemical Analy-

sis (ESCA). The Quantum 2000 XPS facility used in the present work is located at the

Council for Scientific and Industrial Research (CSIR), Pretoria.

In the XPS technique the entire incident photon energy is transferred to an elec-

tron bound to an atom leading to ejection from its atomic orbital. The ejection occurs

if the energy of the incident photon is larger than the binding energy of the electron to

the nucleus. Figure 3.17a schematically illustrates this phenomenon, which is essen-

tially the photoelectric effect [342] and forms the basis of the XPS technique. The core

electrons in any atom are obviously more tightly bound in comparison to the valence

electrons and an increase in the nuclear charge further increases the binding energy.

Therefore all these factors will produce different characteristic electron binding ener-

gies for the various atoms in a sample. This means that electron emission from a surface

may be traced to a particular atomic species within the solid under investigation.

Figure 3.17b shows the main features of an XPS facility which consists of a

monochromatic X-ray source, a detector, magnetic shielding to minimize the effects of

external and the earth’s fields, and an ultrahigh vacuum chamber. A proper measure

of the binding energy of the electrons using the XPS method requires that the sample

and detector are at the same potential, normally the ground potential. Accurate values

of the energy of the source and work function of the detector also have to be known.

Hence

KEsource = hν − BE − φd, (3.8)

where BE is the binding energy of the electrons and φd is the work function of the

detector. The XPS technique is therefore an analytical tool that can be used to provide
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Figure 3.17: (a) Schematic diagram illustrating the removal of a core electron by X-ray
photons. (b) Typical XPS technique configuration.

a quantitative elemental analysis of a sample, among other information.

3.10 Transmission Electron Microscopy

3.10.1 Introduction and Principles of Operation

The following general discussion of a transmission electron microscope (TEM)

is summarised and some interactions between the incident electron beam and the atoms
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within the sample are omitted in order to focus on the description of the interactions rel-

evant to the present work. The Philips CM200 TEM used in the present work is located

at the Electron Microscope Unit, Wits. This TEM facility can accelerate electrons to

a maximum energy of 197 kV and is equipped with an Oxford ISIS energy dispersive

X-ray analyser (EDX) that may be used to determine the elemental composition of a

test sample. In an EDX analysis, some of the electrons from the atoms of the sample

are removed by an electron beam from the microscope. A position vacated by an inner

shell electron is eventually occupied by an outer shell electron via the release of a char-

acteristic X-ray and hence the identification of an atom in the test sample. The crystal

structure of a sample may also be investigated by electron diffraction using a focused

electron beam.

The samples used in TEM studies are normally made thin enough to enable elec-

trons from the incident beam to pass through them. Figure 3.18 shows a schematic

diagram of the interactions employed to study thin samples in TEM. Unscattered elec-

trons are those which pass through the sample without any interaction occurring. The

transmission of unscattered electrons is inversely proportional to the sample thickness

when the sample is homogeneous. Areas of the sample that are thicker will have fewer

transmitted or unscattered electrons and so will appear darker, conversely the thinner

areas will have more transmitted electrons and thus will appear lighter on the screen.

However, care needs to be taken when heavy impurities are present. The elastically

scattered electrons come from the incident electrons that are deflected from their origi-

nal path by atoms in the sample without loss of energy. They can be used to examine the

crystal orientation, atomic arrangements and phases present in the area being examined.

The inelastically scattered electrons are the electrons that interact with atoms in

the sample, losing energy during the interaction. They are transmitted through the rest

of the specimen and may be used in conjunction with other instrumentation, depending

on the type of TEM facility, to obtain information on the composition and bonding state
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Figure 3.18: Diagram of incident electron-matter interaction.

of each element on the sample area studied.

The main features of a TEM facility are an electron source, normally provided

by an electron gun, the necessary optics to focus the electrons and a detector, all in a

vacuum chamber. Figure 3.19 [343] shows a typical electronic optical arrangement in

a TEM facility used for focusing and other adjustable lenses necessary to obtain good

resolution of the images.
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Figure 3.19: Schematic cross-section diagram of the optics used to display an image in
a TEM facility [343].
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Chapter 4

Optical Properties of Proton Implanted Cesium Iodide Crystals

4.1 Motivation and Scope of Work

A review of the properties and previous work on CsI, section 1.9, indicates that

this material has not been widely investigated in as far as irradiation damage is con-

cerned. This could be as a result of the known difficulties encountered in attempting to

colour this material. It appears that a high density of electronic excitation is needed to

create defects in this material as conventional radiation sources such as X-rays are un-

successful. With iodides of K and Rb (from the same cation group as Cs in the periodic

table) already well studied, the need arises to make comparisons of the nature of the

defects as well as the reaction kinetics and activation energy during high temperature

annealing of the defects produced by the implantation. This is especially interesting

since while the anion remains the same, the size of the cation increases within this

group of alkali metals. To the best of the author’s knowledge this work represents the

first study of the combined use of Raman and optical absorption techniques to investi-

gate defect annealing mechanisms and reaction kinetics in CsI and hence provides new

information.

4.1.1 Preparation of the CsI Crystals

A boule of nominally pure CsI crystal was purchased from the Optoelectronics

Materials Laboratory, University of Utah, America. CsI crystals are soft and have no

known cleavage plane at room temperature. No spots formed on photographic films

following the X-ray Laue orientation technique even after several hours of exposure.
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Randomly oriented crystal slices of 8×8 mm2 pieces with thickness of about 2.5 mm

were therefore cut from the original crystal boule and polished as described by the tech-

niques discussed in section 3.5. The entire sizing and polishing of the crystal slices had

to be done under liquid paraffin because of the high solubility of this material in water

and water-based lubricants. Henceforth the future use of the term CsI crystal/sample

refers to the crystal slices that have been polished and appropriately sized as described

in this subsection.

4.1.2 Implantation and Storage of the Crystals

The CsI crystals have proved difficult to colour after several hours of 60 kV X-ray

irradiation and up to 7 days of γ-irradiation by a 60Co source of strength 16.71 TBq,

both procedures yielding no discernable radiation-induced optical absorption bands.

Other reports of such difficulty have been discussed in section 1.9.1. These radia-

tion sources readily produce irradiation damage in the f.c.c structure alkali iodides

[113, 83, 84]. In view of the radiation resistance of CsI to the more conventional

sources, 1 MeV proton bombardments were performed at ambient temperature using

the Cockcroft-Walton accelerator, described earlier in section 3.2, to implant and colour

the crystals. Conducting carbon paste was applied to the sides and one face of the crys-

tals. In each case, the carbon-coated face was in direct contact with the sample holder

placed perpendicularly to the beam axis. This ensured that there was good thermal

contact hence enabling an accurate determination of the temperature of the crystal and

minimising charging effects on the crystal surface. A thermocouple, attached to the

crystal surface facing the beam on a region close to the implanted spot, was used to

monitor the implantation temperature. The proton beam was collimated by a 4 mm

diameter aperture in a thin molybdenum plate. A fluorescing ceramic sheet, normally

used for viewing the beam spot, was placed in the beam axis to stop further implantation

when the maximum temperature of 300 K was approached. The temperature control
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proved to be necessary as it was noted the first run that the crystals would initially show

colouration, which would then disappear when the temperature of the crystal rose as

result of beam heating.

It was noted that the implanted CsI crystals discolour very rapidly if stored at

room temperature, even in a dark desiccator. A glass tube that could be evacuated,

filled with high purity argon gas and kept below 273 K was therefore constructed and

used to store the crystals whenever the optical and Raman measurements were not

being performed. In the experiments, a maximum proton fluence of 6×1016 ions/cm2

was used to ensure that the maximum absorbance achieved remained below 3.5. This

ensured that stray light effects arising from very high absorbance values in the optical

absorption measurements with the spectrophotometer (see section 4.1.4 below) were

avoided.

4.1.3 Annealing of the Crystals

A description of the Oxford micro-cryostat, inside which the annealing was per-

formed, has already been presented in subsection 3.8.9. Special brass plates were con-

structed to clamp the samples in place to avoid movement during the measurements of

the optical absorption, which required the micro-cryostat to be held vertically.

The isochronal annealing cycles were each carried out for 30 minutes at prede-

termined temperature intervals of 10 K, while the isothermal annealing cycles were

performed at 397 K for increasingly varying durations. During a typical isochronal cy-

cle, the crystal was heated to a known temperature for the time indicated and rapidly

cooled back to 77 K for measurement. A waiting period of about 10 minutes was al-

lowed for temperature stabilization. Similarly an isothermal annealing cycle involved

heating the crystal for predetermined durations at the fixed temperature and thereafter

cooled in a similar manner to that for the isochronal cycle.
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4.1.4 Optical Absorption and near-Resonance Raman Studies

A Cary 500 spectrophotometer described previously in subsection 3.7.3 was used

to perform the optical absorption measurements, while the Raman spectra were mea-

sured by the Raman instrument whose features and principle of operation have been dis-

cussed in section 3.8. A specially designed holder was constructed to position the Ox-

ford micro-cryostat along the sample beam path in the spectrophotometer. The holder

can be translated perpendicular to the beam axis enabling adjustments of position of the

micro-cryostat so the spectrophotometer beam passes optimally through the implanted

region of the sample. Provisions were also made to allow the holder to be locked onto

the base of the spectrophotometer and hence ensure that the force exerted by the bel-

lows of the liquid nitrogen transfer tube did not displace the micro-cryostat away from

the sample beam path. One further measure to hold the micro-cryostat included the

use of a steel frame placed over the spectrophotometer having arms that clamped the

cylindrical part of this cryostat close to be point where transfer tube is connected.

The Oxford micro-cryostat loaded with the sample was placed on a movable

stage of the Raman microscope (see section 3.8) for the Raman studies. The refer-

ence temperature for the optical absorption and Raman measurements was 77 K unless

stated otherwise. From the position of the V bands, determined by the optical absorp-

tion measurements, the 488 nm laser line was considered suitable as the excitation

wavelength, being close to the photon energy range of these bands and hence the near

resonance Raman conditions. The laser beam power on the sample was set to 1.5 mW,

which was sufficiently low to avoid bleaching of the colour centres. An optical absorp-

tion measurement was taken thereafter by transferring the entire setup consisting of the

micro-cryostat, temperature controller and the liquid nitrogen circulator onto a movable

platform to the location of the Cary 500 spectrophotometer. Subsequent measurements,

after annealing to higher temperature and cooling to 77 K, were performed in a similar
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manner.

4.2 Discussion of the Results

4.2.1 Typical Optical Absorption and Raman Spectra

Figure 4.1 shows a typical room temperature optical absorption spectrum of a

randomly cut CsI sample measured after proton implantation at 77 K. Previous workers

[182, 183] have identified the F and F2 in CsI at 1.68 and 1.1 eV, respectively. It is

important to note an unusual feature, namely that the F2 band is considerably larger

than the F band. Several major V bands at 2.7, 3.4 and 4.2 eV are present and will

be discussed in more detail in the following sections. The sharp band at 4.2 eV, and

Figure 4.1: Optical absorption spectrum of a CsI sample implanted to a fluence of
6×1016 ions/cm2 at room temperature measured at 77 K. The spectral positions of the
F, F2 and V bands are shown.
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Figure 4.2: Optical absorption spectra in the V band region of KI [81] and RbI [112]
samples taken near 77 K after annealing at the temperatures indicated. These crystals
were subjected to γ-irradiation near room temperature and are shown for comparison
purposes to indicate the position of the V bands.

its smaller satellites at 4.05 and 4.35 eV, differ significantly in appearance from the

2.7 and 3.4 eV bands, which are broad features. For comparison purposes the optical

absorption features in the V band region observed after γ-irradiation of KI [82] and RbI

[113] are shown in figure 4.2. The optical absorption spectrum of CsI measured at 77

K shows more prominent features, with more structure in the V bands observed, that

are either absent or relatively weak in the spectra of γ-irradiated KI and RbI.

Figure 4.3a shows the development of the F, F2 and V bands with increasing

proton fluence. The optical absorption spectrum of the sample with the lowest proton

fluence provides an indication of the features near and around the F and F2 bands at an

early developmental stage. A closer observation of the spectrum labelled 1 indicates the
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existence of a feature near 0.55 eV, which later develops to be the shoulder near the F2

band on the lower photon energy side. This feature is seen more clearly for the sample

(spectrum labelled 3) implanted to a fluence of 3×1016 ions/cm2. The F2 band is also

Figure 4.3: (a) Development of the optical absorption features with increasing proton
implantation fluence (1 : 5×1015, 2 : 1×1016, 3 : 3×1016, 4 : 6×1016 ions/cm2). (b)
Growth of the F2 band at 1.1 eV (triangles), V bands at 2.7 eV (circles), 3.4 eV (squares)
and at 4.2 eV (plus sign) with increasing implantation time. All the implantations and
optical absorption measurements (within 30 minutes of the former) were performed
near 300 K.
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seen at an early development stage, and stays at approximately the same photon energy

with increasing proton fluence. A broad band feature observed initially between 1.3 and

2.0 eV and evolving with increasing proton fluence on the higher photon energy side of

the F2 band is identified as the F band [182, 183]. Figure 4.3b shows the change in the

absorbance as a function of the implantation time. The absorbance increases indicating

accumulation of F and F2 centres and their complementary defects in a manner that is

near linear. This growth curve was useful in estimating the value of the fluence needed

to obtain a reasonable value of the absorbance of the F2 band and thus avoid the stray

light effects mentioned earlier in subsection 4.1.2.

Figure 4.4a shows a representative Raman spectrum obtained from a proton im-

planted CsI sample measured at 77 K without annealing. The intense Raman peak

occurring at 113 cm−1 is accompanied by other weaker overtones located at wavenum-

bers that are nearly a multiple of the main peak, i.e. near 224, 336, 447 cm−1 and at

similar higher wavenumbers with smaller intensities. These peaks are associated with

vibrational modes generated by the I−3 di-interstitial defects which are excited by the

near-resonance Raman technique employed (see section 2.3.4). It is justified to make

comparisons of the optical properties of defects created by γ- and X-ray irradiation of

KI and RbI to the present case of proton implantation of CsI because an excitonic mech-

anism is considered to be operative. Therefore, for purposes of comparison the Raman

spectra for the room temperature γ-irradiation of RbI [113] and KI [82] are shown in

parts b and c, respectively, of the figure 4.4. Similar progressive overtones, as in the

present case of the proton implanted CsI, are observed for the γ-irradiated RbI sample

and are attributed to the proximity of the laser line (488 nm) to the V bands photon

energy range. The absorption band near 2.7 eV in RbI has been associated with the

occurrence of the Raman feature at 201 cm−1, which is attributed to the I0
2 monomer

(see section 1.4.2). Table 1.2 in the same section of chapter 1 shows that Raman bands

near 173 cm−1 may be associated with the presence of I−n . However, in the present
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Figure 4.4: Raman spectra of (a) a proton implanted CsI irradiated at 300 K, (b) γ-
irradiated RbI [112 ] and (c) KI [81] samples, shown for comparison purposes. The
irradiation of the latter two samples was performed at 295 K. All spectra are measured
near 77 K. The Raman excitation wavelength was the 488 nm argon laser line in all
cases.
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(a) (b)

Figure 4.5: The evolution of very weak Raman features between 130 and 210 cm−1

that may be associated with the presence of I−n and the I2 monomer, which are known
to occur near 173 and 201 cm−1, respectively. These features are observed following
annealing between (a) room temperature - 380 K and (b) 400 - 420 K.

work the Raman spectra of the proton implanted CsI shows only very weak features

at 173 and 201 cm−1 indicating extremely low concentrations of these defects. These

weak features are shown in figure 4.5 and seem to modify slightly with higher anneal-

ing temperature before decaying. However, from the ratio of the intensity scales of

figures 4.4a to 4.5 of 30 : 1, the evidence of the formation of I−n and I0
2 defects remains

inconclusive.
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4.3 Isochronal Anneal

Figure 4.6a shows the optical absorption spectra of a complementary randomly

oriented CsI crystal, cut from the same boule, following 30 minutes isochronal anneal-

ing cycles between 340 and 430 K with the temperature varied in steps of 10 K. A

mutual decay of the F2 (at 1.1 eV) and V bands (at 2.7 and 3.4 eV) occurs. The F2

and V bands (at 2.7 and 3.4 eV) begin to decay above 350 K and by 410 K they appear

to anneal almost completely. There is still a significant residual absorption by the V

band at 4.2 eV even when the F2 band has annealed out and there is no corresponding

Raman intensity. Figure 4.6b illustrates the changes in the neighbourhood of the band

at 4.2 eV as the annealing temperature is raised. The optical absorption spectra have

been vertically displaced to show the optical absorption changes around this band and

the complementary F2 band to an annealing temperature of 400 K. Energy dispersive

X-ray analysis performed in a scanning electron microscope facility did not reveal any

significant impurity content in the CsI crystals but trace concentrations may be present.

The V band at 4.2 eV has at present an undetermined origin. It may be impurity related

and appears not to have a measurable Raman signal under the current conditions of

study.

Figure 4.7 shows the correlation between the absorbance of the F2 band and

that of the complementary V bands together with the associated Raman intensity. It

can be seen from this figure that the F2 and the V bands at 2.7 and 3.4 eV have a

major annealing stage near 385 K, while the band at 4.2 eV remains significant, only

decaying at a higher temperature close to 410 K. This indicates that the band at 4.2 eV

does not take part in the mutual decay of the anion vacancy and interstitial defects. The

activation energy of the decay process, determined from the slope of figure 4.8, was

found to be 1.28 eV.
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Figure 4.6: (a) Optical absorption spectra measured at 77 K temperature following 30
minutes isochronal annealing cycles (1 : unannealed, 2 : 340 , 3 : 350, 4 : 360, 5 :
370, 6 : 380, 7 : 390, 8 : 400, 9 : 410, 10 : 420 and 11 : 430 K). (b) Similar optical
absorption spectra (1-8) as in (a) above shifted to show the development around the V
band near 4.2 eV. Sample was implanted with 1 MeV protons to a fluence of 6×1016

ion/cm2 near 300 K.
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Figure 4.7: (a) Correlation of the F2 (triangles) and V bands (circles : 2.7 eV, squares :
3.4 eV and plus sign : 4.2 eV) and Raman intensity (asterisk) with increasing annealing
temperature, obtained from the isochronal cycles. The absorbance values for the V band
at 4.2 eV are reduced by a factor of 0.5.

Figure 4.8: Linear plot used for the determination of the activation energy for the
interstitial-vacancy recombination from the isochronal annealing of the F2 or V band
(2.7 eV). This plot, as discussed in section 2.4, yields a straight line for γ = 2 from
which the activation energy of 1.28 eV is obtained for the reaction.
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4.4 Isothermal Anneal

Figure 4.9 shows the changes in the optical absorption spectra as the implanted

sample held at 397 K (determined to be near the midpoint of the annealing stage from

the isochronal results in the previous section) is annealed for increasingly longer du-

rations. Whereas the F2 band absorbance grows before decaying, the V bands at 2.7

and 3.4 eV decay consistently with longer annealing time. The initial growth of the F2

band (1.1 eV) is attributed to the decay of the F band (1.66 eV) on the higher photon

energy side, seen on the spectrum of the as-implanted sample and drawn using the solid

line in this figure. The F2 and V bands (at 2.7 eV and 3.4 eV) appear to anneal out for

periods longer than 160 minutes. The correlation between the peak absorbance of the

Figure 4.9: Optical absorption spectra measured at 77 K following isothermal annealing
at 397 K for the respective total durations (10, 20, 40, 80, 160, 320 minutes). The
solid line represents the spectrum obtained from the as-implanted sample, which was
implanted with 1 MeV protons to a fluence of 6×1016 ions/cm2 near 300 K.
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F2 and V bands (at 2.7 eV and 3.4 eV) and the intensity of the Raman peak at 113

cm−1 is presented in figure 4.10a. This figure shows that the decay, which is due to an

interstitial-vacancy recombination process, takes place in a correlated manner and in a

single step as shown in the isochronal annealing results in section 4.3. The results of

the reaction kinetics (see section 2.4) extracted from the data, represented by the open

squares and joined using a solid line, are shown in figure 4.10b. The close agreement

between the data and theory indicate that the recombination mechanism occurs via a

second order process, suggesting that the I−3 break up first forming H centres, which

later recombine with their complementary anion-vacancy type centres. A probable jus-

tification also comes from the isochronal annealing trend, where it is observed that the

F centres first decay forming the F2 centres. It is only then that the F2 and V bands

(2.7 and 3.4 eV), the latter being associated with I−3 centres, start decaying together on

further heating, indicating mutual annihilation. The data plotted assuming a first order

reaction, represented by the open circles, is included in the same graph and results in a

curve, thus eliminating such a possibility.
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(a)

(b)

Figure 4.10: (a) Correlation between the rate of decay of the F2 and V bands and the
Raman intensity obtained from the isothermal annealing performed at 397 K. (b) The
associated chemical reaction kinetics graph (see section 2.4) for the determination of
the order of the recombination process. The reaction order is 2.
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4.4.1 Comparison With Defects Produced in Irradiated KI and RbI

The combination of optical absorption and Raman spectroscopy, in conjunction

with isochronal and isothermal annealing experiments has established the nature of the

major defects created in 1 MeV proton-bombarded CsI. The anion vacancy defects are F

and F2 centres. The V centres leading to the bands in the ultraviolet region at 2.7 and 3.4

eV are identified by means of the Raman feature at 113 cm−1 and result from I−3 clusters,

which are dimeric defects in which two H centres are bonded to a lattice anion. The

double peaked structure of the V bands is reminiscent of bands at 3.6 and 4.4 eV found

in KI for low temperature irradiations in which I−3 centres are dominant. The work of

Okada and Hata [55] accounted for these bands in terms of the spin-orbit interaction in

the I−3 ions in a variety of possible orientations. The F type defects and the I−3 clusters

are thus vacancy-interstitial complements. Since these are the same products created

by the excitonic mechanism in the f.c.c alkali iodides, at sufficiently low temperatures,

it is concluded that a form of the excitonic mechanism is operative in s.c. CsI. This

interpretation is consistent with the defect growth under irradiation in which there are

linear relationships between the growth of the respective complementary defects. It is

also in agreement with the annealing results in which there is a mutual decay of the F

and V centres obeying second order kinetics, being typical of recombination of point-

like defects as found in RbI. However, it is quite different for the first order annealing

kinetics found in the recombination of F centres and large interstitial aggregates of (I2)n

created in KI during irradiation at room temperature [58, 344, 345].

It is noted that for RbI, irradiated at room temperature, the V band envelope

consists of three major bands, peaking at 2.7, 3.5 and 4.3 eV. In this case the 2.7 eV

band was shown to be associated with the neutral molecule I0
2 being an alternative di-

interstitial structure to the I−3 defects [113]. The 2.7 eV band annealed in concert with

a Raman signal at 201 cm−1 at a somewhat lower temperature than the 3.5 and 4.3 eV
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bands that decayed with the I−3 Raman signal at 113 cm−1 [113]. In CsI the 2.7 and 3.4

eV features are associated with the I−3 defects. In the present work careful examination

of the Raman spectra show extremely weak signatures at 201 cm−1 suggesting that the

I0
2 neutral molecules are present in very small concentrations if at all.

As discussed earlier in subsection 4.1.2, CsI is radiation resistant to the rela-

tively low intensity radiation sources such as X- and γ- rays conventionally used for

the colouration of f.c.c. alkali halides. It appears that the radiation damage process in

this s.c. compound requires a substantial degree of electronic excitation as provided by

high flux γ-irradiation [186], or, as in the present case, by 1 MeV proton bombardment.

In spite of these differences, and as already noted above from the forms of the defects

created, it is considered that an excitonic defect production mechanism is operative in

CsI. It would be most valuable to develop an understanding of the apparent threshold

of electronic excitation needed for defect production as well as the geometry of the pri-

mary F-H pair and the separation process of these primary defects. In this regard the

detailed theoretical work that has been so successful in accounting for the creation of

defects in the f.c.c. alkali halides [156, 155] could be applied to CsI.

Apart from the challenges posed by the defect formation process in CsI, there

are also the issues of the distinctly different iodine clusters formed respectively in RbI

(small I−3 , I−n and I0
2 molecular ions) and CsI (small I−3 ions), and those formed in KI

(large (I2)n aggregates). As shown in earlier work [83], the formation of the (I2)n ag-

gregates in KI is a thermally activated process as indicated by the increasing proportion

of these in the defect inventory as the temperature of irradiation is raised [84]. At low

temperatures the (I2)n aggregates are absent and the I−3 and I−n defects are present. At

room temperature, as shown in figure 4.4c [84], the large (I2)n aggregates are absolutely

dominant indicated by the characteristic Raman features are 180 and 189 cm−1. It has

been suggested [187] that the increasing cation size is a common factor providing a con-

sistent pattern in the f.c.c. alkali halides and bromides. Small cations lead to the (I2)n
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or (Br2)n aggregates being formed near or at room temperature under irradiation, but

large cations such as Rb do not [113]. This result could now be extended to s.c. alkali

halide CsI. In terms of a current model of the formation of F and V centres under irradi-

ation and their relationship to the formation of perfect dislocation loops, as observed in

the electron microscope [76], it is noted that in addition to anion displacements, cation

displacements are also necessary. The vacancy pairs thus formed are able to provide

sites for the small interstitial clusters such as I−3 . An extension of this process can there-

fore provide the necessary void space for large clusters, provided that large numbers of

cations can be displaced. Smaller cations such as potassium would be relatively more

easily displaced, particularly once sufficiently high temperatures are attained. It would

therefore appear that these conditions apply to KI, but not to RbI or presently studied

CsI. Electron microscope studies of these latter compounds at high irradiation fluences

would therefore be valuable in detecting the presence or not of clusters and dislocation

loops in order to test these conclusions.

4.5 Summary and Discussion

CsI crystals have been coloured by implantation with 1 MeV protons near room

temperature to fluences of up to 6×1016 ions/cm2. Optical absorption studies performed

at 77 K reveal the F2 band located near 1.1 eV, the F band close to 1.66 eV, which

appears as a shoulder on the higher photon energy side and several V bands located

near 2.7, 3.4, 4.05, 4.2 and 4.35 eV. Implantation of the CsI samples with varying

proton fluences provides information of the growth curve and the development of the

F, F2 and V bands from early stages. The V band at 4.2 eV is observed to grow linearly

with the F2 and other V bands thus suggesting that it is a radiation induced defect.

However, this V band is fairly sharp making it different from the broad bands normally

associated with molecular centres such as those currently observed near 2.7 and 3.4 eV.

The Raman spectra of the proton implanted CsI sample, measured at 77 K, reveal
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a peak at 113 cm−1 accompanied by more than 5 progressive overtones occurring at

higher multiple wavenumbers. These Raman features are associated with the presence

of the I−3 defects. The occurrence of a large number of overtones is attributed to the

near resonance conditions of the exciting laser line used. The V bands at 2.7 and 3.4

eV, observed by optical absorption studies, are attributed to the I−3 defects. From the

results of the isochronal annealing, the correlation of the optical absorption and Raman

intensity confirm that the F2 and the V bands at 2.7 and 3.4 eV decay simultaneously

at a major annealing stage close to 385 K. The band at 4.2 eV is still significant at this

stage and it is not until near 410 K that signs of major annealing occur. The absorbance

values of this band remain relatively large even after the complete decay of the well-

correlated F2 and V bands mentioned earlier. Chemical reaction kinetics extracted from

the isothermal annealing data show that the interstitial-vacancy recombination process

is second order, suggesting that the di-interstitials break up first forming H centres

which recombine with the F2 centres. The combined analysis of the optical absorption

and Raman studies further shows that the decay occurs in a single step, confirming an

interstitial vacancy recombination process. The activation energy of the recombination

process determined from the decay of the absorbance of the F2 band or the V band at

2.7 eV was found to be 1.28 eV.

In the Hobbs et al. mechanism [76], the formation of the perfect dislocation loops

requires displacement on both the cation and anion sublattices. Such displacements

create space in the lattice either as divacancies, larger aggregates and ultimately large

voids. The smaller cations, as for the case of KI, are likely to be more easily displaced

and hence create more space for large interstitial aggregation. In RbI and CsI, with

relatively larger cations, much less space is created and hence result in the formation of

smaller aggregates.

The formation of the I−3 defects in the present work and in KI and RbI, under irra-

diation certain conditions, suggest that the damage creation mechanism may be similar
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in these iodides. However, future investigations should examine the wide range of de-

fects generated and the fundamental defect creation mechanism operative in CsI, as

well provide theoretical calculations to back the experimental observables.
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Chapter 5

Mg Colloids in Magnesium Fluoride Single Crystals

5.1 Motivation and Scope of Work

As discussed in section 1.10, the interest in ion implantation of single crystals of

MgF2 stems from the fact that reports on the observation of fluorine interstitial defects

have been very few and yet it is well documented that the damage creation process in

this material is an excitonic mechanism. The implantation of excess Mg+ ions at low

temperature to encourage the growth of colloids, contemporarily known as nanoparti-

cles, has also been undertaken to study the effects of annealing on the optical properties

of the fundamental defects created. Implantation at low temperatures is expected to in-

crease the probability of defect retention and hence the density of defects created. The

effect of the annealing environment on the growth of the colloids has also been investi-

gated and found to be vital when the constituent elements of the material in which the

ions are implanted are reactive.

5.2 Sample Preparation and Implantation of Mg+ ions into MgF2

The material used were circular disks of (001) orientated single crystal samples

that were purchased from Crystran Ltd (UK). Suitably sized specimens of size 10×10

mm2 were cut from the disks by means of a diamond impregnated copper wire saw

(subsection 3.5.1). After cleaning with alcohol they were attached to the sample holder

in the end station of the ion implantation facility and positioned with an offset of a

few degrees from the beam axis, to avoid channeling (see section 3.4). The samples
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were attached using conducting carbon paste which ensured good thermal contact and

minimized charge accumulation. Previous studies [123] had shown significant beam

heating effects in MgF2 crystals when subjected to high fluence (≈ 1017 ions/cm2) ion

bombardments at ambient temperature with no temperature control. Accordingly in

order to avoid such effects, the samples were maintained at liquid nitrogen temperature

(LNT) during this ion implantation.

Just before the sample holder was placed into the vacuum chamber, a gentle

stream of nitrogen gas was passed over the samples to remove specks of dust or any

foreign substances that may have settled on them. A scanned beam of 100 keV Mg+

ions from a stable Mg metal source was used at a maximum current density of 2 µA/cm2

for the implantation of the MgF2 crystals to a fluence of 1017 ions/cm2. After the im-

plantation, the samples were allowed to warm up to room temperature (RT) in the same

way and subsequently cleaned ultrasonically to remove the carbon paste.

5.3 Optical Absorption Measurements and Annealing of the Samples

The Cary 500 and the VUV spectrophotometers, discussed earlier in sections

3.7.3 and 3.7.4, were used to perform optical absorption measurements in the VIS-UV

and the VUV regions respectively. These measurements were done on the as-implanted

samples and subsequently after predetermined annealing cycles.

Most of the high temperature annealing experiments of MgF2 samples were car-

ried out in air using the resistance-heated fused silica tube furnace at the University of

Zululand (UZ) (see section 3.6). The sample was inserted quickly into the hot zone

and after a standard annealing period of 30 minutes was rapidly withdrawn and cooled

in air to RT. Isochronal annealing was conducted at selected temperature intervals over

the range 373 to 973 K.

A further set of annealing experiments on the MgF2 samples were carried out in

an argon atmosphere in order to investigate the possible effects of oxygen contamina-
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tion of the surface of the samples during annealing at the highest temperatures in air.

In this case annealing was carried out using the previously described RF-heated silica

tube furnace (see section 3.6). High purity argon gas was allowed to flow through the

furnace when the RF power was turned on. The sample was inserted into the furnace

after temperature stability was attained and annealed for 30 minutes after which the RF

power was turned off and the gas kept flowing until the sample was cool enough to be

removed. Isochronal annealing was carried out over the 373 to 1073 K temperature

range at 100 K intervals.

5.4 Surface Studies of Mg+ Ion Implanted MgF2 Sample

An XPS facility, at the Council for Scientific and Industrial Research in Pretoria,

whose principle of operation was discussed earlier in section 3.9, was used to probe

the surface of the MgF2 sample following the anneal in air to determine its elemental

composition as a function of depth. This was done by sequential sputtering of the

material from the surface of the crystal followed by an analysis of the newly exposed

surface. The choice of the amount of material to be sputtered away was based on a

SRIM2003 simulation (see section 1.2) of the distribution profile of the implanted Mg+

ions shown in figure 5.1 and ensured that the concentration of the constituent elements

were determined in this region.

5.5 Discussion of Results

5.5.1 A SRIM2003 Simulation of Ion Implantation in MgF2 Crystals

Figure 5.1 shows SRIM 2003 simulation [13] results in which a mean penetra-

tion depth of about 150 nm is obtained, while figures 5.2a and b provide information

concerning the ionization and vacancy creation profiles over the depth traversed by the

accelerated ions. It can be seen from the latter figure that both ionization and vacancy
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Figure 5.1: Results of a SRIM2003 simulation showing the distribution of the im-
planted 100 keV Mg+ ions in a MgF2 crystal as a function of depth measured from the
implanted surface.

creation processes occur via both the incident and recoil ions. For the ionization pro-

cess, the effect of the incident ions is dominant from the surface becoming comparable

to that of the recoil ions just after the mean penetration depth. On entry into the solid the

incident ions are still very energetic and will mainly create ionization damage but then

start losing energy almost monotonically by the processes discussed earlier (see section

1.1.1). The efficiency of the recoil ions at creating ionization damage will certainly be

lower since the primary knock-on ion itself has less energy than the incident ion. This

efficiency is also expected to reduce further as the energy of the incident ion diminishes

deeper into the solid. In the case of vacancy creation by direct collisional processes,

the contribution of the recoil ions dominates over the entire implantation depth. This

can be attributed to the relatively lower energies of the recoil ions and hence a larger

probability of making elastic collisions. The damage created is therefore essentially

within the surface and near surface regions. However, since an excitonic mechanism is
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Figure 5.2: Simulations of the (a) energy loss via ionization and (b) vacancy creation
as a function of penetration depth following ion implantation with 100 keV Mg+ ions
and the generated recoils in MgF2 crystals using a SRIM2003 program.

operative in MgF2, it is the ionization profile that will be related to the F centre pro-

duction. Although this is not exactly what may be expected as the final damage profile,

it serves as a useful guide and the accuracy of the mean depth has been shown to be

within 10 % of the actual depth [1].
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5.5.2 Optical Band Features Observed before Annealing

For purposes of comparison and reference to other work, figure 5.3I shows ab-

sorption spectra obtained previously [123] for Mg+ ion implanted samples at lower

fluences than used in the present work. In these room temperature (RT) experiments,

the samples were not cooled during the implantation. Five absorption bands are identi-

fied, these being the F band (4.96 eV, 250 nm) and a cluster of F2 bands labelled F2(1)

(3.36 eV, 369 nm), F2(2) (3.91 eV, 317 nm), F2(3) (3.08 eV, 403 nm). In addition the

F2(π) band associated with π-type transitions of the F2 centres is also observed on the

high energy side of the F band at 5.66 eV (219 nm). Figure 5.3II shows the spectra of

two of the present samples before and immediately after Mg+ ion implantation at LNT

to a fluence of 1×1017 ions/cm2, followed by warming to RT and cleaning as described

in subsection 5.2. The spectra are very similar indicating reproducible conditions and

defect structures. By comparison with figure 5.3I, the F2(3) band at 3.08 eV (403 nm)

and the F2(1) band at 3.36 eV (369 nm) are seen to be present. The broad band at

5.25 eV (236 nm) is somewhat different in shape from its counterpart in figure 5.3I. It

is considered to be a composite envelope of the F, F2 and F2(π) bands, resulting from

the higher fluences, a lower implantation temperature and the subsequent warming to

RT.

5.5.3 Air Annealed Samples

Figure 5.4a shows the optical spectra measured at selected temperature intervals

during an isochronal annealing run in air from ambient temperature to 973 K. As the

temperature is raised, absorption near 3.3 eV (376 nm) and associated with F2(1) and

F2(3) centres disappears during the 543 K anneal. At the same stage, there are con-

siderable changes in the envelope of the F, F2 and F(π) bands with the peak growing

and shifting significantly to lower energies, with the peak now being near 4.6 eV (270
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Figure 5.3: I. Optical absorption spectra for VIS and UV photon energy range between
2.0 and 6.5 eV for MgF2 crystals implanted with 100 keV Mg+ ions using a dose rate
of 2µA/cm2 at ambient temperature and not actively cooled. The curves correspond
to different fluences of implanted ions. (a) 6×1015; (b) 1×1016 ; (c) 3×1016 ions/cm2

[123]. II. Optical absorption spectra for (d) a virgin crystal in which the spectrum was
measured with air as reference, (e) and (f) after implantation with 100 keV Mg+ ions to
a fluence of 1017 ions/cm2 at LNT and warmed to RT. The spectra for samples (e) and
(f) were measured using a virgin crystal as reference. All measurements were done at
RT.
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nm). After the 633 K anneal a yet more prominent and narrower band has developed

near 4.4 eV (282 nm) and reaches a maximum after the 723 K annealing stage. Further

annealing reduces this band and by the 903 K anneal absorption in this region has been

reduced to a comparatively small magnitude. The entire absorption background below

3.3 eV that is observed in the unannealed spectra and subsequently after annealing at

463 and 543 K diminishes as the temperature is raised. This is attributed to the removal

of radiation-induced damage as a result of annealing. However, there is a subsequent

increase following the anneal at 973 K.

Figure 5.4b shows the variation of the peak absorbance with annealing tempera-

ture for the V bands at 7.8 eV (155 nm) and near 6.5 eV (198 nm), the band at 3.3 eV

(376 nm) and associated F2(1) and F2(3) centres and the Mg colloid band at 4.43 eV

(280 nm). It can be seen that the 3.36 eV (369 nm) absorption associated with F2(1) and

F2(3) centres and the V band and F2 bands decay in unison above 463 K while the Mg

colloid band grows with increasing temperature. Figure 5.5 shows the complementary

optical absorption measurements performed in the UV and VUV regions revealing the

corresponding annealing of the V bands. An inspection of figure 5.5a shows that there

exists a broad band extending from 5.6 eV (221 nm) to 9.3 eV (133 nm). As seen, the

rate of decay of absorption with increasing temperature is not uniform within this spec-

tral region. The processes responsible can be examined in considerably more detail by

means of the difference spectra shown in figures 5.5b - d that indicate the presence of at

least two V bands and clearly identify their respective position. Annealing between 373

and 463 K converts a band at 7.8 eV (159 nm) to the one peaking at 6.5 eV (191 nm),

which subsequently decays between 463 and 633 K. Inspection of figures 5.4b and 5.5

clearly shows that the decay of the low energy band near 6.5 eV (191 nm) coincides

with the early disappearance during annealing of the F2(1) and F2(3) bands and the

considerable changes of the F, F2 and F2(π) band envelope. The results strongly sug-

gest that the bands reported in the VUV are complementary to the F and F aggregate
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Figure 5.4: (a) Annealing behaviour in air of a MgF2 crystal after ion implantation with
100 keV Mg+ ions to a fluence of 1017/cm2 at LNT and warmed to RT. The curves show
successive optical absorption spectra over the VIS and UV photon energy range (2.0 -
6.5 eV) during an isochronal anneal with annealing stages each of duration 30 minutes
(1 : RT, 2 : 373, 3 : 463, 4 : 543, 5 : 633, 6 : 813, 7 : 903, 8 : 973 K). The spectra were
measured at RT. (b) Peak absorbance of the various features in (a) above as a function
of annealing temperature. Inverted triangles - F2 band (unresolved combination of the
F2(1) and F2(3) bands at 3.36 eV (369 nm); triangles - Mg-colloid at 4.43 eV (282 nm);
circles - V band at 6.5 eV (191 nm); squares - V band at 7.8 eV (159 nm).
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Figure 5.5: (a) Optical absorption spectra in the UV and VUV photon energy range
between 5.5 and 11.5 eV for the same MgF2 crystal as reported in figure 5.4. The spec-
tra were measured at RT and have the same numbering for each annealing temperature
as in figure 5.4a (2 : 373, 3 : 463, 4 : 543, 5 : 633 K). (b) - (d) Difference spectra
for the UV and VUV photon energy range between 5.5 and 11 eV obtained from the
data presented in figure 5.4. The figure identifies two absorption bands peaking at 7.8
eV (159 nm) and near 6.5 eV (191 nm). Spectra b, c and d in this figure represent the
difference between spectra 2 and 3, 3 and 4, 4 and 5 in a above, respectively.
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bands in the VIS region of the spectrum and by analogy with the alkali halides, should

be termed V bands. It appears that an interstitial-vacancy recombination process is tak-

ing place and the VUV absorption bands are due to fluorine interstitial defects created

together with the F centres by means of the excitonic mechanism operative in MgF2.

Examination of the development of the broad and relatively intense band near

4.4 eV (282 nm) shows that it reaches a maximum near 723 K. This is identified as

a Mg colloid band from previous work [123]. It is considered that the colloid band is

formed by the agglomeration of the excess Mg ions introduced into the MgF2 crystal by

ion implantation. High temperature diffusion leads to Ostwald ripening of the colloids

[115] with larger particles growing at the expense of the smaller ones and resulting in a

sharper particle size distribution.

5.5.4 Results of Use of the Mie Theory (MT) and Characteristics Emerging

from the Variation of the Fit Parameters

Figure 5.6 shows the theoretical results predicted by the application of the Mie

theory (MT) to the experimental data for the case of Mg MNP in a MgF2 medium.

Equations 2.61, 2.62 and 2.63 have been used in the simulations. These equations are

for the free electron case as an independent experimental value of εcore for Mg is cur-

rently not available but also considered small. The graphs in this figure are for the same

optical spectrum that was obtained after the 723 K anneal. The theoretical spectrum

obtained using the best fit parameters (εh = 2.45, p = 0.08, d = 1.5 nm) reasonably

matching the PR peak position, the FWHM and the maximum extinction of the exper-

imental absorption spectra is shown in figure 5.6a. It can be seen from figure 5.6b,

that the variation of εh mainly changes the position of the PR peak and increases the

extinction if the theoretical value of εh, namely 2.0, is less than that of the MT-fit. The

FWHM is unchanged. The value, 2.0, used in figure 5.6b is the real part of the lin-

ear dielectric constant εh of unimplanted MgF2 matrix in the spectral range considered.
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Figure 5.6: Theoretical fitting of the MT to the experimental data after the 723 K an-
neal. The open circles represent the experimental data while the theoretical curves are
drawn in solid and dashed lines. Comparison between experimental data and theoret-
ical spectra when (a) the best fit (εh = 2.45, d = 1.5 nm, p = 0.08) values, referred to
as MT-fit in the text, are used (b) the εh is changed from the best fit value to 2.0, the
real part of the linear dielectric constant of the unimplanted MgF2, then to 3.5. (c) d is
changed from the best fit to 0.9 and 2.0 nm. (d) p is changed from best fit value to 0.03
and 0.25. Note the scale difference in subfigure d.

Raising εh above 2.45 does the opposite, shifts the PR peak position to lower energy

and reduces the intensity, when d and p are kept constant at the best fit values. In figure

5.6c, εh and p are kept constant at the MT-fit values and increasing the value of d nom-

inally tends to change the intensity without affecting the PR peak position with small

changes in the FWHM. Reducing d to values smaller than 1.0 nm, while εh and p are
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constant, has the effect of reducing the extinction intensity and broadening the FWHM

with PR peak position remaining practically unchanged. Varying p has the effect of

broadening the FWHM and increasing the intensity of absorption without altering the

PR peak position (see figure 5.6d). The effects of changing p and d on the extinction

spectrum are therefore not independent from a theoretical point of view. The results of

fitting the experimental data to the theory are shown in figure 5.7 for the four different

annealing temperatures considered : 543, 633, 723 and 813 K labelled as a, b, c and d,

respectively. The theory, represented by the solid curve, provides a relatively good fit

to the experimental spectra.

The variation of the fit parameters with annealing temperature as extracted from

Figure 5.7: MT fit to the experimental data after annealing at a : 543, b : 633, c : 723
and d : 813 K.
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Anneal Temp. (K) 543 633 723 813

εh 2.1 2.4 2.4 2.4
d (nm) 1.2 1.4 1.5 1.5

p 0.17 0.09 0.08 0.07

(4ω1/2 × 1015) (s−1) 2.5 1.8 1.8 1.8
d = 2vF/4ω1/2 (nm) 1.3 1.7 1.7 1.7

Table 5.1: Details of the parameters used to fit the experimental data using MT shown
in rows 2 - 4. The data after the double line shows the experimental values of the
FWHM (4ω1/2) used to calculate d. The Fermi velocity vF (Mg) ≈ 1.58×106 m/s.

the MT model are shown in Table 5.1. The dielectric constant, εh, after annealing at 543

K is above the value of 2.0, the linear dielectric constant for unimplanted MgF2, and

increases slowly with higher annealing temperature. The mean particle diameter (d)

not only increases as expected and seen from the narrowing of the colloid bands with

higher annealing temperature but also attains a maximum size in the 723 - 813 K range

before decaying on further heating. Estimates of the mean particle diameter obtained

from the ratio of the Fermi velocity [329] to the FWHM [346] of the colloid bands are

similar to those obtained from the MT model.

The volume fraction, p, decreases after annealing above 543 K and then appears

to decrease very slowly with increasing temperature. p has been defined earlier (see

section 2.5.2) as the product of the number of particles per unit volume (N/V) and the

average volume of a single particle (V0). The decrease in p following annealing above

543 K is attributed to a lower value of N/V resulting from the growth of larger particles

at the expense of the smaller ones by the Ostwald ripening mechanism, as observed in

the increase in d. The proximity of the exterior surface of the sample in this low energy

implantation is probably also a factor to consider in the variation of p, since the surface

may act as a sink to the small particles and the excess atoms. A gradually slow decrease

in the value of p, following annealing at higher temperatures, suggests an equilibrium

between the two processes of loss of smaller particles and the excess atoms.
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5.5.5 Effects at Higher Annealing Temperatures

Samples annealed in air showed unexpected optical absorption features at high

annealing temperatures as can be seen in figure 5.8. It is noted that that the measured

height of the colloid band of spectrum 6 in figures 5.4 and 5.8 are different. This

appears due to stray light effects in the VUV monochromator. As the Mg colloid band

decreases in intensity, strong absorption appears near 7.0 eV (177 nm) and extends

to higher photon energies. This process became visible after the 813 K anneal and

intensified after annealing at higher temperatures. A white coating appeared on the

implanted sample at this stage. A possible explanation for this behaviour is as follows.

Figure 5.8: High temperature annealing behaviour in air for a MgF2 crystal after ion
implantation with 100 keV Mg+ ions to a fluence of 1017/cm2 at LNT and warmed
to RT. The curves show successive optical absorption spectra over the UV and VUV
photon energy range (3.8 - 11 eV) during an isochronal anneal consisting of stages
each of duration 30 minutes. The spectra were measured at RT. The numbering of the
spectra corresponds to that of figure 5.4 (6 : 813, 7 : 903, 8 : 973 K).
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Initially, Mg exists in the colloidal form until such a temperature that the colloids break

up. This is above 723 K (corresponding curve not shown in figure 5.4) in the present

case. Increasing the temperature further enhances the process of disintegration of the

colloids into smaller clusters which eventually diffuse into the surface and near surface

layer and reacts with other elements forming a sublayer with different optical properties

from the host matrix resulting in a red shift of the absorption edge to about 7.5 eV.

It was obvious that a totally independent technique had to be used to probe the

elemental constituents of the near surface region (from 0 to 300 nm) including the white

coating observed on the surface of the sample annealed in air. The XPS technique was

selected and applied to an air annealed sample after the 973 K annealing stage. The

results are shown in figure 5.9 and are a clear indication of the existence of oxygen and

excess magnesium within the region of the mean projected range of the magnesium

ions in the implanted surface layer of the sample. A small broad peak of Mg occurs

about 50 nm from the surface in the region of the mean depth of the implanted ions

but which has been modified by diffusion during the process of annealing. Oxygen

is detected in the near-surface region and has a distribution very similar to that of the

excess magnesium.

The value of the bandgap of MgO reported to be between 7 and 9 eV [347, 348]

is in agreement with the effects seen in figure 5.8. The absorption background across

the entire spectral region observed on spectra 7 and 8 in figure 5.4 is also associated

with the formation of this oxide layer. Thus the hypothesis of the formation of near-

surface MgO resulting from the diffusion of the implanted magnesium to the surface

and combination with oxygen is given strong support. It is seen that the surface itself

has a somewhat lower concentration of MgO; presumably there is loss of material to

the environs supported by the observation of the white coating on the surface. The XPS

results also show a region beyond that near surface in which the elemental constituent

ratio of magnesium and fluorine remains constant. This corresponds to bulk MgF2
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Figure 5.9: Near surface analysis of a MgF2 sample after implantation of 100 keV Mg+

ions to a fluence of 1017/cm2 at LNT, warmed to RT and subjected to high temperature
annealing in air to a temperature of 973 K. The analysis was carried out using XPS and
shows the elemental concentration as a function of depth from the implanted surface.

unaffected by the implantation and subsequent annealing processes.

The movement of the excess Mg ions, established by the XPS analysis, towards

the surface is hardly surprising because of the existence of vacancies and the general

lattice disorder created along the tracks of the implanted ions and subsequent recoil of

the target atoms. It is therefore highly probable and also energetically favourable for

the excess Mg ions to diffuse into this region than to displace bulk atoms in the region

least affected by implantation-induced damage. Diffusion into the bulk would require

relatively higher displacement energies like those imparted by accelerated ions which

may not be achieved at the annealing temperature range used currently.
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5.5.6 Argon Annealed Samples

Having already established that diffusion of oxygen is taking place into the im-

planted crystal face, an anneal of a similar sample in high purity argon gas was under-

taken to examine the behaviour of the colloid band in an environment with minimized

oxygen. Figure 5.10 shows the room temperature optical absorption spectra for the

sample annealed in an argon atmosphere at 813 and 903 K. Similar behaviour to that

shown in figure 5.8, namely increased absorption at photon energies above 7 eV, is ob-

served. However the effect is much less than that observed in the air annealed sample

and is attributed to traces of oxygen in the argon gas probably caused by minute leaks

Figure 5.10: High temperature annealing behaviour in argon for a complementary
MgF2 crystal after implantation with 100 keV Mg+ ions to a fluence of 1017ions/cm2

at LNT and warmed to RT. The curves show successive optical absorption spectra over
the UV and VUV photon energy range (3.8 - 11.5 eV) during an isochronal anneal
consisting of stages each of duration 30 minutes The spectra were measured at RT. The
numbering of the spectra corresponds to that of figure 5.4 (6 : 813, 7 : 903 K).
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in the high temperature furnace and gas delivery system. The decay of the colloid band

in the sample annealed under gentle argon flow, from the prominent band observed at

lower temperatures, occurs at a similar temperature (903 K) to that measured in the air

annealed sample. It is likely that the decay of the colloid band after annealing at 903

K is related to melting of the Mg MNP which is known to occur near 922 K in bulk

metal.

5.6 Summary and Discussion

The primary products in a material where the excitonic mechanism is the dom-

inant process of damage creation are vacancies and interstitials. This mechanism is

well documented for MgF2 as being largely responsible for damage creation. Although

optical absorption bands due to halogen interstitials defects in the widely studied alkali

halides have been observed, the same has not happened for MgF2. There is, however,

a report in which H centres have been observed using an electron spin resonance tech-

nique following neutron irradiation of MgF2 [215] at 4 K. The present study reports

effects produced in MgF2 crystals following the implantation at LNT of 100 keV Mg+

ions to a fluence of 1017 ions/cm2. Optical absorption measurements after warming to

RT and subsequent isochronal annealing reveal a broad absorption near 7.5 eV (165

nm) present in the VUV spectra of the as-implanted crystals. By means of the dif-

ference spectra, two component V bands not previously observed are identified near

7.8 eV (159 nm) and 6.5 eV (191 nm). The composite V band absorption is associ-

ated with interstitial fluorine defects created during the ion implantation and modified

in structure by annealing. Although ion implantation in the present work was done at

low temperatures the actual optical measurements were carried out at RT and higher

temperatures. It is therefore considered that the centres observed are clusters of halo-

gen interstitials and result in the two absorption bands in the VUV. The conversion of

the halogen cluster band at higher energy to the one at lower energy is attributed to
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the structural transformations within the cluster types. As discussed in section 1.10.4,

earlier work suggested that the band formed near 7.5 eV could be due to fluorine in a

molecular form. The present work both confirms this suggestion and provides detailed

information on the fluorine interstitial nature of the UV absorption bands in this region.

The development during isochronal annealing of a Mg colloid band near 4.43

eV (280 nm) is discussed. The band is produced by aggregation of the implanted Mg+

ions. Although the decay of the F, F2 and V bands coincide with the beginning of the

growth and narrowing of the colloid band, which could imply the formation of intrinsic

colloids, it is likely that the colloid bands themselves are dominantly formed by the

agglomeration of the excess Mg+ ions introduced by the implantation. The progressive

narrowing of the colloid band with increasing annealing temperature is directly linked

to the growth of the mean size of the MNP reaching a maximum at the 723 - 813

K range. Beyond this temperature range the particles break up again. The Mie theory

(MT) simulations performed to estimate the particle size clearly indicates an increase in

the mean Mg MNP diameter with the annealing temperature. Fitting the Mie theory to

the experimental spectra also shows that the dielectric constant (εh) of the host increases

with higher annealing temperatures. It is noted that while εh has been used as a fitting

parameter, the dielectric properties of the metal particles have been calculated from

theory. Thus all variations will be reflected by changes in εh.

The diffusion of oxygen into the implanted layer leads to the formation of MgO

manifested by the shift in the absorption edge to 7.7 - 7.9 eV. This has been confirmed

by the XPS technique used to analyze the elemental constitution of the surface layer of

the sample annealed in air at 973 K. The results of the XPS study provide a clear indi-

cation that for samples annealed in air, diffusion of oxygen atoms from the environment

is a significant factor affecting the disintegration of colloids near the surface. It appears

that due consideration of such effects needs to be made in general when annealing ion

implanted materials to optimize nano-sized colloids, particularly if potentially reactive
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metals are used. Similar optical absorption studies performed in argon gas showed

minimized effects of absorption and the shift of the absorption edge to longer wave-

length with annealing temperature. The onset of significant decay of the colloid band

on annealing in air and under gentle argon flow has been found to occur at a similar

temperature, 903 K. This temperature is sufficiently close to the melting point observed

in bulk metal, 922 K, suggesting the likelyhood that melting and dispersion of the Mg

MNP takes place.
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Chapter 6

Optical Studies of Ag and Au Metal Nanoparticles Embedded in Lithium Niobate

6.1 Motivation and Scope of Work

A review of the properties of lithium niobate (LN) has already been presented in

subsection 1.11. Certain materials co-evaporated or ion implanted with noble metals

and commonly known as nano-composites have optical properties that have recently

become a subject of intense investigations [349, 350]. The introduction of silver and

gold particles by the use of ion implantation into LN was proposed to study the changes

in the optical behaviour of the composite as a whole. The properties observed would

then originate from the host material itself and the noble metal nanoparticles (MNP)

embedded in it. It is possible that the host dielectric constant changes in the present case

where a high fluence ion implantation method has been used. The optical properties of

the samples are studied as a function of the annealing temperature as the MNP grow

due to agglomeration and as the substrate recovers its crystallinity from implantation-

induced damage. It is acknowledged that several workers including Williams et al.

[351], Rahmani et al. [245] and Kling et al. [249, 250] have carried out implantations

using Au and Ag, Ag+ and Pt+ ions, respectively, in LN substrates. The present work

goes further not only to point out the effects of higher temperature annealing on the

MNP but also on both the implanted and unimplanted host matrix, among other aspects.

The Mie theory (MT) in conjunction with the properties of the host matrix has been used

[352] to determine the sizes of the Ag MNP in glass using an ion exchange method

where the implantation fluence and type of the bombarding ion was varied. The MT,

with higher order terms, is extended to a situation where annealing is used to change
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the sizes of the implanted MNP and an attempt made to correlate the prediction from

the theory and the average particle sizes observed from TEM studies.

6.2 Preparation and Implantation of LN Samples

6.2.1 Introduction

Both a 25×25×1 mm3 X-cut face of the crystal slice and large crystal boules

from which the 10×10×1 mm3 Y-cut face was prepared (see section 3.5) were donated

by Crystran Ltd (UK). These two crystal faces are perpendicular to each other (see

figure 1.16). The Ag+ ion implantations were carried out using the ion implanter, while

the Au3+ ion implantation was performed using the tandem accelerator. A description

of the main features and the principle of operation of both the implanter and the tandem

accelerator are given in subsections 3.4 and 3.3.2, respectively.

The study of the optical properties of metal colloids embedded in LN crystals

started with investigations in which several metal ions (Ag+, Au3+ and Na+) were ex-

amined as to their suitability to form colloids after ion bombardment and subsequent

annealing. It was found that Ag+ and Au3+ ions achieved these requirements.

6.2.2 Implantation of LN Using Ag+ Ion Beam

In order to study the effect of temperature, ion implantation was done at LNT, RT

and 373 K using the ion implanter at an energy of 100 keV with Ag+ ions to a fluence

of 1017 ions/cm2 on X-cut LN samples.

6.2.3 Implantation of LN Crystals Using Au3+ Ion Beam

Since the analyser magnet was not used during the implantation of LN crystals

with a Au3+ ion beam, beam optics simulations were performed to determine the ap-

propriate acceleration and focusing parameters to be applied to the tandem accelerator
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thus ensuring that in practice these ions reached the straight through target chamber and

limited the presence of the Au2+ and Au4+ ions. Suitable electrical signals, applied in

two perpendicular directions through the magnetic scanners after the high energy (HE)

side of the accelerator (see figure 3.5), were used to sweep the ion beam to attain a spa-

tially uniform beam. The implantation of the Au3+ ions into the LN samples was then

performed on both the X- and Y-cut faces near RT to fluences of 1×1017 ions/cm2.

6.2.4 Optical Absorption Measurements and Annealing of the Samples

All the optical absorption measurements were performed in the visible (VIS) and

near infra-red (NIR) regions using the Cary 500 spectrophotometer described earlier

in section 3.7.3. The measurements were carried out at room temperature on both as-

implanted and annealed X- and Y-cut samples. Unimplanted X- and Y-cut crystals that

were annealed in the same way as for the corresponding implanted samples were used

as reference samples.

The implanted LN samples were isochronally annealed in an enclosed Carbolite

furnace (see section 3.6) under argon flow after a waiting period of 1 hour to allow

for temperature stabilization. A standard annealing period of 30 minutes and a 100

K temperature interval were maintained while the annealing temperature range varied

from 373 to 1173 K for the Ag+ implantations and as high as 1373 K for the Au3+

implantations.

6.2.5 Rutherford Backscattering Study of the Au3+ Implanted LN Sample

In order to estimate the size of the implanted area on the X-cut Au3+ ion im-

planted sample, a Rutherford backscattering (RBS) study (discussed in section 2.7) was

carried out, using the tandem accelerator. The study was done because a non-standard

magnetic scanning technique was employed on the beam line to spatially spread the

beam and it was therefore expected that the shape of the implanted area would not be
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regular. The use of Li2+ ions, at an energy of 6 MeV, as opposed to the traditional alpha

particles was purely on grounds that better mass resolution between the Nb and Au ions

would be achieved.

The sample was mounted on the microprobe/RBS end station (see figure 3.5) and

the signals in the form of counts as a function of the channel number (energy) from the

backscattered ions were collected via a PC interfaced data acquisition system. The data

was obtained from various positions of the sample, 5 mm above and below the centre

of the Au3+ ion implanted region, enabling the presence of Au in the implanted area to

be checked. The findings are discussed in subsection 6.5.1 to follow.

6.2.6 TEM Specimen Preparation

Two 4×3×1 mm3 crystal slices were ultrasonically drilled out from the Ag+ ion

implanted sample, using a hollow rectangular drill bit, and glued with the implanted

the faces touching each other. Silicon crystal slices of similar size were attached on

either side, as shown in figure 6.1a, such that the whole piece could fit into a 4 mm

thick slot of an attachment that could be mounted on the sample holder of an ultrasonic

drill. A cylindrical section, 2 mm in diameter, was drilled out of the sandwich-like

structure with the drilling running parallel to the length of the ion implanted faces.

The cylindrical section was then inserted into a cylindrical brass tube with a slightly

larger diameter and the two were held together by a specially prepared mixture of epoxy

before being placed in an oven at 513 K for two hours in order to cure the epoxy. Figure

6.1b shows the cross-sectional view of the original cylindrical brass and sandwich-

like section from which 0.5 mm thick specimens were cut and thinned down by hand

grinding to about 70 µm using a 1 µm diamond suspension. An argon gas ion mill was

then used to drill a microscopic hole at the interface of the implanted faces for viewing

in the TEM. The preparation of the Au3+ ion implanted LN samples were performed in

a similar manner
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Figure 6.1: Schematic diagram of the main stages of the TEM sample preparation. (a)
Two sample slices with the implanted surfaces facing each other sandwiched between
silicon crystal slices using epoxy. (b) Cross-sectional view of the cylindrical brass tube
and sandwich-like structure.

Sample Implantation conditions Comments
1 LNT, 100 keV, 1×1017ions/cm2 Ag+, X-cut, annealed, TEM
2 RT, 100 keV, 1×1017ions/cm2 Ag+, X-cut
3 373 K, 100 keV, 1×1017ions/cm2 Ag+, X-cut, annealed
4 LNT, 100 keV, 1×1017ions/cm2 Ag+, X-cut
5 RT, 8 MeV, 1×1017ions/cm2 Au3+, X-cut, unannealed, RBS
6 RT, 8 MeV, 1×1017ions/cm2 Au3+, Y-cut, annealed
7 RT, 8 MeV 1×1017ions/cm2 Au3+, X-cut, annealed
8 RT, 8 MeV 1×1017ions/cm2 Au3+, X-cut, annealed, TEM

Table 6.1: Details of the LN sample identity, implantation conditions and subsequent
analysis after implantation. Ion implantation was performed by the implanter for the
case of Ag+ ions, while the tandem accelerator was used for the higher energy implan-
tation of Au3+ ions in LN crystals.

6.2.7 Identity of Implanted Samples

The implantation conditions and other relevant information for the various sam-

ples prepared in the present study are supplied in Table 6.1.
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6.3 Results and Discussion I: Optical Absorption Effects of Annealing on the

Host Matrix

Heating unimplanted X-cut and Y-cut LN was found to have appreciable effects

on its optical absorption properties above 973 K. Only small changes were noted be-

tween room temperature and 873 K. The results of the changes of the optical absorption

of unimplanted X-cut LN as a function of annealing temperature are shown in figure

6.2a. Similar effects are observed for the Y-cut LN in figure 6.2b. These results are

in agreement with studies by several workers on thermal reduction of LN [239] and

attributed to the introduction of oxygen vacancies during heating. It is likely that the

optical absorption spectra of the implanted MNP are actually superimposed on the ab-

sorption of the annealed unimplanted part of the host matrix. These optical absorption

effects have been corrected in the spectra of the implanted samples (figures 6.5 and

6.11) in order to leave only the effects of the optical absorption of the MNP and defects

induced by the implantation. These spectra are therefore presented on the assumption

that the annealing behaviour of the virgin crystal is essentially that of the undamaged

part of the ion implanted LN samples. Since the SRIM2003 simulations will indicate

that the implanted region is a very small part of the effective optical path of the optical

absorption measurements, this is a reasonable assumption. It is noted that the effect

of the optical absorption changes in the unimplanted part of the host matrix, normally

also subjected to high temperature annealing if necessary to encourage development of

MNP, is an important aspect that has not been adequately addressed in the large volume

of reported literature dealing with this field. Optical absorption effects in LN have been

observed, by Kling et al. [249], to occur in annealed Pt+ ion implanted LN but not

discussed in detail.
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Figure 6.2: Optical absorption spectra of unimplanted (a) X-cut LN (1: unannealed, 2:
973, 3: 1073, 4: 1173, 5: 1273, 6: 1373 K) and (b) Y-cut LN (6: unannealed, 7: 973,
8: 1073, 9: 1173, 10: 1273, 11: 1373 K) following annealing under argon flow. All
measurements were performed at RT with a similar virgin and unannealed X- and Y-cut
LN crystal, respectively, as reference.

6.4 Results and Discussion II: Ag+ Ion Implanted LN

6.4.1 Optical Absorption Studies of Ag+ Ion Implanted LN Samples

Figure 6.3 shows the optical absorption spectra of three similar X-cut LN samples

which were all implanted with 100 keV Ag+ ions at LNT (77 K), RT (300 K) and 373
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Figure 6.3: Absorption spectra of similar X-cut LN samples implanted at various tem-
peratures with 100 keV Ag+ ions to a fluence of 1017/cm2 : 1 (LNT), 2 (RT) and 3 (373
K). All measurements were performed at RT immediately after ion implantation.

K to a fluence of 1017 ions/cm2. The optical absorption bands produced are associated

with the formation of metallic colloids in the LN matrix and were rather broad indi-

cating the presence of a significant particle size distribution. The metal colloid bands

formed are observed in the visible region of the spectrum and the peaks are located at

2.33, 2.42 and 2.41 eV for these samples namely, 1, 2 and 3, respectively (see Table

6.1). Unlike the case of Mg+ ion implantation into MgF2 (chapter 5), the colloid bands

are formed in the as-implanted samples 2 and 3 respectively implanted at temperatures

of RT and 373 K. This indicates that the implanted Ag+ ions are mobile in the implan-

tation temperature range used. The discussion of the mobility of the Ag+ ions is taken

up further below.

The characteristics of the optical absorption spectrum of sample 1, implanted
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at LNT, are different from those of samples 2 and 3. It has a narrower full width

at half maximum (FWHM), the peak absorbance is red shifted and relatively higher

compared to the samples implanted at the other two temperatures. This is probably due

to the implantation at LNT where retention of defects created is higher due to lower

diffusion rates. This sample is also effectively annealed by warming it to RT leading

to agglomeration of the existing Ag+ ions in the LN matrix. A general deduction from

these three optical spectra is that the sample implanted at LNT has a smaller particle

size distribution.

It is clear that the Ag+ ions are mobile during and after the ion implantation at

RT and above as they become mobile during the warming of sample 1 to RT. A layer

of Ag was observed on all the sample surfaces after 1 - 2 days of storage in a dark

desiccator at RT. Similar observations have been previously reported elsewhere [247].

The diffusion of the Ag atoms from the implanted layer to the surface may be explained

as follows. Implanting the highly polarizable Ag+ ions to a fluence of 1017 ions/cm2

with an energy of 100 keV (a predicted mean penetration depth of only 34 nm below

the surface using SRIM2003 [13], see figure 6.4), creates such a large concentration

gradient and high stress levels in the LN matrix that some of the implanted atoms diffuse

to the surface readily without the application of extra thermal energy other than that

from the ambient. This expulsion of the Ag atoms from the implanted layer is necessary

to reduce the stress leading to relaxation of the Ag MNP/matrix. However, this posed

a problem because the effective ion fluence for the LN sample would be different from

that recorded during implantation making its accurate value uncertain.

Figure 6.5 shows the optical absorption spectra of sample 3 (implanted at 373

K, fluence 1×1017 ions/cm2) taken at RT, after annealing in an argon atmosphere at

various temperatures. The spectrum measured at RT after the implantation is included

to provide the initial band shape prior to annealing. The rest of the spectra shown

start from an anneal at 573 K since there was no noticeable change in the size and
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Figure 6.4: Ion distribution versus depth profile obtained from a SRIM2003 simulation
of implantation into LN crystals of Ag+ ions using energies of 100 keV.

shape of the spectra obtained on annealing at lower temperatures. After annealing at

573 K the colloid band narrows while the PR peak position remains almost unchanged

relative to the spectrum obtained at 300 K. From this figure, it can also be seen that the

change in the size and shape of the colloid bands was not large below 973 K. There is

a small increase in the value of the peak absorbance following annealing between the

573 and 773 K, while the position of the PR peak moves from 2.398 eV to 2.309 eV

in the same temperature interval. After the 973 K anneal, there is very little change in

terms of the position and intensity of the PR peak but the band broadens on both sides

indicating a reduction in the mean particle size of the Ag MNP. Annealing at 1173 K

drastically reduces the absorption over the entire region and what appears to be the

PR peak approaches an energy (near 2.353 eV) observed after the 573 K anneal. The

spectrum obtained after the 1173 K anneal is no longer symmetric and shows more

complex structure over the 1.5 - 3.5 eV spectral region. All spectra measured after
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Figure 6.5: Absorption spectra of sample 3 (X-cut LN face), implanted with 100 keV
Ag+ ions to fluence of 1×1017/cm2 at 373 K, obtained at 300 K and after the annealing
temperatures indicated. The optical absorption measurements were performed at RT.

annealing at 1173 K have been corrected for optical absorption effects that occur in

the host matrix and which were observed to become significant near and above this

temperature.

The phenomenon of diffusion of the Ag atoms from the implanted layer to the

exterior surface of the sample, described in a previous paragraph in this subsection,

tends to limit the growth in size of the Ag MNP indicated by the small change in the

intensity and the FWHM of the optical extinction bands below 1173 K. The size of

the Ag MNP will not change significantly due to a competing diffusion process of Ag

atoms out of the implanted layer to the exterior surface as well as ripening mechanisms

[115] which also result in an equilibrium MNP size.

As discussed in subsection 5.5.3 of chapter 5, it is assumed that the colloid band
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is formed by the agglomeration of the excess Ag+ ions introduced into the LN crystal by

ion implantation. High temperature diffusion leads to Ostwald ripening of the colloids

[115] with larger particles growing at the expense of the smaller ones and resulting in

a sharper particle size distribution. Although the systems are different, being Mg in

MgF2 and Ag in LN, the sequence of diffusion of single or clusters of defects leading

to annealing of damage, agglomeration of the MNP and finally dispersion of the metal

particles in the matrix as the colloid bands decay appear to be similar.

It has been assumed in the overwhelming majority of studies that the refractive

index of the medium embedding small metal particles remains unchanged after the

process of incorporation the MNP. This may not be true for a preparation method such

as ion implantation and perhaps others used to introduce metal ions in a host matrix. It

has already been shown in the previous chapter that the best fits to the colloid bands for

the Mg+ ion implantation result in a value of εh larger than that of virgin MgF2. In ion

implantation, the MNP are located in the same sublayer that is altered by effects such

as preferential sputtering of the lighter ions that make up the host matrix. Accordingly

the red shift observed is attributed to the changes in the dielectric constant of the host

matrix after ion implantation and subsequent annealing. It is noted from figure 6.5 that

there is a shift of the PR peak position to higher photon energy after annealing at 1173 K

(spectrum e) with the value closer to that observed after the 573 K (spectrum b) anneal,

as the Ag MNP sizes become smaller. Annealing at 1173 K is sufficiently close to the

melting point of bulk Ag of 1235 K at which temperature the MNP would be likely to

disintegrate and hence change the particle distribution size before dispersing.

6.4.2 Correlation between the MT-Fit and the Experimental Data - Ag+ Im-

planted LN

Figure 6.6 shows the results obtained on fitting the FWHM, PR peak position and

the intensity to the experimental data after the various annealing temperatures for the
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Figure 6.6: Comparison between the experimental data and the MT model, discussed
in subsection 2.5.3, of the optical extinction spectra for sample 3 (see Table 6.1) after
annealing at 573, 773 and 973 K and labelled a, b, and c, respectively. The X-cut LN
sample was implanted with 100 keV Ag+ ions at 373 K to a fluence of 1017 ions/cm2.
The open circles represent the experimental data, while the theory is shown by the solid
line.

Ag+ ion implanted samples (the fitting procedure is discussed in section 2.5.1). Equa-

tions 2.61, 2.69, 2.69 and 2.71 are used in the simulations. The correlation between

the experimental data and the theory is fair under the assumptions made (see subsec-

tion 2.5.3). Table 6.2 presents the details of the fit parameter values namely the host

dielectric constant (εh = n2, in the optical frequency range), average particle size (d)

and volume fraction (p = (N/V) × V0; see section 2.5.2) with varying annealing tem-

perature. The extracted average value of d increases from about 2.0 nm reaching a

maximum near 2.5 nm after the 773 K anneal before decreasing on further heating.

The predicted values of d may be compared to figure 6.7 which shows the picture of a
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Anneal Temp. (K) 573 773 973

εh 4.5 5.1 5.1
d (nm) 2.0 2.5 1.7

p × 10−2 1.2 0.89 1.5

4ω1/2 × 1015(s−1) 1.38 1.12 1.46
d = 2vF/4ω1/2 2.00 2.46 1.89

Table 6.2: Details of the fit parameters used to correlate the experimental data to the
theory for the Ag+ ion implanted X-cut LN sample (see rows 2 - 4). For comparison
purposes, the data in the row immediately after the double line shows the experimental
values of the FWHM (4ω1/2) which can also be used to estimate the values of d.

TEM section from the sample annealed at 513 K indicating a distribution of sizes and

shapes. The optical absorption spectrum of this sample would lie between spectra a and

b in figure 6.5. The Ag MNP labelled A in this picture looks reasonably spherical and

is slightly less than about 5 nm in diameter. Other Ag MNP (for instance B in the same

picture) that appear irregular could well be two or more Ag MNP sticking together. It

is generally noted, however, that particles do not necessarily have a spherical shape.

The comparison between the theoretical values of d and the results of the TEM study is

considered fair since the theory used in the present study only predicts an average value

whereas in the real case a distribution of particle sizes is observed. The contribution

to extinction by scattering for particles with diameter less than 10 nm is small [116]

and the current MT simulations confirm that it is negligible. The results of an in-situ

energy dispersive X-ray (EDX) analysis (see section 3.10) performed during the TEM

study is shown in figure 6.7b. The light Li atom which forms part of virgin LN matrix

is not detected due to limitation of this instrument but may also be due to depletion by

preferential sputtering, while the presence of O, Nb and Ag atoms are attributed to the

host matrix and the implanted Ag+ ions. The C peak arises from aquadag, a quick-set

conducting carbon paste commonly used in electron microscopy to prevent charging

on the sample surface. Selected area electron diffraction (see section 3.10), performed
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(a)

(b)

Figure 6.7: (a) Pictorial results of the TEM cross-section studies of a complementary
X-cut LN sample (2, Table 6.1) showing Ag MNP within the embedding host. Lower
picture shows a magnified section of the upper one. Ag MNP labelled A appears spher-
ical, while B may be two particles sticking together. (b) EDX spectrum obtained from
the implanted region of the TEM section.
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to study the nature of the host matrix at selected positions in the implanted sublayer,

showed that both amorphous and crystalline regions existed.

Table 6.2, containing the details of the fit parameters from MT model, also shows

that both of εh and d increase after annealing at 773 K. d attains the maximum value

at the same temperature before decreasing on further annealing, while εh increases to

about 5.1 after annealing at 973 K. The value of 4.5 obtained for εh after the 573 K

anneal is close to the value of 4.4 quoted for amorphous LN [353]. This is based on the

fact that the implantation of the Ag+ ions causes a significant degree of amorphization

of the embedding matrix as suggested by the selected area electron diffraction per-

formed during the TEM study. In the amorphous state the birefringent nature of LN is

lost. An increase in the εh from values obtained for the amorphised host matrix after an-

nealing above 573 K, as in the present work, would be expected as the damage created

by ion implantation is removed. Other experiments have reported a decrease of up to

10% in the refractive index on implantation with helium ions [1, 226] and an increase

in the refractive index of 5% has been reported in LN implanted with Au ions [351].

Sande et al. [354] have recently reported increases of up to 13 % in the real part of the

refractive index, for an alumina matrix containing Ag MNP, above the known value of

alumina. This group used an ellipsometric method to determine εh. It is considered by

the present author that the presence of the unaggregated Ag metal is possibly associated

with this increase.

The extracted values of p have a minimum value after the 773 K anneal which

appears to coincide with the maximum mean particle size of the Ag MNP. A reasonable

explanation for this particular observation would be that at maximum particle size,

a large fraction of the Ag atoms exist in the colloidal form. The value of p would

therefore be relatively low compared to the case when the MNP start to disperse as a

result of disintegration indicated by the reduction in d after the next anneal temperature

(973 K) or before a larger mean particle size is attained (573 K).
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6.5 Results and Discussion III: Au3+ Ion Implanted LN

6.5.1 Results of RBS Studies of Unannealed Au3+ Ion Implanted LN Sample

Figure 6.8 shows a RBS spectrum of a complementary Au3+ ion implanted X-

cut LN sample (1, Table 6.1) performed at RT using a 6 MeV Li2+ ion beam from the

tandem accelerator (section 2.9) and not subject to high temperature annealing. The

recoil energy of the Au atoms is well resolved from that of the Nb atoms and the rest

of the background, which shows the recoil energy of Li and O atoms as identified in

the spectrum. It is assumed that the Au depth distribution profile remains the same

for annealing below 973 K as no significant Au MNP bands are observed from optical

absorption measurements. RBS studies to estimate the implantation area of the Au

Figure 6.8: RBS spectrum of unannealed Au3+ ion implanted X-cut LN sample (7,
Table 6.1, section 6.2.7) performed at RT using a 6 MeV Li2+ ion beam.
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ions at various positions of the sample yield similar features, within a radius of about

3 mm from the centre of the implanted zone. In a related study, Magruder et al. [326]

have reported that the position and distribution of the implanted Au+ ions in SiO2 in

their RBS spectra remained unchanged during annealing to temperatures as high as

1373 K, in which they used a beam energy of 2.85 MeV for their ion implantation.

The use of higher beam energies to create deeper ion penetration in the present case

of Au3+ ion implantation should therefore lead to more gradual developments in the

shape and intensity of the colloid bands with rising annealing temperature compared to

the Ag+ ion implantation, discussed in section 6.4, where the mean depth is close to

the air/sample interface. In the latter case diffusion of the MNP to the surface readily

occurs even at temperatures close to RT. Figure 6.9 shows the results of a SRIM2003

simulation [13] of the depth distribution of Au3+ ions with an energy of 8 MeV into LN

crystals. Since the analyser magnet was not used, there is a possibility of some Au2+

and Au4+ ions corresponding to energies of 6 and 10 MeV, respectively, also being

implanted. The respective mean depths are: 0.9 µm for Au2+, 1.2 µm for Au3+ and 1.5

µm for Au4+.

In Figure 6.10 the results of SRIM2003 simulations of the corresponding vacancy

distributions are shown. The vacancy distributions are, however, unphysical in the case

under consideration. The average number of vacancies per ion is 29781, giving a peak

vacancy concentration for the fluence used, of the order of 1025 cm−3 or about 100

times the atomic density of LN. Thus each atom at the peak of the distribution has been

displaced about 100 times. The region of the vacancy distribution between the points

at which the tails have fallen to 0.01 of the peak height must therefore be uniformly

amorphous. Thus in the region from the surface to the trailing edge of the implanted

zone the implanted samples will be of this form. Similar conclusions were drawn Kling

et al. [249] in their studies of 50 keV Pt+ ions whose atomic mass is close to that of

Au implanted into LN with a fluence of 5×1015 cm−2 using RBS channelling measure-
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Figure 6.9: Ion distribution versus depth profile obtained from a SRIM2003 simulation
of implantation into LN crystals with (a) 8 MeV Au3+ ions (open diamonds). (b) 6
MeV Au2+ (open squares) and 10 MeV Au4+ (open circles). The latter two are included
since there is a possibility of these ions finding their way into the target due to lack of
use of the analyzer magnet.

ments. Figure 6.10a shows the SRIM2003 results of the electronic stopping power (S e)

for 8 MeV Au3+ ions following implantation in LN. These results indicate that only

in a limited region does S e attain the threshold value of 5 keV/nm for amorphization

due to electronic excitation by swift heavy ions [353, 355]. Hence the amorphization is

expected to arise largely from nuclear stopping in this case.
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Figure 6.10: The results of a SRIM2003 simulation of implantation into LN crystals
with 8 MeV Au3+ ions showing the (a) energy loss profile (by primary ions - squares;
recoils - circles) and (b) distribution of vacancies (created by primary ions - triangles;
recoils - diamonds) as a function of penetration depth.

6.5.2 Optical Absorption Studies of Au3+ Ion Implanted LN

Figure 6.11a shows the optical spectra obtained from the Y-cut face of the crystal

implanted to a fluence of 1017 ions/cm2 at RT and isochronally annealed in 30 minutes

steps at the temperatures indicated. The initial spectrum is shown following anneal-
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ing at 673 K because there was no significant change from that recorded immediately

after the ion implantation in the optical spectra for lower annealing temperatures. The

spectrum displays a broad peak in the neighbourhood of 2.3 eV superimposed on a near

linear background increasing towards higher energies. The former feature is considered

to arise from Au dimers, trimers and other very small clusters [326]. The near linear

background is attributed to defects created during the ion implantation, likely to be oxy-

gen vacancies created by lattice displacements [356] during the initial stages in which

the LN maintains its crystallinity to an appreciable degree. Ultimately at the highest

fluences massive disorder results in amorphisation and the final background will result

from the amorphised region. It is noted that in Pt+ implanted LN, as discussed earlier,

a similar large increasing background was present [249]. The most prominent feature

in the spectra obtained after annealing to 773, 973 and 1073 K, respectively, is the ex-

tinction band arising from Au MNPs near 2.07 eV (600 nm). The peak energy shifts to

lower values with increasing annealing temperature and is accompanied by a reducing

full width at half maximum (FWHM).

Figure 6.11b shows the optical spectrum of the X-cut LN sample implanted to the

same fluence and under similar conditions as the Y-cut sample whose optical charac-

teristics after annealing are shown in figure 6.11a. Higher annealing temperatures were

necessary for the development of the Au MNP and their observation by way of the

characteristic prominent optical absorption band in the region of 2.0 eV as in the case

of the X-cut sample. Similar optical features and behaviour with increasing annealing

temperature are observed at temperatures between ambient and 1173 K, namely a pro-

gressive shift of the peak to lower energy and the reduction of the FWHM. At 1273 K

there is a more marked shift of the peak to lower energies and a significant reduction in

the FWHM. In the final spectrum corresponding to the 1373 K anneal, the peak energy

moves slightly to yet lower energy, there is a small increase in the FWHM and a sub-

stantial reduction in peak height. While the background absorption increases in anneals
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Figure 6.11: Optical absorption spectra after isochronal annealing for 30 minutes for
(a) Y-cut sample (1 : 673, 2 : 773, 3 : 973, and 4 : 1073 K). (b) X-cut sample (5 : 973,
6 : 1073, 7 : 1173, and 8 : 1273 and 9: 1373 K). Both the X- and Y-cut LN samples
(see Table 6.1) were implanted with Au3+ ions at a beam energy of 8 MeV to a fluence
of 1017 ions/cm2 at RT. All optical absorption measurements were performed at RT.
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from 973 K to 1073 K, the background reduces during anneals from 1173 K to 1373 K,

with a major decrease from 1273 to 1373 K.

6.5.3 Correlation Between the MT-Fit and the Experimental Data - Au3+ Ion

Implanted LN

The fitting (see the theory in section 2.5.1) of the FWHM, PR peak position

and intensity of the experimental data to the Mie theory (MT) was performed for the

Y- and X-cut Au3+ ion implanted LN samples and the results are shown in figures

6.12 and 6.13. Equations 2.61, 2.69, 2.69 and 2.71 are used in the simulations. The

fitting parameters used to obtain the theoretical curves are given in the Tables 6.3 and

6.4, respectively. As expected the average particle size increased, inferred from the

narrowing of the FWHM of extinction band, with higher annealing temperature for

both the X- and Y-cut Au3+ ion implanted LN samples. The nanoparticle sizes d vary

from 3.0 to 5.0 nm over the annealing temperature range from 773 to 1073 K in the case

for the Y-cut sample, and from 3.8 to 5.9 nm for the X-cut sample over the range 1073

to 1373 K. In the latter case the maximum particle diameter is 6.3 nm at an annealing

temperature of 1273 K. For the Y-cut sample the volume fraction (p) of gold in the form

of MNPs increases steadily over the temperature range in which the MNP diameter (d)

is increasing. In the X-cut sample, p increases over the range 1073 to 1173 K and

decreases at higher temperatures.
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Figure 6.12: Results of the MT fit of the FWHM, PR peak position and intensity of the
intensity of the experimental data for the 8 MeV Au3+ ion implanted Y-cut LN sample
annealed at 773, 973 and 1073 K and labelled a, b, c, and d, respectively. Open circles
represent the experimental data and the solid line describes the theory. The implantation
done at RT to a fluence of 1017 ions/cm2.

Anneal Temperature. (K) 773 973 1073
εh 4.2 4.5 4.7

d (nm) 3.0 4.2 5.0
p × 10−3 6.3 7.0 7.9

k1 -0.7 -0.6 -0.4
k2 × 10−6 0.9 0.8 0.7
k3 × 10−13 -1.6 -1.4 -0.9

Table 6.3: Details of the fit parameters used to correlate the experimental data to the
theory for the Au3+ ion implanted Y-cut LN sample.
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Figure 6.13: Results of the MT fit of the FWHM, PR peak position and intensity of the
experimental data for the Au3+ ion implanted X-cut LN sample annealed at 1073, 1173,
1273 and 1373 K and labelled a, b, c, and d, respectively. Open circles represent the
experimental data and the solid line describes the theory. The X-cut LN sample was
implanted with 8 MeV Au3+ ions at RT to a fluence of 1017 ions/cm2.

Anneal Temp. (K) 1073 1173 1273 1373
εh 4.5 4.7 5.6 5.8

d (nm) 3.8 4.8 6.3 5.9
p × 10−3 4.6 5.5 4.2 2.5

k1 -0.4 0.2 0.3 0.4
k2 × 10−7 8.4 5.2 1.1 -2.2
k3 × 10−13 -1.7 -1.0 -0.04 0.52

Table 6.4: Details of the fit parameters used to correlate the experimental data to the
theory for the Au3+ ion implanted X-cut LN sample.
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The results of a TEM study done following annealing at 1173 K are shown in fig-

ure 6.14a, which reveals the presence of the Au MNP within the host. The assumption

that the MNP are spherical appears to be more closely satisfied than for the study of Ag

MNP in the same host. The Au MNP are also well separated and the size distribution

relatively more uniform. The estimate of the average particle size of 4 - 5 nm is close

to the value of 4.8 nm predicted by the Mie theory from the absorption spectrum mea-

sured after annealing at this temperature. With the Au3+ ions implanted deeper in the

LN crystals than in the case of the Ag+ ion implantation, the full cycle of growth and

the onset of decay of the MNP size for the X-cut sample was observed. A predicted

maximum particle average diameter of about 6.2 nm was attained after annealing at

1273 K which reduces slightly to about 5.9 nm after annealing at 1373 for the X-cut

LN sample. It is noted that some of the Au MNP have facets exhibiting cubic, octa-

hedron and truncated octahedron geometries, which would agree with the TEM results

discussed in a recent review [357] on Au MNP grown under different conditions. As

observed in the case of Ag MNP, the reduction in average particle size of the Au MNP

observed to occur between 1273 and 1373 K may be related to melting. It is noted that

the melting temperature of bulk Au is 1337 K.

Figure 6.14b shows an EDX spectrum taken near a Au MNP, where the peaks

associated with the implanted ions are identified. The peaks due to Nb and O atoms

originate from the host matrix, while those of Cu and C arises from the brass disc (see

figure 6.1) used to hold the LN section and the aquadag used in the TEM preparation

process, respectively. The Figure 6.15 shows a representative selected area electron

diffraction pattern obtained, in-situ, from the TEM study of a number of positions of

the host matrix around several randomly chosen Au MNP. The matter surrounding the

Au MNP was found to be crystalline in all cases and the electron diffraction pattern

reveals spots exhibiting hexagonal symmetry associated with the LN structure.
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(a)

(b)

Figure 6.14: (a) Pictorial results of the TEM cross-section studies of a complementary
X-cut LN sample (8, Table 6.1) showing Au MNP within the embedding host following
annealing at 1173 K. Lower picture shows a magnified section of the upper one. (b)
EDX spectrum obtained from the implanted region of the TEM section. This sample
was implanted at RT with 8 MeV Au3+ ions to a fluence of 1×1017/cm2.
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Figure 6.15: Representative selected area electron diffraction pattern of various po-
sitions around the Au MNP within the implanted region. The X-cut LN sample in-
vestigated was annealed at 1173 K. The electron diffraction pattern shows hexagonal
symmetry associated with the LN structure.

6.6 Summary and Discussion

RBS studies of the X-cut LN sample indicate the presence of Au in the implanted

region. The ion distribution versus depth profile is assumed to remain unchanged since

no Au MNP bands are observed in optical absorption measurements following anneal-

ing below 973 K. However a broad pre-colloid band in the neighbourhood of 2.3 eV

is present in as-implanted X-and Y-cut specimens and is considered to arise from Au

dimers, trimers and other very small clusters [326]; accordingly these must result from

statistical formation during ion implantation or radiation enhanced diffusion of the im-

planted Au in view of the higher temperatures needed for thermally-induced aggrega-

tion of the Au atoms.

The growth in the size of the particles by Ostwald ripening and other factors

(see subsection 1.5.3) is enhanced by diffusion following higher temperature annealing.

Beyond a certain temperature, depending on the metal, there is a decay in the colloid

band that is likely to be linked to the melting of the MNP embedded in the LN matrix. In
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the case of Ag MNP in X-cut LN, a significant reduction in the optical absorption was

noted to occur following annealing at 1173 K. A decrease in the optical absorption and

an onset for a reduction average particle size, as determined from the MT results, were

also noted following annealing at 1373 K for Au MNP in a similar X-cut LN. These

two predetermined annealing temperatures (1173 and 1373 K) were not intentionally

set to be close to the bulk melting point of the Ag and Au metals known to occur near

1235 and 1337 K, respectively, as this was not an objective of the study. The melting

temperature of the MNP would be expected to be lower than that for the bulk metals

since a large fraction of the atoms also constitute part of the surface resulting in lower

cohesive forces.

Correcting for the effects of the optical absorption occurring in the unimplanted

part of the annealed host matrix has proved to be vital in obtaining mainly the absorp-

tion of the MNP and defects induced by the implantation. This correction is necessary

because of the simultaneous existence an optical absorption background due defects in

the same spectral region, 1.5 - 3.5 eV, which would mask important changes with rising

annealing temperature. The optical absorption spectra for the X-cut Au3+ ion implanted

sample shows that annealing above 1173 K results in the removal of defect induced ab-

sorption and by 1373 K the absorption background is relatively flat while the MNP

band remains fairly significant. Since the background absorption is only slightly higher

than that for the virgin crystal by this stage, it is apparent that the sample has essen-

tially re-crystallized. These results inferred from the optical absorption measurements

are given direct support from the selected area electron diffraction study on a comple-

mentary X-cut specimen implanted to the same fluence and subsequently annealed in

an identical manner at 1173 K in which the hexagonal symmetry associated with the

crystalline LN structure is clearly revealed. The decay of the absorption background

with rising annealing temperature suggests that the background is mainly associated

with the defects created during the implantation.
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Because of the birefringent nature of LN, the results of εh obtained from the

fitting are considered to represent an average between the ordinary and extraordinary

indices. The average sizes of the MNP predicted by the MT fit are reasonable in the

case of Ag and good for Au as observed from the results of the TEM study. The large

concentration of Ag metal near the surface, because of the low energy implants, is

probably responsible for the wide range of particle sizes compared to the Au metal

where the particles are implanted deeper and hence into a larger volume. The volume

fraction, p, of the Ag MNP in the X-cut LN matrix is not known accurately for the

low energy implantation. In the case of the Ag MNP, the low energy implantation was

clearly noted to result in the diffusion of the atoms to the surface of the host matrix. As

mentioned earlier in section 6.4.2, the metal volume fraction (p) in the MNP, which are

responsible for the observed resonance absorption, is defined as a product of the number

of MNP per unit volume (N/V) and their average volume (V0). During the Ostwald

ripening stage the average volume of the MNP increases, a fact observed from the

narrowing of the FWHM of the colloid bands as the annealing temperature is raised. p

will therefore increase if N/V does not decrease too fast. If both melting and dispersion

of the MNP are taking place, the product will be expected to show a monotonic decrease

with rising temperature and hence lower values of p.

An intriguing aspect of the present study concerns differences in the MNP devel-

opment with annealing temperature for the X- and Y-cut crystals. Since the SRIM2003

results in the present and previous work, reported in the literature, show that the im-

planted region is completely amorphised prior to annealing, it is clear that re-crystallization

must have taken place at least in part before the development of the Au MNPs by dif-

fusion of the implanted Au. The findings of Poker and Thomas [358] on Ti, Ag and Pb

implanted X-cut LN would support the restoration of crystal properties following an-

nealing in the range 673 - 773 K and above. Using RBS analysis, they noted that both

re-crystallization and solid phase epitaxy occurred on annealing the implanted samples.
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As shown in the present work by electron diffraction, substantial re-crystallization is

present after annealing at 1173 K. The template for re-crystallization thus must be the

unimplanted regions of the respective X-and Y-cut LN specimens, acting as a crys-

talline substrate for epitaxial regrowth of the immediately adjacent amorphised region

containing the high concentration of implanted gold atoms in a region parallel to the

respective external X- or Y-face. Hence there will occur a directed stress and concen-

tration gradient favoring anisotropic diffusion in directions determined by the original

implantation geometry. Thus the ease with which the Au atoms will preferentially dif-

fuse in directions towards the crystalline substrate as well as the now re-crystallized

region preceding the original Au atom distribution shown in figure 6.15 will be deter-

mined by anisotropic activation energies.

Other observations of differences in colloid development with annealing temper-

ature have previously been reported elsewhere by Rahmani and Townsend [246] where

implantation with 385 keV Ag+ ions was performed in X-, Y- and Z-cut LN samples and

have been attributed to anisotropic diffusion of the implanted and displaced ions or va-

cancies as a result of stress fields induced by ion implantation. However, this group has

not considered the effect of annealing which can remove implantation induced damage

and thus encourage crystal regrowth.
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Chapter 7

Proton Irradiation of Tin Doped Indium Oxide (ITO) Films

7.1 Motivation and Scope of Work

In the work undertaken in this chapter, the intention was to study and identify the

irradiation damage mechanism in ITO films, by using a low mass and high energy ion

implantation into the ITO medium. The structural, optical and electrical properties of

the films are investigated as a function of the irradiation fluence. A literature review of

the properties and previous work done on this material has already been presented in

section 1.12.

7.2 The Irradiation of the ITO Films

To minimize experimental complexities and the interpretation of results, it was

necessary to use samples deposited during a single evaporation run for each irradia-

tion experiment. This ensured that the film thickness was as uniform as possible over

the sample. The ITO film samples meeting these conditions were obtained from the

Newtech Microlab Ltd. in France and were prepared from a sputter target with a com-

position of 10 wt % tin oxide and 90 wt % indium oxide. An ITO thin film sample,

deposited on a 25 mm wide × 60 mm long × 2 mm thick float glass substrate, was

mounted and clamped on the end station sample holder of the Cockcroft-Walton ac-

celerator, described earlier in section 3.2. Teflon washers were used in fastening the

sample to avoid cracking due to stress resulting from temperature fluctuations induced

by possible beam heating especially for large fluences. This was done as a precaution-
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ary measure as the temperature rise was expected to be minimal for the irradiations

done near RT and 373 K.

The scanned proton beam with an energy of 1 MeV and a diameter of 6 mm was

made incident on various regions of the sample by adjustment of the sample height

relative to the beam axis. The following fluences were used for irradiation near room

temperature and at 373 K : 1×1015, 6×1015, 40×1015, 120×1015, 190×1015, 215×1015

and 250×1015 protons/cm2. The irradiation near room temperature was performed with-

out active cooling of the sample. Irradiation of bare float glass similar to that used for

the deposition of the ITO films was also performed under similar conditions and flu-

ences. It was found that the change in the absorption of glass was negligible under the

current experimental conditions.

In keeping with both the tradition and practice in the area of study of thin trans-

parent conducting films deposited on transparent substrates, optical transmittance rather

than optical absorption measurements were emphasised. Unless otherwise stated, all

the optical transmittance measurements were thus performed using air as reference at

room temperature. However, optical absorption has been used for data analysis in the

work and the changes due to irradiation induced effects are corrected by using the unir-

radiated ITO film and glass substrate. All optical transmittance and absorption mea-

surements were done immediately after the irradiation procedure and at other predeter-

mined intervals.

7.2.1 Measurement of the Sheet Resistance

This description of the dip-stick system is a summary from the work of Albers

[359] and highlights those aspects for which it is currently relevant. Sample cooling

can be done between 4.5 and 300 K. A typical time period to make a run between

these two temperatures is 6 hours at a cooling rate of 1 K/minute. Cooling is achieved

by slowly inserting the cryogenic probe, shown in figure 7.1, sealed in an evacuated
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stainless steel tube. The probe is filled with small amounts of 4He gas, to act as an

exchange gas, before insertion into a dewar filled with liquid 4He. The cryogenic probe

is slowly lowered into a dewar filled with liquid 4He using a chain driven by a computer-

controlled low gear ratio motor. The rate at which the probe is lowered into the liquid

4He is controlled in such a manner that the computer may stop movement and pause for

a period of time if the rate of cooling of the probe is too fast.

Although the sample holder could take two samples at the same time, only one

was studied during a particular run. The resistance of the sample, normally being less

than 10 MΩ, is determined by measuring the voltage across the sample and the volt-

age across standard resistors using a Prema model 5000 digital voltmeter (DVM). The

temperature of the sample is determined from a Rh/Fe resistance thermometer, whose

resistance is obtained by the Prema DVM in the same way as the resistance of the

sample.

The samples were cut into suitable sizes so that the implanted area was rectangu-

lar with dimensions of about 2.5 mm by 4 mm. To enable the use of the four-point DC

technique employed in this work, 4 thin connecting leads were attached on each sam-

ple with conducting silver paste. To connect the samples and the Rh/Fe thermometer to

room temperature, 40 SWG copper and 42 SWG manganin varnish-insulated wires are

used for the current and voltage leads, respectively. All the connections to the sample

holder are made via the vacuum feedthroughs. The samples are attached to the Cu sam-

ple holder by silicone high vacuum grease to ensure good thermal contact and the four

thin leads are soldered onto electrically isolated terminals. Similarly, the four leads for

the thermometer are soldered directly to the resistance thermometer. The Rh/Fe resis-

tance thermometer is attached to the copper sample holder on the side opposite of the

sample as shown in figure 7.1.

The measurement circuit used for the sample is shown in figure 7.2(a). By ad-

justing the voltage on the power supply and choosing a suitable buffer resistor (Rb),
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Figure 7.1: Schematic of the cryogenic probe and a cross-sectional diagram of the
copper sample holder.

the current in the circuit is set to an appropriate value, such as to obtain a voltage of

about 10 mV across the sample. Thermal emfs in the sample are cancelled out from

the measured sample voltage (Vsample) by measuring the voltage across the sample with

the current flowing in the forward and reverse directions. If the voltages across the

sample with the current reversed and in the forward direction are Vr
sample and Vf

sample,

respectively, then

Vsample = (Vf
sample − Vr

sample)/2. (7.1)

With a known value of Vstd, the resistance of the sample is calculated to be

Rs =
Vstd

Vsample
Rstd. (7.2)

The circuit used to determine the resistance of the Rh/Fe thermometer is shown in figure

7.2(b). The resistance of the thermometer is measured before (R1
therm) and after (R2

therm)

the measurement of the resistance of the sample. A LakeShore model 120 source was
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Figure 7.2: Measurement circuit diagrams used for the determination of the resistance
of (a) the sample and (b) the thermometer.

used to supply a constant current of 270 µA. Once the voltage across the standard

resistance, Vstd, and that across the thermometer, Vtherm are known, the resistance of the

thermometer is determined by

Rtherm =
Vstd

Vtherm
Rstd. (7.3)

The final resistance of the thermometer, which is an average of the two, is fitted to

known thermometer calibration data in order to obtain the temperature. The values of

the resistance and temperature are recorded by a PC-based data acquisition system and

an X-Y plotter.
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7.3 Results and Discussion

7.3.1 Simulations of the Proton Bombardment of ITO Films

Protons are the lightest possible ions and are thus suitable as a low mass probe

for various media. In the present case, using an energy of 1 MeV, the accelerated ions

are sufficiently energetic when passing through the ITO film to be subject to electronic

stopping. This statement is supported by a SRIM2003 simulation (see section 1.2) of 1

MeV protons in ITO whose results are shown in figures 7.3a and b. The actual thickness

of the film, about 610 nm, is shown in the figures and is very small in comparison with

Figure 7.3: Graphical results a of SRIM2003 simulation showing (a) the electronic
energy loss profile with distance and (b) the ion range distribution for 1 MeV protons
accelerated into an ITO thin film on float glass. The thickness of the film (610 nm) is
indicated.
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the maximum ion range as shown in figure 7.3b. Thus the protons pass through the ITO

film and are brought to rest within the substrate where direct atomic displacements will

occur near the end of the ion range.

7.3.2 X-ray Diffraction Studies

Figure 7.4 shows the results of the room temperature X-ray diffraction analysis

performed on the polycrystalline thin film samples of ITO. The main X-ray peaks arise

from the reflections by the planes (222), (400), (440) and (622) associated with the

In2O3 lattice. It is evident on examination of spectra 2 to 4 that the crystalline structure

of ITO remains unchanged as a result of 1 MeV proton bombardment over a range of

fluence from 1 to 40×1015 protons/cm2 and there are no observable signs of a phase

transition. In samples 4 (40×1015 protons/cm2) and 5 (250×1015 protons/cm2) the an-

gles at which the four main peaks occur are shifted relative to those of the unirradiated

sample. In sample 5, the peaks themselves have lower intensities. A closer examination

of the angles at which the characteristic peaks occur and the associated d-spacing for

sample 5 is presented in Table 7.1. The details from this Table reveal a small shift to

lower peak angles and a corresponding increase in the d-spacing values just after irra-

diation for each of the peaks. Subsequent X-ray diffraction analysis performed after a

month on sample 5 shows recovery of the position of the peak angles and the d-spacing

values, which are now almost similar to those of the unirradiated sample. It appears

that the irradiation process introduces strain, possibly arising from the presence of de-

fects in the film, without a phase transition or the breakdown of the lattice structure of

ITO itself. The position of the peak angles and d-spacing values associated with the

reflections from these four planes did not change much for the samples irradiated with

lower fluences. It is interesting to note that after storage in a dark desiccator for a pe-

riod of a month (see figure 7.4b), the first four samples had a similar X-ray diffraction

spectra to the unirradiated sample, while there was almost a complete recovery of the
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Figure 7.4: Graphs showing the results of room temperature X-ray spectra of selected
samples (a) immediately after proton irradiation. They are samples 1, which was unir-
radiated and 2, 3, 4 and 5 which were irradiated to a fluence of 1, 6, 40 and 250×1015

protons/cm2 at a beam energy of 1 MeV, respectively; (b) after storage for a month.

Crystallographic plane 222 400 440 622
Peak angle of unirradiated sample (degrees) 30.73 35.54 51.14 60.72

d-spacing of unirradiated sample (
0
A) 2.91 2.52 1.78 1.52

Peak angle just after irradiation (degrees) 30.19 35.01 50.51 60.23

d-spacing of irradiated sample (
0
A) 2.96 2.56 1.81 1.54

Peak angle a month after irradiation (degrees) 30.62 35.44 51.03 60.68

d-spacing of irradiated sample after a month (
0
A) 2.92 2.53 1.79 1.52

Table 7.1: Details of the peak position, in degrees, arising from X-ray reflections of
characteristic crystallographic planes associated with the In2O3 lattice before, immedi-
ately after and one month following the irradiation of sample 5 (to a fluence of 250×1015

protons/cm2).
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intensity of the X-rays peaks for sample 5, which had received the highest fluence, in-

dicating the existence of a recovery process in a heavily irradiated sample. The period

of a month after which the second X-ray diffraction study was carried out on the same

samples may not significant. Indeed, while the actual recovery period has not been

established, it probably involves a process within the ITO lattice that relieves stresses

induced by the irradiation. It has been reported elsewhere that ITO films do undergo

an amorphous-crystalline transformation on heating to temperatures as low as 423 K

[275, 360]. Structural recovery has also been reported by Shigesato and co-workers

[360] in a study where O+ ions to fluences of 1.3×1015 ions/cm2 at an energy of 80

keV (estimated by the authors result to a mean ion penetration depth of 100 nm from

a TRIM simulation) were implanted into ITO films with a thickness of about 196 nm.

This group did not however offer an explanation to account for the recovery of the

structure of the films after irradiation.

7.3.3 Optical Properties of the Substrate

In order to effectively study the properties of the ITO films on the glass substrate,

it was first necessary to examine the optical characteristics of the substrate. Figure 7.5a

shows the results of transmittance and reflectance measurements of the unirradiated

glass substrate, in the selected spectral region, carried out in preparation for the deter-

mination of the optical constants by the method [331] described in section 2.6.3. The

real and imaginary parts of the refractive index obtained are shown in figure 7.5b. The

real part of the refractive index of float glass (n2) stays practically constant at 1.4 in the

wavelength range 500 - 2000 nm but rises sharply near 350 nm close to the absorption

edge of the glass. On the other hand, the imaginary part of the refractive index (κ2) is

negligible over the same wavelength range but similarly rises at the point where the ab-

sorption edge of the glass is approached. Figure 7.5c shows the values of the absorption

coefficient in a similar spectral region. There is negligibly small absorption in the entire
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(a)

(b)

Figure 7.5: (a) Transmittance (T ) and reflectance (R) spectra of a 2.5 mm thick float-
glass substrate. (b) Calculated values of the real part (n2) and imaginary part (κ2) of the
refractive index and the absorption coefficient as a function of wavelength from mea-
surement of the transmittance and reflectance of the float glass substrate spectra shown
in figure 7.5a.
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wavelength region studied, except near the absorption edge of this material where the

absorption increases rapidly with reducing wavelength. The optical indices of glass are

used in the following subsection to determine the indices of the film and subsequently

the film thickness.

7.3.4 Optical Properties of the ITO Films

The thickness of the films obtained by the optical interference method (described

in section 2.6.4) before and after the irradiation of the various implanted regions was

similar for the low fluence samples. The thickness of the unirradiated film was found to

be 610 nm. This differs little (within 1%) from the respective thickness of the films ir-

radiated with 1×1015, 6×1015 and 40×1015 protons/cm2, namely, 608, 612 and 617 nm.

By contrast, however, the thickness for the sample irradiated with the highest fluence,

250×1015 protons/cm2, was 463 nm indicating that material is lost from the surface

by an unknown mechanism. An attempt was made to use profilometry to determine

the film thickness. A measurement on an unirradiated sample yielded a result of 480

nm, thus being significantly lower than that of the optical measurement. It is consid-

ered that the etching process did not fully remove the film to the substrate owing to its

well-known property of excellent adhesion to glass substrates. This method was not

attempted further.

The results of the transmittance measurements carried out after the irradiation

experiments at ambient and 373 K are shown in figure 7.6. The effect of irradiation

by the proton beam is clearly seen as a reduction in the transmittance by inspection of

the spectrum of the unirradiated sample relative to the first sample irradiated at both

ambient temperature and 373 K. Substantial reductions in the transmittance are ob-

served with increase in fluence for the RT irradiation but considerably smaller effects

are observed at 373 K.

The sample irradiated at RT was re-examined a month later. The optical trans-
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Figure 7.6: Transmission spectra of selected ITO samples with varying proton fluence
after irradiation with 1 MeV protons at: I - near RT (a: unirradiated, b: 1×1015, c:
6×1015, d: 40×1015, e: 190×1015, f: 215×1015, g: 250×1015 ions/cm2); II - 373 K
(h: unirradiated, i: 6×1015, j: 40×1015 k: 120×1015, l: 190×1015, m: 215×1015, n:
250×1015 ions/cm2). Optical spectra measured at RT. The spectrum between that for
the unirradiated sample (h) and that for sample i has been omitted in II for better clarity.

mittance studies, figure 7.7a, showed the development of a long tail towards the longer

wavelengths for the sample with the largest fluence, spectrum e in this figure. The trans-

mittance in the visible region is higher than that measured immediately after irradiation,
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indicating some degree of recovery. This is likely to be related to the recovery in the

d-spacing values and the peak angles discussed in the results of the X-ray analysis in

subsection 7.3.2. There was no significant change in the spectra of the other samples.

The optical indices of the irradiated films were determined as described in sec-

tion 7.3.3 using the data presented in figure 7.5. Figure 7.7b shows the real (n1) and

imaginary (κ1) parts (related by equation 2.72) of the refractive index of the films cal-

culated from the experimental spectra in the transparent region and fitted to the Cauchy

relation, equation 2.78, for extrapolation to other regions. The imaginary part of the re-

fractive index (κ1) and hence the absorption coefficient, α (= 2kκ/c), for the ITO films

remains low in the visible region of the spectrum except for the sample which received

the highest fluence. This low values of α account for the high optical transmittance in

the 400 - 1100 nm spectral range and demonstrates a fairly high tolerance to irradiation

damage. However, the absorption coefficient steadily rises towards the infrared spectral

range.

Figure 7.8 shows the variation of absorption coefficient, at 550 nm, with irradi-

ation time (fluence) of the ITO films irradiated near RT and at 373 K. A three stage

growth mechanism in the absorption coefficient with irradiation time is present for the

samples irradiated near RT. There is an initial increase in the absorption coefficient

followed by a monotonic growth to a point where it is marked by yet another rise.

The absorption coefficient behaviour for the samples irradiated at 373 K, shown in the

same figure, has a growth curve with a nearly flat saturation region and the absorption

coefficient rises only slightly by the time the highest fluence has been attained. The

discussion in taken up further in subsection 7.3.7 where a wider correlation with other

observed properties is made.
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(a)

(b)

Figure 7.7: (a) The optical transmittance of irradiated ITO thin films after storage for
about a month (a : unirradiated, b : 1×1015, c : 6×1015, d : 40×1015, e : 250×1015

ions/cm2). (b) The real (n1) and imaginary (κ1) parts of the refractive index as a function
of wavelength for selected samples 1 : unirradiated, 2 : 1×1015, 3 : 6×1015, 4 : 40×1015

and 5 : 250×1015 ions/cm2. The calculations were performed using the data from I in
figure 7.6. The curves for both optical indices are represented by the same type of lines.
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Figure 7.8: The variation of the absorption coefficient in the middle of the visible region
(at 550 nm) with irradiation time obtained for two similar samples near RT and at 373
K, represented by circles and squares, respectively.

7.3.5 Model of Defect Growth Behaviour

It has already been mentioned in the previous subsection that the growth of the

absorption coefficient with fluence (time) for the ITO films show a three stage growth

process. It resembles the well-known behaviour of the F centre growth kinetics in

irradiated alkali halides near room temperature and can therefore be similarly modelled

[95]. A model in which complementary defects x and y are produced by a primary

mechanism, one of which is stable and the other mobile, associated with a mechanism

of heterogeneous nucleation of the mobile defects by pre-existing defects or impurities

to form clusters was employed to study the growth behaviour.

dx
dt
= g − σxy, (7.4)

dy
dt
= g − σxy − σys0 − σ1ys1 − σ2ys2 − σaya + σd s2, (7.5)

ds0

dt
= −σys0, (7.6)
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ds1

dt
= σd s2 − σ1ys1 + σys0, (7.7)

ds2

dt
= σ1ys1 − σd s2 − σ2ys2, (7.8)

da
dt
= σ2ys2. (7.9)

x and y represent the concentration of the immobile and mobile defects, respectively. a

represents the concentration of immobile aggregates of the mobile defects, g the con-

centration of defects produced per unit time, s0 the pre-existing defects. s1 and s2 stand

for the concentrations of defect centres after capturing one and two mobile defects, re-

spectively. The common capture rate for the mobile with the immobile defects and the

s0 centres is σ. In the present work different capture rates of the mobile defects with

the s1 and s2 centres, namely, σ1 and σ2, respectively, are used. For aggregated centres

the capture rate is σa = n2/3
a σ, where na is the average number of the mobile centres

per cluster. σd is the detrapping rate for the thermal bleaching of the s2 centres.

The initial conditions are such that the parameters representing concentrations

are set to zero except s0. However, the formulation of this model does not explicitly

include the effects of temperature on the growth kinetics of the defects. Introduction of

temperature coefficients brings in the multiplicative factor exp(−Em/KBT ) on σ, where

Em is the migration energy of the mobile defects, KB is the Boltzmann constant and T

the temperature in Kelvin. Detrapping is also expected to be temperature dependent,

hence σd = σd0exp(−Ed/KBT ), and is assumed to occur from the s2 centres with an

activation energy of Ed. The inclusion of such temperature coefficients in the defect

growth kinetics was successfully done elsewhere by Comins and Carragher [49], which

accounted for the transition into the saturation region in the growth curves for alkali

halide crystals doped with divalent cations (see section 1.3.11). The next step is then

to solve the six ordinary differential equations simultaneously by a numerical method

with the prescribed initial conditions. Figure 7.9 shows the results of the simulations,

which are in qualitative agreement with the experimental data in figure 7.8. More detail
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Figure 7.9: Simulation of the variation of the defect concentration of x centres with
irradiation time at different temperatures, near RT (solid line) and 373 K (dashed
line). The following parameter values have been used in the simulation: σ =

1.6 × 10−13exp(−Em/KBT ) cm3 s−1, Em = 75 meV; g = 1016cm−3 s−1; σd =

7.1×105exp(−Ed/KBT ) s−1, where Ed = 0.12 eV; σ1/σ = 1.0, σ2/σ = 0.02; s0(0) =
3×1015cm−3, where s0(0) stands for the density of pre-existing defects at time (t = 0).

on the program used to solve the equations is provided in appendix B.

Figure 7.10 shows the behaviour of the variation of the change in absorbance

with wavelength for various irradiation fluences. The following discussion is similar

to the work carried out by Connell et al. [361] on the implantation of diamond. For

present purposes it is necessary to stress some points from the Mie theory [321]. For

simplicity, consider the case of spherical particles with average radius R, where in the

limit of small particles R � λ. If the extinction is dominated by absorption then the

absorbance

A ∝ 1
λ
, (7.10)

and if scattering dominates

A ∝ 1
λ4
. (7.11)
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Figure 7.10: Relationship between the irradiation induced absorbance difference (A)
and wavelength for various irradiation fluences: 6, 40 and 250×1015 protons/cm2. The
1/λ dependence is associated with cluster absorption.

The irradiation induced absorbance is obtained by correcting for the absorbance of the

unirradiated film. It is observed, if one neglects the interference patterns in the region

between 450 - 750 nm, that the irradiation induced absorbance (A) shows a near 1/λ2

dependence for the samples irradiated with fluences of 6 and 40×1015 ions/cm2. It is

not immediately obvious why the 1/λ2 dependence is observed in the electronically

modified film and the most likely explanation is a transition stage between small par-

ticle scattering described by equation 7.11, displaying 1/λ4, and that corresponding to

the 1/λ dependence of equation 7.10 associated with small particle absorption. The

change in the absorbance for the lowest fluence, 1×1015 ions/cm2, is relatively small

and hence not considered. At the highest fluence, 250×1015 ions/cm2, the radiation

induced absorbance-wavelength dependence changes to 1/λ suggesting that the forma-

tion of clusters, predicted by the defect growth model, is now mainly responsible for

the darkening of the films within the irradiated spot.
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7.3.6 Results of the Resistance-Temperature Measurements

The results of the sheet resistance versus temperature measurements shown in

figure 7.11 indicate that the ITO films exhibit a typical metallic behaviour since the

resistance of the samples decreases as the temperature is lowered. This is because the

decrease in the temperature reduces the phonon component of scattering of the charge

carriers. All the samples attain a residual sheet resistance at liquid helium tempera-

ture that appears to be dependent on the irradiation fluence and hence the active charge

carrier dopant concentration. The residual sheet resistance for samples it000 (unirradi-

ated) and it115 (irradiated with a fluence of 1×1015 protons/cm2) are almost identical

below 200 K perhaps due to the small irradiation fluence difference between them. The

overall difference in the behaviour of the two samples is considered small and thus not

discussed further. The general increase in the sheet resistance of the films with higher

proton fluence observed for the samples in this figure is further discussed in the next

subsection where all possibly correlated optical and electrical effects are presented.

Figure 7.11: Graph showing resistance-temperature behaviour of selected ITO film
samples after irradiation. it000 is unirradiated, while it115, it416, it2516 are irradiated
with proton fluences of 1, 40 and 250×1015/cm2, respectively.
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7.3.7 Correlation between the Optical, Structural and Electrical Properties

The behaviour of the absorption coefficient curves as a function of irradiation

fluence, in figure 7.8, is explained further as follows. The steady increase in the absorp-

tion coefficient, at the intermediate stage on the curve obtained for the RT irradiations,

could indicate a transition to a different form of dominant defect from the initial type.

The growth stabilizes momentarily and likely transforms to a yet higher defect form

responsible for the increase in the absorption coefficient curve for the largest fluence

region. The relationship between the fluence and absorption coefficient appears sim-

ilar to the well known F centre growth curve seen in the study of alkali halides. It

is not entirely unexpected since more damage should be retained on implantation at a

lower temperature as shown by the difference in values of absorption coefficient in the

results of the irradiation near RT and at 373 K for similar fluence. When the sample

is irradiated at a temperature higher than RT, the defects created are perturbed by lat-

tice vibrations from the external thermal source. This leads to diffusion and hence the

annihilation of an appreciable number of defects created via recombination with their

complements or trapping by other forms of structural defects during the irradiation pro-

cess. At lower temperature, the effects of lattice vibrations on the defects created are

reduced with the result that relatively larger defect densities are retained and hence the

absorption coefficient values are higher. The behaviour of the two growth curves and

their temperature dependence has been modelled by a set of equations, given earlier

in subsection 7.3.5, and shows qualitative agreement with the experimental data of the

absorption coefficient. There are three stages of the growth curve. Stage I involves the

trapping of the mobile defects, forming the s1 centres at extrinsic defect points, e.g. at

impurities. This stage is considered to be relatively stable. The next stage (II), in which

two mobile defects are trapped forming the s2 centre is unstable compared to the initial

stage. Of the three stages, the last one (III), which involves the trapping of more than
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two mobile defects culminates into the formation of relatively large clusters assumed

to be stable.

X-ray diffraction analysis shows that no structural change occurs following ir-

radiation with low proton fluences and indeed significant recovery from the reduction

in peak intensity is observed at the highest fluence. The continued irradiation leads to

progressive darkening of the films with higher proton fluence resulting ultimately in the

formation of defect clusters. This can be inferred from the results of figure 7.10, where

it can be seen that the absorption mechanism displays a 1/λ dependence linked to the

formation of such clusters for the most heavily irradiated sample (250×1015 ions/cm2).

The present measurements although indicating the generation of defect clusters

do not provide information on their composition. In this context, darkening effects in

ITO films have also been studied by other workers. Fan and Goodenough [362], using

XPS, suggested the formation of a Sn304-like phase in as-grown ITO films. This sug-

gestion was later disputed by Wu and Chiou [363] who also studied sputter deposited

ITO films using XPS and found no evidence of the presence of this phase. The latter

group attributed the darkening of the films to the variation of the content of oxygen dur-

ing the deposition. Lowering the amount of oxygen was found to result in darker films.

The work most relevant to the present study is that of Shigesato et al. [273] involving

the implantation of ITO films with 33 keV protons and 80 keV oxygen ions. The en-

ergies of the ions were selected to ensure they were embedded within the films thereby

causing maximum atomic displacements. Shigesato and co-workers, drawing on the

work of Fan and Goodenough, suggested that the presence of the Sn304-like phase was

the cause of the darkening effect. However, this conclusion was not substantiated with

XPS or other independent techniques.

There are two possible reasons for the increase in the sheet resistance. The first

one especially noted in the higher fluence regime and mentioned earlier in subsection

7.3.4, is the loss of material from the surface of the films. The results of such losses
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would be enhanced surface roughness [364] leading to an increase in the sheet resis-

tance of the films with rising irradiation fluence. Secondly, additional resistance would

occur via carrier scattering by the clusters formed.

7.4 Summary and Discussion

The use of 1 MeV protons to irradiate ITO thin films has been found to domi-

nantly create defect and defect clusters by an electronic mechanism, leaving the basic

structure of the ITO films unchanged. These conclusions are supported by a SRIM2003

simulation, which shows that the energy of the proton beam is such that the mean

penetration depth is considerably larger than the thickness of the films. Thus nuclear

stopping will occur in the glass substrate. This is consistent with the X-ray diffraction

analysis of the samples, which show almost no change in the intensity of the peaks that

characterize the ITO lattice structure for samples irradiated with proton fluences below

250×1015/cm2. At the highest fluence, namely 250×1015/cm2, the peak angles at which

the four characteristic X-ray reflections occur are slightly shifted to lower angles and

there is a corresponding increase in the associated d-spacing values and a reduction in

the peak intensity. The shift is attributed to strain introduced by the presence of defect

clusters arising from the high fluence irradiation of the film. A subsequent check on two

irradiated samples, which received fluences of 40 and 250×1015/cm2, showed recovery

of the d-spacing values when investigated again by the X-ray diffraction analysis after

storage for a month. The intensities of the X-ray peaks for the sample irradiated with

250×1015 protons/cm2 also recovered to a considerable degree. This check suggests

that a structural recovery process occurs after the irradiation experiment. The detailed

nature of the clusters is not known. Further work is needed to attain a deeper under-

standing.

The optical indices of the unirradiated float glass substrate supporting the ITO

films have been determined. The real part of the refractive index stays practically con-
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stant at about 1.4 over the entire spectral region studied, but rises steeply near the ab-

sorption edge of glass. The imaginary part is generally very small over a similar spectral

region. The absorption coefficient has been found to be much lower than that of the ITO

films. This information permitted the optical indices of the films to be determined. The

optical indices of the films show fluence dependence and little dispersion over large

regions of the infrared and part of the visible spectrum.

Irradiation of the ITO thin films with successively increasing proton fluences

at RT leads to a three stage growth of the absorption coefficient. At higher irradiation

temperature (373 K), the rate of growth of the absorption coefficient with increasing flu-

ence is significantly diminished and the second stage is lengthened with the third stage

barely visible. Using a model previously applied to the growth of F centres in alkali

halides near room temperature but modified to take into account the effect of temper-

ature, the growth kinetics of the absorption coefficient of the ITO films with fluence

(irradiation time) and hence of the defect production processes at the two temperatures

are qualitatively reproduced.

An examination of the radiation induced absorbance versus wavelength behaviour

with increasing proton fluence reveals a change from a near 1/λ2 dependence, probably

related to a transition stage in the extinction mechanism, to a 1/λ dependence, where

the latter is associated with absorption by clusters. The darkening of the ITO films, an

observation made in the present work coinciding with the reduction of transmittance, is

thus ultimately linked to the formation of the clusters. The sheet resistance of the unir-

radiated ITO film sample decreases when the temperature is lowered representing typ-

ical metallic behaviour as the effect of phonon scattering on charge carriers is reduced.

Selected samples irradiated with higher proton fluences show a similar behaviour but

have a higher sheet resistance. Two possible reasons emerge from the current work that

could lead to the rise in the sheet resistance. The first one is the creation of disorder

introduced by the removal of material from the surface of the films causing roughness
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and hence scattering of the charge carriers. The second reason, whose effect would also

enhance scattering of charge carriers, is the formation of clusters that form in the high

fluence regime.
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Chapter 8

Studies of the Properties of Polycrystalline Magnesium Fluoride Films

8.1 Motivation and Scope of Work

The scope of this work is to study the electrical and to some extent optical and

structural properties of polycrystalline magnesium fluoride (PMF) films prepared by

thermal beam evaporation. The conductivity was increased by implantation with Mg-

ions, annealing in a slightly reducing atmosphere and co-deposition with AlF3. The

initial work was motivated by metal-insulator transitions observed in granular materi-

als. The use of ion bombardment and annealing in a reducing atmosphere was therefore

proposed to see if the resistivity could be analyzed using the well known theories and

formalisms attributed to metal-insulator transitions in granular materials. The product

would be useful technologically if successful [161, 164]. The physics aspects of the

application were unfortunately hindered by irreproducibility thus preventing a satis-

factory analysis of the results. Although the production of films was successful they

contained defects such as grain boundaries among others and it is these factors, as will

be discussed, that lead to irreproducible results. Further work was therefore terminated

and the efforts redirected to other areas. This work was not very successful but has been

included for completeness sake because of the investment of time and effort.
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8.2 Preparation of PMF Films

8.2.1 Substrate Preparation

Pyrex and fused silica glass substrates were cut to 8×25 mm2 to enable them fit

into slots on the substrate holder of the thermal evaporation unit (see section 8.2.2). The

Pyrex glass substrates were subjected to a flame polishing process schematically shown

in figure 8.1a to remove scratch and polishing marks. Both types of substrates were then

cleaned using suitable solvents in an ultrasonic bath and finally dried in a refluxing

ethanol system. All the substrates were then coated with evaporated thin conducting

palladium metal film electrodes (see the electrode pattern in figure 8.1b) which, unlike

thin gold metal film electrodes, were found not to peel off during annealing at high

temperatures.

8.2.2 Thermal Evaporation Unit

Figure 8.2 shows a schematic diagram of the thermal evaporation unit used for

the deposition of the polycrystalline magnesium fluoride (PMF) films. The vacuum

chamber is evacuated in sequence by the various pumps as shown. Deposition on as

many as 16 substrates could be made during one evaporation run. The various substrates

are brought into the correct deposition position with the aid of a handle that rotates a

circular disk attached to the substrate holder. The substrate temperature was adjusted

by a combination of a heater and a liquid nitrogen bath.

This unit can be pumped down to 10−7 Torr in 4 - 5 days and a pressure in the re-

gion of 10−5 Torr is normally maintained during the deposition. There are two separate

thermal ovens that can be used in a situation where two materials are to be co-deposited.

The ovens are placed opposite each other, positioned and angled so that each thickness

monitoring unit only receives the evaporant from one oven at any given time while both

beams are deposited on the substrate.
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Figure 8.1: (a) Diagram of the flame polishing process applied to the substrates used
in PMF film deposition. (b) Top-view diagram of PMF film on pyrex glass/fused silica
substrate with palladium electrodes.

In preparation for the deposition of the films, the substrates are cooled or heated

to the required temperature. The thermal evaporation ovens and the film thickness

control units are turned on about an hour before deposition to allow for the control

electronics to stabilize. Water cooling of both the shutters and the oven environment

was used to prevent mechanical failure of the former due to excessive heating. The

evaporation temperatures are raised slowly to outgas the ovens until the actual deposi-

tion rate needed is reached. Finally, with the correct substrates in place, the oven and

substrate shutter are opened for the deposition.

The PMF films were deposited onto fused silica or glass substrates, held at liq-
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Figure 8.2: Schematic cross-sectional diagram of the thermal evaporation unit used for
the deposition of the PMF films on to pyrex and fused silica glass substrates.

uid nitrogen temperature (LNT). Sample thickness was varied from 200 to 1000 nm,

depending on the applications for which they were intended, by adjusting both the

oven temperature to alter deposition rate or the time. As previously mentioned, thick-
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ness monitoring units were employed to check the evaporation rate and measure the

thickness during the deposition and the MgF2 vapour pressure in the chamber was not

allowed to exceed 10−5 Torr during the entire period of the deposition of the PMF films.

A second coating of palladium was then deposited on top of the PMF film in the same

pattern as the previous electrodes deposited on the substrate so that the ends of the

PMF film were sandwiched (see figure 8.1b), before the resistance measurements were

carried out.

MgF2 and AlF3 were co-deposited on glass substrates using the two thermal

ovens shown in figure 8.2. The composition of the films was varied using different

evaporation rates from the thermal ovens. As opposed to ion implantation where the

dopant ions were accelerated into the host material leading to radiation damage, ther-

mal co-evaporation and the subsequent quenching of the vapour mixture was expected

to produce a relatively defect free mixture of the two materials on the cooled sub-

strate.

8.2.3 Resistance Measurements

A Keithley 617 electrometer capable of measuring very high resistance was used

in the two point probe configuration shown schematically in figure 8.3. The film sample

was placed on a high resistance teflon block that employed copper contacts coated

with indium as the electrodes. All resistance measurements were performed at room

temperature between 18 and 250C and a correction for the resistance of the substrates

was made.

8.2.4 Ion Implantation of the Films

Ion implantation of PMF films, with Mg+ ions, was carried out at the Schonland

Institute of Nuclear Sciences (SRINS) using the ion implanter described previously in

section 3.4. In the first instance, various fluences of Mg+ ions with a fixed energy
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Figure 8.3: Schematic cross-sectional diagram of the resistance measurement setup.

of 100 keV were used, while in the second case the fluence was kept constant and

different acceleration energies were employed, in order to attain a range of different

mean penetration depths. All the implants were performed at LNT.

8.2.5 Ion Milling of the Films

Ions implanted into the PMF films would normally come to rest below the surface

if the ion energy is not sufficiently large to enable them pass right through. To achieve

ohmic contact with the implanted ions, a thin layer of surface material of the films

has to be removed. Figure 8.4 shows a diagram of the milling unit, which uses argon

gas to trim the edges of the films at an angle and hence expose the implanted layer.

Silver paste was applied on to the exposed layer, as an electrode, before the resistance

measurements were carried out.
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Figure 8.4: Schematic cross-section diagram of the argon gas mill.

8.2.6 Reduction of the Films

Two further approaches were employed in an attempt to reduce the high resistiv-

ity of the PMF films of the unimplanted samples. In the first case annealing at various

temperatures under an atmosphere of 96% N2 + 4% H2, illuminated with a UV light

source prior to passage into a standard open ended furnace, was performed. The hy-

drogen gas was supposed to act as a reducing agent, while the purpose of the UV light

was to ionize the gas mixture before passing it over the preheated sample in the range

373 - 773 K. The second case involved the use of potassium pellets that were inserted

in a specially made fused silica glass reaction tube together with a PMF film sample in

a nitrogen filled glove box. The use this glove box was intended to minimize oxidation

of this reactive metal. The fused silica glass tube was then sealed with a stopper before

being heated in a standard enclosed box furnace to about 723 K. It was expected that

the highly reactive potassium vapour would react with the fluorine and hence introduce

free carriers in the PMF matrix, leading to an improvement in the conductivity.
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8.3 Results and Discussion

8.3.1 Summary of Prepared Selected Samples and Their Identities

Table 8.1 provides details of selected samples, whose properties are discussed in

the subsections that follow.

Sample identity Thickness (nm) Comments
1 250 Ion implanted with 100 keV Mg+ ions
2 500 Ion implanted with 100 keV Mg+ ions
3 1000 Ion implanted with 100 keV Mg+ ions
4 500 Analyzed by X-ray diffraction
5 500 Annealed in 96%N2 + 4%H2

6 300 Annealed in 96%N2 + 4%H2

7 200 Annealed in 96%N2 + 4%H2

8 1000 Annealed in 96%N2 + 4%H2

9 300 Reduced with potassium ions
10 250 Ion implanted with 50 keV Mg+ ions
11 500 Ion implanted with 75 keV Mg+ ions
12 1000 Ion implanted with 100 keV Mg+ ions
13 250 Ion implanted with 100 keV Mg+ ions
15 500 Ion implanted with 100 keV Mg+ ions
16 1000 Ion implanted with 100 keV Mg+ ions
18 250 Ion implanted with 100 keV Mg+ ions
19 500 Ion implanted with 100 keV Mg+ ions
20 1000 Ion implanted with 100 keV Mg+ ions
21 200 Co-deposited with AlF3 - 6%
22 200 Co-deposited with AlF3 - 10%
23 200 Co-deposited with AlF3 - 16%
24 200 Co-deposited with AlF3 - 19%
25 500 Co-deposited with AlF3 - 6%
26 500 Co-deposited with AlF3 - 10%
27 500 Co-deposited with AlF3 - 16%
28 500 Co-deposited with AlF3 - 19%

Table 8.1: Details of selected PMF film samples as-grown, ion implanted, and co-
deposited with AlF3 at LNT. Samples 10 - 13, 15 - 16 and 18 - 20 (deposited dur-
ing a single evaporation run) were implanted with Mg+ ions to a fluence of 100×1015

ions/cm2.
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8.3.2 Results of SRIM2003 Simulations of the Mean Depth of Ions Implanted

into PMF Films

Figure 8.5 shows the results of a SRIM2003 simulation for 50, 75 and 100 keV

Mg+ ions implanted into the PMF films. The expected mean penetration depths for the

50, 75 and 100 keV Mg+ ions are 72, 107 and 147 nm, respectively. The choice of the

energies of the ions was such that the accelerated ions would remain in the films, which

could allow the formation of agglomerates during annealing.

Figure 8.5: Graphical SRIM2003 simulations showing the range of 50, 75 and 100 keV
Mg+ ions used in the implantation of the PMF films plotted on the same scale.

8.3.3 Results of the Structural Analysis

As may be seen from the X-ray spectrum of a 500 nm thick sample in figure 8.6a,

the as-grown PMF films are polycrystalline and exhibit preferred orientations. Films

of different thicknesses from the same evaporation run showed similar features in the

X-ray diffraction spectra. The preferred orientations appearing on the X-ray spectrum
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(a)

(b)

Figure 8.6: (a) X-ray diffraction spectrum of a 500 nm (sample 4, Table 8.1) thick
PMF film deposited on a pyrex glass substrate at LNT. The symbols t and c stand for
tetragonal and cubic phases present in the polycrystalline sample. Measurements were
performed at RT. (b) Photograph of a 375×375 µm2 region of the surface of the PMF
film sample on pyrex glass substrate taken at RT using a camera attached to an optical
microscope. This is the same sample whose X-ray diffraction spectrum appears in (a)
above (1 cm : 34 µm).
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are primarily due to reflections from the larger crystallites on the film. Figure 8.6b

shows a microphotograph of the surface of the same PMF film sample as analyzed by

X-ray diffraction. Crystallite sizes larger than 100 µm in width, together with the grain

boundaries separating them, are clearly seen on this picture. The information from

this picture confirms the results of the X-ray diffraction studies in establishing that the

magnesium fluoride films grown by the thermal evaporation unit are polycrystalline.

8.3.4 Results of the Annealing Studies in a Slightly Reducing Atmosphere

Resistivity-temperature measurements were made, in a slightly reducing atmo-

sphere (96% N2 + 4% H2), on several unimplanted samples to determine the best con-

ditions for annealing the PMF films. The oven was set to predetermined temperatures

before the samples were inserted. Figure 8.7 shows the results of a typical behaviour

of the resistivity as a function of annealing temperature found for the samples, for the

same period of 1 hour. The resistivity of a 500 nm PMF film sample (sample 5, Table

8.1), measured at RT, was at its minimum after annealing near 748 K. This temper-

ature was taken as the optimum annealing temperature. The reduction in resistivity

occurs due to several reasons. Annealing would basically drive off adsorbed gases and

water vapour at low and medium temperatures. A variety of simple defects may start

to diffuse in the same temperature range, with their mobility being enhanced as the

annealing temperature is raised further. Since the films are grown by vapour quench-

ing there is a possibility of a process such as stress relaxation along adjoining grain

boundaries due to lattice vibrations. This process may lead to the removal of the grain

boundaries and effectively growth in the crystallite size. All these mechanisms lead to

lower values of the resistivity. As the temperature is raised even further, defect aggre-

gation leads to the formation of extended defects which would be responsible for the

increase in the resistivity. Three samples of different thicknesses were then held at 748

K in the slightly reducing atmosphere for periods of up to 48 hours. The resistivity
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Figure 8.7: Graph showing the variation of resistivity with annealing temperature for
a 500 nm thick as-grown PMF film sample (sample 5, Table 8.1). The resistivity mea-
surements were performed around RT.

was again measured after allowing the samples to cool to RT each time, before being

heated further. It was observed that the resistivity of all the three samples increased

if the annealing was performed beyond 24 hours. The results are shown in figure 8.8.

Both the annealing period of 24 hours and the temperature (748 K) at which the lowest

resistivity was attained may be specific to the particular experimental conditions during

the deposition process. However, because the resistivity of the three randomly selected

samples showed similar behaviour on annealing, this presumed optimum anneal period

and temperature are considered to be reasonable. Therefore unless otherwise specified,

all other annealing experiments were performed at 748 K for 24 hours.



251

Figure 8.8: Graph of variation of the log of the resistivity with annealing time in a
slightly reducing atmosphere (96% nitrogen and 4% hydrogen) performed at 748 K
of samples 6, 7 and 8 of thickness 300, 200 and 1000 nm respectively. All resistance
measurements were performed between 291 and 298 K.

8.3.5 Results of the Optical Studies

Figure 8.9 shows the transmittance as a function of wavelength for samples 18,

19 and 20 before and after implantation with 100 keV Mg+ ions to fluences of 1017

ions/cm2 at LNT. These three samples were deposited on fused silica substrates be-

cause pyrex glass has a fundamental absorption edge near 350 nm and would therefore

mask the absorption of the PMF films, which are expected to show an absorption edge

at shorter wavelengths in the UV. It was, however, observed that the absorption edge

of the PMF films occurred at longer wavelengths compared to pure single crystals pos-

sibly indicating an appreciable density of as-deposited defects. All the three samples

analyzed exhibit interference patterns before implantation indicative of a good degree

of thickness uniformity (see figure 8.9a). Figure 8.9b shows that the interference pat-
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Figure 8.9: Transmission spectra of samples 18, 19 and 20 with thickness of 250, 500
and 1000 nm respectively (a) before and (b) after ion implantation with 100 keV Mg+

ions to fluences of 1017 ions/cm2 at LNT (see Table 8.1). The transmittance measure-
ments were carried out at RT.

terns are almost completely removed by the specified ion implantation. The explanation

for this would be due to sputtering from the surface of the samples, during the implan-

tation process. Sputtering would lead to the removal of surface material in an irregular

manner resulting in non-uniform thickness of the films. This is evident as the trans-

mittance of the films, which are now thinner (samples 19 and 20) and have absorption

edges that are blue shifted. The periodic nature of the interference patterns can still be

observed in the transmittance spectrum of sample 18, but are reduced in intensity and
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Figure 8.10: Graph showing the changes in transmittance after the 24 hour annealing
period for samples (a) 18 and (b) 19 at the temperatures indicated. The transmittance
measurements were carried out at RT.

its absorption edge is broadened.

Colloid formation due to the aggregation of the metal ions in the three samples

as a function of annealing temperature was expected for sufficiently high annealing

temperatures. However, only a small change in the transmittance spectra of the Mg+ ion

implanted samples was observed on annealing at various temperatures for samples 18

and 19 whose optical transmittance spectra are shown in figure 8.10a and b respectively.

In general the small change in transmittance indicated that there was no aggregation

leading to the formation of Mg colloids in the PMF films.
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Sample ID Fluence (×1015 ions/cm2) Resistivity (×106 Ohm cm)
1 (250 nm) 10 (61.5)15[9.5]
2 (500 nm) 100 (15)7.7[6.9]

3 (1000 nm) 176 (67.5)110[32.4]
13 (250 nm) 100 (77.5)20[17]
15 (500 nm) 100 (105)17.5 [16.6]

16 (1000 nm) 100 (72.5)120 [75]
18 (250 nm) 100 (65)30[28]
19 (500 nm) 100 (82.5)20[19.5]

20 (1000 nm) 100 (58)83[60]

Table 8.2: Results of resistivity measurements at RT of samples implanted with various
fluences of Mg+ ions at 100 keV at LNT. Samples 13, 15, 16 and 18 - 20 were prepared
during a single evaporation run. Values of the resistivity in brackets, unbracketed and in
square brackets were measured before, after ion implantation and annealing at standard
conditions, respectively.

8.3.6 Results of the Resistivity Measurements

Table 8.2 sums up the results for 100 keV Mg+ ion fluences used and the re-

sistivity measurements before (in brackets), after ion implantation (unbracketed) and

annealing (in square brackets) for the same samples (samples 18 - 20, Table 8.1) whose

optical transmittance studies are discussed in section 8.3.5. Samples 13, 15 and 16

with similar thickness, which were implanted under similar conditions during the same

experiment are displayed for comparison purposes. Another set of samples (1, 2 and

3) with similar thickness but which received varying fluences of the same energy are

also included. It should be noted that the calculations of the values of the resistivity as-

sume that the film thickness are uniform and of the same value as at deposition. There

are changes in the values of the resistivity in these three sets of samples that appear

to be inconsistent with the fluence. The decrease (for samples 13 and 18 ) or increase

(for samples 16 and 20) in the resistivity, after ion implantation, for samples of similar

thickness that were prepared during the same evaporation run is not monotonic. The

non-uniform change in the values of the resistivity also applies to first set (samples 1 -
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3, Table 8.2), prepared during a different evaporation run. Therefore an increase in the

fluence of the implanted ions does not necessarily translate to a decrease in the resis-

tivity of the films. Sputtering, and not ion implantation, is considered to be the main

reason for the increase in the resistivity as it leads to the creation of lattice disorder and

non-uniformity on the surface of the films. A closer look at this table shows a trend in

the two sets of samples from the same evaporation run that indicates that the resistiv-

ity of the relatively thinner films generally decreased on ion implantation. This could

possibly be explained as follows. The top and bottom contact electrodes (see figure

8.1b) are separated by less material in the case of the 250 and 500 nm films compared

to the 1000 nm film and hence an increase in charge carriers is likely to be noticeable

in the thinner films. There was however a decrease in the resistivity every time that

all the samples (listed in Table 8.2) were annealed at the presumed optimum condition

(24 hours at 748 K) in a slightly reducing atmosphere. This is mainly attributed to the

removal of grain boundaries on annealing. Other factors such as reduction by the 96%

N2+4% H2 gas could also play a role.

Substrates (pyrex and fused silica glass) used during the deposition of the virgin

samples may in some cases have an effect on the resistivity of the films depending on the

lattice mismatch at the film/substrate interface. However, the effect of the two different

substrates on the resistivity in the present work is not immediately obvious, probably

because the mechanism of the growth of the films during deposition and subsequently

the formation of defects as a result of annealing are similar.

The results of reduction with potassium ions on a number of as-grown PMF films

produced a lowest resistivity of 9000 Ohm cm (sample 9, Table 8.1) in this work. This

study was not taken further as it proved to be very irreproducible.

The results of the resistivity studies involving thermal co-deposition of magne-

sium fluoride with aluminium fluoride are shown in figure 8.11. The values of the resis-

tivity go through a minimum at a dopant level of about 10% for the samples prepared
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Figure 8.11: Graph showing the logarithm of the resistivity for samples doped with dif-
ferent concentrations of AlF3. Open squares : thickness 200 nm; open circle : thickness
500 nm.

during two different evaporation runs. However, the results of the change in resistivity

were not dramatic. One possible explanation is that may be a tendency for the cre-

ation of charge equilibrium on the sites where the dopant ions are situated resulting in

few net charge carriers. This could be similar to the well known mechanism of charge

compensation in single crystals [15].

8.4 Summary and Correlation with Optical Properties

Uniform PMF films have been deposited on pyrex and fused silica glass sub-

strates held at LNT using a thermal evaporation method. The results presented in this

chapter seem difficult to interpret as properties such as resistivity appear to be depen-

dent on the history of preparation of the samples in a complex or irreproducible way.

What seemed to be identical evaporation conditions lead to different values of the re-
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sistivity of the as-grown films of similar thickness. The difference in the values of the

resistivity for samples deposited during the same evaporation run varied by a factor of

7 in the extreme case.

Sputtering during the process of implantation, particularly for large fluences, has

a significant effect on the PMF film samples as can be seen on the changes in the

optical transmittance spectra after ion implantation. The absence or reduction in the

optical interference patterns indicates that thickness uniformity of the samples seems

is destroyed. At the same time, the PMF film samples became thinner which in all

cases meant larger values of the resistance as the fluence increased. The surface region

in which the excess ions are to be embedded could well have been removed during

implantation. Using lower fluences brought down the resistivity but not sufficiently

to be of scientific interest, while sputtering was a problem when larger fluences were

used. Co-deposition of MgF2 with AlF3 to dope the PMF films with Al ions produces a

minimum resistivity at 10% doping level but has a minimal overall effect. There is also

no effect the electrical resistivity in using different the two different substrates (pyrex

and fused silica glass), which is attributed to similar film growth mechanisms during

the thermal deposition process.

Annealing these films nearly always lowers the resistivity, to a limited degree,

probably due to the increase in the size of the crystallites. This decrease in the resis-

tivity is not matched by the expected corresponding change in the optical transmittance

since the films could still be classified as highly insulating. There is no certainty that

agglomeration of the excess Mg+ ions in the film or its effects takes place because it is

not observed in the optical spectra of the annealed films.
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Chapter 9

Summary and Discussion, and Outlook for Further Work

9.1 Optical Studies of Proton Implanted CsI

9.1.1 Summary and Discussion

CsI crystals have been coloured by implantation with 1 MeV protons near room

temperature to fluences of up to 6×1016 ions/cm2. Optical absorption studies performed

at 77 K reveal the F2 band located near 1.1 eV, the F band close to 1.66 eV, which

appears as a shoulder on the higher photon energy side and several V bands located

near 2.7, 3.4, 4.05, 4.2 and 4.35 eV. Implantation of the CsI samples with varying

proton fluences provides information of the growth curve and the development of the

F, F2 and V bands from early stages. The V band at 4.2 eV is observed to grow linearly

with the F2 and other V bands thus suggesting that it is a radiation induced defect.

However, this V band is fairly sharp making it different from the broad bands normally

associated with molecular centres such as those currently observed near 2.7 and 3.4 eV.

The Raman spectra of the proton implanted CsI sample, measured at 77 K, reveal

a peak at 113 cm−1 accompanied by more than 5 progressive overtones occurring at

higher multiple wavenumbers. These Raman features are associated with the presence

of the I−3 defects. The occurrence of a large number of overtones is attributed to the

near resonance conditions of the exciting laser line used. The V bands at 2.7 and 3.4

eV, observed by optical absorption studies, are attributed to the I−3 defects. From the

results of the isochronal annealing, the correlation of the optical absorption and Raman

intensity confirm that the F2 and the V bands at 2.7 and 3.4 eV decay simultaneously



259

at a major annealing stage close to 385 K. The band at 4.2 eV is still significant at this

stage and it is not until near 410 K that signs of major annealing occur. The absorbance

values of this band remain relatively large even after the complete decay of the well-

correlated F2 and V bands mentioned earlier. Chemical reaction kinetics extracted from

the isothermal annealing data show that the interstitial-vacancy recombination process

is second order, suggesting that the di-interstitials break up first forming H centres

which recombine with the F2 centres. The combined analysis of the optical absorption

and Raman studies further shows that the decay occurs in a single step, confirming an

interstitial vacancy recombination process. The activation energy of the recombination

process determined from the decay of the absorbance of the F2 band or the V band at

2.7 eV was found to be 1.28 eV.

In the Hobbs et al. mechanism [76], the formation of the perfect dislocation loops

requires displacement on both the cation and anion sublattices. Such displacements

create space in the lattice either as divacancies, larger aggregates and ultimately large

voids. The smaller cations, as for the case of KI, are likely to be more easily displaced

and hence create more space for large interstitial aggregation. In RbI and CsI, with

relatively larger cations, much less space is created and hence result in the formation of

smaller aggregates.

The formation of the I−3 defects in present work and in KI and RbI, under irradia-

tion certain conditions, suggest that the damage creation mechanism may be similar in

these iodides.

9.1.2 Outlook for Further Work

The damage creation resistance of this material to conventional irradiation tech-

niques, such as the use of γ- and X-ray sources, needs further investigation in regard

to the primary mechanism of defect production. The presence of a large number of

V bands in proton implanted CsI and particularly prominent ones in comparison to
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γ-irradiated KI and RbI is a matter that is worth pursuing, backed by theoretical calcu-

lations, to understand the nature of defects and the production mechanism.

9.2 Mg Colloids in Magnesium Fluoride Single Crystals

9.2.1 Summary and Discussion

The primary products in a material where the excitonic mechanism is the dom-

inant process of damage creation are vacancies and interstitials. This mechanism is

well documented for MgF2 as being largely responsible for damage creation. Although

optical absorption bands due to halogen interstitials defects in the widely studied alkali

halides have been observed, the same has not happened for MgF2. There is, however,

a report in which H centres have been observed using an electron spin resonance tech-

nique following neutron irradiation of MgF2 [215] at 4 K. The present study reports

effects produced in MgF2 crystals following the implantation at LNT with 100 keV

Mg+ ions to a fluence of 1017 ions/cm2. Optical absorption measurements after warm-

ing to RT and subsequent isochronal annealing reveal a broad absorption near 7.5 eV

(165 nm) present in the VUV spectra of the as-implanted crystals. By means of the dif-

ference spectra, two component V bands are identified near 7.8 eV (159 nm) and 6.5 eV

(191 nm), with the one at the lower photon energy not previously observed. The com-

posite V band absorption is associated with interstitial fluorine defects created during

the ion implantation and modified in structure by annealing. Although ion implanta-

tion in the present work was done at low temperatures, the actual optical measurements

were carried out at RT and higher temperatures. It is therefore considered that the cen-

tres observed are clusters of halogen interstitials and result in the two bands in the VUV.

The conversion of one of the bands at the expense of the other with increasing anneal-

ing temperature is attributed to the structural transformations within the cluster types.

This represents the first report of the annealing behaviour of the fluorine interstitial and
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anion vacancy defects in MgF2 studied by optical absorption spectroscopy.

The development during isochronal annealing of a Mg colloid band near 4.43

eV (280 nm) is discussed. The band is produced by aggregation of the implanted Mg+

ions. Although the decay of the F, F2 and V bands coincide with the beginning of the

growth and narrowing of the colloid band which could imply the formation of intrinsic

colloids, it is likely that the colloid bands themselves are dominantly formed by the

agglomeration of the excess Mg+ ions introduced by the implantation. The progressive

narrowing of the colloid band with increasing annealing temperature is directly linked

to the growth of the mean size of the MNP reaching a maximum in the 723 - 813

K range. Annealing above this temperature range leads to a significant decay in the

intensity of the colloid band. The Mie theory (MT) simulations performed to fit the

experimental data also indicate an increase of the average Mg MNP diameter with the

annealing to a maximum value of about 1.5 nm. The fitting also shows that the dielectric

constant (εh) of the host matrix increases with higher annealing temperatures. It is noted

that while εh has been used as a fitting parameter, the dielectric properties of the metal

particles have been calculated from theory. Thus all variations will be reflected by

changes in εh.

The diffusion of oxygen into the implanted layer leads to the formation of MgO

manifested by the shift in the absorption edge to 7.7 - 7.9 eV. This has been confirmed

by the XPS technique used to analyze the elemental constitution of the surface layer of

the sample annealed in air at 973 K. The results of the XPS study provide a clear indi-

cation that for samples annealed in air, diffusion of oxygen atoms from the environment

is a significant factor affecting the disintegration of colloids near the surface. It appears

that due consideration of such effects needs to be made in general when annealing ion

implanted materials to optimize nano-sized colloids, particularly if potentially reactive

metals are used. Similar optical absorption studies performed in argon gas showed

minimized effects of absorption and the shift of the absorption edge to longer wave-
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length with annealing temperature. The onset of significant decay of the colloid band

on annealing in air and under gentle argon flow has been found to occur at a similar

temperature, 903 K. This temperature is sufficiently close to the melting point observed

in bulk metal, 922 K, suggesting the likelihood that melting and dispersion of the Mg

MNP takes place.

9.2.2 Outlook for Further Work

The exact location of the implanted Mg+ ions in the MgF2 lattice is not known.

It would be desirable to perform channeling experiments in order to establish the actual

preferred site of the Mg+ ion in this lattice. Further studies of the new V bands are of

interest, possibly using electron spin resonance methods.

9.3 Studies of Ag and Au Metal Nanoparticles Embedded in Lithium Niobate

9.3.1 Summary and Discussion

Optical absorption studies of the X-cut LN samples implanted with 100 keV

Ag+ ions to fluences of 1017 ions/cm2 at LNT, RT and 373 K all show optical extinction

bands attributed to the formation of Ag MNP. The implant at LNT has a higher intensity,

narrower FWHM and its plasmon resonance (PR) peak position is shifted to longer

wavelength. The difference in these three optical spectra is explained in terms of the

existence of a narrower particle size distribution as a result of relatively lower diffusion

rates for the implant done at LNT.

Annealing the X-cut LN sample implanted with Ag+ ions at 373 K to higher

temperatures results in the movement of the PR peak to longer wavelength and the

narrowest FWHM at 773 K. It was also observed that diffusion of Ag atoms from the

implanted layer to the surface of the samples occurred after a short period in the present

study. This diffusion is attributed to expulsion of excess Ag atoms from the implanted
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layer due to a high concentration gradient created by a low energy implant of Ag+

ions. After the anneal at 1173 K, the optical absorption spectrum develops a complex

structure, accompanied by reduction in the intensity and broadening of the Ag colloid

band, that is likely to be related to melting of the particles being close to that of the

bulk, known to occur near 1235 K.

TEM studies of the Ag+ ion implanted X-cut LN annealed to 513 K confirm

the existence of a distribution of particle sizes and shapes that are formed due to the

agglomeration of Ag atoms. A comparison between the predicted average particle size

using the Mie theory and those observed in a TEM micrograph is considered to be

fair. The implanted region was observed to be partially amorphised, which would be

consistent with the results of the Mie theory fitting which show a value of εh lower than

that of the virgin crystal following annealing near 573 K.

Implantation of the X- and Y-cut LN samples with 8 MeV Au3+ ions have also

been performed and the effect of annealing on the embedded ions investigated by optical

absorption measurements. RBS studies of the X-cut LN sample indicate the presence

of Au in the implanted region. The ion distribution versus depth profile is assumed to

remain unchanged since no Au MNP bands are observed in optical absorption mea-

surements following annealing below 973 K. However a broad pre-colloid band in the

neighbourhood of 2.3 eV is present in as-implanted X-and Y-cut specimens and is con-

sidered to arise from Au dimers, trimers and other very small clusters. These clusters

must therefore result from statistical formation during ion implantation or radiation en-

hanced diffusion of the implanted Au in view of the higher temperatures needed for

thermally-induced aggregation of the Au atoms. The development of a colloid band,

observed below 2.0 eV (600 nm) at lower annealing temperatures, has been followed by

optical absorption measurements and its peak found to consistently shift to the longer

wavelength with higher annealing temperature. The near linear background is attributed

to defects created during the ion implantation, likely to be oxygen vacancies created by
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lattice displacements during the initial stages in which the LN maintains its crystal

structure to an appreciable degree. Ultimately at the highest fluences massive disor-

der results in amorphisation and the final background will result from the amorphised

region.

Differences in the colloid development with annealing temperature have been ob-

served and are likely to be associated with the anisotropic diffusion in X- and Y-cut LN,

which would be related to crystal structure. The results of SRIM2003 simulation indi-

cate that only in a limited regions does the electronic stopping attain the threshold value

of 5 keV/nm for amorphization due to electronic excitation by swift heavy ions. This

suggests that the damage is caused mainly by nuclear collisions. Upon annealing, the

crystal structure is restored by both re-crystallization from the amorphous regions and

solid phase epitaxy from the interface beyond the end of the ion range, thus accounting

for the the observed anisotropic behaviour.

The host dielectric constant value, of about 4.7, obtained from the Mie theory fit-

ting following the anneal at 1173 K is less than 5.1, the average between the two indices

for the virgin crystal. At the highest annealing temperatures in the range 1273 to 1373

K used for the X-cut samples it is noted that εh attains values of 5.6 and 5.8, respec-

tively, being higher than that of the virgin crystal. Although full re-crystallization has

been achieved, the implanted region at these temperatures is subject to the development

of oxygen vacancies and the presence of a significant fraction of the previously aggre-

gated Au in a dispersed form in a now crystalline but defective host. It appears that

these factors lead to the enhanced values of εh. A comparison between the predicted

average particle size using the Mie theory and that observed in the TEM micrograph,

following the anneal at the same temperature, is considered to be satisfactory. It is fur-

ther noted that the reasonably spherical Au MNP are embedded in crystalline matter as

shown by a selected area electron diffraction analysis. It is observed that the decrease in

the size of the Au MNP following annealing between 1273 and 1373 K may be related
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to melting of the Au particles, being close to that of the bulk metal quoted to occur near

1337 K.

9.3.2 Outlook for Further Work

To make further progress beyond the results reported in this work, in order to elu-

cidate the mechanisms leading to a blue or red shift in the extinction peaks associated

with the presence of MNP, the following suggestions are proposed. The annealing en-

vironment containing the samples embedded with MNP should be carefully controlled.

This is because the current work has shown differences in the optical properties of

the host matrix on annealing under gentle argon flow and in air. While the Au MNP

observed in the TEM studies are approximately spherical, they have facets exhibiting

cubic, octahedron and truncated octahedron geometries, among others. Further investi-

gations of the morphology of these particles would be valuable.

9.4 Comparison of the Optical Behaviour of Mg MNP in MgF2 and Ag or Au

MNP in LN Systems

Table 9.1 shows the changes in the PR peak position with rising annealing tem-

perature, which consistently moves to higher photon energies. The melting point of the

bulk metal and the temperature at which significant colloid band decay was observed

are also included. There is a similar pattern in the optical behaviour of the Mg MNP

in MgF2 and Ag or Au MNP in LN with rising annealing temperature observed in the

present work. Heating the samples is expected to generate diffusion of the implanted

and displaced ions as well as vacancies. The colloid bands form due to the agglomer-

ation of the implanted cations and develop with higher annealing temperature before

decaying at temperatures that are close to the melting points of the bulk metal in two

of the three cases. The observed behaviour of the decay of the colloid bands strongly

suggests that the reduction of the band intensity following annealing at high tempera-
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tures results from melting of the MNP in the systems studied. The lower melting point,

observed for the Mg MNP and Ag MNP in MgF2 and LN matrices, respectively, would

be consistent with the established fact that the cohesive energy, being the energy needed

to break the metal particles into individual atoms, in MNP is less than that for the bulk

metal. For these two cases, where low energy implantation was performed and hence

the ions ended relatively close to the surface, melting and dispersion of the MNP would

lead to significant decay of the associated colloid bands. For the case of Au MNP,

where high energy implantation was done leading to a larger mean penetration depth

compared to the previous case, an onset of particle size reduction is observed following

annealing between 1273 and 1373 K but the colloid band remains significant. It is noted

that the melting temperature of Au nanoparticles does not follow the known monotonic

decrease in the melting point with smaller particle sizes. The reason for this deviation

has been attributed, in a recent review by Baletto and Ferrando [357], to a change in

the structure of the Au MNP as the temperature of the host matrix is raised. The strong

presence of the Au colloid band following annealing above the melting point of bulk

System Annealing Temp. (K) PR peak position
Mg MNP in MgF2 543 270 nm (4.59 eV)
Bulk metal m.p (922 K) 633 280 nm (4.43 eV)
MNP decay temp. (903 K) 813 285 nm (4.35 eV)

903 285 nm (4.35 eV)
Ag MNP in LN 300 517 nm (2.40 eV)
Bulk metal m.p (1235 K) 573 520 nm (2.38 eV)
MNP decay temp. (1173 K) 773 540 nm (2.30 eV)

973 540 nm (2.30 eV)
Au MNP in LN 1073 585 nm (2.12 eV)
Bulk metal m.p (1337 K) 1173 595 nm (2.08 eV)
MNP decay temp. (1273 - 1373 K) 1273 625 nm (1.98 eV)

1373 635 nm (1.95 eV)

Table 9.1: PR peak position as a function of the annealing temperature. Bulk metal
melting points (m.p) and the observed MNP colloid band decay temperature are also
shown.
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Au is in agreement with this review. However, the findings of Dick et al. [365], who

studied melting in silica-coated Au MNP, show that even particles as large as 20 nm

had a melting point lower than the bulk.

It is currently considered, based on the experimental evidence and the qualitative

results of the Mie theory used, that the annealing of implantation induced damage in

the host matrix is the most significant effect that determines the change in the PR peak

position. This effect results in the PR peak position moving to lower photon energies.

9.5 Proton Irradiation of Tin Doped Indium Oxide (ITO) Films

9.5.1 Summary and Discussion

The use of 1 MeV protons to irradiate ITO thin films has been found to domi-

nantly create defect and defect clusters by an electronic mechanism, leaving the basic

structure of the ITO films unchanged. These conclusions are supported by a SRIM2003

simulation, which shows that the energy of the proton beam is such that the mean

penetration depth is considerably larger than the thickness of the films. Thus nuclear

stopping will occur in the glass substrate. This is consistent with the X-ray diffraction

analysis of the samples, which show almost no change in the intensity of the peaks that

characterize the ITO lattice structure for samples irradiated with proton fluences below

250×1015/cm2. At the highest fluence, namely 250×1015/cm2, the peak angles at which

the four characteristic X-ray reflections occur are slightly shifted to lower angles and

there is a corresponding increase in the associated d-spacing values, and a reduction in

the peak intensity. The shift is attributed to strain introduced by the presence of defect

clusters arising from the high fluence irradiation of the film. A subsequent check on two

irradiated samples, which received fluences of 40 and 250×1015/cm2, showed recovery

of the d-spacing values when investigated again by the X-ray diffraction analysis after

storage for a month. The intensities of the X-ray peaks for the sample irradiated with
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the 250×1015/cm2 also recovered to a considerable degree. This check suggests that a

structural recovery process occurs after the irradiation experiment. The detailed nature

of the clusters is not known. Further work is needed to attain a deeper understanding.

The optical indices of the unirradiated float glass substrate supporting the ITO

films have been determined. The real part of the refractive index stays practically con-

stant at about 1.4 over the entire spectral region studied, but rises steeply near the ab-

sorption edge of glass. The imaginary part is generally very small over a similar spectral

region. The absorption coefficient has been found to be much lower than that of the ITO

films. This information permitted the optical indices of the films to be determined. The

optical indices of the films show fluence dependence and little dispersion over large

regions of the infrared and part of the visible spectrum.

Irradiation of the ITO thin films with successively increasing proton fluences at

RT leads to a three stage growth of the absorption coefficient. At higher irradiation

temperature (373 K), the rate of growth of the absorption coefficient with increasing

fluence is significantly diminished and the second stage is lengthened with the third

stage barely visible. Use was made of a model previously applied to the growth of F

centres in alkali halides near room temperature, but modified to include the effect of

a higher temperature, to account for the growth kinetics of the absorption coefficient

of the ITO films under proton irradiation. The three stage growth kinetics were asso-

ciated with the heterogeneous nucleation of defect clusters and qualitative agreement

was achieved between the experimental results and the predictions of the model.

An examination of the radiation induced absorbance versus wavelength behaviour

with increasing proton fluence reveals a change from a near 1/λ2 dependence, probably

related to a transition stage in the extinction mechanism, to a 1/λ dependence, where

the latter is associated with absorption by clusters. The darkening of the ITO films, an

observation made in the present work coinciding with the reduction of transmittance, is

thus ultimately linked to the formation of the clusters. The sheet resistance of the unir-
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radiated ITO film sample decreases when the temperature is lowered representing typ-

ical metallic behaviour as the effect of phonon scattering on charge carriers is reduced.

Selected samples irradiated with higher proton fluences show a similar behaviour but

have a higher sheet resistance. Two possible reasons emerge from the current work that

could lead to the rise in the sheet resistance. The first one is the creation of disorder

introduced by the removal of material from the surface of the films causing roughness

and hence scattering of the charge carriers. The second reason, whose effect would also

enhance scattering of charge carriers, is the formation of clusters that form in the high

fluence regime.

9.5.2 Outlook for Further Work

More work needs to be done to establish the complex nature of defects respon-

sible for the optical behaviour observed and to study the recovery mechanism by using

some kind of in situ monitoring of the structure of the films during the irradiation exper-

iment. It may be worthwhile to first study the effects of irradiating indium oxide films

to obtain a good understanding and to identify the defects created and defect production

processes, before extending the studies to ITO films.

Because of the existence of several cations which may exhibit multivalency ox-

idation states, the use of facilities such as the X-ray fine structure analysis and the

XPS technique could be crucial in providing an understanding of what occurs when the

irradiation fluence is increased.

9.6 Studies of the Properties of Polycrystalline Magnesium Fluoride Films

9.6.1 Summary and Discussion

Uniform PMF films have been deposited using a thermal evaporation technique

on substrates held at LNT. The results presented in this chapter seem difficult to inter-
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pret as properties such as resistivity appear to be dependent on the history of preparation

of the samples in a complex or irreproducible way. What seemed to be identical evap-

oration conditions lead to different values of the resistivity for similar film thickness.

Sputtering during the process of implantation, particularly for large fluences, had

a significant effect on the PMF film samples as can be seen on the changes in the optical

spectra after ion implantation. The absence or reduction in the optical interference

patterns indicates that thickness uniformity of the samples seems to be destroyed. At

the same time, the PMF film samples became thinner which in all cases meant larger

values of the resistance as the fluence increased. The surface region in which the excess

ions should have been embedded could well have been removed during implantation.

Using lower fluences did not bring down the resistivity sufficiently, while sputtering

was a problem when larger fluences were used. Co-deposition with AlF3 to dope the

PMF films with Al ions produces a minimal effect. The was no effect of using different

the two different substrates (Pyrex and fused silica glass) on the electrical resistivity,

which is attributed to similar film growth mechanisms during the thermal deposition

evaporation process.

Annealing the films nearly always lowers the resistivity probably by increasing

the sizes of the crystallites but only to a limited degree. This decrease in the resistivity

is not matched by the expected corresponding change in the optical transmittance since

the films remained highly insulating. There is no certainty that agglomeration of the

excess Mg+ ions in the film or its effects takes places because it is not observed in

optical spectra of the annealed films.

9.6.2 Outlook for Further Work

It is possible that co-deposition performed with metals that are sufficiently inert

and hence have minimal interaction with the substrate will give better results. A strict

control of the residual gases and deposition rates may be key to attaining reproducible
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results of resistances for similar film thickness. The role of water vapour in the depo-

sition chamber was not investigated and may have an effect on the films. It is therefore

suggested that further work to gain a deeper understanding of the role of water vapour

on the resistivity PMF films should be done.
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Appendix A

A.1 Expansion of Some Higher Order Terms of the Mie Equation

The preliminary description of the Mie theory has been presented in section 2.5.1.

This appendix summarises the derivation for the higher order terms [168, 320] of the

Mie equation that were incorporated in a user constructed simulation program by em-

ploying a standard scientific software, Originlab version 6.1 [366].

The extinction efficiency factor, Qext , may be determined from the amplitude function

S(θ), which is given by

S (0) =
1
2

∞∑

l=1

(2l + 1)[al + bl] (A.1)

for θ = 0 and is related to the extinction cross-section as

Cext = π

(
d
2

)2

Qext =
4π
k2

Re[S (0)]. (A.2)

Therefore, expressed by the Mie coefficients,

Qext =
2
x2

∞∑

l=1

(2l + 1)Re [al + bl] . (A.3)

Expansion of Qext to the second term yields

Qext =
6
x2

Re [a1 + b1] +
10
x2

Re [a2 + b2] +
2
x2

∞∑

l=3

(2l + 1)Re [al + bl] . (A.4)

The series expansion of the coefficients leads to the following results :

a1 = −
2
3

i

(
n2 − n2

0

n2 + 2n2
0

)
x3 + −2

5
i
(n2 − n2

0)(n2 − 2n2
0)

(n2 + 2n2
0)2

x5 +
4
9

(
n2 − n2

0

n2 + 2n2
0

)2

x6, (A.5)

b1 = −
1

45
i
(
n2 − n2

0

)
x5, (A.6)

a2 = −
1

15
i

(
n2 − n2

0

2n2 + 3n2
0

)
x5, (A.7)



290

where x = kd/2, n0 = ε1/2
h and n2 = ε1 − iε2 is the square of the complex index of

refraction of the metal particles. The following quantities used in the derivation are

defined below as the metal colloid particle volume (V0), the metal volume fraction (p)

and the extinction (Γ),

V0 =
4
3
π

(
d
2

)3

, (A.8)

p =
N
V

V0, (A.9)

and

Γ =
N
V

Cext , (A.10)

respectively. d is the diameter of the metal colloid particle, N/V is the number of scat-

terers per unit volume, assumed to be primarily the implanted metal colloid particles, λ

and λ0 are the wavelengths of the incident electromagnetic wave in the medium and in

vacuum, respectively. Taking the expression in brackets from the first term of A.5 we

have

Re

[
i

(
ε1 − iε2 − εh

ε1 − iε2 + 2εh

)]
. (A.11)

Multiplying the denominator and numerator by the complex conjugate of the denomi-

nator and taking only the real parts yields

− 3εhε2

(ε1 + 2εh)2 + ε2
2

. (A.12)

Involving the multiplicative factors, which in this case are 6/x2, −(2/3)x3 and πd2/4

gives Cext as
6
x2

2x3

3
πd2

4
× 3εh ×

ε2

(ε1 + 2εh)2 + ε2
2

, (A.13)

which may be re-written as

18π
x2
× V0 × εh ×

ε2

(ε1 + 2εh)2 + ε2
2

. (A.14)

After re-arrangement the final expression is given by

Γ =
18πpε3/2

h

λ0

{
ε2

(ε1 + 2εh)2 + ε2
2

}
, (A.15)
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which is the extinction due to the lowest order electric dipole term.

Expanding the second and third terms in equation A.5, respectively, yields

18π3 pd2ε3/2
h

5λ3
0

[
(z1 × z4) − (z2 × z3)

(z3)2 + (z4)2

]
. (A.16)

and
4π4 pd3ε2

h

λ4
0

[
(y1 × z3) + y2
(z3)2 + (z4)2

]
, (A.17)

where

y1 = (ε1 − εh)2 − ε2
2 ,

y2 = 4ε2
h (ε1 − εh)(ε1 + 2εh),

z1 = (ε1 − εh)(ε1 − 2εh) − ε2
2 ,

z2 = (2ε1 − 3εh)ε2,

z3 = (ε1 + 2εh)2 − ε2
2 ,

z4 = 2ε2(ε1 + 2εh). (A.18)

The expansion of A.6 and A.7 using a similar procedure as above gives

π3 pd2

5λ3
0

ε2ε
1/2
h (A.19)

and
5π3 pd2ε5/2

h

λ3
0

[
ε2

(2ε1 + 3εh)2 + 4ε2
2

]
, (A.20)

respectively.

A.2 Mie Theory Simulations Using Originlab 6.1

This section outlines general instructions to create Mie theory simulations us-

ing Originlab 6.1 [366]. The program is not limited to the present situation and may

be modified to suit other material properties such as the dielectric constant of the host

matrix , the core electron contribution to the dielectric constant and the Fermi velocity
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of the electrons of the embedded metal particles. The body of the simulation program

is taken from equations in the previous section describing the lowest and higher order

terms in the Mie theory.

1. A name for the program should be provided on selecting the nonlinear option under

the analysis menu in Originlab 6.1.

2. Choice of independent and dependent variables: the user defined option should be

selected as a first step. Currently the independent variable is the vacuum wavelength

(λ0). The dependent variables are the host dielectric constant (εh), the metal volume

fraction (p) and the average particle diameter (d). Other dependent variables are k1, k2,

and k2, which are needed to provide a suitable background. Parameters: the core elec-

tron contribution to the dielectric constant (εcore). It is necessary to put constraints on

the dependent variables to prevent the simulation and fitting from generating unphysi-

cal values. A typical constraint for p and d would be not allowing them to go below 0.

3. Simulations may be performed without having data to familiarise with the program

and to study the effects of changing the dependent variables on the shape of the optical

extinction curves generated.

4. The experimental data of the optical extinction of established colloid bands may

then be opened and plotted, preferably as symbols. Curve fitting should commence

once the simulated curves almost match the data by selection of the appropriate itera-

tion option. The iteration is then repeated until there is no change in the fitting function.

A simulation program for Au MNP in lithium niobate is provided below;

W = 2 × π × (3 × 108)/λ0

Wc = (1.1 × 1014) + ((2.76 × 106)/d)

dem1 = εcore − (1.88 × 1032)/((W2) + (W2
c ))

dem2 = ((1.88 × 1032)/((W2) + (W2
c ))) × (Wc/W)

S = (((dem1 + ((2 × εh))2) + (dem2)2)
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dY1 = ((dem1 − εh)2) − (dem22)

dZ1 = (dem1 − εh) × (dem1 − (2 × εh)) − dem22

dZ2 = ((2 × dem1) − (3 × εh)) × dem2

dZ3 = ((dem1 + (2 × εh))2) − (dem2)2

dY2 = 4 × (dem22) × (dem1 − εh) × (dem1 + (2 × εh))

dZ4 = 2 × dem2 × (dem1 + (2 × εh))

S 1 = ((dY1 × dZ3) + dY2)/((dZ32) + (dZ42))

S 2 = ((dZ1 × dZ4) − (dZ2 × dZ3))/((dZ32) + (dZ42))

a1 = 18 × π × p× (ε1.5
h )× dem2/(S × λ0)+ (4 × (π4) × p × (d3)× (ε2

h ) × S 1/(λ4
0)) + 18 ×

(π3) × (d2) × p × (ε1.5
h ) × (1/(5 × λ3

0)) × S 2

b1 = (π3) × p × (d2) × (dem2) × (ε0.5
h )/(5 × λ3

0)

a2 = 5×(π3)×p×(d2)×(ε2.5
h )×(1/λ3

0)×((dem2)/((((2×dem1)+(3×εh))2)+(4×dem22)))

g = a1 + a2 + b1 + k1/λ0 + k2/λ2
0 + k3/λ3

0.
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Appendix B

B.1 Solving Defect Growth Kinetic Equations Using Micromath Scientist

This appendix provides a summary of the procedure used to solve a set of defect

growth kinetic equations described in subsection 7.3.5 of chapter 7, which are repeated

below;
dx
dt
= g − σxy, (B.1)

dy
dt
= g − σxy − σys0 − σ1ys1 − σ2ys2 − σaya + σd s2, (B.2)

ds0

dt
= −σys0, (B.3)

ds1

dt
= σd s2 − σ1ys1 + σys0, (B.4)

ds2

dt
= σ1ys1 − σd s2 − σ2ys2, (B.5)

da
dt
= σ2ys2. (B.6)

These equations represent the case of heterogeneous nucleation [95] of defects in alkali

halides. The numerical method used to obtain the solutions as a function of time is

available from Micromath Scientist software [367]. The Episode-Stiff integrator option

of the software is used with the time span set to match the experimental conditions. The

large differences in the numerical figures such as the rate constant (σ ≈ 10−14 cm3/s),

the defect generation rate (g ≈ 1016/cm3/s) and the concentration (1011 − 1016/cm3)

of the various defects cause computational instabilities that are solved by introducing

scaling factors. To manage these instabilities the magnitudes of the concentrations and

the defect generation rate (g) are transformed as follows:

xp = (σ/σd)x (B.7)
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yp = (σ/σd)y (B.8)

s0 p = (σ/σd)s0 (B.9)

s1 p = (σ/σd)s1 (B.10)

s2 p = (σ/σd)s2 (B.11)

ap = (σ/σd)a (B.12)

gp = σ × g. (B.13)

xp, yp, s0 p, s1 p, s2 p, ap and gp are the new magnitudes of the concentrations of the

immobile centres (x), mobile centres (y), impurities (s0), impurities that have captured

a single mobile centre (s1), impurities that have captured two mobile centres (s2), im-

purities that have captured more than two mobile centres (a or the clusters) and the

defect generation rate (g), respectively. σd is the detrapping rate for the thermal bleach-

ing of the s2 centres and has units of s−1. With these transformations the initial set of

equations are rewritten as:

d(xp)
dt
= (gp/σ2

d) − (yp × xp), (B.14)

d(yp)
dt
= (gp/σ2

d) − (yp) × (xp + s0 p) − ((σ1/σ) × yp × s1 p)

−((σ2/σ) × yp × s2 p) − ((σc/σ) × yp × ap) + (s2 p), (B.15)

d(s0 p)
dt

= −yp × s0 p, (B.16)

d(s1 p)
dt

= (s2 p) − ((σ1/σ) × yp × s1 p) + (yp × s0 p), (B.17)

d(s2 p)
dt

= ((σ1/σ) × yp × s1 p) − (s2 p) − ((σ2/σ) × yp × s2 p), (B.18)

d(ap)
dt
= (σ2/σ) × yp × s2 p. (B.19)

Typical values of magnitudes of the defect generation rate and concentrations

after the transformation, with σ = 10−14 cm3/s, are for example: g is of the order of

1016/cm3/s before, and gp is 100 after the transformation; for s0 with an order 1015/cm3,
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s0 p is 10/σd after the transformation. After the computation, the actual magnitudes of

the concentrations and the defect generation rate are obtained by performing the reverse

of the initial transformation.

The detrapping rate for S 2 centres (σd) and σ have currently been made tem-

perature dependent [48, 49]; σd = σd0exp(−Ed/KBT ) and σ = σ0exp(−Em/KBT ),

respectively. Ed and Em are the activation energy for the detrapping of the mobile cen-

tres from the S 2 defects and the migration energy for the mobile centres, respectively.

The application of different rates as opposed to a single one [95] provides the flexibil-

ity to produce and alter various features in the growth curves. While σ1/σ and σ2/σ

are temperature dependent and can be varied, σc/σ, associated with the development

of clusters, is both time and temperature dependent. This latter parameter is obtained

as follows: subtracting the magnitudes of the concentration of yp, s1 p and s2 p defects

from the immobile centres, xp, and dividing the result by the number of clusters (ap)

to obtain the average number of mobile centres per cluster (na). The rate of change of

na is then obtained by fitting to a suitable time function and the computation repeated.

The user defined script employed to simultaneously solve the first order ordinary

differential equations numerically is provided below:

// Defect Growth

Independent Variable: t

Dependent Variables: xp, yp, s0 p, s1 p, s2 p, ap, σc/σ

Parameters: gp, σd, σ1/σ, σ2/σ

f p′ = (gp/σ2
d) − (yp × xp)

yp′ = (gp/σ2
d)− (yp)× (xp+ s0 p)− ((σ1/σ)×yp× s1 p)− ((σ2/σ)×yp× s2 p)− ((σc/σ)×

yp × ap) + (s2 p)

s0 p′ = −yp × s0 p

s1 p′ = (s2 p − ((σ1/σ) × yp × s1 p) + (yp × s0 p))

s2 p′ = ((σ1/σ) × yp × s1 p − (s2 p) − ((σ2/σ) × yp × s2 p))
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ap′ = (σ2/σ) × yp × s2 p

//Parameter values: (σ = 10−14)

gp = 100

σ1/σ = 1.0

σ2/σ = 0.02

σd = 8000

Initial conditions:

t = 0

xp = 0

yp = 0

s0 p = 0.00375

s1 p = 0

s2 p = 0

ap = 0

The primes on the new variables used in the script denote the first order deriva-

tive with respect to time. In the present case solutions were obtained for a time scale

between 0 and 22000 seconds. It is possible to vary the time scale appropriately to suit

specific need.
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