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Organic semiconductors are materials that are promising for novel optoelectronic appli-

cations, such as more efficient solar cells and LEDs. The optoelectronic response of these

materials is dominated by bound electron-hole pairs called excitons, which are often strongly

affected by hundreds of possible molecular vibrations. Although quantum theory contains

all the ingredients to describe these complex phenomena, in practice it is only possible to

solve the corresponding equations in small systems with few vibrations. As a result, it has

been common to assume weak exciton-vibration interactions and to employ perturbative ap-

proaches. Similarly, exciton-photon interactions have almost universally been treated in the

so-called weak coupling regime. However, in recent years it has become increasingly clear

that these approximations can break down in organic semiconductors, placing an important

roadblock towards the novel energy-harvesting technologies that could be based on these

materials.

In this thesis we address this issue by developing methods to treat exciton-photon and

exciton-vibration interactions, without relying on any approximation regarding their mag-

nitude. We propose a first principles description of hybrid exciton-light (polariton) states

that result from strong exciton-photon interactions. We discuss a method to treat strong

exciton-vibration interactions, showing that the spatial extent of exciton states controls

their magnitude. Subsequently, we present a beyond Born-Oppenheimer method based on

tensor networks to study real-time exciton dynamics. By using these methods, we show how

selective excitation of vibrational modes can enhance charge transfer. Moreover, through

rigorous comparison to experiments, we highlight that tensor network methods are highly

accurate, and we generate a ‘movie’ of the photophysical process of singlet fission, which

occurs during early light-harvesting by organic molecules and has the potential to increase

solar cell efficiencies. Finally, we construct a singlet fission model including the effects of

excess energy, vibrations and the solvent of molecules concurrently, demonstrating that the

fission mechanism can be qualitatively changed in a controlled manner, allowing for its

acceleration by an order of magnitude.
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Chapter 1

Introduction

Over millions of years of evolution, nature has perfected the process of photosynthesis in

plants. It is only natural to wonder whether humans could mimic photosynthesis using

synthetic organic molecules, in order to harness sunlight for society’s benefit. Solar energy

provides a sustainable alternative to carbon fuels and can sustain future life, making this is

a much desirable goal.

One class of organic synthetic molecules that have the potential to achieve efficient light-

harvesting are organic semiconductors. These materials have attracted a lot of attention

during the past few years due to their promise for novel optoelectronic technologies, such as

organic photovoltaics and LEDs. It was however key discoveries from a few decades ago that

set the foundations, with key moments including the demonstration of the ability of organic

semiconductors to exhibit large conductivity [1] and to emit light upon the application of

an external voltage [2].

Following photon incidence on a molecule, its energy is carried by bound pairs of electrons

and holes, i.e. the charge carriers of a molecule. These bound electron-hole pairs are

referred to as excitons and are the carriers of energy; it is their generation, transfer across

interfaces and transport over long distances that is of paramount importance to efficient

light-harvesting and solar energy storage. Hence optimising light-harvesting in molecular

systems requires maximising exciton-photon interactions and optimising excitonic motion.

At a first level this can be treated as a purely electronic problem: the absorption of a

photon generates excitons (this is referred to as photoexcitation), which can be transferred

to other molecules and transported across certain distances. The efficiency of these processes

will depend on quantities such as the overlap of the electronic wavefunctions of the different

components of the studied system, their relative energies, etc.. While this purely electronic

1
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picture for light-harvesting processes in organic semiconductors has led to several insights,

in recent years it has become increasingly clear that reality requires a more comprehensive

understanding. Simultaneous to the motion of excitons, a molecule vibrates in hundreds of

possible ways, according to its normal modes of vibration. While in several material classes

these vibrations may be regarded as a small perturbation to the motion of charges/excitons,

this is not the case in molecular systems, where exciton-vibration interactions can be ex-

tremely strong. Computing these strong interactions is in itself challenging, and also leads

to complications when it comes to studying the time-evolution of these systems; vibrations

can induce non-adiabatic transitions between electronic states, leading to a breakdown of

the commonly employed Born-Oppenheimer approximation [3]. Moreover, exciton-photon

interactions can also become very strong in some molecular systems, leading to deviations

from the so-called weak coupling limit, within which absorption is considered a ‘one-off’

event, during which the energy of a photon is transferred to an exciton instantaneously.

This thesis is concerned with providing a deeper understanding of the physics of strong

exciton-photon and exciton-vibration interactions that are present in molecular systems,

hence providing a stepping-stone towards achieving efficient man-made light-harvesting sys-

tems. The first part provides the background that will allow the reader to better follow the

results. In particular, chapter 2 provides an overview of organic semiconductors and some of

their unique physical properties. Chapter 3 discusses the formalism used to study the time

evolution of a system within quantum mechanics, where we also discuss shortcomings of

commonly employed methods when it comes to studying systems interacting strongly with

an environment e.g. of vibrations. Chapter 4 is concerned with the modelling of electronic

and vibrational structure in equilibrium, outlining the techniques used throughout this the-

sis in order to obtain several properties of electrons and holes, excitons and the vibrations

of organic semiconductors.

The second part of the thesis presents a series of novel contributions towards the goal

that has been outlined above. In chapter 5 we explore strong exciton-photon interactions,

which are of relevance at the earliest stages following photoexcitation. We outline ways of

tuning the magnitude of these interactions by developing a first principles methodology for

their calculation.

In chapter 6 we study the strong exciton-vibration interactions that are present in the

acene series of organic semiconductors. When it comes to the problem of light-absorption,

these are mostly relevant at later timescales compared to exciton-photon interactions. We
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show that the spatial extent of excitons largely determines the magnitude of their interaction

with molecular and crystal vibrations. We thus present a theory that allows us to uncover

the full microscopic mechanism behind exciton temperature- and pressure-dependence, rig-

orously comparing against experiment in both cases.

In chapters 7-9 we proceed to study the motion of excitons and their interaction with

vibrations in the time domain, following the excitation of a system by a photon. We study

so-called ultrafast processes occurring in the femto- to picosecond timescale following pho-

toexcitation, discussing the microscopic exciton-vibration interactions that occur and how

these enable the optimisation of the efficiency of the various processes.

In chapter 7 we study the process of endothermic charge transfer in a covalent tetracene

dimer in timescales of up to four picoseconds. By using and expanding upon a highly ac-

curate, non-perturbative and beyond Born-Oppenheimer method based on tensor networks,

we show that the activation of molecular vibrations through excess energy allows for a more

efficient transition from a spatially localised to a charge transfer exciton. Molecular vibra-

tions of different energies have different effects on charge transfer, allowing us to discuss the

potential of vibrational mode-selective excitation as a means of enhancing the efficiency of

ultrafast processes.

In chapter 8 we proceed to apply the tensor network methodology discussed in chapter

7 to the process of ultrafast singlet exciton fission, which occurs within less than a picosec-

ond and during which a spin singlet exciton decays towards two spin triplet excitons. By

comparing our theoretical results to experiment, we are able to showcase the accuracy of

our tensor network methods and to reveal the full microscopic mechanism of singlet fission

in a covalent pentacene dimer, creating a ‘movie’ of the molecular motion. We show that

molecular vibrations of different nature coordinate in a precise way in order to enable this

process.

In chapter 9 we combine the insights from chapters 7 and 8 in order to construct a sim-

plified model for studying the process of endothermic singlet exciton fission at significantly

longer timescales of up to hundreds of picoseconds. Our model includes the effects of molec-

ular vibrations, excess energy and the dielectric environment of the molecular system. We

show how a deep understanding of the relevant photophysics can be used to find the subtle

balance between these different factors that can lead to important efficiency gains.

Finally, we would like to highlight that the presented thesis contains various kinds of

computational methods, which in some cases are novel, in some they constitute extensions
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to pre-existing methods, and in some other cases they are combinations of methods that

had never before been combined. The applicability of these methods goes beyond the pho-

tophysics of organic semiconductors, and can be used to study the complicated quantum

mechanical problem of excited states interacting with a vibrational environment in numerous

material systems.



Part I

Background

5





Chapter 2

Organic semiconductors and their

properties

Carbon atoms form the basis of organic molecules and polymers, which are the building

blocks of organic semiconducting materials. There are millions of possible organic structures,

which allow one to imagine countless ways of designing materials with the desired properties.

The small atomic number of carbon, as well as hydrogen, nitrogen and oxygen, which are

the other elements often participating in organic compounds, gives organic semiconductors

some of their unique properties, compared to their inorganic counterparts such as silicon. In

this chapter, we explore the key characteristics of organic semiconducting materials, starting

from the basic properties of carbon atoms, and discussing the role of low screening due to

the small number of electrons, the distinction between molecular and crystal vibrations, and

finally we draw a comparison to inorganic semiconductors.

2.1 The chemistry of carbon and π-conjugation

We start by considering the ground electronic state of a carbon atom. The six electrons

are distributed among the lowest energy eigenstates, that is the atomic orbitals of carbon,

according to the rules that Friedrich Hund formulated in 1925 [4]: 1s22s22p2, as schematically

represented in Figure 2.1a. There is a total of four valence electrons in the outermost 2s

and 2px, 2py, 2pz atomic orbitals, however only two of them are unpaired and available for

the formation of a chemical bond. Nevertheless, carbon atoms can form substances such

as methane (CH4), with up to four covalent bonds. Furthermore, the chemical bonds of

methane are known to be equivalent, i.e. there is no indication that some of the bonds are

7
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Figure 2.1 The electronic configuration of a carbon atom in its ground state, as well as in hybridised states
encountered in chemical bonding.
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Figure 2.2 A schematic representation of the chemical bonding in methane and ethene, according to valence
bond theory.

formed between the carbon 2s orbital and the hydrogen 1s orbital, while others between

the carbon 2p and hydrogen 1s orbitals. In order to explain these apparent contradictions,

Linus Pauling introduced a theory of chemical bonds in 1931, based on the hybridisation of

atomic orbitals [5]. This so-called valence bond theory suggests that one of the 2s electrons

is promoted into the empty 2p orbital, and new eigenstates are formed by mixing the s and

p orbitals. These hybrid orbitals are referred to as sp3, are degenerate in energy and arrange

themselves in a tetrahedron around the carbon atom, as visualised in Figure 2.2 (left). The

orbital configuration of an sp3 hybridised carbon atom is given in Figure 2.1b; the star

symbol in 6C∗ indicates that the carbon atom is in an excited configuration, however the

energetic stabilisation provided by the chemical bonding outweighs this increase in energy,

making bond formation energetically favourable. Each of the carbon hybrid orbitals interacts

with the s orbital of a hydrogen atom, forming strong σ bonds as a consequence of the

significant overlap of their electronic densities.

However, it is not always the case that carbon atoms form four equivalent chemical

bonds. For example, in an ethene molecule (C2H4), the two carbon atoms form a double
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perylene
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benzophenone

Figure 2.3 Some example conjugated organic molecules, which exhibit semiconducting properties.

bond, and one of the two is weaker than the other. In practice, this means that it is relatively

easy to break the double bond and form two single bonds, which gives ethene some of its

interesting chemical reactivity properties. The concept of hybridisation of atomic orbitals

within valence bond theory may be used to explain the properties of ethene. In this case,

only two of the valence p orbitals of carbon mix with the 2s orbital, forming what is called

sp2 hybrids (Figure 2.1c). These participate in strong σ bonds with the two hydrogen atoms

bonded to each carbon, and in a single ‘face-to-face’ σ bond between the two carbon atoms.

The remaining unhybridised 2p orbitals of each carbon lie parallel to each other, showing

a small yet finite overlap of their electronic density, which leads to a weak π bond between

the two carbon atoms. Chemical bonding in ethene is schematically represented in Figure

2.2 (right).

In a similar fashion, in molecules such as ethyne (C2H2), where carbon atoms form a

triple bond, only a single p orbital mixes with the s orbital to form two sp hybrids. The

distribution of electrons in the carbon atomic orbitals in this case is shown in Figure 2.1d.

If we define the x axis of the system to lie in the direction of the carbon-carbon σ bond,

then the unhybridised 2p orbitals lying in the y and z directions participate in π bonds.

The chemical bonding properties of carbon are what give this element its unique proper-

ties and the ability to create millions of possible structures. Carbon atoms can bond to each

other with single, double or triple bonds, forming linear chains, branches of those, cyclic

compounds, in what is a set of nearly endless possibilities. An important subset of organic

molecules is the so-called conjugated structures. Some of them are shown in Figure 2.3. Due

to the weak bonding and delocalised character of the π electrons associated with a multiple
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bond, this alternation in the structure of conjugated materials leads to π electrons that are

delocalised over the entire molecule, and do not strictly belong to a single pair of atoms, as

described within valence bond theory. It is therefore natural to describe these delocalised

electrons as belonging to electronic states associated with the molecule as a whole, rather

than atomic orbitals. These states are referred to as molecular orbitals and can be con-

structed as linear combinations of atomic orbitals (LCAO). The theory of molecular orbitals

was first introduced by Hund, Mulliken and Lennard-Jones between 1927 and 1929 [6–10].

In 1931, Hückel applied this method in the context of conjugated systems, forming linear

combinations of the electrons originating from unhybridised p orbitals. The µth molecular

orbital describing a delocalised π-electron state is then written as [11]:

πµ =
N∑
i=1

cµi p
i
z, (2.1)

where N the number of carbon atoms participating in the conjugated structure. The co-

efficients cµi are determined by solving a generalised eigenvalue problem, for a Hamiltonian

which ignores electron-electron interactions. In the example of benzene, the combination of

the six pz orbitals gives six π molecular orbitals, as visualised in Figure 2.4. Three of these

have lower energies than a system of six independent pz orbitals, and are characterised as

bonding orbitals. These are the orbitals populated by electrons. Additionally, there are

three anti-bonding molecular orbitals, with energies higher than the pz system.

Hückel theory is very useful for obtaining physical intuition regarding the electronic prop-

erties of conjugated organic structures, and theoretical chemists have used it for decades.

However, in this thesis we do not use Hückel to perform any actual calculations, as it

has some significant limitations, which can nowadays be overcome by using more advanced

schemes. For example, within Hückel theory, σ electrons do not participate in forming the

molecular orbitals, instead forming a background electronic density. In 1963, Roald Hoff-

mann presented an extended Hückel theory, also incorporating the effect of σ electrons, and

achieving improved accuracy for the electronic properties of molecules [12]. Furthermore, the

repulsive Coulomb interaction between pz electrons is ignored. In section 4.3 we discuss the

so-called PPP theory introduced by Parr, Pople and Pariser in 1953 [13, 14], which is used

within this thesis. This approach is still based on a model description of π electrons, however

it does incorporate electron correlation, which is necessary in order to achieve quantitative

accuracy for optical properties of some of our studied systems. In several cases however, we
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Figure 2.4 Schematic representation of the frontier molecular orbitals of benzene, as linear combinations
of pz orbitals within Hückel theory. The blue and red colours represent positive and negative wavefunction
phases respectively. In the cases that a pz orbital is absent from a carbon atom, this means that it does not
contribute towards the formation of the molecular orbital.

need to resort to fully first principles calculations that do not depend on approximations

regarding the σ electrons, the form of the Coulomb interaction, or LCAO. These include

density functional theory and Green’s function based methods discussed in detail in chapter

4.

The highly delocalised character of π electrons in conjugated materials led to the as-

sumption that these materials could exhibit metallic conductivity, hence sparking intense

research efforts in that direction. It was however subsequently realised that conjugated or-

ganic structures are not in fact conducting, since they exhibit a relatively large gap (often

more than 2 eV) between their highest occupied molecular orbital (HOMO) and the lowest

unoccupied molecular orbital (LUMO), similar to the gap between the valence and conduc-

tion band of traditional semiconductors. These materials are therefore referred to as organic

semiconductors, and the structures visualised in Figure 2.3 all belong to this category. The

gap of the benzene molecule is visualised in Figure 2.4. The large gap limits the conduc-

tivity, as at room temperature the probability of exciting carriers at energies above 2 eV is

very low, similar to inorganic semiconductors. However, doping organic crystals can provide
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Figure 2.5 Energy diagram of a singlet and triplet exciton resulting from a transition of an electron from
the HOMO to the LUMO.

free carriers, which are highly mobile, and conductivity can increase by up to a staggering

eleven orders of magnitude [1]. These organic semiconducting materials have indeed a lot

of similarities to their inorganic counterparts such as silicon, however they also exhibit a lot

of differences; a subject that we discuss in more detail in section 2.4.

2.2 The exciton state

2.2.1 Formation of bound electron-hole pairs

We now consider the case of an incident photon on an organic semiconductor. Within

the simplest picture, if the photon energy is larger or equal to the HOMO-LUMO gap

(i.e. the fundamental gap), then there is a finite probability that it will be absorbed,

promoting an electron from the HOMO to the LUMO. As a consequence, there is a surplus

of negative charge −|e| in the LUMO due to the presence of a single electron. Similarly,

there is a a surplus of positive charge +|e| in the HOMO, due to the absence of the excited

electron, or equivalently, due to the presence of a hole. An example energy diagram for

an exciton resulting from a HOMO-LUMO transition is visualised in Figure 2.5. Two spin

configurations are shown, and discussed below.

The excited electron in the LUMO and the hole in the HOMO interact via an attractive

screened Coulomb interaction W = − 1
εr

, where ε the dielectric constant of the material.
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Here we have adopted atomic units, which are used throughout this thesis. Compared to in-

organics, organic semiconductors have low dielectric constants leading to a strong attractive

electron-hole interaction in these systems. This leads to the formation of bound electron-

hole pairs referred to as excitons. For example, polyacetylene has a relative permittivity

εr = ε
εo

between 2 and 5, depending on the direction of the incident light [15], leading to

an exciton binding energy of 0.15 eV [16]. Pentacene has been reported to have a permit-

tivity of approximately 2.5, leading to an exciton binding energy of at least 0.4 eV [17]. In

comparison, silicon has an exciton binding energy of a mere 15 meV [18].

More generally, exciton states (|S〉) are not restricted to frontier orbitals, and are linear

combinations of transitions between occupied and unoccupied orbitals, or in other words

between valence (v) and conduction (c) states:

|S〉 =
hole∑
v

el∑
c

ASvc |vc〉 . (2.2)

The coefficients ASvc are obtained as solutions to the so-called Bethe-Salpeter equation for

exciton states, which is outlined in section 4.4.3.

This picture of excitons as molecular excited states was first introduced by Frenkel in

1931 [19], and holds for a large number of organic semiconductors, both in solution and in

the solid state. However, for some solid state organic semiconductors excitons can become

delocalised, i.e. for a hole localised on a given molecule, the electron may be found within

a radius that can include up to several monomer units. These delocalised excitons are

similar to those first described by Wannier in 1937 [20] for insulating solid state systems,

which are often referred to as Wannier-Mott excitons. However, the term Wannier-Mott

excitons usually refers to systems with a small exciton binding energy, such as inorganic

semiconductors (this is discussed in more detail in section 2.4). For organics, even when

excitons become delocalised, the exciton binding energy can remain substantial, as is the case

with pentacene. We instead refer to these excitons as charge transfer excitons, due to the fact

that the electron and hole need not be localised on the same molecule. Figure 2.6 visualises

the first optically accessible exciton state of the acene series of organic semiconductors.

While naphthalene hosts a localised Frenkel exciton, the charge transfer character of this

bound state becomes more prominent as one moves towards pentacene, for reasons that will

be discussed in detail in chapter 6. Therefore, it becomes clear that organic semiconductors

can host excitons of a varying degree of localisation.



Chapter 2. Organic semiconductors and their properties 14

Naphthalene Anthracene Tetracene Pentacene

Figure 2.6 The first bright (singlet) exciton state of the acene series of organic semiconductors. The
electron density is visualised in blue, for a hole localised on the central monomer of the plotted region.

2.2.2 Exciton spin

We now turn our attention to the role of spin in the properties of excitons. An electron

and a hole both have a spin of s = 1/2, therefore an exciton can either be in a spin singlet

(S) state S = sel − sh = 0 (mS = 0), or in a spin triplet (T ) state S = sel + sh = 1

(mS = −1, 0,+1), as visualised in Figure 2.5 (the hole has an mS value opposite to that of

the electron state which is vacated). The corresponding spin wavefunctions are:

|S〉 =
1√
2

(|↑〉 |↓〉 − |↓〉 |↑〉) (2.3)

and:

|T 〉 =


|↑〉 |↑〉

1√
2
(|↑〉 |↓〉+ |↓〉 |↑〉)

|↓〉 |↓〉

(2.4)

The singlet and triplet exciton states are non-degenerate, and the singlet has higher

energy [21]:

ES − ET = 2

∫
dr1dr2ψ

∗
v(r1)ψ∗c (r2)

1

|r1 − r2|
ψc(r1)ψv(r2) (2.5)

The derivation of the above result requires a many-body treatment of the electronic system.

Such a treatment is provided by the so-called Bethe-Salpeter equation that is discussed in

section 4.4.3, where we also revisit the issue of the energy splitting between singlet and

triplet excitons. However, an intuitive (and oversimplified) way of understanding this effect

is to consider the interaction and indistinguishable character of the excited electron, and the

unpaired electron that still occupies the valence state. The spin-singlet and triplet states

are antisymmetric and symmetric with respect to particle exchange respectively, and the

corresponding spatial parts of the wavefunction have the opposite symmetry in each case,
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as the product must give an antisymmetric wavefunction for fermions. Therefore, for this

two-electron system the spatial part of the wavefunction is:

ΨT =
1√
2

[ψ1(r1)ψ2(r2)− ψ1(r2)ψ2(r1)], (2.6)

ΨS =
1√
2

[ψ1(r1)ψ2(r2) + ψ1(r2)ψ2(r1)]. (2.7)

The Hamiltonian operator for this two-electron system is: H = h1 +h2 + 1
r
, where h1, h2 the

independent electron Hamiltonians (with the respective one-electron energies ε1, ε2), and 1
r

their repulsive Coulomb interaction.

The energy of the singlet is:

ES = 〈ΨS|H |ΨS〉

=
1

2

∫
dr1dr2[ψ∗1(r1)ψ∗2(r2) + ψ∗1(r2)ψ∗2(r1)](h1 + h2 +

1

r
)[ψ1(r1)ψ2(r2) + ψ1(r2)ψ2(r1)]

= ε1 + ε2 +

∫
dr1dr2ψ

∗
1(r1)ψ∗2(r2)

(1

r

)
ψ2(r1)ψ1(r2) +

∫
dr1dr2|ψ1(r1)|2

(1

r

)
|ψ2(r2)|2

(2.8)

and for the triplet:

ET = 〈ΨT |H |ΨT 〉

=
1

2

∫
dr1dr2[ψ∗1(r1)ψ∗2(r2)− ψ∗1(r2)ψ∗2(r1)](h1 + h2 +

1

r
)[ψ1(r1)ψ2(r2)− ψ1(r2)ψ2(r1)]

= ε1 + ε2 −
∫
dr1dr2ψ

∗
1(r1)ψ∗2(r2)

(1

r

)
ψ2(r1)ψ1(r2) +

∫
dr1dr2|ψ1(r1)|2

(1

r

)
|ψ2(r2)|2

(2.9)

Hence their difference is exactly that of equation 2.5, and the integral:

K =

∫
dr1dr2ψ

∗
v(r1)ψ∗c (r2)

1

|r1 − r2|
ψc(r1)ψv(r2), (2.10)

is referred to as the exchange integral. One could imagine that in the triplet state the two

electrons can exchange positions due to having the same spin orientation and being indistin-

guishable, hence stabilising its energy relative to the singlet state. Again we emphasise that
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Singlet Triplet

Figure 2.7 The first singlet and triplet excitons of a molecular crystal of pentacene. The electron density is
visualised in blue and green respectively, for a hole localised on the central monomer of the plotted region.

this two-electron picture offers a mere simplistic way of understanding the singlet-triplet

splitting of exciton states, which needs to be considered within a many-body picture. Intu-

itively, the additional exchange term destabilising the energy of the singlet can be thought

of as a repulsive interaction between an electron and a hole. Consequently, singlet excitons

are spatially more extended, i.e. more delocalised, than triplet excitons, as in the example

of the singlet and triplet states of a pentacene crystal visualised in Figure 2.7. We will show

in chapter 6 that the delocalisation of excitons largely determines their interactions with

vibrations and their response to external stimuli such as pressure. The energy difference

between the singlet and the triplet is typically 0.7 − 1 eV [22], a result that is critical to

various ultrafast processes and optoelectronic applications based on organic semiconductors,

a fact that will be discussed later on.

2.2.3 The role of spin for exciton-photon interactions

For photoinduced processes it is important to consider the properties of the two kinds of

exciton states regarding the absorption and emission of light. To do so, we will consider the

coupling to the photon to be weak, making it possible to describe this interaction within

time-dependent perturbation theory, and specifically using Fermi’s golden rule [23]. In

chapter 5 of this thesis, we go beyond this so-called weak coupling regime and consider the

physics of systems with strong exciton-photon interaction.

From Fermi’s golden rule, the transition rate from an initial state |i〉 to a continuum of

final states |f〉, due to a perturbation H′, is given by:

ki→f =
2π

h̄
|〈i|H′ |f〉 |2ρ(Ef ), (2.11)



17 2.2. The exciton state

where ρ(Ef ) the density of states at the energy of the final state. In the case of photon

absorption/emission, the external perturbation is an oscillating electric field of magnitude

E in the direction u, which interacts with the dipole generated by the transition. One

can consider the electric field to be constant over the typical 1 nm length scale of molecular

systems (apart from the cases of γ- and x-rays that we do not consider), hence the transition

rate becomes:

ki→f =
2πE2

h̄
|〈i|µ · u |f〉 |2ρ(Ef ), (2.12)

where µ = −er the dipole operator. If we write the initial and final states as a product of

their spin (χ) and spatial (ψ) parts, we obtain:

ki→f =
2πE2

h̄
|〈χi|χf〉 · 〈ψi|µ · u |ψf〉 |2ρ(Ef ), (2.13)

since the dipole operator only acts on the spatial part. Therefore, the transition rate is

proportional to |〈χi|χf〉 |2, which is zero for spin states of different multiplicity in the absence

of spin-orbit coupling (this can be easily shown by using the spin wavefunctions of equations

2.3 and 2.4). One therefore reaches the conclusion that light cannot induce a transition

between a singlet and a triplet state. Since the ground state of organic semiconductors

is a singlet (all the electrons are paired), light absorption can only excite higher energy

singlet states. This is the reason that the energy of the first bright singlet state is commonly

referred to as the optical gap of a material (a quantity which is substantially smaller than

the electronic/fundamental gap due to the significant exciton binding energy of organics).

Similarly, a triplet exciton cannot recombine towards the ground state by emitting a photon,

hence triplets are generally dark states. However, the forbidden character of singlet-triplet

transitions is relaxed in the presence of spin-orbit coupling [24].

2.2.4 Singlet exciton fission

Depending on the relative energy of singlet and triplet excitons, a process referred to as

singlet exciton fission can occur. During this process, a high-energy singlet exciton (typically

the first excited singlet S1) decays towards a pair of low-energy triplets [25, 26]. Hence the

process is exothermic once E(S1) > 2 · E(T1), and endothermic for E(S1) < 2 · E(T1).

Solid pentacene is an archetypal system exhibiting efficient exothermic singlet fission [27].

Interestingly, even in systems where it is endothermic, e.g. in tetracene [28–31], singlet fission
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Figure 2.8 Schematic representation of the singlet fission mechanism. A photon excites a singlet state S1

on a molecule A, which transitions to a spin-singlet triplet-pair state 1TT, with the two triplets localised on
the neighbouring molecules A and B. The S1 → 1TT transition proceeds either directly via a two-electron
process, or via an intermediate charge transfer (CT) state.

can be very efficient and temperature-independent [30–33]. To explain such observations,

coherent processes have been invoked [34,35], a fact that we return to in chapter 9. Singlet

fission was first proposed in 1965 in order to explain the temperature dependence of the

anthracene emission [36]. However, it is mostly in recent years that it has attracted a lot of

attention, due to its promise for more efficient photovoltaic technologies. In a typical solar

cell, the material absorbs light and an exciton is generated. The exciton then dissociates

forming a free electron and a hole that contribute towards electric current. Singlet exciton

fission allows for the generation of two triplet excitons from a single absorbed photon, hence

having the potential to produce up to double the amount of free charge carriers. However,

the generated triplet excitons have low energies and cannot be used to increase the efficiency

of solar cells based purely on organic semiconductors. Instead, one can use singlet fission

for hybrid organic-inorganic devices. For example, consider silicon with a band gap of

1.1 eV. Photons of higher energy can still be absorbed, but their excess energy is lost in

the form of heat. Instead one can couple silicon to a layer of the organic semiconductor

tetracene. Tetracene absorbs at approximately 2.4 eV and undergoes efficient singlet fission.

The generated triplets can then be transferred to silicon, since they have energies that lie

very close to its electronic gap. In this way thermalisation losses are significantly reduced,

and one can go beyond the theoretically predicted ‘Shockley-Queisser’ limit of 33% for the

efficiency of single-junction solar cells, and up to 44% [37]. Indeed, efficient triplet transfer



19 2.3. Vibrational motion in organic semiconductors

from tetracene to silicon was demonstrated in 2019 [38].

The triplet states that are produced from singlet fission are entangled into an overall

spin-singlet triplet pair state, which is denoted as 1TT. The spin-conserving character of

this process allows it to be ultrafast, occurring in the femto- to picosecond timescale. The

triplets that form the 1TT state eventually lose coherence and become independent, however

this process towards free triplets is much slower and can take nanoseconds in some cases [25].

The nature of the coupling between the S1 and the 1TT states has been a subject of debate

in the literature. There are reports of both a direct transition between the two states, which

requires a two-electron coupling, as well as a step-wise process involving charge transfer

states as intermediates [25, 39–43]. These two mechanisms are schematically represented

in Figure 2.8, and it is the mediated mechanism which is considered to be dominant in

most cases. This is due to the two-electron coupling between S1 and 1TT being at least an

order of magnitude smaller than the one-electron couplings driving the mediated mechanism

[39]. In the mediated fission scenario, the charge transfer states are not necessarily directly

populated, but can facilitate the process as virtual intermediates in what is referred to as

the super-exchange mechanism [39,42].

Another factor that is increasingly recognised to be critical in the ultrafast timescale

where singlet fission occurs, is the interaction of excitons with molecular and crystal vibra-

tions [32,35,44–51] (key elements of the physics of vibrations in organic semiconductors are

given in the following section 2.3). Hence ultrafast processes, including singlet fission, pro-

vide an ideal platform to understand these effects, the microscopic mechanism of which has

thus far remained elusive. In chapter 7 we study the first step of the singlet fission process

- ultrafast charge transfer - and find how vibrations can be used to increase its efficiency.

Singlet fission is studied in chapters 8 and 9, where we reveal the microscopic mechanism

and the role of exciton-vibration interactions in this process.

2.3 Vibrational motion in organic semiconductors

We now consider the example of pentacene visualised in Figure 2.9, in order to discuss the

nature of vibrational motion in organic semiconductors. The conclusions that we draw in

this section generalise to the vast majority of organic semiconductors.

There are roughly three categories into which vibrations of organic semiconductors can

be classified. Firstly, there are vibrations that involve only pairs of atoms, e.g. two carbon
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atoms, or a carbon and a hydrogen. Then there are those vibrations which are collective

in their nature, i.e. they involve larger groups of atoms, and up to every atom within a

molecule. Finally, there are intermolecular vibrations, where two (or more) molecules move

relative to each other.

The frequency of these various kinds of motions can be roughly modelled within a simple

harmonic oscillator picture:

ω =

√
k

µ
, (2.14)

where k the spring constant and µ the effective mass of the oscillator. Collective motions of

an entire molecule/pair of molecules have the lowest frequencies, due to the large mass of

the oscillators involved. As we move towards more localised vibrations within a molecule,

which only involve a small number of atoms, the frequency of the motion increases. When

it comes to vibrations that only involve carbon atoms, the high frequency limit consists of

motions that modulate the length of the chemical bond between a pair of carbon atoms.

The spring constant k that appears in equation 2.14 encodes the strength of the chemical

bond involved in the vibration. Hence a double bond carbon stretching motion has a higher

frequency than the single bond stretching, and respectively the triple bond motion has a

higher frequency than the double bond one. Finally, the relative motion of carbon and

hydrogen is the highest frequency motion usually encountered in organic semiconductors.

At room temperature, the thermal energy of 25 meV = 202 cm−1 is sufficient to lead to a

large displacement of the very low-frequency modes that arise due to the molecular nature of

organic semiconductors. These slow and collective crystal vibrations lead to large variations

of the distance and hence the electronic interactions between neighbouring molecules [52,53].

Since excitons can spatially extend over several molecules, such low-energy phonons can

have a strong influence on their properties, a point that we prove rigorously in chapter

6. Organic semiconducting conjugated polymers also exhibit very low-frequency vibrations

that are strongly coupled to their excitons [54]. However, we would like to emphasise that

even high-frequency vibrational motions that are not thermally activated are important, due

to zero-point nuclear quantum motion. These high-frequency oscillations have an energy of

E = h̄ω
2

, and can dominate the interaction with the exciton, e.g. upon absorption of a

photon [55, 56], and during the non-equilibrium processes that follow. However, in chapter

6 we show that even in the equilibrium state of several organic semiconductors, excitons can
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ω = 112 cm-1 ω = 459 cm-1

ω = 1536 cm-1 ω = 3126 cm-1

Figure 2.9 A few characteristic vibrations of pentacene.

predominantly couple to vibrations that are only active due to quantum fluctuations.

2.4 Differences and similarities to inorganic semicon-

ductors

From the previous sections, several similarities and differences between organic and inorganic

semiconductors become apparent. Here we summarise and further highlight some of these.

In metals, the dielectric constant is very large, with a ‘sea’ of electrons providing strong

screening and leading to nearly free electronic motion. This is not the case in semiconductors.

The relative permittivity of silicon, arguably the most widely used of semiconductors, is

εr = ε
εo

= 11.4, leading to a finite exciton binding energy of 15 meV [18]. This is still

below the thermal energy of 25 meV at room temperature. As a result, it is most common

to consider the motion of free electrons and free holes in these materials. The situation is

different in organic semiconductors. Typical permittivity values range between 2 and 4 [57],

leading to strong electron-hole attraction and exciton binding energies than can be as large

as 1.3 eV (see for example chapter 5) . Hence it is generally the case that the absorption of

a photon does not lead to free charges in these materials, but to bound exciton states.

The main characteristic of semiconducting materials, namely an energy gap between the

highest occupied and lowest unoccupied states, is present in both organics and inorganics.
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In traditional semiconductors, the energy bands arise due to the periodicity of the atoms.

Hence one speaks of k-dependent conduction and valence bands, where k a reciprocal lattice

vector describing the state of a Bloch electron. This can also be the case in organic materials,

in those cases that they exhibit a sufficient degree of periodicity. For example, the acene

series of semiconductors is well-ordered in the solid state, and the picture of Bloch electrons

described by a k vector holds. However, most organic molecules in the solid state form

disordered films [58, 59]. In this case, there are no ‘energy bands’ in the sense of well-

defined E = E(k) relations, but only a distribution of orbital energies in real space. The

HOMO-LUMO gap then takes the role of the energy gap.

Another important difference between organic and inorganic semiconductors is the nature

of the vibrations the exhibit. As elaborated in section 2.3, due to the molecular nature

of organic semiconductors, their vibrations can be classified as intra- or intermolecular.

Intermolecular vibrations are heavily activated at room temperature due to their very low

frequencies, leading to a very strong interplay between electronic and vibrational degrees of

freedom. This is not the case in inorganic atomic systems, where vibrational motion is often

considered to act on the motion of electrons as a small perturbation [60]. It is partly this

last property of organic semiconductors that makes it necessary to adopt approaches that

go beyond perturbation theory for their description.



Chapter 3

The time-dependent quantum

mechanical problem

This chapter aims to introduce a number of concepts which are important for modelling

the quantum dynamics of an exciton system interacting with an environment of molecular

and/or crystal vibrations. We start in section 3.1 from discussing ways of formulating the

problem of obtaining the time-dependent properties of a system, based on the so-called

density matrix formalism. We then proceed in section 3.2 to examine the case of a system

of interest interacting with another, potentially large, system, which we shall call ‘the en-

vironment’. In section 3.3 we present a number of approximations which are employed to

derive quantum master equations that are commonly used to compute the time evolution of

large systems. We briefly discuss these approximations in section 3.4, highlighting the fact

that they often break down in organic semiconductors. It is therefore necessary to develop

and use a methodology that can overcome these shortcomings. This methodology is based

on tensor networks, and we discuss it in detail in chapters 7 and 8. We refer the reader

interested in more detail on the material of this chapter to reference [61].

3.1 Density matrix formalism

Let us consider a statistical mixture of quantum states |Ψn〉, each of which has a statistical

weight Wn, with n a positive integer. The density operator describing such a mixture is

defined as:

23
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ρ =
∑
n

Wn |Ψn〉 〈Ψn| . (3.1)

Each of the states |Ψn〉 in the above sum is a pure state, in other words it can always be

written as a superposition of a set of basis states |Φm〉 of our choice:

|Ψn〉 =
∑
m

α(n)
m |Φm〉 . (3.2)

In this basis, the density operator is rewritten as:

ρ =
∑
mm′n

Wnα
(n)
m α

(n)∗
m′ |Φm〉 〈Φm′| , (3.3)

and its matrix representation in the basis of |Φm〉 is:

〈Φi| ρ |Φj〉 =
∑
n

Wnα
(n)
i α

(n)∗
j . (3.4)

Equation 3.4 defines the density matrix within a specific basis set.

There are a number of properties of the density matrix that constitute it a very useful

quantity to calculate when considering the dynamics of a quantum system, so let us elaborate

on some of these:

• The density matrix is Hermitian, since the matrix elements of equation 3.4 satisfy the

condition:

〈Φi| ρ |Φj〉 = 〈Φj| ρ |Φi〉∗ (3.5)

• The diagonal elements ρmm of the density matrix give the probability of finding the

system in the state |Φm〉:

ρmm =
∑
n

Wn|α(n)
m |2 (3.6)

This becomes evident from the fact that Wn is the probability of finding the system

in state |Ψn〉, which in turn has probability |α(n)
m |2 to be found in the state |Φm〉. As

a consequence, the sum of these diagonal elements is equal to one: tr(ρ) = 1.

• The off-diagonal elements ρmn of the density matrix indicate whether the system is in

a coherent superposition or not. The matrix element ρmn is often called the coherence

between states |Φm〉 and |Φn〉. For a system in the pure state |Ψ〉 = α1 |Φ1〉+α2 |Φ2〉,
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ρ12 = α1α
∗
2. The coherence is a measure of the quantum versus classical character of

a system. In the superposition state |Ψ〉 = 1√
2
(|Φ1〉+ |Φ2〉) of such a two-level system,

the coherence obtains its maximal value ρ12 = 0.5, whereas ρ12 = 0 in the case where

the system has collapsed into one of the two basis states. Even if the system is in a

mixture of different quantum states, which however are not coherent superpositions

of basis states, the coherence will still be equal to zero, as it becomes obvious from

equation 3.4. This is called an incoherent mixture. The coherence of a system depends

on the specific choice of basis.

• The relation:

tr(ρ2) ≤ (tr(ρ))2 (3.7)

holds, with the equality being a sufficient and necessary condition that the system

described by ρ is in a pure state.

• The expectation value of any operator A is equal to the trace of ρ times A, since:

〈A〉 =
∑
mm′

∑
n

Wnα
(n)
m α

(n)∗
m′ 〈Φm′|A |Φm〉

=
∑
mm′

〈Φm| ρ |Φm′〉 〈Φm′ |A |Φm〉 = tr(ρA) (3.8)

At this stage, it is important to note that since in quantum mechanics a system is fully

described by the expectation values of a set of mutually commuting operators, and these

expectation values may be obtained through relation 3.8, consequently the density matrix

contains all physically significant information of the system.

Now let us see how the density matrix may be used in the context of considering the

time evolution of a quantum system. For a general time-dependent Hamiltonian H(t), the

evolution of the system is governed by the Schrödinger equation:

i
∂ |Ψ(t)〉
∂t

= H(t) |Ψ(t)〉 , (3.9)

where we remind that throughout this thesis we work in units of h̄ = 1. For a time-

independent Hamiltonian this admits the simple solution:

|Ψ(t)〉 = exp(−iHt) |Ψ(0)〉 , (3.10)
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however once we have an explicit time dependence in H, this is not the case any more.

Generally, |Ψ(t)〉 may be obtained by operating on |Ψ(0)〉 with a time evolution operator

U(t):

|Ψ(t)〉 = U(t) |Ψ(0)〉 . (3.11)

By substituting equation 3.11 into 3.9, we obtain:

i
∂U(t)

∂t
|Ψ(0)〉 = H(t)U(t) |Ψ(0)〉 , (3.12)

which holds for any |Ψ(0)〉, and therefore:

i
∂U(t)

∂t
= H(t)U(t). (3.13)

Similarly, for the Hermitian conjugate:

− i∂U
†(t)

∂t
= U †(t)H(t). (3.14)

Suppose now that at time t = 0 a system in a mixed state is represented by the density

operator:

ρ(0) =
∑
n

Wn |Ψ(0)n〉 〈Ψ(0)n| . (3.15)

According to the time evolution of equation 3.11, at times t the operator becomes:

ρ(t) =
∑
n

Wn |Ψ(t)n〉 〈Ψ(t)n|

=
∑
n

WnU(t) |Ψ(0)n〉 〈Ψ(0)n|U †(t), (3.16)

which may be rewritten as:

ρ(t) = U(t)ρ(0)U †(t). (3.17)

We can rewrite equation 3.17 by differentiating it with respect to time and making use of

equations 3.13 and 3.14:
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i
∂ρ(t)

∂t
= i

∂U(t)

∂t
ρ(0)U †(t) + iU(t)ρ(0)

∂U †(t)

∂t

= H(t)U(t)ρ(0)U †(t)− U(t)ρ(0)U †(t)H(t). (3.18)

Finally, by using equation 3.17, we obtain:

i
∂ρ(t)

∂t
= [H(t), ρ(t)]. (3.19)

Equation 3.19 for the time dependence of the density matrix is commonly referred to as the

Liouville equation. This may also be rewritten as an integral equation:

ρ(t) = ρ(0)− i
∫ t

0

[H(t′), ρ(t′)]dt′ (3.20)

All the preceding discussion has been based on the Schrödinger picture of quantum

mechanics, within which the wavefunction contains all the time dependence of a system,

according to equation 3.11. An alternative representation of the time-dependent problem,

which we shall use later on in this chapter, is given by the so-called interaction picture.

Consider a system described by the HamiltonianHo, perturbed by a time-dependent external

potential V (t):

H = Ho + V (t). (3.21)

Within this picture, state vectors obey the equation:

i
∂ |Ψ(t)I〉

∂t
= V (t)I |Ψ(t)I〉 , (3.22)

where the interaction picture state vectors |Ψ(t)I〉 are obtained from their Schrödinger pic-

ture counterparts by removing the time-dependence created by Ho:

|Ψ(t)I〉 = exp(iHot) |Ψ(t)〉 , (3.23)

and for the potential term:

V (t)I = exp(iHot)V (t) exp(−iHot). (3.24)
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Similarly, all operators A(t) in the Schrödinger picture are transformed in the interaction

picture:

A(t)I = exp(iHot)A(t) exp(−iHot), (3.25)

The time-dependence of the state vectors in the interaction picture is created entirely by the

external potential V (t), as it becomes evident from equation 3.22. The interaction picture

can be convenient in cases where V (t) is a small perturbation of the system. In these

cases, |Ψ(t)I〉 varies slowly in time, meaning that 3.22 can be solved approximately using

time-dependent perturbation theory, which makes it more practical than equation 3.9.

3.2 The system and its environment

The Liouville equation 3.19 or 3.20 determines the time evolution of a generic quantum

system described by a density matrix ρ(t). However, the situation with which one is often

faced, is that of being interested in the dynamics of a quantum system, which is interacting

with a second, potentially very large quantum system. We will refer to the quantum system

of interest simply as the ‘system’ (S), and the large system with which it interacts as

its ‘environment’ (E). This situation is of particular importance for this thesis, since we

are often concerned with an exciton system resulting from the absorption of light, which

is interacting with a very large number of molecular or crystal vibrations, i.e. a large

vibrational environment. We are in most cases interested in the observables of the exciton

system, while the environment remains unobserved.

Let us denote the basis states of the system as |ϕj〉, and those of the environment as

|Φi〉. The collective state of the system and the environment will then be denoted as |Φiϕj〉.

Consider now an operator A corresponding to an observable of the system, which only acts

on the states |ϕj〉. The matrix representation of this operator is:

〈Φi′ϕj′ |A |Φiϕj〉 = 〈ϕj′|A |ϕj〉 δi′i, (3.26)

and by using this and equation 3.8, we obtain the expectation value of A at times t:
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〈A(t)〉 = tr(ρ(t)A) =
∑
i′ij′j

〈Φi′ϕj′ | ρ(t) |Φiϕj〉 〈Φiϕj|A |Φi′ϕj′〉

=
∑
j′j

[
∑
i

〈Φiϕj′ | ρ(t) |Φiϕj〉] 〈ϕj|A |ϕj′〉 (3.27)

We define:

〈ϕj′ | ρS(t) |ϕj〉 =
∑
i

〈Φiϕj′ | ρ(t) |Φiϕj〉 , (3.28)

the reduced density matrix of the system. This is obtained by tracing over the variables of the

environment, essentially constituting a projection of the density matrix onto the subsystem

of interest. Based on this definition, equation 3.27 can be rewritten:

〈A(t)〉 =
∑
j′j

〈ϕj′| ρS(t) |ϕj〉 〈ϕj|A |ϕj′〉

= tr(ρS(t)A). (3.29)

Similar to equation 3.8, equation 3.29 means that the reduced density matrix ρS(t) contains

all information on the system S.

Now let us consider the Hamiltonian operator of the enlarged system, consisting of our

system of interest S and its environment E:

H = Ho(S) +Ho(E) + V, (3.30)

where the terms Ho refer to the free motion of the two systems, and V describes their

interaction. Because of this finite interaction, there is no Hamiltonian operator which can

describe the dynamics of the system S alone.

One can still describe the time evolution of the system S by tracing over the variables

of the environment E (denoted as trE) and forming the reduced density matrix in equation

3.17:

ρS(t) = trE(U(t)ρ(0)U †(t)), (3.31)

or equivalently:
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∂ρS(t)

∂t
= −itrE([H, ρ(t))]). (3.32)

It is interesting to note that in equation 3.31, the operation of taking the trace over the

variables of the environment E, prevents one from obtaining ρ(0) from ρ(t) through the

inverse transformation U †(t)ρ(t)U(t). This is a hallmark of irreversible behaviour, which

results from the interaction with the unobserved system E.

Such a system S having a non-negligible mutual interaction with an unobserved envi-

ronment E is called an open quantum system. As we discussed above, the time evolution of

such a system cannot be described by the Liouville equation 3.17 or 3.19, but by equations

3.31 and 3.32 that lead to irreversible behaviour. Additionally, according to the principle

of non-separability [62], the interaction results in a mixed state for the open system, even if

initially it was found in a pure state. This can be understood as an increase of the so-called

von Neumann entropy:

SvNE = −tr(ρ ln ρ) = −
∑
i

pi ln pi, (3.33)

where pi the probability of finding the system in the state i, as obtained by equation 3.6.

This increase in entropy underlines the irreversible character of the open quantum system

dynamics.

Of course, it is always possible to describe the enlarged system, consisting of the combi-

nation of S and E, as a single closed quantum mechanical system. This isolated system is

described by a Hamiltonian H and a time evolution operator U(t), while the Liouville equa-

tion 3.19 holds. Naturally, for systems in contact with a large environment this approach

requires one to perform the time evolution of an enlarged system of what has often been

thought of as forbidding size, since the size of the associated Hilbert space scales exponen-

tially with the number of basis states. Therefore, in most cases the avenue of open quantum

systems is deemed more appropriate. We will show however in chapter 7 that by using tensor

network methods, one can describe the combined dynamics of an exciton-vibration system

of large organic molecules, at a low computational cost. This formalism has the additional

advantage of allowing us to go beyond a number of very common approximations which are

used within the open quantum system framework, and which are described in the following

section.
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3.3 Approximate quantum master equations

Let us now consider a number of approximations which are commonly used to arrive at

different quantum master equations that govern the time evolution of a system S interacting

with an unobserved environment E. The time evolution of the density matrix ρ(t) of the

combined system, described by the Hamiltonian 3.30, is given by 3.19, or equivalently by

3.20. We insert 3.20 into 3.19 and obtain:

ρ̇(t) = −i[H(t), ρ(0)] +

∫ t

0

dt′[H(t), [H(t′), ρ(t′)]]. (3.34)

We now switch to the interaction picture, within which the time evolution of the density

matrix is governed by the interaction potential V . Since we are interested in the observables

of the system S, we trace over the the variables of E and obtain the reduced density matrix

in the interaction picture:

ρ̇(t)SI = −itrE([V (t)I , ρ(0)I ]) +

∫ t

0

dt′trE([V (t)I , [V (t′)I , ρ(t′)I ]]), (3.35)

where generally an operator A in the interaction picture is related to the Schrödinger picture

according to equation 3.25.

If we assume the interaction V between S and E to be switched on at t = 0, then prior

to this the two systems are uncorrelated (the associated Hilbert spaces disjoint) and the

total density matrix is given by the direct product:

ρ(0) = ρ(0)S ⊗ ρ(0)E. (3.36)

We now proceed to make the first key approximation towards the derivation of a quantum

master equation:

• Approximation I: The Born approximation

We assume the coupling of the system S to the environment E to be weak, so that

the influence of the interaction on E is small. Therefore E can always be represented

by ρ(0)E and the total density matrix is written as:

ρ(t)I = ρ(t)SIρ(0)E. (3.37)

This is equivalent to assuming that the environment is very large, therefore the ef-



Chapter 3. The time-dependent quantum mechanical problem 32

fects of its interaction with the system dissipate away quickly. This approximation is

intimately connected to the Born-Oppenheimer approximation discussed in chapter 4.

Substituting the approximate density matrix 3.37 in equation 3.35, we obtain:

ρ̇(t)SI = −itrE([V (t)I , ρ(0)Sρ(0)E]) +

∫ t

0

dt′trE([V (t)I , [V (t′)I , ρ(t′)SIρ(0)E]]), (3.38)

Due to the appearance of ρ(t′)SI in the integral of equation 3.38, the value of ρ(t) depends

on the past behaviour of the system, from t′ = 0 to t′ = t. This is of particular relevance to

the second common approximation:

• Approximation II: The Markov approximation

We assume that the environment E loses memory of its past interactions with the

system S within a short timescale τ . As a result, only terms between the times

t′ = t − τ and t′ = t contribute to the integral of equation 3.38, and terms outside

this interval have a negligible contribution. We can therefore extend the integration

to infinity without introducing a large error. Additionally, if 1/γ a characteristic

timescale for the system to show appreciable change at a macroscopic level (e.g. a

decay or damping time), then in the case that τ << 1/γ, we can approximate:

ρ(t′)SI = ρ(t)SI , (3.39)

in the integrand of equation 3.38, as long as we are not interested in detailed micro-

scopic behaviour.

By using the Markov approximation, equation 3.38 gives us the first Markovian master

equation of this section:

ρ̇(t)SI = −itrE([V (t)I , ρ(0)Sρ(0)E]) +

∫ ∞
0

dt′trE([V (t)I , [V (t′)I , ρ(t)SIρ(0)E]]). (3.40)

This time-local master equation is much easier to integrate compared to 3.38.

From the Markovian master equation 3.40, it is possible to derive different master equa-

tions, which in some cases require additional approximations. Here we will discuss two such
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master equations, the Bloch-Redfield and Lindblad master equations, which have been

used in the context of modelling ultrafast photoinduced dynamics in organic semiconduc-

tors [39, 63, 64]. We will not provide the full derivation of these master equations, but only

the most essential steps. For more detail, we refer the interested reader to references [65,66].

First we assume that the interaction V between the system S and the environment E

can be written as:

V =
∑
j

Aj ⊗Bj, (3.41)

where the operators Aj and Bj only act on the variables of S and E respectively, and

commute with each other. The system operators may be decomposed:

Aj =
∑
ω

Aj(ω), (3.42)

with each of the operators Aj(ω) mediating a transition from state n to state m: ω = εn−εm.

By using the above, equation 3.40 may be rewritten as:

ρ̇(t)SI =
∑
ω,ω′

∑
j

ei(ω−ω
′)tΓj(ω)[Aj(ω)ρ(t)SIAj(ω

′)† − Aj(ω′)†Aj(ω)ρ(t)SI ] + h.c., (3.43)

with:

Γj(ω) =

∫ ∞
0

dt′eiωt
′
trE(Bj(t

′)†Bj(0)ρ(0)E)

=
1

2
γj(ω) + iλj(ω). (3.44)

Equation 3.43 is the Bloch-Redfield master equation in the interaction picture. Here γj(ω) =∫∞
−∞ dt

′eiωt
′
trE(Bj(t

′)†Bj(0)ρ(0)E) assumes real positive values and induces transitions be-

tween states of frequencies ω and ω′ appearing in equation 3.43. This is analogous to the case

of a perturbation inducing a transition between two states, as described by Fermi’s golden

rule equation 2.11. The imaginary part λj(ω) results in a shift of the system eigenfrequencies

through the so-called Lamb shift Hamiltonian:
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HLS =
∑
ω,j

λj(ω)Aj(ω)†Aj(ω). (3.45)

One of the problems associated with the Bloch-Redfield master equation is that if the system-

environment coupling becomes strong, then it can give rise to negative values for the reduced

density matrix. One may overcome this issue by employing an additional approximation:

• Approximation III: The Secular approximation

Within this approximation, we neglect any terms in equation 3.43 representing non-

resonant processes. Hence terms containing ei(ω−ω
′)t for ω 6= ω′ are ignored, due to

exhibiting fast oscillations compared to the typical relaxation time of the system.

By using the secular approximation, we obtain the Lindblad master equation [66]:

ρ̇(t)SI = −i[HLS, ρ(t)SI ] +
∑
ω,j

γj(ω)[Aj(ω)ρ(t)SIAj(ω)† − 1

2
{Aj(ω)†Aj(ω), ρ(t)SI}] + h.c.,

(3.46)

3.4 Discussion of the approximations

When deriving the Markovian master equations of the previous section, we made use of three

different approximations: the Born approximation (weak system-environment coupling), the

Markov approximation (negligible memory effects on the system) and the secular approxi-

mation (contributions only from resonant terms). We will however see in following chapters

that all of these approximations can often break down when studying the time-dependent

response of organic systems to a photon excitation. Very strong exciton-vibration interac-

tions are found for the systems studied in all of the chapters 5 to 9, making the validity of

the Born approximation questionable. Furthermore, the closely-related Born-Oppenheimer

approximation which is discussed in detail in the following chapter, breaks down in the

vicinity of a crossing between potential energy surfaces, which is present in the process of

singlet fission in the two different systems studied in chapters 8 and 9. Memory effects are

found to be critical in the case of using excess energy to enhance charge transfer in chapter 7,

while vibrations that are not in resonance with electronic transitions can lead to significant

effects. We thus conclude that the Markov and Secular approximations also fail to capture

the essential physics of these systems.
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With the above we would like to highlight that the commonly employed quantum mas-

ter equations can often not be applied in the context of light-induced processes in organic

systems, making it necessary to use a more advanced methodology. For the solution of this

time-dependent problem, tensor networks are our method of choice. We present these meth-

ods within the context of ultrafast processes in chapter 7, building upon the developments

presented in [65], extending them in order to describe the effects of excess energy excita-

tion and study charge transfer. We then apply these methods to reveal the full quantum

mechanical dynamics of a large molecule during the process of singlet fission in chapter 8.
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Chapter 4

Modelling of the electronic and

vibrational structure

4.1 The many-body Hamiltonian and the

Born-Oppenheimer approximation

For systems with a time-independent Hamiltonian, the Schrödinger equation dictates a

simple time dependence that manifests itself as phase factors multiplying the solutions of

the time-independent Schrödinger equation:

H |Ψ〉 = E |Ψ〉 , (4.1)

Obtaining the solutions of the time-independent Schrödinger equation is a prerequisite for

understanding time-dependent properties. In this chapter we will discuss a number of meth-

ods that are used throughout this thesis for solving equation 4.1 in material systems and

organic semiconductors in particular.

We start by considering the most general form for the above Hamiltonian when describing

a material system. Since this thesis is concerned with organic molecules consisting predom-

inantly of hydrogen and carbon, we ignore relativistic corrections to the Hamiltonian. The

magnitude of these corrections is proportional to Z4 [67], where Z the atomic number, and

therefore become important once a system contains heavy elements. As a result, the Hamil-

tonian may be written by considering the classical kinetic and potential terms for electrons

i and nuclei α:

37
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H =
1

2

∑
i

p2
i +

1

2mα

∑
α

p2
α

+
1

2

∑
i

∑
j 6=i

1

|ri − rj|
+

1

2

∑
α

∑
β 6=α

ZαZβ
|Rα −Rβ|

− 1

2

∑
i

∑
α

Zα
|ri −Rα|

, (4.2)

where we have adopted atomic units. Latin indices refer to the system’s electrons, while

Greek indices to the nuclei. From left to right, the above Hamiltonian includes the kinetic

energy of the electrons, the kinetic energy of the nuclei, the repulsive electron-electron

interaction, the repulsive nucleus-nucleus interaction, and the attractive electron-nucleus

interaction.

In principle, diagonalising the Hamiltonian of equation 4.2 would yield the full many-

body wavefunctions of a system such as an organic molecule. In practice however, obtaining

exact solutions to this problem for any realistic system is impossible, since one has to deal

with ∼ 1023 degrees of freedom. Such solutions would also be undesirable, since the resulting

many-body wavefunctions would be so complicated that it would be very difficult to extract

physical insights.

This complicated many-body problem can be simplified by using the so-called Born-

Oppenheimer approximation [3], which we now proceed to discuss, largely following the

mathematical formulation of reference [68]. The ratio of the proton to the electron mass

is mp/me = 1836, therefore atomic nuclei are much heavier and move much slower than

electrons, and it can be assumed that electrons react almost instantaneously to their motion.

One can thus consider that electrons feel the potential that the nuclei produce when ‘frozen’

at specific positions R, and hence the electronic Hamiltonian takes the form:

He =
1

2

∑
i

p2
i +

1

2

∑
i

∑
j 6=i

1

|ri − rj|
− 1

2

∑
i

∑
α

Zα
|ri −Rα|

+
1

2

∑
α

∑
β 6=α

ZαZβ
|Rα −Rβ|

(4.3)

The solutions to the electronic problem He |ψn(r; R)〉 = εn |ψn(r; R)〉 only depend on the

nuclear positions parametrically. These electronic eigenstates form a complete basis of the

Hilbert space, so that any function of r can be written as:

|Ψ(r,R)〉 =
∑
n

χn(R) |ψn(r; R)〉 , (4.4)
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Born-Oppenheimer approximation

where the expansion coefficients χn(R) depend on the nuclear coordinate R, and |Ψ(r; R)〉

is the full many-body wavefunction. Below we will show that in fact, the coefficients χn(R)

are simply the nuclear wavefunctions.

By substituting the wavefunction 4.4 into the time-independent Schrödinger equation

and using the many-body Hamiltonian 4.2, we obtain:

∑
n

(
1

2mα

∑
α

p2
α + εn(R))χn(R) |ψn(r; R)〉 = E

∑
n

χn(R) |ψn(r; R)〉 . (4.5)

We now substitute the momentum operator pα = −i∇α and make use of the following

identity for the Laplacian ∇2
α:

∇2
αχn(R) |ψn(r; R)〉 = |ψn(r; R)〉∇2

αχn(R)+2∇αχn(R)∇α |ψn(r; R)〉+χn(R)∇2
α |ψn(r; R)〉 ,

(4.6)

which gives:

∑
n

|ψn(r; R)〉 (−1

2

∑
α

1

mα

∇2
α + εn(R)− E)χn(R)

+
∑
n

(−1

2

∑
α

1

mα

(2∇αχn(R)∇α |ψn(r; R)〉+ χn(R)∇2
α |ψn(r; R)〉)) = 0. (4.7)

By multiplying the above expression by 〈ψm(r; R)| we obtain:

(−1

2

∑
α

1

mα

∇2
α + εm(R)− E)χm(R)

+
∑
n

[−1

2

∑
α

1

mα

(2∇αχn(R) 〈ψm(r; R)|∇α |ψn(r; R)〉

+χn(R) 〈ψm(r; R)|∇2
α |ψn(r; R)〉)] = 0 (4.8)

Within the Born-Oppenheimer approximation, the coupling terms, i.e. the sum over n is

neglected, and we are finally left with:

(−1

2

∑
α

1

mα

∇2
α + εm(R))χm(R) = Emχm(R). (4.9)

The operator Hvib = −1
2

∑
α

1
mα

∇2
α+εm(R) is the Hamiltonian for the nuclei moving within
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the potential created by the electrons, once the electronic state m is populated. Hence χn(R)

is the nuclear wavefunction, and we have completely separated the problem into electronic

(He |ψn(r; R)〉 = εn |ψn(r; R)〉) and nuclear (equation 4.9) parts.

We would now like to take a moment and connect the Born-Oppenheimer approximation

to the Born approximation of equation 3.37. Within the Born approximation, we assumed

that the motion of the ‘system’ could be described for an ‘environment’ at a given configura-

tion. Here the electrons and the nuclear vibrations represent the system and the environment

respectively, and the electronic motion is similarly described for fixed nuclear positions R.

However, unlike equation 3.37 where the environment is always in its t = 0 configuration,

here there is a finite feedback on the nuclear motion within the Born-Oppenheimer approx-

imation, through the electronic potential εm(R) of equation 4.9.

The Born-Oppenheimer approximation greatly simplifies the solution of the many-body

problem, and is used almost universally when it comes to obtaining the time-independent

electronic and vibrational properties of material systems. While we will also employ the

Born-Oppenheimer approximation to some extent, one needs to be mindful of the limitations

to its applicability. In order to evaluate such limitations, let us turn our attention to the

largest of the two coupling terms of equation 4.8, i.e. the term 〈ψm(r; R)|∇α |ψn(r; R)〉.

We use:

〈ψm(r; R)| [∇α,He] |ψn(r; R)〉 = 〈ψm(r; R)|∇αHe |ψn(r; R)〉 − 〈ψm(r; R)|He∇α |ψn(r; R)〉

= [εn(R)− εm(R)] 〈ψm(r; R)|∇α |ψn(r; R)〉 ,

(4.10)

in order to write:

〈ψm(r; R)|∇α |ψn(r; R)〉 =
〈ψm(r; R)| [∇α,He] |ψn(r; R)〉

εn(R)− εm(R)
. (4.11)

From equation 4.11 it becomes apparent that the coupling term 〈ψm(r; R)|∇α |ψn(r; R)〉

between states m and n can in fact become very large if at a specific nuclear configuration

R the difference in the energy of these states becomes small. Therefore, nuclear motion can

induce electronic transitions, leading to a breakdown of the Born-Oppenheimer approxima-

tion. This is common occurrence in the excited state dynamics of organic semiconductors,

making it necessary to go beyond the Born-Oppenheimer approximation in order to study
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the time-dependent properties of these systems. We do so by employing the tensor network

methods outlined in chapters 7 and 8.

4.2 Ground state properties: density functional the-

ory (DFT)

One of the main challenges associated with the many-body problem, is the accurate treat-

ment of the electron-electron interaction that appears in the Hamiltonian 4.2. Density

functional theory (DFT), as formulated by Hohenberg, Kohn, and Sham [69,70], is in prin-

ciple an exact way of reducing this many-body problem to the self-consistent solution of

a one-particle problem. DFT is arguably the most popular theory for calculating ground

state properties from first principles, and may be used to obtain the total energy of a many-

body system, as well as structural and vibrational properties. While DFT is a ground state

theory, it can serve as a basis for the excited state calculations that we perform using the

PPP and GW -BSE approaches described in sections 4.3 and 4.4 respectively. Our following

presentation of the basic ideas of DFT is based on reference [21].

4.2.1 Fundamentals

The central idea within DFT is to express the ground state energy as a functional of the

electronic charge density ρ(r), rather than the many-body wavefunction Ψ. For an interact-

ing many-electron system in an external potential v(r), the so-called Hohenberg and Kohn

theorems [69] state that:

1. The energy of the system is E[ρ] =
∫
v(r)ρ(r)dr +F [ρ], where F [ρ] a functional of the

density which is independent of the external potential.

2. E[ρ] is minimised for the correct physical density, which satisfies the constraint: N =∫
ρ(r)dr, where N the total number of electrons.

There is no general form for the functional F [ρ], which contains both the kinetic energy of

the electrons, as well as the electron-electron interaction. However, it is possible to obtain

F [ρ] in some limiting cases. Consider for example the case of a non-interacting system of

electrons with density ρ(r). If ϕi(r) the single-particle orbital representing electron i, then:
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ρ(r) =
∑
i

ϕ∗i (r)ϕi(r), (4.12)

and the associated kinetic energy:

TNI[ρ] = −1

2

∑
i

∫
ϕ∗i (r)∇2ϕi(r)dr, (4.13)

where the index i runs over all occupied states.

If we now allow for Coulomb interactions between electrons, but ignore the effects of

exchange and correlation, then the interaction energy is given as a Hartree term:

EHartree =
1

2

∫
ρ(r)ρ(r′)

|r− r′|
drdr′. (4.14)

It is therefore intuitive to write the total energy of an interacting system as:

E[ρ] =

∫
v(r)ρ(r)dr + TNI[ρ] +

1

2

∫
ρ(r)ρ(r′)

|r− r′|
drdr′ + EXC[ρ], (4.15)

where the term EXC[ρ] is called the exchange-correlation functional and contains all unknown

terms. These include the electronic interaction beyond the Hartree approximation, as well

as part of the kinetic energy of interacting electrons, since TNI[ρ] refers to the non-interacting

system.

What Kohn and Sham showed [70], was that the electron density and total energy of an

interacting system, may be obtained by solving an effective system with the same number of

non-interacting electronsN , which move in a potential v′(r). The eigenstates and eigenvalues

of this non-interacting system are obtained by solving:

[−1

2
∇2 + v′(r)]ϕ′i(r) = ε′iϕ

′
i(r), (4.16)

and hence the electronic density is ρ′(r) =
∑N

i=1|ϕ′i(r)|2. This density ρ′ is used as input

to evaluate the total energy E[ρ′] of the original, interacting system. If one minimises E[ρ′]

with respect to ρ′, then from the second Hohenberg-Kohn theorem, this is also the density

which correctly describes the interacting system. The minimisation of E[ρ′] leads to the

following relation between the potential within which the electrons of the non-interacting

system move in, and the interacting system:
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v′(r) = v(r) +

∫
ρ(r)ρ(r′)

|r− r′|
drdr′ +

δEXC[ρ]

δρ
. (4.17)

Using the potential 4.17 in equations 4.16, yields the wavefunctions and hence the electronic

density of the non-interacting system. The resulting density is also that of the interacting

system, allowing us to obtain its total energy and other observables. The set of equations

4.16, which are referred to as the Kohn-Sham equations, can be solved self-consistently; the

potential v′(r) depends on the density, and we use it to obtain the ϕ′i(r) wavefunctions,

which in turn may be used to obtain an improved estimate of the density and hence v′(r),

and so on.

The DFT formalism within the Kohn-Sham framework provides a tremendous simplifi-

cation of the many-electron problem. Instead of being required to solved a 3N -dimensional

problem, one is faced with the much simpler task of solving a set of independent Kohn-Sham

equations 4.16.

4.2.2 Approximations within DFT

Choice of functional

Despite the fact that DFT is in principle exact, the functional EXC is unknown, and

a number of approximations have been used in order to give it a concrete form. Such a

common approximation is to write:

EXC =

∫
ρ(r)εXC(r)dr, (4.18)

where εXC(r) an exchange-correlation energy density. Within the so-called local density

approximation (LDA), one assumes that εXC is only a function of the local density: εXC =

εXC(ρ(r)), where ρ(r) the density of the uniform electron gas. Within the generalised gra-

dient approximation (GGA) the dependence on ∇ρ(r) is also included in the exchange-

correlation energy density: εXC = εXC(ρ(r),∇ρ(r)). In this thesis, we make extensive use

of the GGA when studying crystalline systems in chapters 5 and 6, using the functional de-

signed by Perdew, Burke and Ernzerhof (PBE) in 1996 [71]. While it is possible to improve

upon the accuracy of DFT by using hybrid functionals (see below), this can quickly become

prohibitively expensive for extended systems.
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One of the shortcomings of LDA and GGA is that they do not give the correct long-

range 1
r

asymptotic behaviour for the exchange term. On the other hand, the Hartree-Fock

approximation does, giving the exchange energy:

EX [ρ] = −1

2

∑
i,j

∫
drdr′

ϕ∗i (r)ϕ∗j(r
′)ϕ∗j(r)ϕ∗i (r

′)

|r− r′|
(4.19)

The associated potential entering the Kohn-Sham equations is then:

vX [ρ](r) =
δEX [ρ]

δρ(r)
(4.20)

While LDA and GGA tend to underestimate the band gaps of condensed matter systems,

Hartree-Fock tends to overestimate them [72]. A way of improving the agreement between

DFT results and experiment is the use of hybrid functionals, which incorporate a fraction

of Hartree-Fock exchange, along with the exchange-correlation term e.g. from GGA. The

precise balance between the exchange terms is controlled through a number of parameters,

which are typically chosen empirically. One of the most widely used functionals is the Becke,

3-parameter, Lee-Yang-Parr (B3LYP) functional [73], which we will also make use of when

studying the molecular systems of chapters 7-9.

Choice of basis

Another approximation which is necessary when performing DFT calculations, is that of

choosing a finite basis in which to express the calculated Kohn-Sham wavefunctions. There

are two kinds of basis sets we will consider: planes waves, for the case of periodic solids, and

atomic orbitals for isolated molecules.

Let us start from the case of an infinite periodic system. According to Bloch’s theorem,

the wavefunction of an electron with wavevector k can be written as:

Ψk(r) = eik·ruk(r), (4.21)

where the function uk(r) has the periodicity of the lattice:

uk(r) = uk(r + Rn), (4.22)

with Rn a lattice vector. Therefore uk(r) may be written as a discrete Fourier sum:
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uk(r) =
∑
G

bk(G)eiG·r. (4.23)

The vectors G are reciprocal lattice vectors. The electronic wavefunction is now written as:

Ψk(r) = eik·r
∑
G

bk(G)eiG·r, (4.24)

i.e. as an infinite sum over plane waves. In practice however, one can only include a finite

number of terms in order to describe a wavefunction when performing a computation. The

maximal value of the G vector which is included in the sum is commonly expressed in terms

of a kinetic energy cutoff: |G|2≤ Ec. The cutoff energy Ec is a parameter in respect with

which one needs to converge the results of a simulation.

A different kind of basis which is commonly employed when studying non-periodic sys-

tems is that of atomic orbitals. This essentially includes forming linear combinations of

functions (e.g. Gaussians) that represent atomic orbitals and are centred around the dif-

ferent atomic nuclei. Unlike plane wave basis sets for which one can simply increase Ec in

order to obtain more accurate results, there is no systematic way to achieve the same in

the case of atomic orbitals. However, for molecular systems these basis sets can be very

efficient, as the number of basis functions is usually very small compared to plane waves.

The efficiency of atomic orbital basis sets makes it possible to combine them with the use

of hybrid functionals, while maintaining a reasonable computational cost. Indeed for the

isolated molecular systems of chapters 7-9 we use the B3LYP hybrid functional alongside

the atomic orbitals basis set cc-pVDZ, while for the periodic solids of chapters 5 and 6 we

resort to plane waves coupled to the GGA.

Pseudopotentials

The behaviour of outer valence electrons largely determines the properties of materials,

as they are the ones that determine effective interatomic interactions. In contrast to that,

core electrons are tightly bound to the atomic nucleus, and the effect of other atoms on

them is negligible. Therefore, the behaviour of core electrons in a material system resembles

that of core electrons in isolated atoms.

The above observation forms the basic idea behind the theory of pseudopotentials, de-

veloped by Philips [74], Cohen and Heine [75]. Core electrons behave very similarly between
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material systems and their dominant effect is to weaken the interaction of the valence elec-

trons with the atomic nucleus. It is therefore intuitive to replace their combined effect with

an effective potential, which eliminates the core electrons from the problem, but leaves the

properties of the valence electrons largely unaltered compared to the all-electron case. This

provides great efficiency in computation, allowing for using much simpler basis sets. While

pseudopotentials are generated from first principles, we will use existing ones throughout

this thesis. These are generally very accurate and transferable, satisfying constraints such

as the norm conservation of the atomic orbitals.

4.2.3 Applications

DFT is one of the most powerful and versatile approaches for obtaining ground state prop-

erties of materials. Its applications are numerous, ranging from the study of magnetic

properties to the charge dynamics of biological molecules. Here we will briefly outline the

application of DFT towards two problems that are relevant for this thesis: performing struc-

tural optimisations and computing the vibrational modes of materials.

Geometry optimisations

The structural properties of a system can be obtained by minimising its total ground

state energy EGS, in respect with the atomic positions. This can be done by using a number

of different minimisation algorithms that depend on computing the gradient of the total

energy, i.e. the forces on the atoms:

Fα = −∂EGS

∂Rα

. (4.25)

Depending on the energy landscape of the system at hand, one might employ simpler algo-

rithms that follow the steepest descent of the total energy, or more complicated ones based

on conjugate gradients [76].

Finding the relaxed geometry of a structure is very important in order to obtain accu-

rate excited state properties. It is also crucial for the calculation of molecular and crystal

vibrations. Therefore, in every case when we perform an electronic structure or vibrational

calculation throughout this thesis, a geometry optimisation of the structure is performed

prior to that, unless explicitly stated otherwise. Computational details for optimising the

structure of the different studied systems are given in the respective chapters.



47 4.2. Ground state properties: density functional theory (DFT)

Calculation of vibrational modes

Let us now discuss how DFT may be used to obtain the vibrational properties of an

infinite periodic system. The discussion naturally extends to finite molecular systems when

we consider the limit of an infinite lattice constant and hence we limit ourselves to the Γ

point q = 0 of the first Brillouin zone. By denoting the different unit cells with lattice

vectors Rp by p, and the atoms within them by α, the nuclear Hamiltonian of equation 4.9

may be rewritten for the case of a material exhibiting oscillations with small displacements

τpαi of its atoms in the spatial direction i around equilibrium, by expanding the potential

energy term to second order in atomic displacement:

Hvib = −1

2

∑
Rp,α

1

mα

∇2
pα +

1

2

∑
Rp,α,i

∑
Rp′ ,α

′,i′

∂2EGS

∂τpαi∂τp′α′i′
τpαiτp′α′i′ (4.26)

where εm has been substituted with the total electronic ground state energy EGS as obtained

after a geometry optimisation. Since we have expanded EGS around the equilibrium position,

the linear term of the Taylor expansion vanishes, and the second-order term is the largest

one which survives. We ignore higher-order terms within the harmonic approximation, and

we have also set the total energy of the system EGS(R = Req) at equilibrium to zero. The

matrix:

Aiα,i′α′(Rp,Rp′) =
∂2EGS

∂τpαi∂τp′α′i′
, (4.27)

contains the force constants of the harmonic restoring forces on an atom, due to its displace-

ment relative to another atom. Then for atom α the classical equation of motion yields:

mατ̈pαi = −
∑

Rp′ ,α
′,i′

Aiα,i′α′(Rp,Rp′)τp′α′i′ . (4.28)

Vibrational normal modes of the system represent collective motions, within which every

atom moves with the same frequency ω. We therefore look for solutions of the form:

τpαi(t) =
Cpαi
mα

e−iωt, (4.29)

where Cpαi the amplitude of the vibration. We can exploit the periodicity of the lattice and

use a Bloch-like form for the amplitudes:
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Cpαi = Cαie
iq·(Rp+rα), (4.30)

where q a reciprocal lattice vector, and rα the basis vector giving the position of atom α

within unit cell p. We thus get the following eigenvalue problem:

ω2Cαi =
∑
α′,i′

Diα,i′α′(q)Cα′i′ , (4.31)

where:

Diα,i′α′(q) = e−iq·(rα−rα′ )
∑
p

Aiα,i′α′(Rp,Rp′)√
mαmα′

e−iq·(Rp−Rp′ ) (4.32)

the so-called dynamical matrix. In the context of isolated molecular systems (single unit

cell and q→ 0), this is often referred to as the Hessian matrix.

The eigenvectors of equation 4.31 are the vibrational modes of the system, which are

referred to as phonons in the case of periodic solids. For isolated molecular systems we

simply refer to vibrational modes, which are sometimes also called vibrons in the literature.

The main prerequisite for a calculation of the vibrational structure of a material is therefore

the dynamical matrix.

It is the matrix of force constants 4.27 that DFT is often used for calculating. There

exist two main methods for obtaining the matrix of force constants 4.27 and hence the

vibrational modes of a system: density functional perturbation theory (DFPT) [77] and

finite differences (sometimes referred to as frozen phonon) approaches [78]. While both have

their advantages and disadvantages, the strong exciton-vibration interactions that occur in

organic semiconductors make finite differences methods more appropriate, as we argue in

chapter 6.

Within the finite differences method, we calculate the matrix of force constants as de-

scribed in [68]. We impose a small displacement on every atom in the studied system, one

by one. The displacement δτp,α,i of atom α in unit cell p and in the spatial direction i leads

to a small but finite force δF p′,α′,i′

p,α,i due to another atom α′, which is found in some unit cell

p′ and direction i′. According to the Hellman-Feynman theorem [79], this force is equal to:

δF p′,α′,i′

p,α,i =
∂EGS

∂τp′,α′,i′
. (4.33)

Hence one obtains the matrix of force constants as:
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Aiα,i′α′(Rp,Rp′) =
∂2EGS

∂τpαi∂τp′α′i′
=
∂F p′,α′,i′

p,α,i

∂τpαi
≈
δF p′,α′,i′

p,α,i

δτpαi
(4.34)

4.3 Excited state properties: model Hamiltonians and

the PPP method

We now turn our attention to the excited states of material systems. While one can obtain

excited state properties from first principles, for example within the so-called GW approxi-

mation outlined in section 4.4, it is in some cases useful to rely on model Hamiltonians that

reduce the complexity of the problem at hand. In this thesis, we make use of the model

Hamiltonian proposed by Parr, Pariser and Pople [13, 14], referred to as the PPP Hamilto-

nian, in order to obtain the exciton properties of the molecular dimer systems studied in

chapters 7 and 9. We will see later that in these cases the PPP approach gives excellent

agreement to experiment, while only requiring very modest computational resources. We

now proceed to discuss the basic steps for the derivation of such model Hamiltonians, closely

following reference [80].

As discussed in chapter 2, the excited state properties of organic semiconductors are

largely determined by weakly bound π molecular orbitals that result from the hybridisation

of the 2pz carbon atomic orbitals. The electrons occupying the rest of the carbon atomic

orbitals participate in strong σ bonds, and their effect is mostly to renormalise the ion-ion

and π-electron-ion interactions, as well as to screen the interaction between π electrons.

It is therefore a reasonable first approximation to explicitly treat π electrons of organic

semiconductors, and only consider the effects of σ electrons implicitly. If we therefore start

from the Born-Oppenheimer electronic Hamiltonian of equation 4.3, we can replace the

electron-ion interaction with a pseudopotential Vp(ri,R), which not only incorporates the

effect of core electrons as the pseudopotentials discussed in section 4.2.2, but also that of

σ electrons. Furthermore, the electron-electron interaction term is replaced by an effective

potential V e−e
eff (r), which only depends on the coordinates of π electrons, and incorporates

the screening because of core and σ electrons via a background dielectric constant ε:

V e−e
eff (r) =

∑
j>i

1

ε|ri − rj|
=
∑
j>i

V e−e
eff (ri − rj). (4.35)

Therefore, working in the basis {ϕ} of 2pz electrons centred around the carbon atoms of the
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studied system, the π electron Hamiltonian in second quantisation may be written as:

Hπe = −
∑
l,m,σ

tl,mc
†
l,σcm,σ +

1

2

∑
ij,kl,σσ′

Vij,klc
†
i,σc
†
j,σ′cl,σ′ck,σ, (4.36)

where the operator c†l,σ creates an electron of spin σ on atom l, and cl,σ destroys it. Here we

have the one-electron term:

tl,m = −
∫
drϕ∗l (r)[

p2

2
+ Vp(r,R)]ϕm(r), (4.37)

and the two-electron term:

Vij,kl =

∫
dr

∫
dr′ϕ∗i (r)ϕ∗j(r

′)V e−e
eff (r− r′)ϕk(r)ϕl(r

′). (4.38)

To make further progress we expand the pseudopotential around the equilibrium nuclear

configuration Ro of the studied structure:

Vp(r,R) = Vp(r,Ro) +
∑
l

∂Vp
∂Rl

(r,Ro) · ul +O(u2
l ), (4.39)

with ul = Rl −Rl,o a small displacement of ion l from its equilibrium position. By using

this expansion, and ignoring higher order terms, the one-electron term of the Hamiltonian

4.36 can be written as:

∑
m,n,σ

tm,nc
†
m,σcn,σ =

∑
m,σ

εmc
†
m,σcn,σ +

∑
m6=n,σ

tom,nc
†
m,σcn,σ +

∑
m,n,l,σ

am,n,l · ulc†m,σcn,σ, (4.40)

where we have introduced the on-site energies:

εm =

∫
drϕ∗m(r)[

p2

2
+ Vp(r,Ro)]ϕm(r), (4.41)

the bare transfer integrals:

tom,n =

∫
drϕ∗m(r)[

p2

2
+ Vp(r,Ro)]ϕn(r), (4.42)

and the electron-phonon coupling term:

am,n,l =

∫
drϕ∗m(r)

∂Vp
∂Rl

ϕn(r). (4.43)
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For the moment we will ignore the electron-phonon term, and focus on electron-electron

interactions, in order to derive a Hamiltonian for the excited states of a π electron system

at the equilibrium geometry of a system. We will however bring electron-phonon (or rather

exciton-phonon) terms back, when we study the dynamics of charge transfer and singlet

fission in a tetracene dimer, in chapters 7 and 9 respectively.

Let us now examine the terms that appear due to the electron-electron interaction in

the Hamiltonian 4.36. The diagonal term:

U = Vii,ii =

∫
dr

∫
dr′|ϕi(r)|2V e−e

eff (r− r′)|ϕi(r′)|2, (4.44)

describes the scattering of electrons centred around the same site i, whereas the diagonal

term:

Vl = Vi,i+l,i,i+l =

∫
dr

∫
dr′|ϕi(r)|2V e−e

eff (r− r′)|ϕi+l(r′)|2, (4.45)

refers to scattering between two electrons located on sites i and i+ l.The magnitude of the

terms Vl depends on how rapidly the Coulomb interaction decays with distance within a

given material. We will return to this point, when we choose a specific form for Vl below.

While the diagonal terms appearing in 4.44 and 4.45 do not depend on the overlap of

the electronic wavefunctions centred around the different carbon atoms (they only depend

on the electronic density), general off-diagonal terms do, as for example the term:

Vii,i,i+1 =

∫
dr

∫
dr′|ϕi(r)|2V e−e

eff (r− r′)ϕ∗i (r
′)ϕi+1(r′). (4.46)

The overlap of these site-centred orbitals is small, and we neglect any off-diagonal terms

such as the one of equation 4.46, within the so-called zero differential overlap (ZDO) ap-

proximation, which has been commonly employed for similar systems [81].

Following all of the aforementioned approximations, in addition to only including the

transfer integrals 4.42 between nearest neighbours, and setting the reference energy such

that the on-site energies 4.41 vanish, we are left with the PPP Hamiltonian for π electrons,

proposed by Pariser, Parr and Pople in 1953 [13,14]:

HPPP = −
∑
l,σ

tol,l+1(c†l,σcl+1,σ + c†l+1,σcl,σ) + U
∑
l

nl↑nl↓ +
∑
m,l≤1

Vlnmnm+l, (4.47)
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with nl being the density of electrons |ϕl(r)|2 on site l. For performing a computation, one

needs to specify the parameters U and V . For V = 0, we recover the famous Hubbard model

[82]. For the long-range electron-electron interaction, we use the Ohno parametrisation [83]:

Vl =
U

[1 + (
|ri−rj |
αo

)2]1/2
, i− j = l, (4.48)

where the Ohno parameter αo determines the distance over which the Coulomb interaction

decays.

4.4 Excited state properties: many-body perturbation

theory

For many-electron systems, the Coulomb interaction between a given electron and hole is

screened by the large number of charge carriers. Moreover, the presence of an additional

electron or hole leads to the reorganisation of the electronic cloud of the material, inducing

a new potential that acts back on the additional particle. The accurate description of such

effects is particularly important when it comes to extended solid state systems, however

DFT fails to capture them. Instead, they can be treated within many-body perturbation

theory (MBPT). This section provides an introduction to basic elements of MBPT, including

the formalism of Green’s functions and the concept of self-energy. We apply these elements

towards deriving the so-called GW approximation for quasiparticle properties, and then

go beyond that in order to obtain the Bethe-Salpeter equation for excitons. We refer the

reader interested in a more detailed discussion of these subjects to the review article by

Onida, Reining and Rubio [72].

4.4.1 Green’s functions and the Dyson equation

Let us begin the discussion by introducing the field operators for a many-electron system.

In a plane wave basis, the following operator destroys an electron at position r with spin σ:

ψσ(r) =
1√
V

∑
k

ck,σe
ik·r, (4.49)

where similar to the previous section, the electron annihilation operator ck,σ destroys an

electron with wavevector k and spin σ. For the example case of an interacting electron gas
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in the presence of a positive background charge distribution n(r), field operators allow us

to write the Hamiltonian in the form [84]:

H =
∑
σ

∫
drψ†σ(r)

(
− ∇2

2

)
ψσ(r)

+
1

2

∑
σ,σ′

∫
drdr′ψ†σ(r)ψ†σ′(r

′)
1

|r− r′|
ψσ′(r′)ψσ(r)

−
∑
σ

∫
drdr′ψ†σ(r)

n(r′)

|r− r′|
ψσ(r) +

1

2

∫
drdr′

n(r)n(r′)

|r− r′|
, (4.50)

where the first term represents the kinetic energy of the electron, followed by the electron-

electron repulsion, the attractive electron-nucleus interaction, and finally the repulsive nucleus-

nucleus term.

In order to study the properties of a many-body system as the one described by the

Hamiltonian 4.50, it is useful to define the retarded Green’s function for electrons:

Gr
σσ′(rt, r′t′) = −iΘ(t− t′)〈[ψσ(r, t), ψ†σ′(r

′, t′)]+〉. (4.51)

Here the expectation value is calculated according to equation 3.8, where the density matrix

ρ is computed at an initial time, such as t = −∞. The symbol [...]+ denotes an anticommu-

tator, with the field operators satisfying the relations:

[ψσ(r), ψσ′(r′)]+ = [ψ†σ(r), ψ†σ′(r
′)]+ = 0,

[ψσ(r), ψ†σ′(r
′)]+ = δ(r− r′)δσσ′ . (4.52)

The step function Θ(t− t′) appearing in equation 4.51 ensures that the Green’s function is

retarded, i.e. Gr = 0 for t′ > t.

By using a few algebraic manipulations, it is possible to show that this quantum me-

chanical Green’s function obeys an equation of motion characterised by a delta function

inhomogeneity, similar to its classical equivalent:

i
∂

∂t
Gr
σσ′(rt, r′t′) = δ(t− t′)δ(r− r′)δσσ′ − iΘ(t− t′)〈[[ψσ(r, t),H(t)], ψ†σ′(r

′, t′)]+〉 (4.53)
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Following reference [84], for the interacting electron gas described by the Hamiltonian

4.50, this equation of motion takes the form:

(
i
∂

∂t
− ∇2

2

)
Gr
σσ′(rt, r′t′) = δ(t− t′)δ(r− r′)δσσ′

+
∑
σ′′

∫
dr′′dt′′Σr

σσ′′(rt, r′′t′′)Gr
σ′′σ′(r′′t′′, r′t′), (4.54)

where we have introduced the self-energy Σr, which is the term appearing as a result of

many-body interactions. For the specific case of the interacting electron gas in the presence

of a background charge density, we find:

Σr
σσ′′(rt, r′′t′′) = δ(t− t′){δ(r− r′)δσσ′′ ·

∫
dr1V (r− r1)[

∑
σ1

〈ψ†σ1(r1, t)ψσ1(r1, t)〉 − n(r1)]

−V (r− r′′)〈ψ†σ′′(r
′′, t)ψσ(r, t)〉.

(4.55)

Equation 4.54 is the so-called Dyson equation for the retarded Green’s function. By per-

forming a Fourier transform with respect to spatial and temporal coordinates, we find:

(
ω − k2

2

)
Gr
σσ(k, ω) = 1 + Σr

σσ(k, ω)Gr
σσ(k, ω), (4.56)

which can be rewritten as:

Gr
σσ(k, ω) =

1

ω + iδ − εk − Σr
σσ(k, ω)

, (4.57)

with δ → 0+. The form of equation 4.57 for the Green’s function highlights the fact that the

energy εk of a free particle is replaced by εk + Σr
σσ(k, ω) as a consequence of the many-body

interactions, which is why Σr is referred to as the self-energy. Since generally the self-energy

assumes complex values, its real part results in a shift of the single-particle energies due to

the interactions, while its imaginary part leads to a finite broadening of their values.

While this still allows one to think in terms of single particles and their energies, these

now contain the effects of all other particles and are referred to as quasiparticles. As it has

been shown in reference [85], the Dyson equation can be cast into the quasiparticle picture:
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[Ho + Σ(EQP)]
∣∣ψQP

〉
= EQP

∣∣ψQP
〉
, (4.58)

which is a one-particle Schrödinger-like equation that includes many-body effects through

the self-energy.

4.4.2 Quasiparticles: the GW approximation

For obtaining the properties of quasi-electrons and quasi-holes one needs to solve the Dyson

equation 4.58. However, this requires explicit knowledge of the self-energy operator. In

1965 Hedin [86] generated a perturbation series of the self-energy in terms of the screened

Coulomb interaction W , allowing him to derive a self-consistent scheme for obtaining the

self-energy, through a set of coupled equations:

Σ(1, 2) = i

∫
G(1, 3)Γ(3, 2, 4)W (4, 1+)d(34), (4.59)

W (1, 2) = v(1, 2) +

∫
v(1, 3)P (3, 4)W (4, 2)d(34), (4.60)

P (1, 2) = −i
∫
G(1, 3)G(4, 1+)Γ(3, 4, 2)d(34), (4.61)

Γ(1, 2, 3) = δ(1, 2)δ(1, 3) +

∫
δΣ(1, 2)

δG(4, 5)
G(4, 6)G(7, 5)Γ(6, 7, 3)d(4567), (4.62)

where v is the bare Coulomb interaction (as opposed to the screened Coulomb interaction

W ). Γ is the so-called vertex function, which contains information on electron-hole interac-

tions, since it is determined by the change in the self-energy upon excitation. Finally, P is

the polarisability of the system. Here we have adopted the compressed notation 1 = (r, σ, t),

and 1+ means that t → t + δ, with δ → 0 a positive number. The set of equations 4.59 to

4.62 becomes self-consistent once we include the Dyson equation 4.57, linking G and Σ.

The zeroth order approximation to the vertex function assumes that quasi-electrons and

quasi-holes do not interact, and vertex corrections are neglected:

Γ(1, 2, 3) = δ(1, 2)δ(1, 3). (4.63)
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As a result of this approximation, the polarisability is given by:

P (1, 2) = −iG(1, 2+)G(2, 1). (4.64)

Finally, for the self-energy, we obtain the approximate expression:

Σ(1, 2) = iG(1, 2)W (1+, 2). (4.65)

Because of the expression 4.65, the approximation that results from the first iteration of

Hedin’s equations as described above, is called the GW approximation.

At a practical level, one has to give G and W a specific form in order to move forward

and solve equation 4.58 for the quasiparticle energies and wavefunctions. To do so, we follow

the formulation of the GW approximation as first discussed thoroughly by Hybertsen and

Louie, in their seminal paper of 1986 [87]. The authors of this work established the GW

approximation for solids, showing that it provides a significant improvement to DFT, due to

accounting for (dynamical) screening effects. Since then, the GW approximation has been

shown to be highly accurate for predicting the quasiparticle properties of a wide class of

materials, including solid state organic semiconductors [88].

Constructing the initial Green’s function G

Returning to the GW formulation of Hybertsen and Louie, we approximate the Green’s

function to enter the self-energy as:

G(r, r′, ω) =
∑
n,k

ϕn,k(r)ϕ∗n,k(r′)

ω − iδn,k − εn,k
, (4.66)

which follows from equation 4.57 for the case of a system with n eigenstates, and ignoring

the many-body effects that appear in the self-energy. Here δn,k < 0 for εn,k > µ and δn,k > 0

for εn,k < µ, with µ being the chemical potential of the system.

Within the GW approximation, the self-energy depends on the Green’s function (equa-

tion 4.65), which in turn depends on the self-energy according to the Dyson equation 4.57.

Therefore, even the problem of obtaining quasiparticle properties within the GW approx-

imation is itself self-consistent, a point to which we return later. Subsequent iterations

improve the accuracy of our estimate of the Green’s function, however one needs to make

an initial choice for the spectrum εn,k and wavefunctions ϕn,k that enter equation 4.66. The
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essential requirement is that this initial choice be reasonable, and we thus use the solutions

to the DFT Kohn-Sham equations 4.16. Consequently, a GW calculation always has the

solution of the corresponding problem within DFT as a starting point.

Constructing the screened Coulomb interaction W

Regarding the calculation of the screening W , we start from the expression:

W (1, 2) =

∫
d(3)ε−1(1, 3)v(3, 2), (4.67)

with v = 1/|r− r′| the bare Coulomb interaction and ε the dielectric matrix of the studied

material. We perform a Fourier transform of equation 4.67 to obtain:

W (r, r′, ω) =
∑

q,G,G′

ei(q+G)·rWGG′(q, ω)e−i(q+G′)·r′ (4.68)

with:

WGG′(q, ω) = ε−1(q, ω)v(q + G′), (4.69)

and reciprocal lattice vectors denoted by G. Therefore, in order to obtain the screened

Coulomb interaction, we need to calculate the dielectric matrix,which is connected to the

polarisability according to the following relation:

εGG′(q, ω) = δGG′ − v(q + G)PGG′(q, ω). (4.70)

Within linear response theory and the so-called random-phase approximation [21], the polar-

isability appearing in equation 4.70 for the dielectric matrix, corresponds to the independent

particle polarisability of equation 4.64, which may be written as [21,87]:

PGG′(q, ω) =
∑
n,n′,k

(fn,k − fn′,k+q)
〈n,k| e−i(q+G)·r |n′,k + q〉 〈n′,k + q| ei(q+G′)·r |n,k〉

εn,k − εn′,k+q + ω + iδ

(4.71)

Here we sum over the bands n,n′ characterised by wavevectors k,k + q. We denote the

Fermi-Dirac distribution function by f . The values of P are obtained by using the solutions

to the Kohn-Sham equations in the above expression. In principle one can use equation
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4.71 to compute ε, and hence W , at finite frequencies. In practice however, performing the

required Brillouin zone summations can be numerically challenging and time consuming.

The approach which is taken instead, is to only compute the polarisability and the dielectric

matrix from first principles at the static limit (ω = 0), and then to extend the result to finite

frequencies by using the so-called plasmon pole approximation (PPA). There exist several

different versions of the PPA, as for example the one introduced by Hybertsen and Louie [87],

and the one by Godby and Needs [89]. We do not wish to go into great detail regarding

the PPA, and here we only present the key underlying ideas of the Hybertsen-Louie model,

which are however common to other versions of PPA.

The PPA is based on the observation that the imaginary part of the dielectric function

Im(ε(q, ω)) is a peaked function in ω, with the peaks corresponding to a region of finite

absorption. Therefore, it is reasonable to write:

Im−1
GG′(ε(q, ω)) = AGG′(q){δ(ω − ω̃GG′(q))− δ(ω + ω̃GG′(q))}, (4.72)

with the corresponding real part:

Re−1
GG′(ε(q, ω)) = 1 +

Ω2
GG′

ω2 − ω̃2
GG′(q)

. (4.73)

Here the effective bare plasma frequency is defined as:

Ω2
GG′ = ω2

p

(q + G) · (q + G′)

|q + G|2
· ρ(G−G′)

ρ(0)
, (4.74)

with ωp the plasma frequency and ρ the crystalline charge density.

The matrices ω̃GG′ , AGG′ that appear in equations 4.72 and 4.73 function as parameters

and have to be determined by using a set of constraints. The two necessary constraints are

provided by the Kramers-Kronig relation:

Re−1
GG′(ε(q, ω = 0)) = δGG′ +

2

π
P

∫ ∞
0

dω
1

ω
Im−1

GG′(ε(q, ω)) (4.75)

and a generalised f -sum rule:

∫ ∞
0

dωωIm−1
GG′(ε(q, ω)) = −π

2
ω2
p

(q + G) · (q + G′)

|q + G|2
· ρ(G−G′)

ρ(0)
. (4.76)

By using relations 4.75 and 4.76, one obtains the frequency term:
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ω̃2
GG′(q) =

Ω2
GG′(q)

δGG′ − ε−1
GG′(q, ω = 0)

, (4.77)

and the spectral function:

AGG′(q) = −π
2
· ΩGG′(q)

ω̃GG′(q)
. (4.78)

Therefore, by computing the static dielectric matrix ε−1
GG′(q, ω = 0) from first principles

(based on DFT and equation 4.71), one can obtain the frequency terms of equation 4.77,

and consequently the dielectric matrix at finite frequencies from equations 4.72 and 4.73.

Finally the screened Coulomb interaction W follows from equation 4.69.

Discussion of the GW approximation

Having constructed an initial Green’s function G according to equation 4.66, and the

screened Coulomb interaction using equation 4.69, one can compute the self-energy operator

using equation 4.65. Subsequently, Dyson’s equation in the quasiparticle picture (equation

4.58) or directly for the Green’s function (equation 4.57) is solved. Hence several properties

of solids related to quasiparticles, e.g. the electronic band structure, can be obtained.

Hedin’s equations 4.59- 4.62 along with the Dyson equation form a self-consistent prob-

lem, with the GW approximation being the first iteration towards its solution, ignoring the

vertex corections that represent interactions between quasi-electrons and quasi-holes. The

Green’s function from this first iteration can be used to construct a new vertex function

which now includes these effects, which in turn can be used to obtain an improved polaris-

ability and self-energy and so on. However, it is worth emphasising that even the problem of

obtaining quasiparticle properties within the GW approximation is itself a complex, many-

body self-consistent problem. This becomes apparent from Dyson’s equation 4.57 and the

expression 4.65 for the self-energy. The self-energy depends on the Green’s function, which

in turn depends on the self-energy. Therefore, the approach which is usually taken is to

construct an initial Green’s function from the Kohn-Sham states and eigenvalues according

to equation 4.66, and then use it to get the self-energy and an improved Green’s function

from the solution of the Dyson equation. This new Green’s function can in turn be used to

generate an improved self-energy operator, and so on. Similar to the reports in the original

GW work of Hybertsen and Louie [87], for all systems studied within the GW approxima-

tion as a part of this thesis, two iterations for the Green’s function are sufficient to lead to
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converged quasiparticle properties.

Naturally, the improved quasiparticle energies and wavefunctions obtained from the so-

lutions of the Dyson equation can also be used to generate a more accurate screening term

W , which depends on the quasiparticle spectrum through equation 4.71. However, for the

organic systems of interest we do not pursue this self-consistency in W . The entire self-

consistent procedure for obtaining quasiparticle properties within the GW approximation is

depicted schematically in the flowchart of Figure 4.1.

Finally, we would like to take a moment to discuss a physically intuitive picture regarding

the superiority of GW compared to approaches such as DFT. At the static limit (ω = 0),

and using the expression 4.66 for G, the real part of the self-energy may be written as the

sum of two terms. The first one is due to a screened exchange interaction:

ΣSEX(r, r′, ω = 0) = −
occ∑
n,k

ϕn,k(r)ϕ∗n,k(r′)W (r, r′, ω = 0), (4.79)

where the sum runs over all occupied states. The second is the so-called Coulomb hole term:

ΣCOH(r, r′, ω = 0) =
1

2
δ(r− r′)[W (r, r′, ω = 0)− v(r, r′)]. (4.80)

At this static limit, the physical interpretation of the second term is clear: it represents the

interaction of the quasiparticle with the induced potential due to the rearrangement of the

electronic cloud caused by its presence. Capturing this effect is one of the most important

differences of GW compared to DFT or Hartree-Fock. In GW the quasiparticle affects the

medium within which it moves, and this in turn has an effect on its motion. In DFT and

Hartree-Fock, the medium is ‘rigid’ and while it affects the quasiparticle properties, it is not

in itself modified. One can consider the analogy of swimming for GW - the medium, i.e.

water, rearranges around the swimmer, affecting their motion. On the other hand, DFT

and Hartree-Fock could be described as an analogy to ice-skating, where the medium (ice),

affects the motion of the skater, however its properties are not altered due to their motion.

It should be clarified that the above discussion based on the static limit of the self-energy

equations 4.79 and 4.80 is only used as a means of obtaining physical intuition, and the GW

approximation does include finite frequency (dynamical) effects. In fact this static limit

corresponds to the so-called COHSEX approximation first used by Hedin [86], upon which

GW provides a significant improvement due to the inclusion of dynamical effects. This can

be intuitively understood from the fact that an additional particle with a finite energy ω
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can potentially move fast through the medium of the screening electrons, not allowing them

to rearrange in time for providing the optimal screening.

4.4.3 Excitons: the Bethe-Salpeter equation

In order to describe exciton effects, it is not sufficient to compute the properties of in-

dependent quasi-electrons and quasi-holes. The GW approximation only describes these

quasiparticles independently, as reflected by the lack of vertex corrections in equation 4.63.

In order to describe the interaction of quasi-electrons and quasi-holes, we perform an addi-

tional iteration of Hedin’s equations. By using the expression Σ = iGW resulting from the

first iteration, equation 4.62 for the vertex function gives:

Γ(1, 2, 3) = δ(1, 2)δ(1, 3) + iW (1+2)

∫
d(67)G(1, 6)G(7, 2)Γ(6, 7, 3), (4.81)

where we have resorted to the approximation δΣ/δG = iW , i.e. the derivative iG(δW/δG)

is neglected. Effectively, this means that the change in the screening due to an excitation is

considered to be small.

In order to proceed further, one has to generalise the two-particle functions appearing

in Hedin’s equations, to four-particle functions that describe the creation and annihilation

processes of a pair of quasiparticles. For example, for the screened Coulomb interaction this

is achieved by writing:

4W (1, 2, 3, 4) = W (1, 2)δ(1, 3)δ(2, 4). (4.82)

By using the above, along with equation 4.81, after some algebra one obtains the generalised

polarisation function from Hedin’s equations [72]:

4P̄ =4 PIQP +4 PIQPK
4P̄ , (4.83)

which is the so-called Bethe-Salpeter equation (BSE) for excitons. This was originally in-

troduced in 1951 by Bethe and Salpeter [90], as a way of studying the quantum mechanical

bound states of a two-particle system.

Let us now discuss the different terms appearing in the BSE 4.83. The independent

quasiparticle polarisability 4PIQP is simply the four-particle generalisation of the polarisabil-

ity resulting from the GW approximation, equation 4.64. The generalised polarisability P̄
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relates to the regular polarisability through the relation:

4P̄ (1, 2, 3, 4) =4 P (1, 2, 3, 4) +

∫
d(5678)4P (1, 2, 5, 6)δ(5, 6)δ(7, 8)v̄(5, 7)4P̄ (7, 8, 3, 4),

(4.84)

with v̄ being identical to the bare Coulomb interaction v for all G vectors, apart from G = 0

where v̄(G = 0) = 0. Finally, the kernel term K takes the form:

K(1, 2, 3, 4) = δ(1, 2)δ(3, 4)v̄(1, 3)− δ(1, 3)δ(2, 4)W (1, 2) = Kx +Kd (4.85)

The first term Kx = δ(1, 2)δ(3, 4)v̄(1, 3) appearing in the Kernel is the so-called exchange

term, is repulsive in nature and controls aspects of the excitation spectrum such as the

singlet-triplet splitting. In particular, Kx is zero for spin-triplet states, and assumes finite

values for spin-singlets. This is the reason that singlet exciton states are generally more

spatially extended than triplets, as discussed in detail in chapter 6. The second term Kd =

−δ(1, 3)δ(2, 4)W (1, 2) is referred to as the direct term and is the one responsible for the

attractive electron-hole interaction and the formation of bound states.

At a practical level, all quantities appearing in the BSE are transformed in the basis

of single-particle electron and hole wavefunctions. Along with a series of algebraic manip-

ulations presented in [91], this allows one to write the BSE in the form of an eigenvalue

problem:

(Ec − Ev)ASvc +
∑
v′c′

KAA
vc,v′c′(ΩS)ASv′c′ = ΩSA

S
vc, (4.86)

where the indices v, c refer to quasiparticle states in the valence and conduction bands

respectively, and Ev, Ec the corresponding energies. An exciton state S has an energy ΩS,

and is written in the basis of electron-hole pairs, using the eigenvectors AS resulting from

the solution of the BSE:

|S〉 =
hole∑
v

el∑
c

ASvc |vc〉 . (4.87)

Essentially the coefficients ASvc quantify the contribution of the electron-hole transition v → c

to the exciton state.

The terms KAA represent the diagonal components of the kernel, which can generally
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be written in a block-diagonal form. While in principle the off-diagonal components can

also play a role, these are typically ignored within the Tamm-Dancoff approximation [92],

which has been discussed to only introduce small errors for a large number of different

systems [91,93–95].

The matrix elements of the direct and exchange terms of the kernel KAA appearing in

the BSE 4.87 are computed as:

KAA,d
vc,v′c′(ΩS) =

∫
drdr′ψ∗c (r)ψc′(r)ψv(r

′)ψ∗v′(r
′) · i

2π

∫
dωe−iωδW (x,x′, ω)

×[
1

ΩS − ω − (Ec′ − Ev′) + iδ
+

1

ΩS + ω − (Ec − Ev) + iδ
] (4.88)

and:

KAA,x
vc,v′c′(ΩS) =

∫
drdr′ψ∗c (r)ψv(r)v(x,x′)ψc′(r

′)ψ∗v′(r
′). (4.89)

For the calculation of the direct term 4.88, one needs the dynamically screened Coulomb

interaction W (ω). In principle we could employ the plasmon pole approximation, similar to

the case of a GW calculation, in order to obtain this term. However, in most semiconductor

materials the differences ΩS − (Ec − Ev) appearing in the denominator are much smaller

than typical plasmon frequencies ω. This observation allows us to approximate the direct

term of the kernel using the simpler form:

KAA,d
vc,v′c′(ΩS) = −

∫
drdr′ψ∗c (r)ψc′(r)ψv(r

′)ψ∗v′(r
′)W (x,x′, ω = 0), (4.90)

i.e. only requiring the calculation of the static screening term, which can be obtained from

first principles as outlined in section 4.4.2.

To summarise, the Bethe-Salpeter equation results from the second iteration of Hedin’s

equations, and describes excitons in material systems. It can be cast into the form of an

eigenvalue problem 4.87, requiring input for the quasiparticle energies and a calculation of

the Kernel matrix, consisting of the exchange and direct terms, given by equations 4.89 and

4.90 respectively. The quasiparticle energies and wavefunctions required by this approach

are most commonly obtained from a preceding GW calculation, leading to a hybrid GW -

BSE approach. The steps of such a calculation are summarised in the flowchart of Figure

4.1. However, we would like to emphasise that while it is common practice for the solution
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DFT calculation

construct
Green's function G

construct
screening W (PPA)

solve the
Dyson equation

improved
spectrum

Green's function
self-consistency

construct static
screening W(ω=0)

construct Kernel K

solve the
Bethe-Salpeter equation

optional: apply
scissor operators

GW

BSE

Figure 4.1 A schematic flowchart of the GW -BSE approximation, which builds on top of a DFT calculation.
The details are given in the main text.

of the BSE to follow a GW calculation, this is not actually necessary, and the single-

particle energies and wavefunctions can instead be provided by a DFT calculation. In fact,

even in the case of performing a full GW -BSE calculation, the wavefunctions used are

the Kohn-Sham wavefunctions, as it has been shown that the correction of GW might be

significant when it comes to the single-particle energies, but that is not the case for the

wavefunctions [87]. Hence a DFT-BSE calculation can be used in some cases, and the DFT

band structure can be corrected to match those of a GW calculation, within what is referred

to the application of ‘scissor’ operators that widen the electronic band gap.
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Chapter 5

First principles modelling of

exciton-photon interactions

The results presented in this chapter have been published in Ref. [96] (https://doi.org/

10.1063/5.0019009), where parts of the text and figures appear. Reprinted from:

Antonios M. Alvertis, Raj Pandya, Claudio Quarti, Laurent Legrand, Thierry Barisien, Bar-

tomeu Monserrat, Andrew J. Musser, Akshay Rao, Alex W. Chin, David Beljonne. First

principles modelling of exciton-polaritons in polydiacetylene chains. The Journal of Chem-

ical Physics, 153:084103, 2020, with the permission of AIP Publishing.

The experimental work presented in this chapter was not undertaken by the author of this

thesis, but by a number of collaborators who are listed as co-authors in the aforementioned

publication: Raj Pandya, Laurent Legrand, Thierry Barisien, Andrew J. Musser and Akshay

Rao. The measurements and their interpretation are an integral part of this combined

theoretical-experimental study, and are hence presented here for completeness, along with

the associated experimental methodology.

The interaction of excitons and photons is the first step to photoinduced processes and leads

to a superposition state that is referred to as an exciton-polariton and describes the propa-

gation of electromagnetic energy in matter. Here we develop a first principles methodology

for describing exciton-polaritons in organic semiconductors. This provides a more detailed

picture of exciton-photon interactions, compared to the usual ‘one-off’ absorption picture

that is considered in the weak-coupling limit. This picture becomes particularly impor-

tant when exciton-photon interactions are strong, and here we explore the effect of various
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lower polariton (LP)
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Δ

Figure 5.1 The dispersion of a photon in a material intersects with that of an exciton, and their interaction
leads to two new hybrid polariton states. The upper and lower polaritons are separated by an energy gap
of width ∆ (shaded region), which is referred to as the stop-band.

material parameters on their magnitude.

5.1 Introduction

Excitons are bound electron-hole pairs that appear in semiconductors, and are critical to

the optoelectronic response of these materials. These quasiparticles are connected to a finite

oscillating polarisation that emits an electromagnetic wave, which can act on an incident

wave, leading to a light-matter interplay. Once a photon is close to resonance with an exciton,

light-matter coupling can become strong, and the two cannot be treated independently, as

it was first realised in the pioneering works of Pekar [97,98] and Hopfield [99] more than six

decades ago. This coupling between polarisation and photons is captured by introducing

the quanta of a new quasiparticle referred to as a polariton, which describes the propagation

of electromagnetic energy in matter [100].

Organic semiconductors are a class of materials the light-matter interactions of which are

relevant to a number of promising optoelectronic applications, making the understanding of

their polariton properties interesting from a technological point of view. Their applications

include light-emitting diodes (LEDs) [101], solar cells [102] and room temperature polariton

lasers [103, 104]. Excitons in organic semiconductors are typically strongly bound [22, 105]

Frenkel-like excitons [39, 106–108], and their dispersion can be considered to be approxi-

mately flat [109] compared to the strong dispersion of light, as visualised in Figure 5.1. For

an incident photon close to resonance with an exciton state of an organic semiconductor,
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strong coupling leads to two new polariton states that are referred to as upper polariton

(UP) and lower polariton (LP) respectively. As depicted in Figure 5.1, this results in a

stop-band (shaded region), where no light propagation takes place within the material. The

width ∆ of the stop-band depends on the magnitude of the exciton-photon interaction.

The stop-band is also related to, but is distinct from, the so-called Rabi splitting that is

commonly used to quantify light-matter interactions, and which is defined as the maximal

vertical distance between the upper and lower polariton branches [110]. Polaritons in or-

ganic semiconductors have often been studied for molecular systems placed between highly

reflecting mirrors that confine incident light [104,111–114]. This microcavity effect leads to

a standing electromagnetic wave that interacts with the material system. However, here we

focus on the case of unconfined photons, and not on such microcavity polaritons.

The building block of organic semiconductors is often organic molecules, the large size

and weak intermolecular van der Waals interactions of which lead to phonon modes with

low frequencies, hence strongly activated at room temperature. These slow nuclear motions

lead to large variations of the electronic interactions between neighbouring molecules [52,53].

Since excitons can spatially extend over several molecules [115,116], such low-energy phonons

can have a strong influence on their properties [117]. Similarly, organic semiconductors based

on conjugated polymers exhibit very low-frequency phonon modes that are strongly coupled

to their excitons [54]. However, it is not only vibrations of low energies that couple strongly

to excitons, as in organic systems high-frequency motions such as carbon-carbon stretches

have often been discussed to dominate this interaction [55, 56]. This strong coupling of

excitons to the vibrations of organic semiconductors is expected to also have an impact on

exciton-photon coupling, and indeed it has been shown that vibrations have a strong effect

on the dynamics of polariton states [118–122].

Therefore, understanding the properties of polaritons requires accounting not only for

exciton-photon, but also exciton-vibration interactions, through a Hamiltonian operator of

the form:

H = Hexc-ph +Hexc-vib, (5.1)

where the operator Hexc-vib describes the exciton-vibration interactions. For a single exciton

state with energy ωexc, coupled to a photon of energy ωph, the exciton-photon Hamiltonian

can be written within the so-called resonance approximation [84]:
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Hexc-ph = ωphâ
†â+ ωexcĉ

†ĉ− ig(âĉ† − â†c). (5.2)

Here a† (a) is the creation (annihilation) operator of the photon state, and c† (c) the creation

(annihilation) operator of the exciton. The constant g quantifies the magnitude of the

exciton-photon interaction and is related to the width of the stop-band ∆ of Figure 5.1 via

the relationship: g = 1
4

√
ωph∆.

While first principles approaches have been used in several cases to parametrize the

exciton-vibration interactions encoded in Hexc-vib [51, 123], the same cannot be said for the

exciton-photon Hamiltonian of equation 5.2. To the best of our knowledge, a comprehensive

ab initio method for modelling the stop-band of organic systems is thus far missing. Nat-

urally, experiment can inform computational models on the range of values of ∆, however

this does not allow for a truly predictive approach of modelling light-matter interactions in

these systems. It also remains unclear how vibrational effects affect the stop-band.

Here we develop a theoretical framework for simulating exciton-photon interactions in

organic systems by combining first principles calculations for excitons with the macroscopic

theory of polaritons from classical electrodynamics. We thus extract the stop-band width ∆

that appears in the microscopic Hamiltonian 5.2. We exemplify our approach by studying

variants of the conjugated polymer polydiacetylene (PDA) (Figure 5.2), and we show that

the conjugation length of the polymer chains has a large impact on the magnitude of exciton-

photon interactions. Exciton properties of PDA are obtained from first principles by using

accurate Green’s function based methods (GW -BSE) [91, 124, 125], which are known to

be appropriate for the study of conjugated polymers [126], due to successfully capturing

the large intrinsic correlation length of the electrons and holes that participate in exciton

states. We compare the simulated results to experimental reflectivity measurements of

the stop-band width, and we find the two to be in reasonable agreement. However, by only

considering the effect of the main exciton peak on incident photons, the internal structure of

the stop-band as it appears in reflectivity measurements is not reproduced in the calculation.

By coupling GW -BSE calculations for the excitons, to non-perturbative finite differences

methods for the vibrations [78, 127], we show that phonon effects have an important effect

on the internal stop-band structure.

The structure of this chapter is as follows. Section 5.2 provides an overview of our

theoretical approach for describing light-matter interactions. We apply our methodology to
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disorder-free PDA in section 5.3. An overview of the studied systems is also provided in this

section, alongside a discussion of their exciton properties and the experimental determination

of the magnitude of light-matter interactions. We then proceed to discuss the role of static

disorder in the sense of limiting the infinite conjugation length of disorder-free chains, in

section 5.4. The impact of dynamic disorder (vibrations) on light-matter interactions is

discussed in section 5.5, along with a detailed outline of the employed methodology for

accounting for its effect. We summarise the entirety of the results of this chapter, and

discuss potential future avenues in the conclusions of section 5.6.

5.2 Theoretical background

Consider an electromagnetic wave E,B interacting with a material of dielectric ε(ω). The

wave equation for the electric field in frequency space reads:

∇2E(r, ω) +
ω2

c2
ε(ω)E(r, ω) = 0. (5.3)

For the moment, and for the sake of simplicity, let us consider a bulk isotropic material, for

which the electric field can be treated as a plane wave:

E(r, ω) = E · ei(k·r−ωt) (5.4)

By substituting equation 5.4 into 5.3 we obtain:

[−k2 +
ω2

c2
ε(ω)]E · ei(k·r−ωt) = 0. (5.5)

The transverse eigenmodes of the system satisfy the condition E 6= 0, therefore:

c2k2 = ω2ε(ω) (5.6)

It thus becomes obvious that if one obtains the dielectric response ε(ω) of a material, the

dispersion of the light field in the material, i.e. the polariton dispersion, can be obtained by

solving equation 5.6. This method is agnostic to the level at which the electronic structure

is computed, and our GW -BSE methodology provides but one possibility.

Let us now consider the so-called resonance approximation to equation 5.6, as a useful

way of gaining physical intuition on the origins of the stop-band. However, we emphasise
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that we do not make use of this approximation to obtain the simulated results presented in

this chapter, and it only serves as a way of developing intuition. Unless we are at resonance

with an excited state ω = ωo, the imaginary part of the dielectric response is negligible,

therefore equation 5.6 can be approximated as:

c2k2 = ω2Re(ε(ω)). (5.7)

Equation 5.7 shows that there will only exist real solutions for the wavevector k once Re(ε(ω))

is positive. While this is generally the case, Re(ε(ω)) can become negative in the vicinity of

an optical transition i with a high oscillator strength fi. This can be seen within a Lorentz

oscillator model of the dielectric response [128]:

ε(ω) = ε0 +
Ne2

m

∑
i

fi
ω2
i − ω2 − iωγi

. (5.8)

The real part can be written as:

Re(ε(ω)) = ε0 +
Ne2

m

∑
i

fi
ω2
i − ω2

(ω2
i − ω2)2 + ω2γ2

i

(5.9)

where ε0 is the background dielectric response, N the number of molecules per unit volume,

m the electron mass and γi the dephasing rate. In the vicinity of a transition i, ω = ωi+δω,

and only keeping terms in first order of δω we obtain the condition for Re(ε(ω)) < 0 to be:

fi > (1 +
ωi

2δω
) · γ

2
i

ω2
p

, (5.10)

where ω2
p = Ne2

ε0m
the plasma frequency of a material. The width of the frequency region over

which condition 5.10 holds and thus Re(ε(ω)) < 0, defines the stop-band width ∆.

Therefore, the brighter an optical transition, the more likely it is that it will lead to

a forbidden region for light propagation in the material. Since the oscillator strength of a

material satisfies the sum rule:

∑
i

fi = Z, (5.11)

with Z the number of electrons per molecule, we conclude that materials with fewer bright

optical transitions are more likely to satisfy condition 5.10 and lead to strong light-matter

interactions. This provides the motivation for studying extended one-dimensional systems



73 5.3. Application to disorder-free PDA

like PDA, as elaborated in the following section.

Before proceeding to use the presented methodology on material systems, we would like to

highlight two points regarding its range of applicability. First of all, this has been discussed

in the context of a general Lorentz oscillator, and the frequencies ωi appearing in equation

5.8 need not correspond to exciton states. While here we focus on exciton-polaritons, optical

phonons and plasmons can also form hybrid states with light [129, 130], and the presented

theoretical framework could be used to describe such phenomena. Secondly, the polariton

properties we calculate correspond to the bulk of an infinite material structure. However,

these states can also form at the surface of a material, only propagating along the interface

between different media. These states are referred to as surface polaritons, and have a

finite dispersion within the stop-band of the infinite ‘bulk’ polariton states that we study

here [131]. Our theoretical framework does not capture such surface effects, but could be

extended in that direction in the future.

5.3 Application to disorder-free PDA

Polydiacetylene (PDA) is a conjugated polymer with an alternating sequence of single-

double-single-triple carbon-carbon bonds, as visualised in Figure 5.2. These materials are

known to give very high-quality crystals, with an almost perfect alignment of the polymer

chains parallel to each other and free from conformational defects, due to the topochemical

reaction they originate from [132]. Variants of PDA are traditionally named after the colour

of the transmitted light through a film of the material. Here we study two PDA variants

shown in Figure 5.3, alongside their absorption and reflection spectra. We refer to the

structure of Figure 5.3a that absorbs at lower energies as ‘blue’ PDA [133] and the one of

Figure 5.3b that absorbs at higher energies as ‘red’ [134, 135]. It is important to note that

the two types of PDA chains and their optical responses should in no way be associated to

varying levels of disorder in their structures but are largely determined by their backbone

geometries (see below) [136].

The stop-band of the two PDA variants is determined from the measured reflectivity

spectra presented in Figure 5.3, for near-normal incidence of light. Details of the exper-

imental measurements are given in Appendix 5.A. If we were to disregard the absorption

from the exciton over a finite region of frequencies, then every incident photon with an

energy within the stop-band region would be reflected, giving a reflectance of R = 1 [137],
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R

R' n
Figure 5.2 The structure of a diacetylene monomer, which generally coincides with the unit cell of an
infinite and periodic crystal of polydiacetylene.

since no propagation of light can take place within the forbidden region. However, the finite

damping γ that appears in the dielectric function of equation 5.8 due to the absorption

of an exciton, leads to weaker reflectance and a ‘gap’ within the forbidden region of the

stop-band [100, 138] (as also seen in Figure 5.7b for a model PDA system). Further gaps

to the high reflectivity of the stop-band can appear due to disorder or additional bright

exciton peaks. Therefore, it is not always the case that one can identify the stop-band as

a region of high reflectance, and its internal structure can be rich. This is the case with

the reflectivity spectra of Figure 5.3. Nevertheless, we can still identify the width of the

stop-band as the distance of two peaks in the reflectivity spectra: the one which appears on

the low-energy side of the dip due to the absorption from an exciton state, and the one for

which the reflectance reaches values at least as large as the maximum of the first peak. This

way of determining the stop-band is similar to previous work [138], and strong light-matter

coupling in squarylium [139] provides a particularly good example of using the reflectivity

measurements to that end.

The presented reflectivity measurements show that the stop-band width is 2.64 eV and

1.16 eV for the blue and red chains respectively. We discuss the origin of this large difference

between the red and blue chains with the aid of simulations below. The measured values

are within the expected range, as the stop-band width has been shown to surpass values of

1 − 2 eV in several organic materials [138]. In particular, it has been shown that for near-

normal incidence of light on a lattice of aligned dipoles, values of this order of magnitude

might be obtained [138]. Given the close-to-perfect alignment of the polymer chains in PDA,

as well as the large oscillator strength of their lowest bright exciton state, it is not surprising

that light-matter coupling is strong.

Let us now examine some of the details of the experimental reflectivity spectra. For the

blue chains, the reflectance dips around the energy of the bright singlet exciton state at
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Figure 5.3 Experimental reflection and absorption spectra of two studied variants of polydiacetylene: (a)
blue chains and (b) red chains. The stop-band width of the two structures is approximately determined
from the reflectivity spectra. The polymer structures are given alongside the experimental plots, with the
polymer backbone highlighted in red rectangles, in order to distinguish it from the side-chains. Carbon
atoms are denoted in light gray, hydrogen in white, oxygen in red, nitrogen in light blue and bromine in
brown.

1.97 eV, and a vibronic peak is also weakly resolved at 2.15 eV. Furthermore, a small dip

appears at 1.85 eV, and this has been discussed to be due to minority chain populations

with different geometries, which are present within the samples [136]. Additional structure

appears at energies of 2.72 eV and 3.06 eV. It is currently not clear what these peaks cor-

respond to, however the side-chains that are connected to the conjugated PDA structure

can host exciton states of their own, potentially leading to some of the observed features.

At higher energies, the reflectance shows an increase at approximately 3.5 eV and then de-

creases again. This is due to exciton states of unpolymerised diacetylene monomers which

are known to appear in this energy range [136]. Finally, there is a stark increase of the

reflectance as photon energies approach 4.4 eV, which is then followed by a continuous drop

in its value, behaviour characteristic of the stop-band edge. For the red PDA, a large dip in

the reflectance appears at 2.48 eV where the bright exciton state of this structure absorbs,

and a vibronic peak is then present at 2.68 eV. The reflectance then increases steadily until

reaching the edge of the stop-band. On the low-energy side of the main exciton peak, some

additional structure is present, and similar to the case of blue PDA, we attribute this to

minority chain populations.

The PDA variants of Figure 5.3 contain a very large number of atoms in their unit cells,
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Φ = 14ο

x

Figure 5.4 Model PDA structures, constructed by substituting the side-chains of the real materials of
Figure 5.3 with hydrogen atoms. While the two model systems might look identical when viewed from the
side (left), viewing them in the direction in which the chains lie (right) emphasises that the blue structure
is planar, while a finite torsion occurs between subsequent monomers of the red structure.

due to the size of the side-chains connected to the conjugated structure (highlighted with a

red rectangle in Figure 5.3). In order to understand the role of the side-chains, we resort to

studying two simplified model PDA systems, where the side-chains have been substituted

by hydrogen atoms, as visualised in Figure 5.4. The small size of the model systems has

the advantage of making the computational study of exciton-phonon interactions feasible, a

fact that we return to later. When viewing the model PDA chains sideways as on the left of

Figure 5.4 these systems look identical. However, by looking into the direction along which

the chains extend, it becomes clear that the model red structure is not planar, and there

exists a finite torsional angle of 14o between subsequent diacetylene monomers. Overall, since

the interatomic distances within the polymer backbone of the four studied PDA systems

are taken to be identical, the differences in their optoelectronic properties are purely due

to the effects of the side-groups and the (lack of) torsion between subsequent diacetylene

monomers.

The effect of this torsion has been discussed in detail previously [140], and shown to lead

to significant differences in the optoelectronic response of the two systems. In crystalline

PDAs the side groups, through their mutual organisation, pilot the chain conformation

that in turn governs the electronic properties. However, the side groups themselves do

not participate to the conjugated system, justifying the substitution by hydrogen atoms.

Nevertheless, this simplification leads to a renormalisation of exciton energies. This is due

to the the strong dielectric mismatch introduced between the conjugated chain and the

outside medium, as discussed below.

The absorption of the model PDAs and real systems as computed from GW -BSE is given
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Figure 5.5 Absorption of the real and model PDA chains.

in Figure 5.5. The computational details for the electronic structure calculations are given

in Appendix 5.B. The first thing to observe from Figure 5.5 is that there is only a single

bright transition for all the studied systems, at least in the idealised case of the infinite

periodic material. Therefore, PDA provides an ideal system for satisfying condition 5.10

and observing strong light-matter interactions, since the oscillator strength is not shared

between several transitions according to the sum rule of equation 5.11. It should however be

noted that the real systems have some additional exciton states with small but non-vanishing

oscillator strength at energies above 3 eV, which are associated with the side-chains.

Moreover, it is interesting to note the difference in the exciton energy between the real

and the respective model structures. Since the polymer backbone is identical in both cases,

it is only the side-chains that can be causing the observed difference. The side-chains of the

real red PDA consist of two phenyl rings, which are highly polarisable and hence provide

significant screening to the Coulomb interaction that binds electron-hole pairs together. In

contrast, in the model system the field lines of this Coulomb interaction are not screened by

a medium, since the side-chains have been substituted by hydrogen atoms. Consequently,

the exciton is more strongly bound in the model chain, further stabilising its energy. For

the real blue system, the side-groups largely consist of non-polarisable alkyl chains, hence

the screening they provide is much weaker compared to the red PDA. This is reflected by

the fact that the exciton energies of the model and real blue systems are close-to-identical,

closely reproducing the experimental value from the absorption spectrum of Figure 5.3a.

Table 5.1 summarises the values for the fundamental gaps of the chains, along with the

energy of the excitons and their binding energy. The exciton binding energy of the real red

and blue systems is equal to 0.52 eV and 1.36 eV respectively, while for both model chains it is
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E(S1) (eV) Eg (eV) Ebinding (eV)
real blue 1.93 3.29 1.36

model blue 1.88 3.97 2.11
real red 2.34 2.86 0.52

model red 1.91 4.62 2.71

Table 5.1 Values for the first exciton energy E(S1), energy of the fundamental gap Eg and exciton binding
energy Ebinding of the four PDA chains.

a

b

Figure 5.6 Exciton wavefunction of (a) the real red PDA chains and (b) the model red chains. The electron
density is visualised in red for a hole fixed at the position indicated by a blue sphere.

greater than 2 eV, emphasising the large impact of the screening provided by the polarisable

side-chains. This effect can be further emphasised by visualising the exciton wavefunctions

of the real and model red chains in Figure 5.6. The electron density is visualised in red,

for a hole fixed at the position indicated by a blue sphere. As expected, the lack of side-

chain screening of the Coulomb interaction between the electron and hole in the case of the

model chain leads to an exciton that is spatially more confined than in the real system. As

far as the relative electron-hole motion is concerned, we also reach a good agreement with

the results from electroabsorption studies that provide an exciton bohr radius of several

nanometers, corresponding to an exciton covering a few monomer units in the blue and red

conformations [135,141].

Having obtained ε(ω) from GW -BSE electronic structure calculations of the three ma-

terials, we proceed to obtain the polariton dispersion. Due to the almost perfect alignment

of PDA chains along one axis (x), we use the polariton dispersion relation [138]:

c2k2 = ω2εxx(ω), (5.12)

Here εxx(ω) is the only non-zero component of the dielectric tensor of the material, and in the

y and z directions, the vacuum dispersion holds: ω2 = c2k2. We obtain the component εxx(ω)

of the dielectric tensor, by solving the Bethe-Salpeter equation for incident light normal to

the chains, which approximately emulates the experimental conditions used to obtain the
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structure ∆ (eV) - theory ∆ (eV) - experiment
real blue 2.28 2.64

model blue 2.23 —
real red 1.06 1.16

model red 1.45 —

Table 5.2 Values for the stop-band width of the four disorder-free PDA chains.

reflectivity spectra of Figure 5.3. Figure 5.7a visualises the computed dispersion for the

example case of the model blue chains, highlighting the resulting stop-band of 2.23 eV. The

∆ values obtained for all studied systems are summarised in Table 5.2, and the experimental

values are given for comparison. It should be emphasised that the effect of exciton dispersion

on the polariton states of these systems is negligible. As outlined in Appendix 5.B, the

bandwidth of the exciton is equal to 1.33 eV from the zone centre Γ (|k|= 0) to the band-

edge X (|k|= π
α

= 6.43 nm−1) of the first Brillouin zone in the direction of the polymer

chains. Within the same distance in momentum space, the energy of a photon changes by

∆E = h̄cπ
α
− 1.87 = 1, 268 eV, a change which is three orders of magnitude greater than

that of the exciton energy.

We see from Table 5.2 that the model blue chains have significantly larger stop-band

width than the model red system. Since the only difference between these structures is the

torsional angle between subsequent diacetylene monomers (see Figure 5.4), we conclude that

the magnitude of this torsion has a strong effect on the magnitude of light-matter interac-

tions. Indeed the finite torsion of the model red system leads to deviations from the perfect

dipole alignment of model blue PDA, and which is crucial to facilitating strong coupling to

photons. The computed values for the stop-band width are in reasonable agreement with

the experimental values of Figure 5.3, and the large difference between the blue and red

structures is captured.

Furthermore, the comparison of the predicted ∆ values for the real and model red systems

suggests that the introduction of polarisable side-chains leads to weaker exciton-photon

interactions, closing the stop-band by almost 0.4 eV. This is likely due to two reasons.

Firstly, the dielectric screening that they provide to electron-hole pairs (Figure 5.6) leads

to a more weakly bound exciton, which has a higher transition energy compared to the

model system. Hence the condition of equation 5.10 becomes more difficult to satisfy. This

argument only holds for polarisable side-chains that provide significant screening, which is

not the case for the real blue PDA. Indeed the computed values of ∆ for the real and model
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blue systems differ by a mere 50 meV. Moreover, upon the introduction of side-groups, a

few exciton states with small but non-vanishing oscillator strength appear at energies above

3 eV, hence reducing the brightness of the main exciton peak according to the sum rule of

equation 5.11, and also making the frequency range that satisfies the condition of equation

5.10 narrower.

The values predicted by the calculations for the stop-band width are in reasonable agree-

ment with experiment, as summarised in Table 5.2. We believe that the differences are

largely due to our modelling of a perfect periodic structure and ignoring exciton resonances

which are present in a realistic film, for example due to unpolymerised diacetylene monomers

and minority chain populations at different geometries. Each of these weak transitions cou-

ples to photons and has a (narrow) stop-band of its own. The overlap of the different

stop-bands due to the various weak exciton resonances with that of the main exciton peak

leads to an overall wider stop-band [100]. In agreement with this line of thought, the pre-

dicted values underestimate experiment for both materials. It is however worth pointing

out that while the overall stop-band is wider due to the presence of additional resonances,

the individual stop-bands become narrower. This effect is discussed later and visualised in

Figure 5.12 for the main exciton peak in the presence of vibronic resonances.

For normal incidence of light, the reflectance can be calculated as:

R(ω) =
(n(ω)− 1)2

(n(ω) + 1)2
, (5.13)

where n(ω) the complex refractive index of the material. For the model blue chains this is

plotted in Figure 5.7b, where the stop-band is clearly resolved. The absorption from the

exciton state results in a low-reflectance gap within the stop-band, which is in agreement

with experiment. However, the computed reflectivity spectrum looks qualitatively very

different from the experimental one of Figure 5.3a. This is due to entirely ignoring the

effects of disorder in the calculation. The presence of minority chain populations with

different geometries, as well as unpolymerised diacetylene monomers are ignored, and the

exciton states associated with these would lead to more gaps in the reflectivity. For the

model chains we ignore excitons associated with the side-chains, which would also introduce

additional structure within the stop-band. We will see later that dynamic disorder is another

important factor towards determining the internal structure of the stop-band.

Before moving on to consider the effects of disorder, we would like to comment on the



81 5.3. Application to disorder-free PDA

speed of energy transfer in these materials, as predicted by the results of this section. First,

let us consider the case of purely excitonic motion. The quantity that we need to compute

in order to quantify the speed of band-like exciton motion is the exciton group velocity:

vg,exc =
1

h̄
· ∂Eexc

∂q
, (5.14)

where Eexc the exciton energy and q the exciton wavenumber. Following photoexcitation, a

wavepacket is generated on the exciton potential energy surface, the momentum of which is

narrowly distributed around q = 0, since light induces close-to-vertical transitions within the

Franck-Condon approximation. The centre of mass of this Γ-point exciton will then travel

with the velocity of equation 5.14. We are interested in energy transfer in the direction of

the chains, which we define to lie along the x axis, we thus approximate vg,exc as the average

along the respective dimension of reciprocal space. To this end, we calculate the exciton

energy at the band-edge X, using a supercell calculation that is outlined in Appendix 5.B,

and we obtain:

vg,exc ≈
1

h̄
· Eexc(X)− Eexc(Γ)

q(X)− q(Γ)
= 3 · 105 m/s. (5.15)

Now let us consider the group velocity of a polariton vg,pol close to the exciton resonance,

which can be computed from the solution of equation 5.12 for different energies of the

incident light. The result for the model blue chains is given in Figure 5.8a; at low frequencies,

the speed of light propagating along the PDA chains is c = co/nxx. However, as we approach

the energy of the exciton transition, the exciton content of the lower polariton state becomes

larger, reducing the speed of propagation. Figure 5.8b provides a closer view to the region

around resonance, and we find that the polariton propagates with a speed of the order of

106 m/s, which is an order of magnitude faster than purely excitonic band-like propagation.

One might observe that very close to the exciton resonance the group velocity obtains

negative values, which is unphysical. This is due to the fact that in this narrow region,

the material exhibits anomalous dispersion and the group velocity is generally not a useful

concept in these cases [128].
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lighting the stop-band of width ∆ = 2.23 eV.
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Figure 5.8 Polariton group velocity in model blue chains, for different energies of the incident light. Panel
(a) shows a large region of frequencies, whereas panel (b) provides a closer view of the region close to the
resonance with the exciton.

5.4 Static disorder: the effect of finite chain length

In a realistic film of PDA, the system deviates from the perfectly periodic behaviour in

more than one ways. As we saw when discussing the experimental reflectivity spectra,

unpolymerised chains of diacetylene can be present, as well as minority populations of chains

at different conformations. Imperfections in the chain polymerisation can lead to breaks in

the conjugation of the system, or even to the termination of the polymer structure after a

finite number of monomers. Here we consider such effects limiting the chain conjugation,

and we ignore atomic defects and vacancies, due to the pure character of the samples as

discussed previously.

In order to understand the impact of finite conjugation lengths on the exciton and

polariton properties, we study five different finite systems consisting of one to five diacetylene

monomers, which we terminate on both sides with hydrogen atoms. For simplicity, we choose

to terminate the chains after the occurrence of a triple bond, so that the carbon atoms at the



83 5.4. Static disorder: the effect of finite chain length

Figure 5.9 A hydrogen-terminated trimer of diacetylene.

boundaries only need to bond with a single hydrogen. As an example, Figure 5.9 visualises

a trimer of diacetylene.

We perform GW -BSE calculations on these oligomers, introducing a vacuum of 20 Å

between their periodic images. We thus obtain ε(ω) for each of these, and similar to the

previous section, compute the energy of the first singlet exciton E(S1) and the stop-band

width ∆, which we visualise in Figures 5.10a and 5.10b respectively. We have chosen to

construct the oligomer chains so that they are planar, and hence by increasing the number

of monomers, we approach the periodic limit of the model blue PDA chains of the previous

section, which is also noted on Figure 5.10.

First of all, it is clear from Figure 5.10a that as we add more monomers to the chain, the

exciton energy is stabilised and converges to the periodic limit. Due to the large computa-

tional cost, we were unable to add the required number N of diacetylene monomers in order

to reach the periodic limit, however by performing model fits to the first five datapoints of

Figures 5.10a and 5.10b (dashed line), we estimate that the periodic limit is obtained for

N = 13− 15 monomers, in very close agreement with a previous experimental study [142].

Furthermore, we find that the stop-band width increases with a larger number of monomers

in Figure 5.10b, and the periodic limit of an infinite chain provides the maximal possible

magnitude for light-matter interactions. This can be rationalised from the fact that the ex-

citon frequency appearing in the oscillator strength condition 5.10 decreases with increasing

number of diacetylene monomers.

We therefore conclude that the presence of static disorder, in this case in the form of

finite chain lengths, reduces the magnitude of light-matter interactions. However, the large

measured stop-band width of ∆ = 2.64 eV for the blue chains suggests that conjugation-

limiting effects are not important in PDA. Naturally, breaks in the conjugation and imper-

fect polymerisation do occur, however the results suggest that the vast majority of chains

extend beyond 15 diacetylene monomers, for which number the periodic limit is reached,

and the maximal light-matter coupling is obtained. Here we do not compute the effect of
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Figure 5.10 (a) Exciton energy and (b) stop-band width for chains consisting of a different number of
diacetylene monomers N . Since the constructed oligomers are planar, the periodic limit of the model blue
chains is approached for a larger number of monomers.

static disorder on the reflectance of PDA, as this would require explicit inclusion of e.g.

unpolymerised diacetylene monomers within a supercell of PDA, making the cost of these

calculations prohibitive. We now proceed to discuss the effects of dynamic disorder on

light-matter coupling.

5.5 Dynamic disorder: the effect of vibrations

A purely electronic structure calculation predicts that there is only a single bright exciton

state in PDA, the vertical transition peak in the computed absorption spectrum of Figure

5.5. In reality the ground- and excited-state potentials of the PDA chains are displaced along

coupled vibrational normal modes, and electronic excitations involve multiple ending vibra-

tional levels (and a thermalised distribution of starting vibrational levels). This is evident

in the experimental absorption spectra of Figure 5.3, where one can resolve vibrationally

dressed 0− 1 and 0− 2 phonon side bands on top of the purely 0− 0 electronic transition.

Intuitively, it is obvious that these phonon side bands in the structure of Im(ε(ω)), will give

rise to more structure in Re(ε(ω)) compared to the case of a single exciton peak, according

to the Kramers-Kronig relation:

Re(ε(ω)) = P

∫ +∞

0

dν

π
Im(ε(ν))

2ν

ν2 − ω2
(5.16)

This effect reduces the width of the region in which Re(ε(ω)) < 0 following an excitonic

transition, as we show in Figure 5.11b. We call the width of this region ∆vib, and the

fact that it is smaller than ∆ means that a gap in the high reflectivity of the stop-band is

introduced (see Figure 5.11c below). We therefore proceed to study the effects of exciton-
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phonon coupling, as a means of understanding the internal structure of the stop-band. To

this end, we employ the linear-vibronic Hamiltonian [143]:

H = E(S1) · I +
∑
k

h̄ωkλk(b
†
k + bk) +

∑
k

h̄ωkb
†
kbk, (5.17)

where I is the identity, k runs over the phonon modes of the system, which have frequencies

of ωk. The energy of the first singlet exciton refers to the infinite periodic limit. The

Huang-Rhys factors are calculated as:

λ2
k = (

Vep,k

h̄ωk
)2, (5.18)

where we approximate the first derivative Vep,k of the exciton energy along mode k using

the finite difference formula:

Vep,k =
E(S1)+δu(k) − E(S1)−δu(k)

2δu(k)
, (5.19)

with δu(k) being a small dimensionless displacement along mode k. At a practical level,

the calculation of Vep,k requires two GW -BSE calculations at the displaced configurations

of each mode, and constitutes a very computationally intensive process. We were therefore

only able to obtain a full parametrisation of the Hamiltonian 5.17 for the two model chains,

which only have a small number of phonon modes due to the small size of their unit cell

(18 and 36 modes for the model blue and red chains respectively). The existence of the

side-chains for the real PDAs, for which we previously calculated the exciton properties,

makes the task of computing exciton-phonon interactions a very formidable one, and we

thus limit the following analysis to the model chains.

When computing the Huang-Rhys factors of PDA, one needs to account for the fact that

the exciton can travel a finite distance of N monomers coherently, before being scattered

by a phonon. Therefore if λk,unit is the value obtained within a unit cell exciton calculation

where the phonon mode k has been displaced, then the actual value of the Huang-Rhys

parameter is [144]:

λ2
k =

λ2
k,unit

N
. (5.20)

We estimate the exciton coherence length N as:
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N =
vg,exc · τscatter

LDA

, (5.21)

where vg,exc the exciton group velocity from section 5.3, τscatter the timescale for the exciton

to be scattered by a phonon, and LDA the length of a single diacetylene monomer. Since we

find that the excited state surface of the double-bond stretch is the steepest, i.e. has the

largest value of Vep,k, we approximate τscatter by the period of 23 fs of this mode, giving us

an exciton coherence length of N = 15 monomers for both model chains, in good agreement

with previous estimates on similar systems [56].

We write the ith eigenstate of the Hamiltonian of equation 5.17 as:

∣∣Ψ(i)
〉

=
M∑
k=1

Nq∑
ṽ

c
(i)
ṽk
|1, ṽk〉 (5.22)

where there are M vibrational modes in total. The basis state |1, ṽk〉 is the short-hand

notation for

|1, ṽk〉 = |1, 0, 0, ..., ṽk, 0, ..., 0〉 , (5.23)

i.e. the state where the exciton is populated and the first index set to one, and where

among all vibrational modes, only mode k is populated by ṽk quanta. We thus only allow a

single mode to be excited at one time, as a means of simplifying the problem. In principle,

every phonon mode can admit an infinite number of quanta, however in practice we need to

truncate the associated Hilbert space to only allow for up to Nq quanta in each mode. We

find that for the model PDA chains Nq = 3 converges the results for the dielectric response.

Similar to previous works [143], we include the effect of vibrations in the absorption

spectrum by taking:

Im(ε(ω)) = (c
(1)
0 )2 · Im(ε(ω))0−0 + |

∑
k

∑
ṽ

c
(1)
ṽk

λ2ṽk
k e−λ

2
k

ṽk!
|2W (ω − ωS1 − ωk), (5.24)

where W (ω − ωS1 − ωk) a Lorentzian centered around ωS1 + ωk, for which we use the same

width as for the peaks of the purely electronic part Im(ε(ω))0−0 of the dielectric response,

as obtained from GW -BSE calculations detailed in Appendix 5.B. Moreover, in Appendix

5.B, we show for the example case of the model blue chains, that the result for the width
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Figure 5.11 The (a) imaginary and (b) real part of the dielectric response of the model blue chains, once the
effect of phonons is accounted for. The main extra contributions to the structure of ε(ω), compared to the
disorder-free case, arise due to the effect of the carbon-carbon double- and triple-bond stretch. Comparing
the structure of Re(ε(ω)) for the cases with and without phonons, we find that dynamic disorder leads to
‘breaks’ within the region of Re(ε(ω)) < 0. This leads to a richer structure for the reflectance in panel (c),
compared to the disorder-free case of Figure 5.7.

∆vib is largely independent of the peak width γ, for values of γ between 5 meV and 50 meV.

The coefficients c(1) are obtained by diagonalizing the Hamiltonian 5.17, with c
(1)
0 denot-

ing the contribution from the purely excitonic basis state |1, 0, 0, ..., 0〉. Here we resort to

approximating the absorbance α(ω) with Im(ε(ω)). This is a reasonable approximation for

determining ∆vib, since this quantity depends on the intensity ratio of the 0− 0, 0− 1, 0− 2

peaks etc. The absorbance α(ω) and imaginary dielectric response Im(ε(ω)) are proportional

to each other, which suggests that the error we introduce is small.

For the example case of the model blue chains, we visualise the result of including

phonon effects on Im(ε(ω)) in Figure 5.11a, while Figure 5.11b shows the corresponding

Re(ε(ω)) as obtained by using the Kramers-Kronig relation 5.16. For Re(ε(ω)) we also

draw a comparison to the case without phonons. The peaks that feature prominently in
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Figure 5.12 The dependence of the width ∆vib of the two model PDA chains, on the exciton coherence
length.

the absorption spectrum are due to the double- and triple-bond carbon stretching motions,

with energies of 0.18 eV and 0.26 eV respectively. Indeed in the experimental absorption

spectrum of the blue PDA in Figure 5.3a, two vibronic peaks feature prominently at energies

of 0.19 eV and 0.25 eV above the main exciton peak, however their relative intensity is

opposite to the computed one. Intuitively, one can understand why the double-bond and

triple-bond vibrations are most strongly coupled to the exciton from the fact that they

transiently lead to structures with a smaller bond-length alternation, i.e. deviating from the

Peierls-distorted structure that gives conjugated polymers such as PDA their semiconducting

character, and bring the material closer to the metallic limit [145]. It is hence not surprising

that these motions have a large effect on the optical properties of the studied PDAs. This also

suggests that the coupling to these motions is extremely sensitive to the precise bond-length

alternation of the PDA backbone, potentially accounting for the discrepancy between the

theoretical and experimental absorption spectra when it comes to their relative importance.

For the computed exciton coherence length of N = 15, we obtain ∆vib values of 137 meV

and 123 meV for the model blue and the model red chains respectively. We compute the

associated reflectivity spectra in Figure 5.11c, where we find that vibronic peaks introduce

‘gaps’ within the high reflectance region of the stop-band.

Therefore, accounting for vibrational effects allows one to predict part of the internal

structure of the stop-band of an exciton that is strongly coupled to a photon. However, the

precise form of the reflectivity, depends very sensitively on the exciton coherence lengthN , as

shown in Figure 5.12, where we use the width ∆vib as a proxy for the size of phonon-induced

gaps in the reflectivity. This dependence of ∆vib on N enters through the Huang-Rhys factors

of the extended system, see equation 5.20. In turn, the exciton coherence length depends on

the exciton group velocity and the period of phonon modes, as seen in equation 5.21. Hence
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the interplay of phonons with excitons is established to be crucial for the interaction of the

latter with light.

5.6 Conclusions

In this work, we have presented a theoretical framework for obtaining the properties of

exciton-polaritons in organic materials. Our approach requires input from a calculation of

the material’s dielectric response, and is agnostic to the methodology used to obtain it. By

employing GW -BSE calculations for the electronic structure of polydiacetylenes, we obtain

their stop-band width, which characterises the strength of light-matter interactions. The

results are in reasonable agreement with experiment, and we attribute the differences to our

treatment of the materials as perfectly periodic, neglecting effects of disorder and additional

excitons that weakly couple to light. We compute the speed of propagation of a polariton

close to the resonance of light with an exciton, showing that this is an order of magnitude

faster than purely excitonic motion. We find the conjugation length of polymer chains to be

a critical parameter towards determining the magnitude of light-matter interactions, high-

lighting one manifestation of how static disorder can lead to weaker exciton-photon coupling.

This effect is not important for the polydiacetylenes studied here, due to the purity of these

materials. It could however be of relevance for different systems. Furthermore, we discuss

the important role of dynamic disorder and show that vibrational effects introduce gaps

within the frequency range of large reflectance that characterises polaritons. We also dis-

cuss the screening of the Coulomb interaction provided by the side-chains of polydiacetylene

as another potentially important contribution towards determining the magnitude of light-

matter interactions. Thus all of the aforementioned factors appearing in realistic materials

are important towards an accurate description of exciton-photon coupling. In principle, one

needs to account for the above factors at the same time and self-consistently, something

which is computationally challenging and will be the subject of a future work.
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Appendix

5.A Experimental reflectivity measurements

While the experimental work presented in this chapter was not undertaken by the author

of this thesis, the relevant details are given here for completeness.

Microscopic transmission and reflectance measurements were performed using a Zeiss Axio-

Scope optical microscope in Köhler illumination equipped with a 100× objective (Zeiss EC

Epiplan-APOCHROMAT 0.95 HD DIC) coupled to a spectrometer (Avantes HS2048) via an

optical fibre (Thorlabs, FC-UV50-2-SR). Five spectra were collected for each sample using

an integration time of 10 ms and 20 ms for reflection and transmission measurements, respec-

tively. The reflectance and transmittance were calculated using a silver mirror (ThorLabs,

PF10-03-P01) and the glass substrate as references respectively.

5.B Computational details

5.B.1 Electronic structure calculations

We perform DFT calculations using the Quantum Espresso software package [146], with the

PBE functional together with a 60 Ry plane wave cutoff energy. For the model blue and

model red chains, we employ 8× 4× 2 and 4× 4× 2 k-point grids respectively. For the real

red chains, we use 4× 4× 2, and for the real blue system 4× 2× 4. For the model PDAs,

we introduce a vacuum of 10 Å between neighbouring polymer chains, in order to minimise

inter-chain interactions.

We perform energy self-consistent GW calculations (i.e. GW0) using the yambo code

[147]. For the real chains, we find that including 400 Kohn-Sham states, 300 bands for the

calculation of the polarisation function, and a 7 Ry cutoff for the dielectric matrix, leads to

converged values for the quasiparticle band gaps. For the model blue (red) chains, we use

40 (80) Kohn-Sham states, 40 (80) bands for the calculation of the polarisation function,

and a 3 Ry cutoff for the dielectric matrix.

We solve the Bethe-Salpeter equation for the model blue (red) PDA using 4 (8) occupied

and 4 (8) unoccupied bands, converging the position of the first exciton peak. For the

exchange term in the Bethe-Salpeter kernel, the cutoff is set to 60 Ry. For the real chains, we
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use 10 occupied and 10 unoccupied bands, and set the exchange to 40 Ry. In order to emulate

the experimental conditions, the incident electric field is chosen to lie in the direction of the

polymer chains. The imaginary part of ε(ω) is obtained by fitting a Lorentzian of 10 meV

width to the computed excitonic eigenvalues of the BSE Hamiltonian. The broadening of

the absorption spectrum due to vibrational effects as presented in Figure 5.11 is then added

on top of that, along with the additional peaks.

Due to the one-dimensional character of the model PDAs, divergences can occur at small

values of q (i.e. at long distances) in the Coulomb term that appears in the many-body

calculations. In order to avoid this problem, we use the random integration method, as

implemented in yambo. We converge the calculations using 105 random q-points in the

first Brillouin zone, and by setting the cutoff for the real space components of the Coulomb

interaction to 20 Ry.

For the model PDAs, we estimate the dispersion of the exciton band along Γ − X as

follows. We generate a supercell of size 2× 1× 1, thus halving the size of the first Brillouin

zone. As a result, the zone-boundary X point folds onto Γ, which appears as an extra exciton

state once the BSE Hamiltonian of the 2 × 1 × 1 system is diagonalised. The distance of

this new band from the exciton value at Γ gives the width of the exciton band, which we

find to be equal to 1.33 eV.

The aforementioned electronic structure calculations are performed on the PDA struc-

tures as obtained from X-ray diffraction (for the real systems). For the model systems,

calculations are performed on the structures as obtained from X-ray diffraction and follow-

ing the substitution of the side-chains with hydrogen atoms. Due to the extreme sensitivity

of the computed exciton properties on the bond-length alternation (BLA) of the polymer

chain, we set the BLA of the blue chains to be exactly identical to that of the red chains, in

order to focus on the effects of the relative torsion between diacetylene monomers and on the

screening effect provided by the side-chains. A geometry optimisation of these structures is

not carried out, as the BLA of these one-dimensional carbon chains is known to be extremely

sensitive to the fraction of exact exchange that the employed DFT functional includes [148].

It has been shown that while hybrid functionals perform better than GGA [148], it is nec-

essary to use very accurate methods such as Quantum Monte Carlo in order to obtain

geometries with realistic BLAs, which is beyond the scope of this work. Since the exciton

energy is extremely sensitive to the precise value of the BLA, we limit ourselves to obtaining

exciton energies for unoptimised structures, and only optimise the geometry of the studied
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Figure 5.B.1 The dependence of the width ∆vib of the first region with Re(ε(ω)) on the width γ of the
exciton and vibronic peaks.

structures prior to phonon calculations.

5.B.2 Phonon calculations

We calculate the lattice dynamics of the different PDA variants in the harmonic approxima-

tion using finite differences [78,127]. We calculate the dynamical matrix on a 1×1×1 coarse

q-point grid. Therefore, we only account for the effect of Γ-point phonons, which provides a

good approximation, since these are most strongly coupled to the zero-momentum exciton

states that result from photoexcitation. Prior to phonon calculations, the geometry of the

different PDAs is optimised using the PBE functional.

5.B.3 Dependence of polariton splitting on peak width

Figure 5.B.1 visualises the value of ∆vib of the model blue PDA, within a range of values

for the width of the exciton and vibronic peaks, ranging from 5 meV to 50 meV. We find

that ∆vib does not vary by more than 10 meV within this range of widths. Here an exciton

coherence length N = 15 has been used.



Chapter 6

Impact of exciton delocalisation on

exciton-vibration interactions

The results presented in this chapter have been published in Ref. [117] (https://doi.org/

10.1103/PhysRevB.102.081122). Reprinted excerpts and figures with permission from:

Antonios M. Alvertis, Raj Pandya, Loreta A. Muscarella, Nipun Sawhney, Malgorzata

Nguyen, Bruno Ehrler, Akshay Rao, Richard H. Friend, Alex W. Chin, Bartomeu Monserrat.

Impact of exciton delocalization on exciton-vibration interactions in organic semiconductors.

Physical Review B, 102:081122(R), 2020. Copyright 2020 by the American Physical Society.

The experimental work presented in this chapter was not undertaken by the author of this

thesis, but by a number of collaborators who are listed as co-authors in the aforementioned

publication: Raj Pandya, Loreta A. Muscarella, Malgorzata Nguyen, Bruno Ehrler and Ak-

shay Rao. The measurements and their interpretation are an integral part of this combined

theoretical-experimental study, and are hence presented here for completeness, along with

the associated experimental methodology.

Exciton-vibration interactions in organic semiconductors can become extremely strong, con-

stituting traditional perturbative approaches for treating them inadequate. In this chapter

we present a non-perturbative computational methodology that captures exciton-vibration

interactions of all magnitudes. We find that the spatial delocalisation of an exciton is the key

parameter determining the magnitude of its interaction with crystal vs molecular vibrations.

Exciton energies computed using ‘static’ electronic structure calculations are renormalised

once vibrational effects are accounted for, and we find that quantum nuclear motion dom-
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inates this renormalisation in most cases. We use these insights to guide experiment and

reveal the full microscopic mechanism of exciton temperature- and pressure-dependence.

6.1 Introduction

Optoelectronic devices based on organic semiconductors, such as light-emitting diodes (LEDs)

[101] and solar cells [102], are promising candidates for technological applications. In con-

trast to their inorganic counterparts, organic semiconductors host strongly bound exci-

tons [22, 105] that, depending on the relative spin of the electron and hole pair, form spin-

zero (singlet) or spin-one (triplet) configurations. The interconversion between singlet and

triplet states is of high relevance to the application of organic semiconductors, with ex-

amples including thermally activated delayed fluorescence used in organic LEDs [149, 150],

and singlet exciton fission which could lead to solar cells with efficiencies surpassing the

Shockley-Queisser limit [25, 26,37].

The weak van der Waals interaction between molecules in organic semiconductors has led

to the common approximation of using isolated molecular dimers or oligomers to simulate

the entire crystal [39,106–108]. Wavefunction-based methods are the natural way of studying

such finite-sized clusters of molecules, providing a good description of the underlying physics

in those systems where exciton states are localised. While triplet excitons are localised

in most cases, the exchange interaction drives singlet excitons to delocalise over multiple

monomers [115,116]. Therefore, organic semiconductors can simultaneously exhibit features

of the molecular and extended crystal limits, calling for a unified picture.

Due to the mechanically soft character of organic materials, the coupling of excitons to

molecular and crystal vibrations can be extremely strong and dominate the physics that

makes organic semiconductors interesting from an application point of view. For example,

exciton-vibration coupling has been shown to play a central role in processes such as singlet

fission and exciton transport [44, 45, 151], and several theoretical studies have successfully

captured this interaction in molecular clusters [35,123,152]. However, these molecule-based

approaches cannot capture the long-range intermolecular vibrations that lead to strong

deviations of the orbital overlap between neighbouring monomers [52,53]. A full treatment

of exciton delocalisation becomes necessary to account for the strong dynamic disorder of

organic semiconductors in solid state systems, but this remains an open challenge.



95 6.2. Methodology

6.2 Methodology

In this chapter we present a theoretical framework to understand exciton-phonon inter-

actions in organic semiconductors treating molecular and crystal features on the same

footing. We combine many-body GW and Bethe-Salpeter calculations for exciton prop-

erties [91,124,125], with finite displacement methods for vibrational properties [78, 127], to

capture the strong non-perturbative exciton-vibration interactions present in organic semi-

conductors [153]. This combination of highly accurate methods allows us to identify the

extent of exciton localisation as the key parameter determining the relative importance of

molecular and crystal degrees of freedom, providing a unified picture between the molecular

and crystal limits of organic semiconductors. Our framework has multiple implications for

the properties of these materials, some examples of which we explore. We uncover the mi-

croscopic mechanism for the weak temperature dependence of excitons in the acene series

of organic semiconductors, rigorously comparing against experimental measurements. We

also find that nuclear quantum fluctuations lead to strong exciton energy renormalisation,

and accounting for this effect allows for unprecedented predictive power for absolute exciton

energies compared to experiment. Finally, we predict that delocalised excitons should ex-

hibit stronger pressure dependencies than localised ones, and again quantitatively confirm

this prediction with experiments in the acene series.

At temperature T , we include the phonon contribution to the exciton energy Eexc(T ) by

means of the quantum mechanical expectation value:

Eexc(T ) =
1

Z
∑
s

〈χs(u)|Eexc(u) |χs(u)〉 e−Es/kBT , (6.1)

where |χs〉 is the harmonic vibrational wavefunction in state s with energy Es, Z =
∑

s e
−Es/kBT

is the partition function, and u is a collective coordinate that includes the amplitudes of all

normal modes of vibration in the system.

By substituting the vibrational wavefunction of a quantum harmonic oscillator |χs〉 we

obtain the expression:

Eexc(T ) =

∫
du|Φ(u;T )|2Eexc(u), (6.2)

where:

|Φ(u;T )|2=
∏
q,ν

(2πσ2
qν(T ))−1/2 exp

{(
−

u2
qν

2σ2
qν(T )

)}
, (6.3)
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Figure 6.1 Single particle DFT band gap correction for 200 stochastic configurations of pentacene generated
at 0 K and 300 K respectively (crosses). The red lines indicate the mean band gap correction, while green
lines indicate the associated statistical uncertainty. The blue lines show the running average, indicating how
the band gap correction converges to the average by including more configurations. The calculated average
band gap renormalisation is −96 meV at 0 K and −166 meV at 300 K.

the harmonic density at temperature T , which is a product of Gaussian functions of width:

σ2
qν(T ) =

1

2ωqν

· coth

(
ωqν

2kBT

)
. (6.4)

In the above, q is the phonon wavevector and ν is the index labelling phonon modes.

We evaluate Eq. (6.2) by generating stochastic samples distributed according to the

harmonic vibrational ensemble, calculating the exciton energy and averaging over all config-

urations. We emphasise that while individual phonon modes are treated within the harmonic

approximation, our methodology still captures exciton-phonon interactions to all orders as

it does not rely on a perturbative treatment of the coupling.

To sample the single particle DFT electronic band gap using the above methodology,

we generate 200 configurations, which we find lead to converged results for the calculated

average. We obtain the band gap correction for each of these configurations at the three

temperatures of T = 0 K, T = 150 K and T = 300 K. Figure 6.1 visualises these corrections

for the cases of T = 0 K and T = 300 K in pentacene.

We then proceed to apply GW corrections to these DFT values. Due to the large com-

putational cost of these calculations, we only perform GW calculations on the ten configu-

rations whose single-particle DFT band gap value is closest to the calculated average band

gap, as visualised in Figure 6.1 for each temperature. This correlated sampling strategy

between DFT and GW has been shown to be accurate in other systems [154]. Having cal-

culated the effects of electron-phonon coupling to the quasiparticle band gap, we now solve

the Bethe-Salpeter equation for the same ten configurations at the three temperatures. The

parameters for all the electronic structure and phonon calculations are given in Appendix
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6.B.

The sampling of the expectation value of equation 6.2 becomes increasingly accurate with

the inclusion of more q-points in the Brillouin zone. Within the finite differences approach

for phonon calculations and the expectation values of observables at finite temperatures, q-

points are described using commensurate supercells. Due to the prohibitive computational

cost of GW -BSE calculations using large supercells, for every acene crystal we study the

effect of long wavelength phonons on excitons for supercells of a maximum size 2, i.e.

containing two unit cells. Depending on the material, we use a 2 × 1 × 1 or 1 × 2 × 1

supercell, where we repeat along the dominant packing direction. This means that in our

supercell calculations we include phonons at the Brillouin zone boundary, in addition to

those at the Γ point that are already captured in unit cell calculations. For acene crystals

(and molecular crystals in general), the weak intermolecular interactions lead to relatively

flat phonon (and electron) dispersions, thus suggesting that a small number of q-points

should be sufficient to obtain accurate Brillouin zone integrals, partly justifying the use

of supercells of size 2 only. However, even supercells of size 2 are prohibitively large for

performing GW calculations at the ten or more points used for each studied temperature,

particularly for the larger acenes. Therefore, to obtain the phonon-renormalised exciton

energies in these cases, we apply the GW correction from the unit cell calculations as a

scissor operator in the supercell calculations, and then solve the BSE.

6.3 Exciton-phonon coupling

To probe our theoretical framework, we use the acene series of molecular crystals because

they exhibit singlet excitons that range from entirely localised (molecular limit) to strongly

delocalised (crystal limit), as visualised in Figure 6.2. The electron density is shown in blue

for a hole localised on the central monomer of the displayed area. Throughout the rest of this

chapter, the term delocalisation will refer to the spatial extent of the electron wavefunction

for a hole localised at a specific point. For singlet excitonic states, molecular size determines

the degree of delocalisation in the solid state [115]. For large organic structures, the average

electron-hole distance on a single molecule is comparable to the distance between neigh-

bouring molecules. Therefore, the attractive Coulomb energy between electron and hole is

similar when they localise on the same or on adjacent molecules, allowing for delocalised

states with large average electron-hole separation. In contrast, in small molecules the at-
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Figure 6.2 Singlet excitons in the acene series of molecular crystals range from entirely localised (naphtha-
lene) to highly delocalised (pentacene). The phonon density of states (DOS) of these materials consists of
a thermally-activated regime of intermolecular motions, and a high-energy regime of intramolecular modes
that are only active due to quantum fluctuations. The interaction of delocalised excitons is dominated by
low-energy thermally-active modes, while localised excitons couple preferentially to high-energy modes via
quantum fluctuations.
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Figure 6.3 The triplet excitons of the acene series of molecular crystals.

tractive Coulomb interaction of electron and hole within a single molecule is significantly

stronger than if they localised on different molecules, leading to localised singlet excitons.

Triplet excitons are generally more localised than singlets, due to the lack of a repulsive

exchange interaction in this state [91]. The triplet wavefunctions of the acene crystals are

visualised Figure 6.3. Therefore, depending on spin and on the size of molecules, different

degrees of exciton delocalisation appear in the solid state.

By employing equation 6.2, we obtain the expectation value for the singlet and triplet

exciton energies of the acene crystals at 0 K and 300 K arising from exciton-phonon cou-

pling. The interaction of the exciton with phonons leads to a red shift of its energy, due to

the stabilising character of intraband phonon-induced transitions [60]. Even at 0 K, phonon
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Figure 6.4 Change caused by thermal activation (red) and quantum fluctuations (blue) of phonons to (a)
the singlet and (b) triplet exciton energies of the different acenes.

quantum fluctuations with an energy of 1
2
h̄ω interact with the exciton, leading to a red

shift of its energy compared to a static picture. This effect becomes more pronounced for

the smaller acenes (fewer number of carbon rings), where excitons are more localised, as

visualised in Figure 6.4. Comparing the singlet (panel a) to the triplet (panel b), the red

shift is more important for the more localised triplet states. By increasing the temperature

from 0 K to 300 K, low-energy intermolecular motions are activated, leading to a further

red shift of exciton energies. We find this effect to be more important for more delocalised

states. Indeed thermally-activated phonons have a negligible effect on the energy of the

highly localised triplet states. Overall, in the molecular limit, excitons couple preferentially

to high-energy phonons that are not thermally activated, so the coupling is purely via quan-

tum fluctuations. By contrast, in the crystal limit thermally-activated low-energy phonons

dominate the interaction with excitons. In intermediate cases, both contributions can be

important.

To understand these results, let us consider the form of the phonon density of states

(DOS) in organic semiconductors, schematically presented in Figure 6.2 (the simulated

DOS of the acene crystals is given in Figure 6.B.1 of the Appendix). This consists of

two distinct regions: a small thermally-activated regime of low-frequency phonons, corre-

sponding to intermolecular motion, and a large region which is dominated by high-energy

intramolecular motions, such as C-C stretches. While most of the phonon modes that fall

into the latter regime are not thermally-activated, they still oscillate with their zero-point

energy. Thermally-activated modes that modulate the orbital overlap between neighbouring

monomers [52,53] will predominantly have an effect on more delocalised excitons, the prop-

erties of which depend on intermolecular interactions, due to their wavefunction extending

over a larger number of molecules. Similarly, one expects that the high-energy intramolec-
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Figure 6.5 Experimental (red-triangles) and theoretical (black solid line) temperature-dependent absorp-
tion of naphthalene (panel a), anthracene (panel b), tetracene (panel c) and pentacene (panel d). The
dashed and dotted lines indicate the individual effects of thermal expansion (TE) and exciton-phonon cou-
pling on the singlet energy.

ular motions that are only active due to quantum fluctuations, will mostly affect localised

excitons, the wavefunction of which has a greater amplitude in the vicinity of these localised

motions. Therefore, based on the extent of their delocalisation, excitons in organic semicon-

ductors respond differently to the different kinds of vibrations present in these materials.

We now proceed to apply this intuitive picture summarised in Figure 6.2 to uncover the

mechanism behind the temperature-dependent properties of excitons.

6.4 Exciton temperature dependence

The red-shift of the exciton energy relative to its value at 0 K and due to thermally-activated

phonons is visualised in Figure 6.5 for the different acenes (dotted lines). However, exciton-

phonon coupling is not enough to capture the experimentally observed temperature depen-

dence of the exciton energy (red triangles in Figure 6.5), and must be complemented by the

effect of thermal expansion (TE - dashed lines). Thermal expansion increases intermolec-

ular distances, thus approaching the limit of isolated single molecules, and hence entirely

localised excitons. This destabilises the exciton energy, an effect which is more pronounced

for delocalised singlets, and less important for states that are relatively localised to begin

with. In principle it is possible to obtain the effects of thermal expansion from first principles

using the quasiharmonic approximation [155], within which the free energy of the system
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calculated at the harmonic level is minimised as a function of volume. However, this is com-

putationally expensive for systems like the acene crystals with several independent lattice

parameters. Instead, we perform exciton calculations on a range of experimental structures

obtained at different temperatures, as outlined in section 6.B.4 of the Appendix.

In all cases, the effects of thermal expansion and exciton-phonon coupling almost per-

fectly cancel out, leading to largely temperature-independent exciton energies (solid line), in

very good agreement with experiment. While exciton delocalisation determines the magni-

tude of these two effects individually, the net temperature dependence of the exciton energies

is overall weak. For anthracene, the inset provides a closer view to the experimental temper-

ature dependence, highlighting the fact that the subtle interplay between exciton-phonon

coupling and thermal expansion can give rise to complex, non-monotonic behaviour. In this

material, the slight differences between the experimental and computational temperature

dependence are due to the lack of beyond zone-boundary phonons in the calculation and

the anharmonicity of low-frequency phonons, which we discuss in section 6.B.6 of the Ap-

pendix. For tetracene, we overestimate the experimentally-observed blue shift of the singlet.

We believe this is mainly due to two reasons:

1. Our inability to accurately account for thermal expansion, due to the lack of experi-

mental crystal structures at a number of different temperatures. Our fit to the effect

of thermal expansion is based on two structures deposited by different groups in the

Cambridge Crystallographic Database. Since the two structures were also deposited

in the database with 37 years of difference between them, it is possible that there are

inconsistencies between the two measurements. For the rest of the acene crystals, we

were able to find experimental crystal structures at a range of temperatures, which

were in every case deposited within the context of the same study and by the same

group of authors.

2. The lack of band edge phonons in our description of tetracene exciton-phonon coupling.

As already discussed in the methodology section 6.2, finite-momentum phonons can

contribute significantly to the red shift of the singlet due to exciton-phonon coupling,

leading to improved agreement with experiment. However, using a 1× 2× 1 supercell

for tetracene we were unable to obtain converged results within the correlated sampling

strategy of 10 points described previously. Adding more points was not possible due to

the very high computational cost of these calculations. We therefore restrict ourselves
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to the inclusion of Γ point phonons, leading to the final overestimation of the singlet

blue shift.

Despite the above limitations, it is still the case that we capture the experimental trend of

an increased blue shift of the tetracene singlet compared to pentacene and anthracene. The

role of finite moment phonons for the temperature dependence of tetracene and also for the

rest of the acene crystals is discussed in Appendix section 6.B.3.

The blue shift of exciton energies due to thermal expansion is caused by the increase in

intermolecular distances, while the red shift that results from exciton-phonon coupling is due

to the dominance of intraband over interband phonon-induced transitions [60]. Both these

effects hold in most molecular crystals, unless one considers special cases with anomalous

thermal expansion or very small optical gaps, respectively. Therefore, we expect the cancel-

lation of the effects of thermal expansion and exciton-phonon coupling to be present in the

vast majority of organic semiconductors, leading to overall weak temperature dependence

of exciton energies.

6.5 The effect of nuclear quantum fluctuations on ex-

citon energies

Since the effect of thermal fluctuations on exciton energies is small, it is quantum fluctua-

tions that are mostly responsible for red shifting their values from those of a static lattice.

This leads to a greatly improved agreement between theory and experiment as summarised

in Figure 6.6 and Table 6.1, highlighting the predictive power of our approach. This result is

particularly important for triplet states, the energy of which is experimentally very challeng-

ing to determine [150, 156]; the correction to the static values for these states is significant

due to their highly localised character and associated coupling to the high-frequency modes

that are active due to quantum fluctuations. This strong renormalisation of exciton energies

due to quantum fluctuations is an inherent characteristic of organic semiconductors due to

the light weight of their constituent elements, and thus the high frequency of oscillations

they exhibit. Therefore, accounting for this effect is crucial, regardless of the accuracy of

the underlying electronic structure method. The accurate calculation of exciton energies

is crucial to various photophysical processes in organic semiconductors. For the example

of singlet fission, we successfully predict the experimentally well-established exothermicity
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Figure 6.6 Comparison of the computed static exciton energies obtained to their zero-point renormalised
(ZPR) values and to experiment.

E(S1) (eV) Calculated static ZPR (meV) Calculated with phonons Experiment
naphthalene 4.28 −190 4.09 3.90 [159]
anthracene 3.44 −160 3.28 3.11 −3.26 [159]
tetracene 2.45 −90 2.36 2.36 [30] −2.39
pentacene 1.80 −60 1.74 1.83 [27] −1.88

E(T1) (eV) Calculated static ZPR (meV) Calculated with phonons Experiment
naphthalene 3.06 −290 2.77 2.63 [160]
anthracene 2.11 −200 1.91 1.83 [150]
tetracene 1.45 −140 1.31 1.34 [150]
pentacene 0.97 −110 0.86 0.86 [161]

Table 6.1 Quantum fluctuations lead to a zero-point renormalization (ZPR) of the exciton energies cal-
culated at the static lattice level, leading to a much improved agreement with experiment. For the singlet
energy of anthracene, tetracene and pentacene, we present a range of values, based both on literature values
and measurements performed in the context of the study on which this chapter is based [117] (Appendix
section 6.A.2 for experimental spectra).

(E(S1) > 2 ·E(T1)) of singlet fission in solid pentacene [27], which is not captured by many-

body perturbation theory in the absence of quantum fluctuations [116,157]. We also capture

the endothermicity of singlet fission in tetracene [158].

6.6 Exciton pressure dependence

The magnitude of the effect of thermal expansion and exciton-phonon coupling on exciton

energies depends on the degree of wavefunction delocalisation. Unfortunately, the cancel-

lation of these effects that we have demonstrated does not allow one to utilise them as a

means of probing delocalisation experimentally. Nevertheless, the insights from the above

discussion motivate us to examine the effect of pressure on exciton energies. The appli-

cation of hydrostatic pressure at a given temperature reduces the volume Vo of the unit

cell at atmospheric pressure (∆V/Vo < 0), an effect opposite to thermal expansion, which

increases the unit cell volume (∆V/Vo > 0). However, unlike thermal expansion, the effect
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Figure 6.7 Theoretical volume and pressure dependence of exciton energies. We compare to pressure-
dependent measurements within 0− 300 MPa in the inset.

of pressure does not compete with phonon-activated processes, leading to a strong red shift

of exciton energies [162], an effect that we expect to be stronger for more delocalised states,

and could hence be used to probe delocalisation. For obtaining the exciton properties at

finite pressures, we relax both the internal structure and volume of the unit cell, minimising

the enthalpy at a given pressure. For each acene crystal, we compute the exciton properties

at 0,0.5,1,2,4 and 5 GPa. We also account for the change in the effect of phonon quantum

fluctuations under pressure, and Appendix section 6.B.5 provides details on the importance

of this effect.

Figure 6.7 shows the change of the singlet energy of the acene crystals as a function

of unit cell volume. As argued previously, changes in intermolecular distances induced by

pressure or thermal expansion have a stronger effect on delocalised states. Indeed, we find

that for naphthalene the singlet volume dependence is weaker than for anthracene, which

in turn is weaker than that of tetracene. Interestingly, pentacene has a slightly weaker

volume dependence than tetracene, which is due to qualitative changes in the effect of

phonon quantum fluctuations at finite pressures. Consistent with this picture, we find in

Figure 6.8 that the pressure dependence of the triplet energies is significantly weaker, due

to the highly localised nature of these states. In the inset of Figure 6.7, we compare our

theoretical predictions for the change of the singlet energies at finite pressure to experiment,

in the range of 0 − 300 MPa. The full experimental spectra are given in Appendix Figure
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Figure 6.8 Volume dependence of the triplet exciton energy of the acene molecular crystals. The region
with ∆V/Vo < 0 corresponds to the application of hydrostatic pressure in the range of 0− 4 GPa.

6.A.1. We find that theory and experiment are in very good agreement and, remarkably, we

correctly predicted the unconventional pressure dependence for pentacene, confirming the

accuracy of our theoretical framework.

The above discussion shows that the slope of the experimental exciton energy pressure

dependence provides a qualitative measure of exciton delocalisation. Additionally, in com-

bination with the experimentally measured exciton temperature dependence, it can also be

used to provide an estimate of the magnitude of exciton-phonon interactions due to thermal

fluctuations. The shift of exciton energies upon compression ∆V/Vo < 0 is linear, and can

be extrapolated to ∆V/Vo > 0, hence providing an expected blue shift of the exciton energy

due to thermal expansion. The difference of this expected blue shift from the experimentally

measured energy shift (compared to 0 K) gives the magnitude of exciton energy renormalisa-

tion due to coupling to thermally-activated low-frequency phonons. This is complementary

to extracting the magnitude of exciton-phonon interactions from the vibronic progression of

the absorption spectrum [55], as the latter only provides information on the coupling of the

exciton to high-frequency modes.

6.7 Conclusions

We propose a general framework to study exciton-phonon interactions in organic semicon-

ductors describing localised molecular and extended crystal degrees of freedom simultane-

ously. We show that exciton delocalisation determines the magnitude and nature of these

interactions: localised excitons predominantly couple to high-frequency modes via quan-
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tum fluctuations, while delocalised excitons interact more strongly with thermally-activated

low-frequency phonons. Together with the effect of thermal expansion, which also depends

on exciton delocalisation, this allows us to reveal the full microscopic mechanism behind

the weak temperature of exciton energies in acene crystals, and argue that this should hold

in the vast majority of molecular crystals. As a consequence of the weak temperature de-

pendence, the major contribution to exciton energy renormalisation compared to the static

lattice arises from quantum fluctuations of mostly high-frequency vibrations, always present

in organic materials. The magnitude of this renormalisation also depends sensitively on ex-

citon delocalisation, and accounting for this effect is necessary in order to achieve predictive

power for exciton energies.

Overall, our framework provides a unifying picture between the molecular and crystal

limits of organic semiconductors, showing how the delocalisation of excitons determines

their response to a wide range of structural changes, beyond lattice vibrations and thermal

expansion. The effect of pressure provides such an example, and we find that pressure-

dependent measurements may be used as a probe of delocalisation and thermally-activated

exciton-phonon interactions. Therefore, based on factors that determine exciton delocalisa-

tion, such as spin and the size of molecules, one can anticipate the difference in the response

of different materials to a variety of structural changes.

Appendix

6.A Experimental details

While the experimental work presented in this chapter was not undertaken by the author

of this thesis, the relevant details are given here for completeness.

6.A.1 Sample preparation

Tetracene and pentacene powders were bought from Sigma Aldrich (99% purity) and used

as supplied. The powder is transferred to an evaporator chamber (Kurt J Lesker) and kept

overnight under high vacuum (< 10−6 mbar) to remove any residual solvent prior to thermal

evaporation. A 150-nm thick layer of pentacene/tetracene is then thermally evaporated at

a rate of 0.5± 0.1 Å/s. The rate is monitored using a standard Quartz-crystal microbalance

and calibrated with atomic force microscopy measurements. Anthracene (reagent grade



107 6.B. Computational details

97%) was purchased from Sigma Aldrich and used as supplied. Crystallites of anthracene

are dissolved in choloroform (HPLC grade, Sigma Aldrich) to make a saturated solution at

50 oC. The hot solution is then spin coat at 1000 rpm to form a homogenous film on the fused

silica substrate. The low sublimation point of naphthalene (80 oC) prevents both thermal

evaporation or solution processing of this material such that reliable optical measurements

can be performed.

6.A.2 Temperature- and pressure-dependent spectra

Figure 6.A.1 summarises the experimental temperature-dependent absorption spectra of

anthracene, tetracene and pentacene (panels a-c), as well as the pressure-dependent trans-

mittance (panels d-f).

For all temperature-dependent measurements, an Agilent Cary 6000i UV–vis–NIR spec-

trophotometer with blank substrate correction is used. Samples prepared on fused silica

substrates are placed in a continuous-flow cryostat (Oxford Instruments Optistat CF-V)

under an argon atmosphere. The sample temperature is allowed to equilibrate for 30 min

before taking data. Measurements were taken with 1 nm wavelength steps between 250 –

900 nm, with 1 s of integration at each wavelength.

In order to study the pressure dependence of the organic molecules, transmittance spectra

are measured with a LAMBDA 750 UV/Vis/NIR Spectrophotometer (Perkin Elmer). The

samples are kept inside a high-pressure cell (ISS Inc.) filled with an inert liquid, Fluorinert

FC-72 (3M). Hydrostatic pressure is generated through a pressurising liquid using a manual

pump. Prior using, the liquid is degassed in a Schlenk line to remove oxygen which causes,

from 300 MPa onwards, scattering of a fraction of light and therefore a reduction of the

transmitted signal from the sample. The pressure is applied from ambient pressure to

300 MPa in steps of 50 MPa. Before the measurement, 7 minutes are allowed for equilibration

of the material under pressure. The error of the pressure reading is estimated to be 20 MPa.

6.B Computational details

6.B.1 DFT and GW -BSE calculations

We perform DFT calculations using the Quantum Espresso software package [146], with

the PBE functional together with a 60 Ry plane wave cutoff energy. For pentacene and



Chapter 6. Impact of exciton delocalisation on exciton-vibration interactions 108
A
bs

or
ba

nc
e 

(a
rb

. 
un

it
s)

A
bs

or
ba

nc
e 

(a
rb

. 
un

it
s)

A
bs

or
ba

nc
e 

(a
rb

. 
un

it
s)

a

b

c

Tr
an

sm
it
ta

nc
e 

(a
rb

. 
un

it
s)

E (eV)

10 K
25 K
50 K
75 K
100 K
125 K
150 K
175 K
200 K
225 K
250 K
275 K
300 K

3 3.1 3.2 3.3 3.4 3.5 3.6

E (eV)

0 MPa
50 MPa
100 MPa
150 MPa
200 MPa

2.5 3 3.5 4

250 MPa
300 MPa

Tr
an

sm
it
ta

nc
e 

(a
rb

. 
un

it
s)

2.2 2.3 2.4 2.5 2.6 2.7 2.8
E (eV)

2.1 2.3 2.5 2.7 2.9 3.1
E (eV)

Tr
an

sm
it
ta

nc
e 

(a
rb

. 
un

it
s)

1.7 1.8 1.9 2 2.1 2.2 2.3
E (eV) E (eV)

1.6 1.7 1.8 1.9 2.0 2.1 2.2

d

e

f

Figure 6.A.1 Experimental temperature dependent absorption spectra of anthracene, tetracene and pen-
tacene (panels a,b,c respectively), and pressure-dependent transmittance (panels d,e,f respectively).

tetracene, we employ a 4 × 4 × 2 k-point grid, while for anthracene and naphthalene, we

use 4× 4× 4 and 2× 4× 2 grids respectively. The static lattice values of the acene exciton

energies reported in Figure 6.6 and Table 6.1 of the main text correspond to the structures

PENCEN08, TETCEN03, ANTCEN19 and NAPHTA36 respectively, as deposited in the

Cambridge Crystallographic Database [163–166]. Prior to any electronic structure and/or

phonon calculation, we relax the internal coordinates of the unit cells, leaving their volume

fixed, and using the Tkatchenko-Scheffler van der Waals dispersion correction [167].

We perform energy self-consistent GW calculations (i.e. GW0) using the yambo code

[147]. We find that including 300 Kohn-Sham states, 200 bands for the calculation of the

polarisation function, and a 7 Ry cutoff for the dielectric matrix, leads to converged values

for the quasiparticle band gaps. For the singlet and triplet excitonic states, we solve the
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Bethe-Salpeter equation (BSE) using 8 occupied and 8 unoccupied bands, converging the

position of the first exciton peak. For the exchange term in the Bethe-Salpeter kernel, the

cutoff is set to 40 Ry for singlet calculations, while it is set to zero for triplet calculations.

6.B.2 Phonon calculations

We calculate the lattice dynamics of the acene crystals in the harmonic approximation

using finite differences [78] in conjunction with nondiagonal supercells [168]. We calculate

the dynamical matrix on a 2 × 1 × 1 coarse q-point grid for pentacene, and 1 × 2 × 1

grids for tetracene, anthracene, and naphthalene. We then use Fourier interpolation on 105

stochastically generated q-points to construct the phonon density of states (DOS), shown

in Figure 6.B.1a. There are also a few phonon modes corresponding to C-H stretches in the

region 3100 cm−1 to 3150 cm−1, which we have excluded from the plot for visibility reasons.

Figure 6.B.1b highlights the low-frequency modes of the acene crystals.
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Figure 6.B.1 Phonon density of states (DOS) of the acene crystals. We mark room temperature, indicating
that the modes below that energy can be thermally activated within the studied range of temperatures.

6.B.3 Phonon q-point sampling

Table 6.B.1 summarises the change in the exciton energies when increasing the temperature

from 0 K to 300 K, due to coupling with phonons. Results are given for the two cases of

including Γ point phonons only, and for including Γ along with band-edge phonons. For

tetracene, we were unable to obtain converged results within a computationally feasible

number of displaced configurations.

For the delocalised singlet states of anthracene and pentacene, inclusion of band edge

phonons leads to a stronger red shift of their energy compared to only including Γ point

phonons. This is very important for capturing the experimental behaviour of Figure 3 in the
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∆E(S1) = E(S1)300K − E(S1)0K Γ phonons only Γ and zone-boundary phonons
naphthalene −46 meV −19 meV
anthracene −21 meV −39 meV
tetracene −52 meV —
pentacene −41 meV −86 meV

∆E(T1) = E(T1)300K − E(T1)0K Γ phonons only Γ and zone-boundary phonons
naphthalene −46 meV −0 meV
anthracene −5 meV −1 meV
tetracene −2 meV —
pentacene −2 meV −3 meV

Table 6.B.1 The effect of temperature-activated phonons on exciton energies, in the cases of including Γ
phonons only, and including Γ phonons as well as phonons at the boundary of the Brillouin zone.

main text, as the mere inclusion of Γ phonons would suggest that the singlet energy blue

shifts substantially. This is also the reason that we overestimate the temperature-induced

blue shift of the tetracene singlet in Figure 6.5. Furthermore, it is worth noting that long-

wavelength phonons that are captured through supercell calculations mostly have a weak

effect on the energy of the localised triplet states, as expected. Naphthalene shows a distinct

behaviour than the rest of the acenes, with band edge phonons resulting in an overall weak

renormalization of its exciton energies, which is not surprising given their highly localised

character.

6.B.4 Thermal expansion calculations

In order to study the effects of thermal expansion, we perform DFT and GW -BSE cal-

culations on a range of structures at different temperatures, deposited on the Cambridge

Crystallographic Database. The references to each structure are given in Table 6.B.2. Prior

to the electronic structure calculations, we relax the internal coordinates of the unit cell,

while keeping the volume of the cell constant. For the optimisation, we employ a 4×4×2 k-

point grid and use the Tkatchenko-Scheffler van der Waals corrections [167]. In some cases,

and particularly for tetracene, it was unfortunately only possible to find a limited number of

crystal structures at different temperatures, limiting our ability to accurately describe the

effects of thermal expansion over the whole range of studied temperatures.

6.B.5 Phonon quantum fluctuations and the effect of pressure

When applying hydrostatic pressure to a molecular crystal, the material becomes stiffer,

and the phonon energies increase [162]. While this alone would suggest that zero-point fluc-
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Material Crystal Structure References Temperature (K)
naphthalene [166] NAPHTA32 30

NAPHTA34 150
NAPHTA30 220
NAPHTA36 295

anthracene [169] ANTCEN09 94
ANTCEN11 181
ANTCEN12 220
ANTCEN13 259
ANTCEN14 295

tetracene [170,171] TETCEN01 175
TETCEN 295

pentacene [163] PENCEN06 120
PENCEN07 293
PENCEN08 414

Table 6.B.2 Crystal structures of acenes used in order to study the effects of thermal expansion, along with
the temperatures at which they were measured and the Cambridge Crystallographic Database reference.

tuations leads to increasingly stronger exciton energy renormalisations at large pressures

compared to ambient conditions, increasing pressure also leads to a decrease in intermolecu-

lar distance, allowing the electronic part of the wavefunction of an exciton state to delocalise

further away from the position of the hole. Since zero-point fluctuations have a more promi-

nent effect on localised states, this argument suggests that their effect becomes weaker at

large pressures.

Therefore, under hydrostatic pressure, the increase in phonon frequencies and in exciton

delocalisation compete in the contribution of phonon quantum fluctuations on exciton ener-

gies. In order to gain a better understanding of this, we calculate the phonon modes of the

acene crystals at 4 GPa and then use our computational methodology to quantify the effect

of quantum fluctuations on exciton energies at this pressure. We compare the zero-point

renormalisation (ZPR) of exciton energies between the cases of atmospheric pressure and

4 GPa in Table 6.B.3.

The change in the effect of quantum fluctuations on exciton energies seems to depend

sensitively on the subtle details of individual compounds. For most exciton states of the

acene crystals, the effect seems to become weaker at larger pressures, indicating that in-

creased exciton delocalisation is more important than the increase in phonon frequencies.

However, the anthracene singlet state seems to provide an exception to this. The most

important change is found for pentacene, for which quantum fluctuations lead to a blue

shift under the application of finite hydrostatic pressure. This blue shift of the pentacene
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singlet energy competes with the red shift that increasing exciton delocalisation produces,

hence the overall red shift becomes weaker, which is why for both the singlet and triplet

states of pentacene (Figure 5 in main text and Figure 6.8) we find a weaker pressure/volume

dependence than for tetracene, despite the pentacene excitons being more delocalised.

S1 ZPR at 0 GPa (meV) ZPR at 4 GPa (meV)
naphthalene −190 −188
anthracene −157 −195
tetracene −82 −54
pentacene −57 +307

T1 ZPR at 0 GPa (meV) ZPR at 4 GPa (meV)
naphthalene −292 −257
anthracene −200 −191
tetracene −132 −58
pentacene −116 +214

Table 6.B.3 Zero-point renormalisation (ZPR) of the first excited singlet and triplet state of the acene
crystals, without the application of hydrostatic pressure, and with a hydrostatic pressure of 4 GPa.

For all the studied materials, the slope of the exciton volume/pressure dependence is

strongly influenced by the variation in the effect of quantum fluctuations at finite pres-

sures. Table 6.B.4 gives the slope of the pressure-dependent absorption of the acene crystals

with and without accounting for this effect, compared to the measured experimental val-

ues. Ignoring the variation in quantum fluctuations results in overestimating the pressure

dependence, while including this effect significantly improves the agreement to experiment,

also correctly exchanging the order between the tetracene and pentacene values.

Slope of E(S1) vs P Without ZPR variation With ZPR variation Experiment
naphthalene −82 meV/GPa −75 meV/GPa —
anthracene −102 meV/GPa −90 meV/GPa −73 meV/GPa
tetracene −138 meV/GPa −126 meV/GPa −133 meV/GPa
pentacene −201 meV/GPa −102 meV/GPa −103 meV/GPa

Table 6.B.4 Slope of the pressure-dependent singlet energy of the acene crystals, with and without including
the variation of zero-point quantum renormalisation (ZPR) of exciton energies at finite pressures, and
comparison to experiment.

6.B.6 Anharmonicity of low-frequency modes

The discussion in section 6.B.3 highlights that accounting for finite momentum phonons can

lead to a stronger red shift of exciton energies, particularly for more delocalised states. For

the case of anthracene, the computed temperature dependence of the singlet energy slightly
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Figure 6.B.2 Comparison of the ab initio potential energy surface to the harmonic approximation, for a
low-frequency (panel a), and a high-frequency mode (panel b). Room temperature in panel a is indicated
by a dotted line.

overestimates the experimental trend, as presented in Figure 6.5b, which we argue is due to

the lack of finite momentum phonons beyond the zone boundary. Given the relatively small

size of the anthracene primitive cell, we attempted to test this by using our computational

methodology with a finer q-point sampling grid including 4 points (in reciprocal lattice rel-

ative coordinates): (0, 0, 0), (0, 0, 0.5), (0, 0.5, 0), (0, 0.5, 0.5), corresponding to a calculation

on a supercell of size 1 × 2 × 2. Unfortunately, this test was unsuccessful but highlighted

another area in which our computational framework could be improved in the future. The

predicted temperature-induced red shift of the exciton energies due to coupling with phonons

is −260 meV, which is unphysically large compared to the anthracene singlet energy correc-

tions that are summarised in Table 6.B.1. This is due to the fact that in the larger supercell,

phonon modes of very low frequencies appear, and in these modes the harmonic approxi-

mation is no longer valid. To demonstrate this point, we plot in Figure 6.B.2a the potential

energy surface (PES) of the lowest frequency phonon for a 1 × 2 × 2 supercell calculation

(black), along with the PES of the same mode within the harmonic approximation (red). It

is evident that the harmonic approximation breaks down in this case. In contrast to that,

the harmonic approximation works very well for a high-frequency mode in Figure 6.B.2b, as

expected.

At a given finite temperature, phonon modes are populated according to Bose-Einstein

statistics, hence low-frequency modes are strongly displaced. However, it becomes evident

from Figure 6.B.2a that using the harmonic approximation reduces the potential barrier at

room temperature, leading to significantly stronger displacements of these modes compared

to the case where higher terms are included. This leads to unphysically distorted structures

and results in an overestimation of the exciton-phonon interaction strength. It will be
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interesting to explore the role of anharmonic vibrations on exciton-phonon coupling in future

work.



Chapter 7

Interplay of vibrational relaxation

and charge transfer

The results presented in this chapter have been published in Ref. [123] (https://doi.org/

10.1063/1.5115239), where parts of the text and figures appear. Reprinted from:

Antonios M. Alvertis, Florian A.Y.N. Schröder, Alex W. Chin. Non-equilibrium relax-

ation of hot states in organic semiconductors: impact of mode-selective excitation on charge

transfer. The Journal of Chemical Physics, 151:084104, 2019, with the permission of AIP

Publishing.

Having studied the interaction of excitons with photons and vibrations in equilibrium in

chapters 5 and 6 respectively, we now proceed to study non-equilibrium exciton dynamics,

as they arise following light-absorption. For the picosecond timescales we consider it is safe

to work in the weak exciton-photon coupling regime, i.e. assuming absorption to be a ‘one-

off’ event, which generates a pure exciton state. As discussed in the introduction to the

thesis and chapter 3, exciton-vibration interactions can induce non-adiabatic transitions,

leading to a breakdown of the Born-Oppenheimer approximation. Therefore, we utilise a

beyond Born-Oppenheimer method based on tensor networks in order to study exciton-

vibration interactions following light-absorption from a covalent tetracene dimer. We study

the process of endothermic intramolecular charge transfer and show that excess energy

excitation can enhance its efficiency. We find the specific pathway of vibrational relaxation

to have an important effect on the final charge transfer yield, and we discuss the qualitative

differences between low- and high-frequency vibrations in facilitating ultrafast dynamics.

115
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7.1 Introduction

Light-harvesting in organic molecules is a fundamental process which has attracted a lot

of attention in recent years, its applications ranging from photosynthetic systems [172,173]

to organic solar cells [174]. Following photoexcitation, ultrafast (i.e. femto- to picosecond

timescale) non-equilibrium dynamics drive the exciton energy transfer in these systems [175],

underlining the need to move away from the traditional thermodynamic way of thinking, in

order to better understand and engineer such processes. In the past decade, the experimental

study of organic semiconductors has provided a good understanding of ultrafast processes,

through the use of techniques such as pump-push probe spectroscopy [176–178] and transient

absorption microscopy [179,180]. Several studies have emphasised the role of strong exciton-

phonon coupling for driving energy transfer in these systems [44,45,181,182], indicating the

relevance of non-Markovian physics for such phenomena.

Following photoexcitation, one may think of the interaction of an exciton system with

the potentially large number of molecular vibrations of organic structures as the interaction

of an open quantum system with its (vibrational) environment. The various experimental

setups outlined previously, allow for preparing different initial quantum states, the time

evolution of which can be followed with great precision in the fs timescale. Examples include

‘hot’ states, i.e. exciton states with excess energy pumped into molecular vibrations [183,

184]. The insights generated from such works may be generalised to a wide range of open

quantum systems, which are relevant for quantum technologies, biology and areas such

as nanoscale quantum heat engines [185–190]. Furthermore, by formulating the problem

within the framework of open quantum system theory, several techniques from these fields

of study become available in order to study the non-equilibrium dynamics from a theoretical

perspective. Such open quantum system treatments of organic molecules have been used in

the past [191, 192], including techniques ranging from reduced density matrix descriptions

(master equations) [39,193,194] to complete simulations of system-bath wave functions with

methods such as multi-configurational time-dependent Hartree (MCDTH) [195–197].

However, the theoretical and computational study of these systems poses a significant

challenge for several reasons. Firstly, the large number of molecular vibrations often found

in organic molecules makes it necessary to account for complicated many-body interactions.

The strong exciton-phonon coupling which was mentioned previously further complicates

things, as traditionally used perturbative approaches are not necessarily applicable in this
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case [182, 198]. For these reasons, we adopt a tensor network formulation [199] based on

the formalism of matrix product states [200], which has previously been used to study the

ultrafast dynamics of singlet exciton fission [51] and exciton-polariton dynamics [121, 122].

This so-called tree tensor network state (TTNS) approach shows strong similarities to the

multilayer formulation of MCTDH [201], and can capture the full non-Markovian quantum

dynamics of a system coupled to a large number of vibrations (few hundreds), without

relying on any perturbative approach. Moreover, it efficiently retains all information about

the vibrational modes of the environment, enabling us to identify and visualise the often

complex chain of environmental processes that drive ultrafast dissipative dynamics.

Here we use our TTNS formalism to explore the dynamics of systems prepared far from

equilibrium, such that excess vibrational energy could potentially promote transient exci-

tonic dynamics that lead to new outcomes, which would not occur for band-edge excitation

(i.e. no excess vibrational energy). The role of such ‘hot’ states has been a subject of debate

in the literature, in particular regarding the process of charge transfer and separation, in ma-

terials used for organic photovoltaics [183,184,202,203]. However, their importance extends

to several temperature-activated processes, such as endothermic singlet exciton fission [204]

and energy transfer in biological systems [205,206]. Our results indicate that excess energy

can have a large impact on the early timescales of non-equilibrium dynamics, leading to

very different yields for the process of charge transfer in a molecular dimer of the organic

semiconductor tetracene which we focus on in this work. Perhaps most intriguingly, we find

that initial quantum states where low-frequency modes are excited preferentially lead to

greater charge transfer yields, due to robust, mode-generated quantum coherence between

the initial exciton and the charge transfer state. Indeed, modes of different frequencies

have been discussed to play different roles in the coherent dynamics of charge transfer [207],

while the electron mobility in a Holstein model has been shown to strongly depend on the

initial vibrational preparation [208]. We relate the behaviour observed in our system to

the different pathways of vibrational relaxation which the system follows, depending on the

energy of the excited vibrations. Overall, we believe that our study suggests a more general

principle for engineering the dynamics of open quantum systems, and helps open a way to

understanding how excess energy, heat generation, work can be managed in quantum opto-

electronic devices. Encouragingly, recent experimental advances in the ultrafast preparation

and control of particular vibrational modes in excited states, including the exploitation of

ultra-strong light-vibration coupling (polaritons), suggest that the underlying microscopic
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physics now available in simulations of quantum internal conversion may be tested in the

relatively near-term [209,210].

The structure of this chapter is as follows. In section 7.2 we outline the used methods.

Section 7.2.1 provides a general introduction to tensor network methods for studying the

dynamics of open quantum systems, as they have been developed both in previous and in

this work. Section 7.2.2 deals with the specifics of applying this formalism to a molecular

system, for which it is necessary to obtain its electronic and vibrational properties. The

results on the ultrafast dynamics of charge transfer in this molecular system are presented

in section 7.3, comparing the cases of having finite or zero excess energy in the system, under

different conditions. The conclusions of the chapter are finally given in section 7.4.

7.2 Methodology

7.2.1 Tensor Networks

Matrix product states

In order to develop some intuition for the tree-tensor network state (TTNS) ansatz that

we shall use to simulate molecular open system dynamics, we will begin with a simpler illus-

tration using matrix product states (MPS). A comprehensive review of the properties and

uses of MPS, as well as their fundamental links to Density Matrix and Wilsonian Renor-

malisation Group algorithms, can be found in Ref. [200]. Let us consider a one dimensional

many-body system of L (distinguishable) interacting particles, each of which is localised on

a lattice ‘site’ k and has a local (non-interacting) Hilbert space basis {|nk〉} of dimension

dk. The exact many-body wave function may be formally written in the Kronecker product

basis as:

|Ψ〉 =

dk∑
{nk}=1

Ψn1,...,nL |n1, ..., nL〉 , (7.1)

where |n1, ..., nL〉 is shorthand for the tensor product |n1〉⊗ |n2〉 ...⊗|nL〉, and the sum runs

over all possible products of nk. The multidimensional array, here referred to as a tensor,

Ψn1,...,nL contains the probability amplitudes for all possible states of the chain. As the

number of particles grows, the number of elements stored in this tensor scales as dLk , and

will quickly become too large for practical computations. This is often called the curse of
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dimensionality. However, by iteratively applying singular value decomposition (SVD), any

|Ψ〉 may be written as a product of rank three tensors, known as a Matrix Product State

(MPS) [200]:

|ΨMPS〉 =

dk∑
{nk}=1

An1 · ... · AnL |n1, ..., nL〉 . (7.2)

Each of these tensors Ank has dimensions Dk−1 x Dk x dk, with Dk−1, Dk referred to as

the left and right bond dimensions, and dk the bond dimension of the local Hilbert space.

The maximum value of Dk encodes the amount of entanglement between neighbouring sites.

Since for every configuration the tensors must multiply into a scalar, we have the boundary

condition: D1 = DL = 1. The procedure of writing a many-body wavefunction as an MPS

is summarised in Figure 7.1. The local Hilbert space of each site may be compressed by

using an optimised boson basis (OBB) [211,212] with dOBB,k << dk:

Ank =

dOBB,k∑
ñk

AñkVnk,ñk (7.3)

Once a state has been written as an MPS, any variational optimisation or time-evolution

may be performed by ‘sweeping along the chain’, i.e. updating one tensor at a time, in a

manner similar to density matrix renormalisation group (DMRG) approaches [200]. The

MPS approach thus benefits from the reduction of the problem to a sequence of single site

problems and the storage and manipulation of a number of matrices that scales linearly with

system size. When we account for the overheads due to the contraction of tensors, single

value decomposition, etc., the effective scaling becomes cubic in system size, but this is still

a vast improvement on the previous exponential scaling. Discussions and bench marking

data related to system sizes, convergence, and CPU times for spin-boson-like systems can

be founds in Refs. [51, 212].

Systems interacting with a vibrational environment

Let us examine the case of a system which is in contact with a vibrational ‘bath’, i.e.

a set of oscillators with which it can exchange energy. The Hamiltonian of such a system

may be schematically represented as in Figure 7.2 (left). Such a system does not have a

one-dimensional architecture which would allow a one-to-one match between the different

components of the Hamiltonian and the MPS tensors. However, even for such a system, the

problem may be recast in that of a one-dimensional system using an orthogonal polynomial
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Figure 7.1 A Matrix Product State (MPS) is constructed from a many-body wavefunction by applying
Singular Value Decomposition (SVD) iteratively.

System

Vibrational 
Environment

Orthogonal Polynomial
Mapping

U

dLd1

System

mode 1

mode 2

mode L

"Chain modes"

}d1 levels

DDh D

Figure 7.2 A system interacting with a set of oscillators (left) may be transformed into a ‘chain architecture’
(right) using an orthogonal polynomial mapping U. The new modes are linear combinations of the initial
ones, and we refer to them as ‘chain modes’.

mapping [213]. Such an approach has previously been employed to study the well known

Spin Boson Model (SBM) in the case where it is coupled to an environment of oscillators

[212, 214, 215]. This process is visualised in Figure 7.2. The bond dimension between the

system tensor and the environment chain (Dh), may in principle be different from the intra-

chain bond dimension (D).

Similar to the case of the SBM, this approach of representing a system interacting with

a bath for oscillators has previously been employed for molecular systems [51]. However, in

such a system, different molecular vibrations can have very different effects on the system

states, e.g. only shifting the energies of particular levels, or only coupling specific states to

each other. It is therefore necessary to separate molecular vibrations into different groups,

which in [51] approximately correspond to different irreducible representations of the molec-

ular point group. However, when there are no obvious molecular symmetries to exploit, this
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grouping of vibrations may still be performed in a rigorous manner by using the machine

learning technique known as k-means++ clustering [216].

In order to better understand this procedure, let us work with a linear vibronic Hamil-

tonian which describes the coupling of the system states to the vibrations:

Hm,n = Hm,n
el +

∑
k

Wm,n
k Qk +

∑
k

h̄ωk
2

(− ∂2

∂Q2
k

+Q2
k), (7.4)

where Qk are the dimensionless displacements along normal mode k, indicating the contri-

bution of that mode to the molecular deformation. The matrices Wk give the first order

couplings between the system states due to deformation along mode k, and will hence be

referred to as vibronic coupling matrices. In terms of creation and annihilation operators:

H = Hel +
∑
k

(Wk
a†k + ak√

2
+ h̄ωka

†
kak). (7.5)

By normalising the coupling matrices Wk as:

(Wmn)k = (Ŵmn)kλk, (7.6)

the matrix (Ŵmn)k contains the coupling pattern between the system states due to displace-

ment along mode k, while the constant λk describes the coupling strength.

For molecular systems, the number of vibrational modes may be of the order of a few

hundreds, it is therefore crucial to reduce the computational cost of a time-evolution. By

using the machine learning technique k-means++ [216], we can identify patterns among the

matrices Wk, splitting them into several groups. To do so, the normalised matrices Ŵk are

represented as vectors on a high-dimensional unit sphere, and then projected on two dimen-

sions using t-distributed stochastic neighbour embedding (t-SNE) [217]. The k-means++

algorithm assigns a centroid matrix W̄i to each of the created groups i, representing the ef-

fect of the group of modes on the system. This is visualised in Figure 7.3, for the case of the

molecular system studied in this work (see below). The individual modes still retain their

different coupling strengths λk, but now act as one ‘environment’, which can be transformed

into a one-dimensional chain of oscillators using an orthogonal polynomial mapping. Hence

the linear vibronic Hamiltonian may be written in its final form:

Hstar = Hel +
∑
i

W̄i

∑
k

λi,k
b†i,k + bi,k√

2
+Hc,i, (7.7)
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System

Vibrational 
Environment

Figure 7.3 Clustering of molecular vibrations using k-means++ [216]. We find that a minimum of six
clusters is required to obtain converged dynamics for our system of study. The modes belonging to the
different clusters are represented using different colours.

where Hc,i is the Hamiltonian of the transformed vibrational modes of chain i. The cre-

ation and annihilation operators b†k, bk now refer to the ‘chain modes’ which result from the

orthogonal polynomial transformation of the original system vibrations.

Time evolution and tree tensor network states

Once we apply an orthogonal polynomial mapping to every vibrational environment

of the linear vibronic Hamiltonian and bring it in the form of Equation 7.7, it may be

schematically represented as in the left hand side of Figure 7.4. We represent the many-body

wavefunction as a tensor network which resembles this same architecture; this is essentially

several MPS connected to each other through the central system (red) tensor. We refer to

this wavefunction as the ‘star MPS’.

The time-evolution of a wavefunction written as a star MPS in Figure 7.4 (left), may

be done using the time-dependent variational principle [51, 218]. In short, each tensor

is sequentially time-evolved using a local effective Hamiltonian, which is constructed by

contracting the full many-body Hamiltonian with all MPS tensors which are not currently

being updated. Unfortunately, this star MPS suffers a curse of dimensionality: due to being

connected to each other through the central tensor, all possible environment configurations

are entangled, making its size to scale exponentially with the number of environment chains.

In order to address the exponential scaling problem, the star MPS tensor might be

further decomposed into a number of smaller, entanglement renormalisation tensors (ER

nodes), which describe the inter-environment entanglement [219]. The entanglement of the

various bipartitions of the system tensor is quantified by calculating the corresponding von

Neumann entropy. The tensors are then connected into a tree structure, the tree tensor
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Vibrational environment

System

Figure 7.4 By means of an orthogonal polynomial transformation, k-means++ clustering and entanglement
renormalisation (ER) we transform the initial wavefunction of the system in a vibrational bath, into a tree
tensor network state (TTNS).

network state (TTNS), according to the coupling structure of the star Hamiltonian, in order

to minimise the total von Neumann entropy. To find the optimal tree structure, an initial

simulation with the star MPS is performed, allowing us to assess the entropy of various

possible tree structures, and construct the one with the minimal value. The TTNS obtained

through this analysis allows for using the smallest possible values for bond dimensions, in

order to capture the entanglement of the system. The size of this tensor network now scales

linearly, which is a significant improvement compared to the initial exponential scaling. The

process for determining the TTNS is summarised in Figure 7.4.

At this stage, it is important to remember that the time-evolution is performed on the

system after the application of an orthogonal polynomial mapping was applied to each of

the vibrational environments. Therefore, in order to obtain the time-dependent observables

of the original system, an inverse mapping is required in each case.

Constructing initial states

Finally, we would like to discuss a few ways of constructing an initial TTNS, which cor-

respond to various different physical initial conditions. Since in this work we are concerned

with vibrational relaxation and the effects of adding excess energy in the system, i.e. ini-

tially exciting not only the ‘system’ but also certain vibrations of the ‘bath’, let us consider

a few possible ways of defining a vibrationally excited TTNS as our initial state.

1. Band-edge excitation. By band-edge excitation, we mean an initial state where

a system state is excited, however no excess energy is added to the vibrational bath. By

denoting each tensor within our MPS representation as A(Dk−1, Dk, dk), we set A(1, 1, 1) = 1

and all other values to zero. Therefore, from the sum of Equation 7.2, only the term with

all vibrational modes in their ground state, and the system in the first of the two states,
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survives. We remind at this point that dk denotes the bond dimension of the local Hilbert

space of site k, while the bond dimensions Dk−1, Dk encode the entanglement which the

MPS can describe between neighbouring sites. For tensors representing vibrations, we find

that a maximum value of dk = 40 leads to converged dynamics for all cases examined in

this chapter. This means that we allow each site to accommodate up to 40 Fock states.

For the special case of the two-state exciton system d = 2. We also find that for the intra-

chain and system-environment entanglement (see Figure 7.2), the bond dimensions D = 35

and Dh = 50 produce converged results respectively (refer to Appendix 7.A for convergence

tests).

2. Exciting a ‘chain mode’. The most straightforward way of adding excess energy to

the system is by adding a quantum of energy to one of the tensors l representing vibrations

on the right hand side of Figure 7.4: Al(1, 1, 1) = 0 and Al(1, 1, 2) = 1, i.e. we populate

the first excited state (second Fock state, dk = 2) of the mode at site l. However, one has

to bear in mind that these are not the original, physical vibrations of the system, but the

ones resulting from the orthogonal polynomial transformation. The energy corresponding to

one quantum of such a chain mode may be derived analytically, as done in [212]. Since the

excitation of these ‘chain modes’ does not correspond to physical reality, we do not pursue

this avenue, but rather develop two different methods for adding energy to the original

molecular vibrations.

3. Incoherent (quantised) excitation of a normal mode. Let us start by describ-

ing the example case of defining an initial MPS, which describes a state with one quantum

of excitation added to mode k of the original system. The orthogonal polynomial transfor-

mation discussed previously, may be used to write the annihilation (or creation) operator of

‘chain mode’ i, in terms of the annihilation operators of the physical normal modes:

bi =
∑
k

Uikak, (7.8)

Since the mapping U is unitary, it is straightforward to obtain the operators of the original

modes in terms of chain modes:

ak =
∑
i

U∗kibi. (7.9)

Therefore, the state with one quantum on mode k is a linear combination of states with one
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quantum on the various chain modes i, and coefficients given by the inverse of the orthogonal

polynomial mapping (U∗ki = Uki):

|1〉k = a†k |0〉 =
∑
i

Ukib
†
i |0〉 . (7.10)

To write this in the form of an MPS, one has to realise a way in which the sum over all

possible configurations of Equation 7.2 produces exactly the state of Equation 7.10. All the

configurations describing states which do not contribute to this sum, for example states with

two quanta on different modes, should vanish. To achieve this for the case of one quantum,

one may define the tensors within the chain as:

Ai(:, :, 1) =

1 0

0 1

 , Ai(:, :, 2) =

0 Uik

0 0

 (7.11)

Since matrices need to multiply into a scalar for each configuration, the last site L of a chain

is always represented by column vectors:

AL(:, 1) =

0

1

 , AL(:, 2) =

Uik
0

 . (7.12)

The first site of the chain is the tensor representing the system, which is correspondingly

represented as a row vector of dimensions 1× 2 in this case. In this manner, if site i is in its

excited state represented by the second matrix of Equation 7.11, then if any other site is in

its excited state the probability of encountering this state is zero, since the product of two

such matrices is zero. Only states with a single excited chain mode multiplying chain modes

in their ground state will survive in the sum of Equation 7.2, and will have a prefactor of

Uik. Therefore we obtain exactly the state of Equation 7.10. By considering the last site of

the chain L, this becomes rather easy to see, by asking the question of which 2× 2 matrix

needs to operate on each column vector in order for the product to vanish/survive.

Before generalising to N quanta excitation, let us consider one more example case of

adding two quanta on mode k:

|2〉k =
1√
2

(a†k)
2 |0〉 =

1√
2

(
∑
i

Ukib
†
i )

2 |0〉 . (7.13)

Other than the possibility of having two quanta on chain mode i, we now also need to allow

for two different chain modes i and j accommodating a quantum each, as described by the
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cross terms which appear once we take the square of the sum of Equation 7.13. It is easier

to start from the MPS tensors of the last chain site:

AL(:, :, 1) =


0

0

1

 , AL(:, :, 2) =


0

Uik

0

 , AL(:, :, 3) =


U2
ik√
2

0

0

 , (7.14)

which allow for the possibility of having two, one or zero quanta on the last chain mode of a

chain. The vector AL(:, :, 3) needs to only give non-zero entries once it encounters matrices

of other sites in their ground state, AL(:, :, 2) in the case where the other sites have one or

zero quanta, and AL(:, :, 1) in all cases. Therefore, for the intermediate sites i of the chain:

Ai(:, :, 1) =


1 0 0

0 1 0

0 0 1

 , Ai(:, :, 2) =


0 Uik 0

0 0 Uik

0 0 0

 (7.15)

, Ai(:, :, 3) =


0 0

U2
ik√
2

0 0 0

0 0 0

 .

From the way we defined the initial MPS for the cases of one and two quanta, the reader

may already start to identify a pattern going towards higher excitations. We generalise for

the case of N quanta excitation by defining the non-zero entries of the initial MPS as:

AL(N −m+ 2, 1,m) =
Um−1
ik√

(m− 1)!
, (7.16)

where m runs over all integers from 1 to N + 1. For intermediate chain sites i:

Ai(1, N + 1, N + 1) =
Um−1
ik√

(m− 1)!
, Ai(l, l, 1) = 1, (7.17)

where l obtains integer values from 1 to N + 1. Then:

Ai(N,N + 1,m) =
Um−1
ik√

(m− 1)!
, Ai(1,m,m) =

Um−1
ik√

(m− 1)!
(7.18)

and finally:
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Ai(1 + j,m+ j,m) =
Um−1
ik√

(m− 1)!
, (7.19)

with j obtaining all integer values from 1 to N − m. As opposed to the case of exciting

a coherent state, which is a linear combination of different Fock states and is described in

the following subsection, the process outlined here only results in the excitation of one Fock

state. To differentiate between the two, we refer to this case as ‘incoherent’ excitation, as

opposed to the coherent excitation which we now proceed to discuss.

4. Coherent (continuous) excitation of a normal mode. Rather than adding a set

number of quanta to a selected normal mode, one can displace a vibration continuously, by

setting its initial dimensionless displacement Q appearing in the linear vibronic Hamiltonian

of Equation 7.4 to a finite value Q = α. However, how to do this when working in the chain

representation might not be immediately obvious.

In order to create a displaced state |α〉 from the vacuum state |0〉 one may apply the

displacement operator:

D(α) = exp(αa† − α∗a), (7.20)

as |α〉 = D(α) |0〉. The state |α〉 is commonly referred to as a coherent state. The expectation

values of its position and momentum oscillate just like those of a classical harmonic oscillator

initially displaced by α, and it corresponds to the state excited by a coherent laser pulse [220].

One may use the inverse orthogonal polynomial mapping of Equation 7.9, and write the

above displacement operator for mode k in terms of the chain modes:

Dk =
∏
i

exp(α · Uki(b†i − bi)). (7.21)

Therefore, we only have to apply this operator to the MPS defined for the case of band-edge

excitation above, in order to obtain an initial state where mode k is displaced by α. Each

of the exponential operators appearing in the product of Equation 7.21 may be written as

a di × di square matrix. By writing the coherent state in the basis of Fock states:

|α〉 = e−
|α|2
2

∑
n

αn√
n!
|n〉 (7.22)

one realises that for larger n values, the terms of the sum become increasingly small. It
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Figure 7.5 Studied system includes an electronic system of two excitons, a local exciton (LE) and a charge
transfer exciton (CT), coupled to an environment of 156 oscillators. The oscillators correspond to molecular
normal modes. The indices m and n refer to the individual tetracene monomers.

is therefore possible to truncate a number of terms, corresponding to reducing the second

dimension of the matrix representation of the exponential operators of Equation 7.21. This

is similar to the transformation of the Fock basis into the optimised boson basis through

the matrices V appearing in Equation 7.3, therefore we denote these truncated exponential

matrices as having dimensions d × dOBB. We find that choosing dOBB = 20 allows for

correctly describing initial coherent states with displacements of up to α = 6, while still

maintaining a reasonable computational cost.

7.2.2 Studied System

We study a covalent dimer of the organic semiconducting molecule tetracene, shown in

Figure 7.5. Tetracene is a prototypical organic semiconductor, best known for its ability to

efficiently undergo an ultrafast process known as singlet fission [25, 26], despite the process

being endothermic [30, 32]. For covalently linked systems as the one at hand, it is common

practice to introduce Mesityl side groups for solubility reasons [221]. We therefore refer to

this di-tetracene-Mesityl system as DT-Mes in short.

We optimise the geometry of DT-Mes using density functional theory at the B3LYP, cc-

pVDZ level. We find that the molecule assumes an orthogonal configuration due to the steric

repulsion between the hydrogen atoms on the two tetracene monomers. The molecular vibra-

tions are obtained at the same level of theory. Concerning the excited states of this system,

we perform PPP calculations [13,14] at the ground state geometry, which have successfully
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been used in the past to describe conjugated and singlet fission systems [25, 222, 223]. Be-

cause the Mesityl side groups break the conjugation of the molecular structures, we truncate

them in order to be able to apply PPP theory. However, both excited states considered in

this study are localised on the tetracene monomers (see below), so this truncation has a

negligible effect on the excited state energies.

Due to the approximate C2 symmetry of the molecule, we find that the excited states

transform either as B or A irreducible representations of the point group. There are two

kinds of excitations in such a system, visualised in Figure 7.5: a local exciton (LE), i.e. a

state where a bound electron-hole pair is localised on a monomer, and a charge transfer (CT)

exciton, where the electron and hole are localised on different monomers. Charge transfer

excitons are particularly relevant for light-harvesting applications, as they are the precursor

to a charge separated state. In terms of the excitons visualised in Figure 7.5, the symmetry

adapted states may be written as:

|LEA〉 =
1√
2

(|LEm〉+ |LEn〉) (A symmetry)

|LEB〉 =
1√
2

(|LEm〉 − |LEn〉) (B symmetry)

|CTA〉 =
1√
2

(|CTm→n〉+ |CTn→m〉) (A symmetry)

|CTB〉 =
1√
2

(|CTm→n〉 − |CTm→n〉) (B symmetry),

(7.23)

where the indices m and n refer to the individual tetracene monomers.

The LE state of B symmetry is the only state with a finite oscillator strength among the

above. Since we are concerned with the dynamics following photoexcitation of the bright

state, we simplify the problem by only including the bright LE state, which from now on we

refer to simply as LE. From the calculation of the vibronic couplings (see below) between

LE and the two CT states, we find that it is predominantly coupled to the CT state of B

symmetry. We therefore choose CTB as the second excited state of our model. This two-

state model is sufficient to obtain insights on the mechanism of vibrational relaxation, which

is the aim of this work. However, in general, the A symmetry states can be of importance

for other photophysical processes as singlet fission.

The CT state lies 0.17 eV above the LE state, hence charge transfer from the bright

exciton is an endothermic process. At the ground state geometry, there is a small but

finite electronic coupling between the LE and CT states, and in the basis {|LE〉 , |CT〉}, the
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electronic Hamiltonian may be written as:

Hel =

 2.39 −0.014

−0.014 2.56

 (eV). (7.24)

The fact that the electronic Hamiltonian is not diagonal means that the adiabatic states

of the system are linear combinations of the LE and CT states. However, since this cou-

pling is small, the first and second excited states are of almost pure LE and CT character

respectively. In this basis, the reduced density matrix of the system may be written as:

ρnm =

ρLE,LE ρLE,CT

ρLE,CT ρCT,CT

 , (7.25)

where the diagonal entries give the probability of finding the system in the LE or CT state,

while the off-diagonal element is the quantum coherence between the two excitons.

The two excitons are coupled to a bath of oscillators, which are the molecular normal

modes. Out of the 210 vibrational modes of the truncated DT-Mes structure, we include

a total of 156 in our model. These are modes with frequencies between 100 cm−1 and

1600 cm−1, i.e. we exclude very high-frequency modes, mostly C-H stretches, which are not

relevant for the dynamics, as well as very slow low-frequency modes, which are not strongly

displaced in the ultrafast timescale. In addition, low-frequency modes are known to be

strongly anharmonic [224], and cannot be treated within the harmonic approximation, on

which the linear vibronic model relies.

In order to obtain the coupling between the electronic states upon displacement of the

vibrational modes, i.e. the vibronic couplings, we displace the molecular structure in the

positive and negative direction of each normal mode q, and recalculate the electronic states

using PPP calculations. The coupling element between two states is then given by:

Wmn =
〈m|H(ro + hq) |n〉 − 〈m|H(ro − hq) |n〉

2h
. (7.26)

We thus construct a matrix W for each of the 156 vibrations included in the model, and

apply our previously described clustering algorithm on them. We find that in order to obtain

converged results, a minimum of six clusters is required, schematically depicted in Figure

7.3.

The above concludes the necessary steps for parametrising the linear vibronic Hamil-

tonian of equation 7.7 for DT-Mes. We now proceed to use this Hamiltonian for a time
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Figure 7.6 Population of the electronic states in real-time, in the cases of an initially excited LE (panel a)
and CT (panel b) state.

evolution of the system.

7.3 Results

7.3.1 Band-edge excitation

We start by discussing the population dynamics upon band-edge excitation of the two exci-

tons, i.e. with the system excited and the vibrational modes in their ground state. Figure

7.6 visualises these population dynamics. For excitation of the LE state, we barely see any

CT formation. On the other hand, exciting the higher-energy CT state leads to relaxation

towards LE, within a timescale of approximately 1 ps.

In molecular systems such as the one studied here, the CT state is typically dark [221],

so exciting it directly is not possible. Instead, one has to excite a ‘hot’ LE configuration,

i.e. excite LE beyond its band-edge, giving excess energy to molecular vibrations. This

can open a channel to CT formation. To identify specific vibrations which couple the LE

and CT excitons, we plot in Figure 7.7 the amplitude of modes displaced by Q = 0.2 or

more over the course of the relaxation from CT to LE. We find that a low-frequency mode,

with a frequency of ω = 276 cm−1, is the most active motion. Regarding the real-space

motion of this mode, it involves a strong oscillation of the central bond connecting the two

tetracene monomers. The strong displacement of this mode upon the CT to LE conversion

makes it a good candidate to excite, in order to study the effects of excess energy on CT

formation. From now on, we refer to this vibration simply as ‘the low-frequency mode’. Its

coupling constant appearing in the linear vibronic Hamiltonian of equation 7.7 is equal to

λ = −289 cm−1.

Furthermore, in order to compare the effects of adding excess energy to the system
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Figure 7.7 Amplitude of the most displaced molecular vibrations, during 2 ps of dynamics following CT
excitation.

through a high- and low-frequency mode, we choose the vibration at ω = 1389 cm−1 as

another candidate for excess energy excitation. We refer to this mode as ‘the high-frequency

mode’. This is a breathing motion of the tetracene carbon rings. Its coupling constant is

λ = 256 cm−1, a value not very far from the one of the low-frequency mode introduced

above. We can hence be confident that any differences between the cases of exciting the

low- and high-frequency modes are not due to differences in the magnitude of the exciton-

phonon coupling constants. The two modes also belong to the same group of modes from

the clustering algorithm, so the pattern of their coupling expressed through the matrix W

of equation 7.7 is identical.

7.3.2 Incoherent excitation

For the case of adding a set number of quanta to a Fock state of the original vibrations

of the molecular system, we only find very small effects on the CT population within 2 ps

of dynamics. This is shown for the case of adding quanta to the low- and high-frequency

modes in Figure 7.8. However, as we show in the following section, this is not the case for

coherent excitation of a normal mode, underlining the fact that adding excess energy to a

system is not enough by itself, but it needs to be done in the right way in order to facilitate

processes of interest.
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Figure 7.8 Population dynamics upon LE excitation with excess energy added in the system incoherently,
through (a) three quanta of a high-frequency mode (≈ 0.51 eV) and (b) seven quanta of a low-frequency
mode (≈ 0.24 eV).
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Figure 7.9 Population dynamics upon LE excitation with excess energy added in the system coherently,
through (a) a high- and (b) a low-frequency mode vibration. A dimensionless displacement Q = 4 was
chosen for both vibrations, corresponding to excess energy of 1.36 eV and 0.27 eV respectively.

7.3.3 Coherent excitation

For the case of exciting the two modes coherently as presented in the methodology section

7.2, we start by visualising the population of the two exciton states. Figure 7.9 shows

the resulting dynamics, once the high- and low-frequency modes are displaced by Q = 4.

From the linear vibronic Hamiltonian of equation 7.7, it becomes apparent that for the

same displacement, the high-frequency mode carries significantly more energy than the

low-frequency vibration. For Q = 4, the two modes carry 1.36 eV and 0.27 eV of energy

respectively.

Comparing the two graphs of Figure 7.9, we see that in both cases excess energy opens a

channel to CT formation, unlike the case of incoherent excitation summarised in Figure 7.8.

It therefore becomes clear that in order for excess energy excitation to have an effect on the

population dynamics of the two-level system, one needs to induce a coherent displacement

of vibrational modes, i.e. excite a wavepacket with finite displacement Q. The dynamics

towards this CT formation can take longer than the 2 ps window that we have examined
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Figure 7.10 Population of the CT state at early times, once excess energy is added in (a) a high-frequency
and (b) a low-frequency mode.
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Figure 7.11 Charge transfer yield at 2 ps following photoexcitation, for various values of the excitation
energy, which is pumped into the system through low- or high-frequency modes. All the presented data
refer to coherent excitation. For incoherent excitation, yields never surpass 5-6%.

thus far, we therefore simulated the system for a total of 4.5 ps in the cases of coherent

excitation.

Furthermore, the two cases of coherent excitation in Figure 7.9 exhibit some striking

differences, both at early and at later times. Let us start by discussing the early-time

(< 100 fs) differences between the two cases. Figure 7.10 provides a close view of the CT

population during these first 100 fs of dynamics. We observe that exciting the low-frequency

mode leads to a stronger increase of the CT population (approximately 35% of CT at 90 fs),

in what seems to be an almost steady population growth. Instead, in the high-frequency

case, the CT population is oscillatory and does not go beyond 5%. We believe this difference

to be due to the time which is required for the crossing event from the LE to the CT surface

to occur. The rate of the LE to CT population transfer is dictated by the off-diagonal

entries of the linear vibronic Hamiltonian of Equation 7.7. All vibrational modes contribute

to this value through the linear term, however it is the electronic coupling of 14 meV which

appears in the electronic part of the Hamiltonian (see Equation 7.24) that dominates. This

electronic coupling dictates a timescale of approximately 300 fs for the crossing event from
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Figure 7.12 Quantum coherence between the LE and CT states, for (a) band-edge excitation and excess
energy excitation through (b) a high- and (c) a low-frequency mode.

the LE to the CT surface, a timescale which is likely to be slightly faster when accounting

for the effect of all modes. The period of the high-frequency mode is equal to 24 fs, therefore

the wavefunction is only in the vicinity of the crossing for a short time, compared to the low-

frequency mode which has a period of 120 fs. As a result, only minor population transfer

can occur during one period of the high-frequency mode, unlike the low-frequency case

where the wavefunction develops significant CT character at these early timescales. This

timescale-based argument is further supported by the fact that the energetics of the two

excited states are almost identical along the high- and low-frequency modes: indeed, from

the linear vibronic Hamiltonian of Equation 7.7 it becomes obvious that along modes that

share the same coupling matrix Wi and have similar λ values, the energy gap between the

excited states is always similar and cannot explain the observed differences.
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Figure 7.13 Vibrational relaxation upon excitation of (a) the high-frequency and (b) the low-frequency
mode. ∆Qmax denotes the change in mode amplitudes over the studied timescales.

Moving our focus to the long-time dynamics and back to Figure 7.9, for the excitation of

the high-frequency mode, the dynamics are dissipative, with a gradual CT formation over

approximately 2.5 ps. In the low-frequency case, the rapid CT formation at early times is

followed by coherent oscillations, with a long damping timescale. Even at 4.5 ps coherent

oscillations are still present. Despite the fact that the excess energy used to excite the high-

frequency mode surpasses the one used to excite the low-frequency mode by more than 1 eV,

we see that the final yields of CT population are very close.

We would now like to further understand these long-time results. For both high- and

low-frequency mode excitation, we plot in Figure 7.11 the charge transfer yield at 2 ps of

dynamics, for a range of values of the excess energy. The range of energies is limited by the

maximum mode displacement Q we can simulate, related to the maximum bond dimension

of the local Hilbert space of the MPS tensors (see methodology section 7.2). This is why

for the case of low-frequency modes, the maximum excess energy we can simulate is smaller

than for high-frequency modes. However, we clearly see from Figure 7.11 that exciting the

low-frequency mode leads to significantly larger CT yields compared to the high-frequency

case, at the same excess energy.

The qualitative differences between the long-time population dynamics of Figure 7.9

(dissipative vs coherent oscillations), motivate us to plot the quantum coherence between

the two exciton states in real-time. The coherences in Figures 7.12b and 7.12c are clearly

different, and we also plot the coherence for band-edge excitation for comparison, in Figure

7.12a. For the excitation of a low-frequency mode, the coherence oscillations have an am-

plitude close to 0.4 (a maximally entangled state has a value of 0.5), and are only damped

very slowly. When exciting a high-frequency mode, the coherence between the exciton states

is more strongly damped and never goes beyond a value of 0.2, even at early times. The
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dissipation of coherence ceases at approximately 2.5 ps, when the charge transfer process of

Figure 7.9a is mostly complete. No such coherence dissipation is observed in Figure 7.12a,

where no excess energy is present. This leads us to the conclusion that the dissipation of

coherence at long times is related to the vibrational relaxation which follows excess energy

excitation. However, the differences between Figure 7.12b and Figure 7.12c point to the

fact that this relaxation process can be significantly different, depending on whether a low-

or a high-frequency vibration was initially excited, as no significant coherence dissipation is

present for the low-frequency case. The relaxation pathway of the system seems to have a

direct impact on its ability to maintain a superposition state at long times, with the excita-

tion of a low-frequency mode ‘protecting’ the quantum coherence between the two excitons,

and allowing for a more efficient energy transfer. However the microscopic difference for this

different coherence behaviour is still not clear at this stage.

A microscopic understanding of the different coherence-related properties may be ob-

tained by considering the details of the vibrational relaxation process. Once we excite a

high-frequency (i.e. high-energy) mode, the system will start to relax towards a Boltzmann

distribution, where low-energy vibrations are predominantly displaced. Within our model

picture, we expect the amplitude of low-frequency vibrations to increase with time. Indeed,

as we find in Figure 7.13a, the most significant increase in vibrational amplitude ∆Qmax over

the course of 4 ps, occurs for low-frequency modes. As discussed when considering the early-

time differences between exciting low-frequency and high-frequency modes, low-frequency

vibrations facilitate more efficient crossings from the LE to the CT surface. Therefore, the

gradual vibrational relaxation towards low-frequency modes coincides with the increase in

the CT population observed in Figure 7.9a. There is little change in the amplitudes of

vibrations between 2 ps and 4 ps, suggesting that vibrational relaxation is mostly complete.

Indeed the population of the CT state also reaches its maximum in these timescales.

Overall, there is a large number of vibrations towards which the excess energy relaxes

once we excite a high-frequency mode. However, we note that our model only includes

an implicit anharmonicity; the modes are only coupled to each other through the electronic

system and not explicitly, making the transfer of the vibrational energy slower than if mode-

mode energy transfer was included in our description. It is crucial in order to obtain realistic

timescales for vibrational relaxation to include explicit anharmonicity in a model description.

With the present approach, this would pose a significant challenge, as the coupling between

vibrational modes would give rise to highly non-local interactions between MPS tensors. We
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Figure 7.14 A mechanical analogue to our model for vibrational relaxation. A system of jars of different
sizes, filled with water in a gravitational field, and communicating through a system of pipes.

therefore comment on the qualitative characteristics of the vibrational relaxation process,

rather than the quantitative timescales.

The change in mode amplitudes looks very different, once excess energy excites a low-

frequency vibration in Figure 7.13b. The distribution of excited modes is now much more

localised around low frequencies. The mode which gets strongly excited is degenerate with

our low-frequency vibration of choice within 1 cm−1, so excess energy remains essentially

‘trapped’ (the modes of molecular dimers such as the studied one always go in pairs).

Overall, only a small number of other oscillators are activated within 4 ps.

The above observations allow us to build a mechanical analogue, which rationalises the

process of vibrational relaxation, and helps us understand the differences between low- and

high-frequency mode excitation at long times. This is visualised in Figure 7.14. Jars of

various sizes are placed in a gravitational field, connected to each other through a system of

pipes. Larger jars are placed higher up in the field, causing an efficient water flow towards

lower-lying jars. By initially placing all of the available water in one of the high-lying jars,

we end up at intermediate times (i.e. before timescales relevant at Boltzmann equilibrium),

with a wide distribution of water over the low-lying jars.

On the other hand, if we place all of the available water in a low-lying jar, it can to

some extent flow uphill through the pipe system, however this is rather inefficient because

of gravity. Also, the flow to other low-lying jars is not at all affected by the presence of the

gravitational field. Hence for intermediate timescales, we have a distribution of water which
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is much more localised compared to the case where we put all of the water in a high-lying

jar. We emphasise here that both initial conditions will eventually lead to a Boltzmann

equilibrium.

If we now substitute ‘water’ with energy, ‘jars’ of various sizes, with modes of different

frequencies, ‘pipes’ with mode-mode coupling (anharmonicity), and ‘gravity’ with energy

gradient, we get a model description of vibrational relaxation. Exciting a high-frequency

mode results in relaxation towards lower energy vibrations, a process which is assisted by

the existence of an energy gradient. Therefore, for intermediate timescales from adding

excess energy to a high-frequency mode, we end up with a wide distribution of the energy

over vibrational modes, predominantly of low-frequencies as seen in Figure 7.13a. Once any

of these oscillators is excited, it has a random phase, making it more and more difficult for

the the total wavefunction to maintain any well-defined phase initially present. Therefore,

the quantum coherence between the involved exciton states dissipates away. This becomes

clear by comparing the slowly vanishing coherence of Figure 7.12b to that of the band-

edge excitation dynamics in Figure 7.12a. These intermediate configurations resulting from

high-frequency mode excitation are more incoherent, and approach the limit of incoherent

excitation studied in section 7.3.2.

For excitation of a low-frequency vibration, the limited pathways towards other modes

lead to a more localised distribution of the excess energy at intermediate timescales, as visu-

alised in Figure 7.13b. It is therefore possible at these intermediate timescales to maintain

the phase initially present in the system. Hence the quantum coherence between the exciton

states is ‘protected’ for these intermediate timescales relevant to ultrafast processes, as seen

in Figure 7.12c.

7.4 Conclusions

In this chapter we have exhibited the implementation of a theoretical framework, which

allows us to simulate the ultrafast dynamics of organic structures upon photoexcitation.

Our tensor network approach allows us to perform a quantum mechanical time evolution

of the vibrational wavefunction, which in turn makes it possible to visualise the real-time

motion with atomistic level of detail. We have also developed methods to simulate the

effects of excess energy excitation within the context of matrix product states.

We applied our methods to a covalently linked tetracene dimer, studying intramolecular
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charge transfer, a process which is endothermic in this system. Not only have we found that

the final yield of charge transfer states strongly depends on the excitation energy of the light

pulse, but also on the way this excess energy is introduced into the system. In particular,

coherent excitation of a vibrational wavepacket opens a channel to charge transfer, whereas

incoherent excitation only has a minor effect. We found the coherent excitation of low-

frequency modes to be a much more efficient way of enhancing charge transfer, compared to

the excitation of high-frequency modes. This is due to the different pathways of vibrational

relaxation in the two cases; low-frequency vibrations have a more limited number of path-

ways towards a Boltzmann equilibrium, leading to a more localised distribution of excited

oscillators in the intermediate timescales relevant for charge transfer. Thus the quantum

coherence between the bright and charge transfer states is better preserved compared to the

case of exciting high-frequency modes, where we found the dynamics to be more dissipative,

approaching the limit of incoherent excitation.

Experimentally, the effect of mode-selective excitation on ultrafast processes has been

demonstrated in the past [209,210]. We believe that our study of the underlying mechanisms

of vibrational relaxation following excess energy excitation could provide a guideline for

future experimental work in this field, potentially focusing on exploiting specific vibrations

for enhancing the efficiency of processes utilised in devices.

Our results for the studied two-level system are general, and will hold for any two-level

system coupled with a bath of oscillators. As the system relaxes towards its Boltzmann

equilibrium, the initial configuration, and in particular the part of the system where excess

energy may initially may be localised, may have a strong effect on the properties at inter-

mediate timescales. In particular, initial configurations with excess energy in low-frequency

vibrations lie closer to the final Boltzmann distribution, reducing the number of pathways

the system may follow towards equilibrium. Hence low-frequency modes preserve quantum

coherence more efficiently, making them better candidates for the transfer of information.

Appendix

7.A Convergence tests

We study the convergence of the dynamics simulations in respect with the bond dimensions

of the MPS. There are two separate bond dimensions to consider: The first is the intra-chain
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Figure 7.A.1 Convergence of CT populations at 2 ps with respect to bond dimensions, for (a) band-edge
and (b) excess-energy excitation.

bond dimension (D), which encodes the entanglement between the environment tensors,

while the second (Dh) refers to the system-environment coupling (see Figure 7.2). We use

the yield of the CT state at 2 ps as an indicator for convergence. We study the convergence

of dynamics following band-edge excitation of the CT state (akin to Figure 7.6b), in Figure

7.A.1a. The values which were used in the main part of the chapter are highlighted. We

have also examined the convergence in the case of adding excess energy to the high-frequency

vibrations, displacing it by Q = 2, and the results are shown in Figure 7.A.1b.
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Figure 7.A.2 Convergence of CT populations at 2 ps with respect to simulation time step, for the case of
excess energy excitation of the high-frequency mode.
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We have also tested the convergence of the dynamics following excess energy excitation

of the high-frequency mode, in respect with the time step of the simulation. The results

are shown in Figure 7.A.2. We use a time-step of 0.67 fs, despite the fact that this value

is not perfectly converged. This allows us to significantly speed-up our calculations, and

investigate the results at longer timescales. Compared to the smallest value for the time

step of the simulations, the error in the CT yield is smaller than 0.3%.



Chapter 8

Molecular movie of ultrafast singlet

exciton fission

The results presented in this chapter have been published in Ref. [152] (https://doi.org/

10.1038/s41467-019-12220-7):

Christoph Schnedermann, Antonios M. Alvertis, Torsten Wende, Steven Lukman, Jiaqi

Feng, Florian A.Y.N. Schröder, David H.P. Turban, Jishan Wu, Nicholas D.M. Hine, Neil

C. Greenham, Alex W. Chin, Akshay Rao, Philipp Kukura, Andrew J. Musser. A Molecular

Movie of Ultrafast Singlet Fission. Nature Communications, 10:4207, 2019, under a Creative

Commons license: https://creativecommons.org/licenses/by/4.0/ . Changes to the

text and figures were made compared to the published article.

The experimental work presented in this chapter was not undertaken by the author of this

thesis, but by a number of collaborators who are listed as co-authors in the aforementioned

publication: Cristoph Schnedermann, Torsten Wende, Steven Lukman, Jiaqi Feng, Jishan

Wu, Neil C. Greenham, Akshay Rao, Philipp Kukura and Andrew J. Musser. The measure-

ments and their interpretation are an integral part of this combined theoretical-experimental

study, and are hence presented here for completeness, along with the associated experimental

methodology.

In this chapter we employ the tree tensor network state (TTNS) formalism presented in

chapter 7 in order to study the full quantum dynamics of the process of singlet exciton fission

in a covalent pentacene dimer with 108 atoms. We monitor the real-time displacement of the

molecular normal modes, rigorously comparing to experiment and confirming the accuracy
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of our non-perturbative approach. This allows us to reveal the full microscopic mechanism

of singlet fission in the studied system, and we find that two distinct kinds of normal

modes coordinate in a precise manner in order to allow this process to occur efficiently.

We therefore highlight the critical effect of vibrations on real-time exciton dynamics, as

well as the potential of the TTNS framework for successfully describing exciton evolution

in large, experimentally-accessible systems.

8.1 Introduction

The coupling between vibrational and electronic degrees of freedom after photon absorption

defines photochemical reaction pathways and guides processes such as charge and exciton

generation [178, 225], transport [209, 226] and recombination [227] as well as photoisomeri-

sation [228] and bond-dissociation [229]. The initial photoreactivity after photoexcitation

is governed by ultrafast processes, including a correlated evolution along vibrational co-

ordinates and their associated electronic states on the reaction coordinate. As a result,

these processes cannot be described in the framework of the Born-Oppenheimer approxi-

mation [178, 230–232]. Despite remarkable progress in the optical manipulation of vibra-

tional and electronic states [209, 227] and the identification of vibronically coherent pro-

cesses [44,45,178,230], the precise molecular mechanisms and associated structural changes

remain largely elusive and subject to competing interpretations.

This uncertainty stems from a disparity between experimental and theoretical methods.

Structurally-sensitive experimental techniques that can access the earliest photoreactive

transformations are often only available for large and complex molecular systems, while

accurate first-principles computational modelling for such non-Born-Oppenheimer dynamic

processes is only affordable for much smaller models [233, 234]. Consequently, even if ex-

perimental structural information is available, it can rarely be accurately projected onto

the molecular origin of the crucial coupling and tuning modes involved, preventing identi-

fication of the operative reaction mechanisms [235, 236]. Developing a detailed molecular

understanding of such complex photoinduced processes is crucial, however, to provide ratio-

nal design criteria for improved functional materials, for instance for organic optoelectronics

and molecular photocatalysts.

To this end, novel theoretical methods that can address complex molecular systems are

critical. The experimental validation of such theories must go beyond simple population
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dynamics – too coarse a figure of merit – and explicitly include structural configuration

changes after photoexcitation [237]. In this chapter, we demonstrate the power of such a

combined approach as applied to the model process of singlet fission, i.e. the conversion

of a photoexcited singlet exciton (S1) into two triplet excitons via a correlated triplet pair

(1TT) intermediate [25].

Singlet fission is a classic example of an ultrafast process in which the molecular mech-

anism can only be inferred due to the lack of experimentally and theoretically comparable

data sets, despite extensive study over the past decade [42,43,107,238,239]. In recent years,

it has been demonstrated in several thin-film singlet fission systems that the initial S1− 1TT

conversion is vibrationally coherent [32, 35, 44, 45, 197]. Other studies using structurally

sensitive techniques have also found that the key electronic processes in singlet fission are

linked to inter- and intra-molecular motions [240, 241]. However, the structural complex-

ity of these systems precluded direct interpretation in terms of specific motions and their

role in the reaction. Within the theoretical community, studies have shown that the typ-

ical vibronic couplings in singlet fission materials are strong (10’s to 100’s meV) and thus

require non-perturbative methods to be accurately described [35, 46, 47], and the same is

true in many other molecular systems [198]. As a result, advanced simulation techniques

have been applied to elucidate the varied roles of ultrafast and non-equilibrium environ-

mental dynamics on fission [195,242–244]. There is growing recognition that singlet fission,

like the majority of ultrafast (< 10 ps) processes, is intimately coupled to nuclear dynam-

ics [43, 46–50, 245–248]. Nonetheless there is no clear determination of what motions drive

the process, how this coupling occurs, or indeed whether the reported vibrational coherence

is important in achieving a high reaction yield or simply a consequence of the ultrafast na-

ture of the reaction with no functional importance. These problems are typical of the more

general study of non-Born-Oppenheimer dynamics, and they constitute a key bottleneck in

materials understanding and design.

One example system in which such ultrafast structural changes are expected to play a

significant role in the electronic dynamics is the large (108-atom) and complex pentacene

dimer DP-Mes (Figure 8.1a). Like many dimers of pentacene [250–252], DP-Mes is capa-

ble of sub-ps intramolecular singlet fission [221, 249]. The reaction rates and 1TT yields

depend strongly on solvent environment [221, 249], indicating that fission is mediated by

coupling to higher-energy charge-transfer states [42,246–248] (Figure 8.1b). In the previous

chapter, we presented a full quantum-mechanical algorithm based on Tree Tensor Network
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Figure 8.1 (a) Chemical structure of DP-Mes. The molecule assumes an orthogonal configuration in its
ground state. (b) DP-Mes electronic states and photophysics. Singlet fission from S1 to 1TT is mediated by
coupling (orange) to a manifold of charge-transfer states which are not directly populated, facilitating the
overall marginally exothermic (≈ 200 cm−1) process [221,249]. Symmetries of the relevant excited states are
indicated in parentheses [51]. (c) Differential transmission map of a DP-Mes thin film following excitation
with a 13 fs pulse centred at 550 nm, at room temperature. The absorption (grey) and photoluminescence
(orange) spectra are shown to guide spectral assignment. The primary spectral features of S1 (stimulated
emission), 1TT (excited-state absorption) and total excited-state population (ground-state bleach) are in-
dicated by dashed lines. The associated transient kinetics are shown above, with the weak stimulated
emission trace scaled by a factor of 9 for clarity. The superimposed oscillatory modulations correspond to
vibrationally coherent wavepackets formed by impulsive excitation.

states (TTNS) to simulate the full structural dynamics of charge transfer, which has also

been applied in the context of singlet fission in DP-Mes [51]. This TTNS method is largely

based on the formalism of matrix product states and tree tensor states, which have been

successfully applied to condensed matter problems [200, 219, 253–256] and – more recently

– to the dynamics of open quantum systems [190, 211–213, 215, 257, 258]. In a previous

work on DP-Mes [51], a combination of machine learning and entanglement renormalisa-

tion techniques was employed to capture the non-perturbative and non-Markovian physics

arising from strong coupling to a large number of vibrational modes. A recent theoretical

study highlighted the breakdown of perturbative approaches in predicting singlet fission

rates in pentacene dimer systems [259], further emphasising the fact that non-perturbative

approaches such as the TTNS method [51] are necessary to describe fission dynamics. The

DP-Mes simulations in [51] confirmed that singlet fission is mediated by superexchange and

is driven by a chain of cooperative vibronic processes involving modes of different timescales

and symmetries.
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In this chapter, ultrafast excited-state vibrational spectroscopy is employed to probe

the transfer of vibrational wavepackets from the initially photoexcited S1 state to the 1TT

state in DP-Mes. We build on previous TTNS simulations presented in [51] in order to map

the structural dynamics to real experimental observables. This exact quantum treatment is

uniquely suited to describe systems such as DP-Mes, which have strong vibronic couplings

(up to 0.3 eV). The model considers 5 excited electronic states – two symmetry-adapted

singlet states, two charge-transfer states and 1TT – and 252 strongly coupled vibrational

modes whose properties are obtained from ab initio electronic structure techniques [221].

The simulations closely reproduce both the frequencies and the intensities of the experi-

mentally retrieved vibrational coherence signatures. The remarkable structural agreement

between theory and experiment enables us to reconstruct the real-space structural motion

associated with the vibronic dynamics as a real-time movie, giving a fully quantum visuali-

sation of the process and enabling determination of the nature of the critical coupling and

tuning modes driving this coherent ultrafast reaction. Our results provide a refined atom-

istic picture of the molecular mechanism of singlet fission and allow us to visualise ultrafast

quantum dynamics in an experimentally verifiable way.

8.2 Methodology

In order to model the real-time dynamics of singlet fission in DP-Mes we employ the tensor

network formulation outlined in chapter 7. As in chapter 7, we employ the linear vibronic

Hamiltonian:

Hstar = Hel +
∑
i

W̄i

∑
k

λi,k
b†i,k + bi,k√

2
+Hc,i, (8.1)

where once again we generate clusters (i) of vibrational modes (k). In particular, we employ

the parametrisation of a previous study on DP-Mes [51]. Since the structure of DP-Mes

exhibits a D2d symmetry, the relevant electronic states for singlet fission transform as the

irreducible representation of the point group, which we summarise in Table 8.1. Similar

to chapter 7, we denote local excitons by LE and charge transfer states by CT. The ener-

gies of these excitons are obtained in [51] using time-dependent density functional theory.

Regarding the final product of singlet fission, i.e. the singlet TT state 1(TT), its energy

is approximated as that of the spin-two ground state, i.e. the ground state quintet 5(TT)
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Figure 8.2 The ground state quintet (i.e. S = 2 state) used to approximate TT.

State Energy (eV) Irreducible Representation
TT 1.83 A1

LEB (S1) 2.07 B2

LEA 2.20 A1

CTB 2.75 A2

CTA 2.76 B1

Table 8.1 Electronic states of DP-Mes relevant to singlet fission, alongside their computed energy and
symmetry group.

which is visualised in Figure 8.2. The energy difference between the singlet and quintet

configurations of the TT state is usually not larger than 10 meV [260, 261], we therefore

expect this to provide a reasonable approximation.

The vibrational modes of DP-Mes can also be classified according to their symmetry,

and the generated clusters loosely correspond to the various irreducible representations of

the point group. The form of the calculated coupling matrices W̄i that appear in equation

8.1 (see Appendix 8.B), furthermore allows us to characterise the diagonal modes of A1

symmetry as tuning modes, since these only serve to tune the energies of the electronic states.

At the same time, off-diagonal modes of A2, B1 and B2 symmetry act as coupling modes

of the singlet fission reaction, since they couple the various electronic states to each other.

In the model Hamiltonian of equation 8.1 we include 252 out of the 318 vibrations of DP-

Mes. We exclude the very slow modes with frequencies below 110 cm−1 as these are highly

anharmonic. Likewise, we exclude the very high-frequency C-H stretches above 1680 cm−1

as they are expected to make little contribution to the overall dynamics and they are beyond

the scope of the experimental technique employed in this chapter. The molecular vibrations

are calculated at the cc-pVDZ, B3LYP level of DFT, using the NWChem software [262].
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In chapter 7 we outlined the orthogonal polynomial mapping U applied to the physical

vibrational normal modes of a system in order to bring it to the linear architecture that can

be represented by a matrix product state (Figure 7.2). This results in a set of new ‘chain

modes’ bk, which are linear combinations of the original modes ak:

bi =
∑
k

Uikak. (8.2)

Here we take the critical step to compute the real-time displacement of the physical normal

modes, in order to directly compare with experimental Raman measurements. To do so, we

first compute the displacement ∆ of all chain modes n at each step of the time evolution of

the wavefunction (which is expanded into a network of tensors similar to chapter 7):

〈∆〉n,chain =
〈b†n + bn〉√

2
. (8.3)

The orthogonal polynomial transformation U of the molecular vibrations into the chain

modes may be inversed to produce the operators corresponding to the physical normal

modes of the system:

ak =
∑
i

U∗kibi. (8.4)

Since U is a unitary matrix for each chain, we deduce:

〈∆〉n,mode =
∑
l

U−1
kl 〈∆〉n,chain (8.5)

The recorded impulsive Raman intensity depends on the dimensionless displacement param-

eter, ∆, of the state-specific vibrational normal modes of DP-Mes according to Equation

8.6, where ω denotes vibrational frequency:

I ∝ ∆2ω2. (8.6)

We therefore expanded the TTNS approach by projecting the calculated time-dependent

displacements of the tensor states onto the molecular normal-mode vibrations of DP-Mes

determined by density-functional theory. In reality, there are a few more subtle points

when it comes to drawing a direct comparison between the theoretical and experimental

data, which are associated with the precise way that the experimental measurements are
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performed. Here we have presented the basic principles, and more detail is provided in

Appendix 8.D. Details on the experimental methods employed to study singlet fission in

DP-Mes are given in Appendix 8.A.

8.3 Results

8.3.1 Vibrationally coherent singlet fission

Pump-probe spectroscopy with a time resolution of ≈ 13 fs has been used to track the singlet

fission process in DP-Mes (Figure 8.1c). The strong positive bands (∆T/T > 0) match the

ground-state absorption peaks (grey spectrum) and can be attributed to a ground-state

bleach signal. At early time delays (< 0.7 ps) this bleach is spectrally overlaid with the

characteristic stimulated emission (∆T/T > 0) of S1 in the range 625−725 nm, in agreement

with the very short-lived [263] photoluminescence (orange spectrum). The S1 state decays

concurrently with the rise of a distinctive excited-state absorption (∆T/T < 0) peaked

at ≈ 515 nm previously assigned to 1TT [221, 263], with a time constant of 320 fs. These

dynamics are consistent with previous reports using low-power narrow-band excitation and

reveal highly efficient (> 90%) singlet fission [221,263].

The electronic population dynamics show distinct oscillatory modulations throughout

the probed spectral window, which report on impulsively generated vibrational wavepacket

motion on both ground- and excited-state potential energy surfaces [264–267]. This vibra-

tional coherence can be isolated through subtraction of the slower electronic dynamics at

each detection wavelength followed by Fourier transformation, which yields the impulsive

Raman spectrum detected at each probe wavelength (Figure 8.3a).

Three distinct spectral regions of vibrational coherence activity are discernible in Figure

8.3a, matching the ground-state bleach, stimulated emission and excited-state absorption

features identified above (Figure 8.1c). The impulsive Raman spectrum in the ground-state

bleach region (Figure 8.3b, black) exhibits several peaks in the high-frequency region at

1153, 1210 and 1372 cm−1 as well as an intense low-frequency mode at 263 cm−1 and a

weaker mode at 785 cm−1. The Raman spectrum is in good agreement with a ground-state

impulsive Raman spectrum measured separately as a reference (Figure 8.3b, grey spectrum,

experimental details in Appendix 8.A), indicating that this spectral region is dominated by

vibrational activity on the ground state, S0. We attribute the difference in relative peak
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intensities between the two S0 spectra, especially in the low-frequency region, to the different

pump resonance enhancement conditions employed [268].

The impulsive Raman spectrum obtained in the stimulated emission region (Figure 8.3b,

red) reveals similar peak positions to the ground-state spectrum at 263, 608, 785, 1160,

1198 and 1372 cm−1. These are slightly shifted (< 10 cm−1) and exhibit markedly different

intensity profile, especially in the high-frequency region. Based on these subtle differences,

this spectrum is tentatively assigned to the excited S1 state, albeit with underlying ground-

state contributions preventing unambiguous assignment [269].

In the excited-state absorption band (Figure 8.3b, blue) the impulsive Raman spectrum

reveals pronounced differences from the ground-state region both in relative peak intensi-

ties and frequencies, allowing confident assignment to the 1TT state. Compared to the S0

and S1 Raman spectra (Figure 8.3b, black and red), the 1TT Raman spectrum exhibits

higher-frequency peak positions at 793, 1335 and 1392 cm−1 as well as novel bands at 127

and 1126 cm−1. The observation of vibrational coherence in 1TT, which is not directly

photoexcited, has important mechanistic consequences. It demonstrates that the molecu-

lar vibrations initiated on photoexcitation are precisely synchronised with the change in

electronic state and accompanying shifts in frequency, ruling out stochastic hopping or
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tunneling between S1 and 1TT surfaces. Such a phenomenon could be explained through

smooth evolution along a simple adiabatic potential energy surface from S1-rich to 1TT-rich

character [107], but this is not the case in DP-Mes: S1 and 1TT exhibit negligible mixing

at the orthogonal Franck-Condon point [221, 263] and recent TTNS simulations indicate

the fission process is driven by non-adiabatic coupling through vibronic superexchange [51].

Instead, the finding of vibrational coherence across the full vibrational fingerprint region

in 1TT requires a vibrationally coherent process in which the photogenerated vibrational

wavepackets on S1 are transferred to 1TT [230]. Earlier studies of intermolecular singlet

fission in TIPS-pentacene and other acene films reported a similar behaviour [35, 44, 270].

The intramolecular process in DP-Mes thus follows the same mechanism identified for in-

termolecular fission in TIPS-pentacene, even though it proceeds substantially slower in the

dimer system (320 fs vs 80 fs).

8.3.2 Identification of transferred coherence

To elucidate the origin of the different contributions in the 1TT vibrational coherence spec-

trum and how it is affected by the S1 → 1TT crossing event, impulsive Raman reference mea-

surements on 1TT were carried out after the initial singlet fission dynamics were complete

(9 ps after photoexcitation, with a Raman pulse tuned to the 1TT excited-state absorption,

see Appendix 8.A for details) [267]. In Figure 8.4 the resulting intrinsic 1TT Raman spec-

trum (purple) and the transferred S1 → 1TT spectrum isolated above (blue) are compared.

Both exhibit the same high-frequency signature bands (> 1200 cm−1) with similar intensity

ratios. In the lower-frequency region, however, we observe numerous modes (127, 793, 1126

and 1207 cm−1) with strongly enhanced intensities in the S1 → 1TT Raman spectrum.

Studies of photoinduced internal conversion in β-carotene [271] and rhodopsin [272] sug-

gest that vibrational modes which show similar frequencies and relative intensities in both

Raman spectra (intrinsic and transferred) can be assigned to tuning modes of the underlying

photochemical process. Such modes are required in a process mediated by a conical inter-

section or avoided crossing to yield electronic degeneracy between initial and final electronic

states, but they take no active part in the reaction [235]. In contrast, the presence of ad-

ditional modes in the transferred coherence Raman spectrum has been largely unexplored.

While the exact nature of these modes cannot be obtained from the experiments, the dif-

ference between transferred and intrinsically generated impulsive Raman spectra reflects a
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fundamental difference in the mechanism of vibrational coherence generation.

8.3.3 Simulation of full quantum dynamics

To gain structural insight into this vibrationally coherent mechanism, we modelled the full

quantum dynamics of fission employing a recently developed TTNS approach [51] which

accounts for 252 vibrational modes spanning 110−1680 cm−1 and their respective couplings

to 5 excited electronic states (see section 8.2). This method expands the full vibronic wave-

function of the system into a network of tensors which represent molecular vibrations of

different symmetries as well as the electronic system. All groups of vibrational tensors are

connected (i.e. coupled) to the tensor representing the electronic system (Figure 8.5a, left).

This wavefunction is evolved in time using the time-dependent variational principle [218] in

combination with a linear vibronic Hamiltonian, parametrised from ab initio calculations of

the electronic and vibrational structure of DP-Mes. Crucially, not all correlations between

the elements of the system are required to correctly capture its underlying ultrafast dynam-

ics [51]. Upon re-expanding the wavefunction into a tree structure by means of entanglement

renormalisation (Figure 8.5a, right), we can include only the most significant correlations,

making calculation of the time evolution computationally feasible even for large systems

such as DP-Mes [219, 273]. This approach allows numerically exact quantum-mechanical
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Figure 8.5 (a) Schematic of TTNS. An electronic system is coupled to 252 vibrational modes (ω) in DP-
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assignment. We remark the ≈ 200-fold lower displacement amplitude for A2, B1 and B2 modes compared
to the A1 modes. (c) S1 → 1TT coherence transfer Raman spectrum (blue) and resonance Raman represen-
tation of the calculated spectrum (orange). (d) Intrinsic 1TT Raman spectrum (purple) compared to the
resonance Raman representation of calculations initiated in 1TT (orange). Calculated modes marked with
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treatment of many-body vibronic wavefunctions, without any recourse to perturbation the-

ory or loss of information, as in reduced density matrix approaches that invoke Markov-like

approximations. We note that despite the fact that not all of the 252 modes are strongly

excited over the course of the dynamics, it remains important to include them in order to

capture the effects of dissipation and irreversibility that a large vibrational bath imposes.

This capability is of paramount importance for modelling ultrafast molecular photophysics

– as well as a wide range of other nanoscale systems – as the concurrent time evolution of

both the electronic and vibrational degrees of freedom is an essential part of the non-Born-

Oppenheimer and emergent entanglement dynamics in such systems.

Though the simulations are performed at absolute zero, this theoretical model correctly

reproduces the essential room-temperature electronic photophysics of DP-Mes – quantitative
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singlet fission from S1 to 1TT, as seen in Figure 8.6. Singlet fission is mediated by coupling

to charge-transfer states which are not directly populated [51]. Based on the simulations we

can examine the role of each vibrational mode during the singlet fission reaction in DP-Mes

and its contribution to the experimentally observed Raman spectrum.

It is instructive to discuss these time-dependent normal-mode displacements according

to their symmetry properties by computing the total displacement amplitude for each sym-

metry group (Figure 8.5b). Intriguingly, the most active modes are the A1 tuning modes

(Figure 8.5b, orange) while the remaining coupling modes (A2, B1 and B2) are less displaced

by at least a factor of 200 (Figure 8.5b, green). This behaviour is expected for the vibroni-

cally coupled S1(B2) → TT(A1) singlet fission reaction, as this process requires some form

of symmetry-breaking motion to occur (see Figure 8.1b) [51].

8.3.4 Benchmarking against vibronic spectroscopy

To directly compare the theoretical results to the experimentally obtained coherence transfer

Raman spectrum, we computed the Fourier transform of the total time-dependent normal-

mode displacements and converted the retrieved displacement amplitudes (∆) into resonance

Raman spectra from 100− 1500 cm−1 according to Equation 8.6 (Figure 8.5c, orange). We

observe remarkable agreement with the coherence transfer Raman spectrum (Figure 8.5c,

blue), with clear activity not only in the prominent 1335 and 1392 cm−1 modes but also

reproducing the spectrum at 127, 793, 1126 and 1207 cm−1 with a frequency accuracy of

< 20 cm−1 and an excellent match to the intensity profile throughout the entire frequency

region.

Our calculation also predicts several other strongly displaced modes in 1TT, in particular

in the region 250 − 800 cm−1, which are not observed experimentally (asterisks in Figure

8.5c). Whereas the simulation describes the full Raman spectrum of vibrational coher-
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ence generated after photoexcitation and transferred through singlet fission, this coherence

can only be probed via the excited-state absorption transition at ≈ 520 nm. If a vibrational

mode is not displaced along this (probed) transition, the experiment cannot benefit from the

associated resonance Raman enhancement and will not display significant Raman intensity.

Such a mode-specific resonance Raman effect is also commonly observed in linear resonance

Raman spectroscopy upon tuning the excitation wavelength into different electronic tran-

sitions [268]. We therefore believe that the modes absent in the experimental spectrum in

the region from 250–800 cm−1 are not Raman active on the T1 → T3 absorption transi-

tion and are consequently invisible to the experiment. We expect that exact modelling of

the resonance-specific Franck-Condon factors, as reported for TIPS-pentacene [274], would

improve the match between experiment and theory, but such calculations are extremely de-

manding and beyond the scope of this chapter. Instead, we emphasise the overall intensity

agreements, particularly in the high-frequency region (> 1000 cm−1). Such agreement, de-

spite the fact our resonance Raman representation of the calculated displacements is only

an approximation, supports the notion that the observed intensity differences between ex-

periment and theory are related to mode-specific resonance Raman effects.

Two other potential explanations for these differences can be considered. Firstly, it has

previously been reported that the singlet fission dynamics of DP-Mes are highly dependent

on the environment [221, 263], a parameter not incorporated in the simulations. We antici-

pate that any change in the underlying mechanism will further affect the relative intensities

of the observed Raman modes, complicating absolute intensity comparison between experi-

ment (thin film) and theory (vacuum). It is encouraging in this regard that the experimental

spectrum does not contain modes which were not predicted by the simulation. Secondly,

we can consider that the additional modes (Figure 8.5, starred) in the simulation arise co-

incidentally from the calculation. Since these modes cannot be detected in the experiment,

we cannot directly confirm that they correspond to real molecular displacements. However,

examining the absolute displacement parameters, we find that the low-frequency modes are

among the most displaced in the entire system and therefore largely responsible for the

overall reaction dynamics. Consequently, we would not expect our model to nearly quanti-

tatively reproduce the timescale of singlet fission, the transfer of vibrational coherence and

even the sensitivity of the 1TT vibrational coherence to the way it is generated (see below),

if these modes were spurious in origin. This accuracy, benchmarked on multiple observables,

suggests that the underlying linear vibronic Hamiltonian provides a satisfactory description
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of DP-Mes, and that the additional modes in the calculation are not coincidental but more

likely absent in the experiment due to Raman enhancement and environmental factors.

To further validate the structural sensitivity of our theoretical framework, we performed

the same analysis for a trajectory initiated in the 1TT state, generating its intrinsic vibra-

tional structure. In analogy to the coherence transfer spectrum, we find that the dominantly

displaced modes belong again to A1 symmetry, with negligible contributions of other modes.

The resonance Raman spectrum resulting from this intrinsic calculation (Figure 8.5d, or-

ange) again predicts some modes which are not experimentally observed (see above), but

importantly reproduces every experimental 1TT frequency. Comparing the relative inten-

sities between the experimental and theoretical spectrum is subject to the same resonance

Raman considerations mentioned above. Importantly, the more complex nature of the in-

trinsic 1TT Raman experiment is expected to result in larger deviations in the relative mode

intensities compared to the calculation due to multiple resonance Raman enhancement ef-

fects.

Our simulations further allow us to compare directly the effect of initiating the trajec-

tory on S1 or 1TT without the added complication of varying resonance Raman factors. In

the high-frequency region (> 1000 cm−1), we observe a near-perfect intensity match with

marginal intensity differences only noticeable for the 1207 cm−1 mode. Crucially, in the

low-frequency region, the simulations reproduce the surprising observation of a new low-

frequency mode at 127 cm−1 that only appears following coherence transfer from S1 (Figure

8.4), as a signature of singlet fission. Despite any ambiguities regarding optical selection

rules or the role of environment, comparison between S1-initiated and 1TT-initiated vibra-

tional coherence reveals the same essential results in experiment and theory: singlet fission

in DP-Mes enables transfer of vibrational coherence, and this coherence carries unique sig-

natures of the passage of the wave-packet. Thus we consider that our simulations provide

an excellent description of the tuning modes in DP-Mes. We further recall that the simula-

tions closely reproduce the electronic dynamics [51], including the mediating role of virtual

charge-transfer states [221, 263]. As these dynamics depend sensitively on the interplay of

tuning and coupling modes, our model description of the coupling modes is at a minimum

qualitatively correct.
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8.3.5 Character of coupling and tuning modes

Motivated by the striking experimental and theoretical structural agreement, we can assign

the specific role of each observed mode governing the singlet fission process in DP-Mes.

Figures 8.5b and 8.5c emphasise that all experimentally observed modes in the coherence

transfer spectrum are of A1 symmetry, and consequently do not mediate the coupling be-

tween S1 and 1TT. Displacements of these modes alter the energies of the states but the

vibronic couplings between them remain zero. The experimental coherence transfer spec-

trum therefore represents the most displaced tuning modes of the singlet fission reaction.

From our ab initio simulations, we can immediately show that their atomistic vibrational

motions are primarily associated with in-plane ring deformations affecting each pentacene

moiety as well as modulating the pentacene-pentacene central bond lengths (Figure 8.7a,

left). This is consistent with the behaviour expected for tuning modes in conjugated sys-

tems where bond-length alterations are caused by the optically induced π → π∗ transition

to energetically relax the molecule [230,275,276].

According to our TTNS simulations the most active coupling modes of the reaction are

instead of B1 and B2 symmetry, albeit with predicted displacements that are at least two

orders of magnitude smaller than the tuning modes (Figure 8.5b). In line with this result,

the experimental resonance Raman spectra reveal no peaks directly attributable to coupling

modes. The quadratic dependence of the Raman intensity on the mode displacements

(equation 8.6) implies these would be weaker in intensity by at least 4 orders of magnitude,

which is too small to be detected even with a high signal-to-noise ratio. This observation,

specifically illustrated here for DP-Mes, likely explains the general lack of experimentally

observed coupling modes in singlet fission and similar condensed-phase surface crossing

reactions in the literature.

While here it was not possible to experimentally monitor the coupling modes, preventing

us from directly validating their simulation parameters, we emphasise that our simulations

accurately describe the singlet fission dynamics as well as the transfer of vibrational co-

herence (including the unique enhancement of low-frequency modes). These observables

are governed by the precise interplay of both tuning and coupling modes, such that, if the

coupling mode description in our simulations were inadequate, the model would fail to repro-

duce the overall dynamics and coherence transfer characteristics. We carried out additional

simulations by systematically varying the coupling mode strength, which confirm the notion
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Figure 8.7 (a) Representative normal mode examples of a tuning (left) and a coupling mode (right). The
molecular structure was truncated to the core pentacene units for clarity. (b) Correlation plot of the total
time-dependent displacement amplitude of A1 tuning and B1 coupling modes. Contour arrows indicate the
direction of evolution and black dots indicate the time of the trajectory. The initial motion is dominated
by tuning modes (orange vertical arrows) before a rapid damping of the tuning modes funnels the energy
into the coupling modes (green horizontal arrow). (c) Central pentacene-pentacene bond length and (d)
dihedral angle during the ultrafast singlet fission reaction. Traces are colour coded to match panel (b) and
dashed arrows indicate significant increases in the values of the parameters.

that these degrees of freedom are strongly linked and that the coupling mode description is

well constrained. An in-depth discussion of these results is provided in Appendix 8.C.

A fundamental limitation in theoretically describing a fully structural model of electronic

dynamics is that the model contains more parameters than observables. Our approach

benchmarks the model against not just the timescale of singlet fission but also the spectrum

of 1TT vibrational coherence and its sensitivity to the fission pathway, allowing for a greater

degree of confidence in the theoretical description than previously achieved. Despite poten-

tial for an improved model description, we are confident to extract the main structural char-

acter of the coupling modes from our TTNS simulations. We find that the primary effect of

the coupling modes is to create a local twist around the pentacene-pentacene bond and thus

a deviation from orthogonality (see Figure 8.7a, right). This localised twist causes transient,

time-dependent wavefunction overlap of the frontier orbitals of each pentacene monomer.

The resulting electronic coupling between the pentacene sub-units thereby promotes the

superexchange reaction from S1 to 1TT via the high-lying CT states [42,51,221,263].

8.3.6 Coordinated interplay of coupling and tuning modes

To understand the interplay of vibrational tuning and coupling coordinates during and

following the initial Franck-Condon relaxation (≈ 200 fs), we turn to the detailed molecular

movie generated in our simulations (please refer to the supplementary material of [152] for
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the full movie). Upon investigating the correlation between the collective time-dependent

displacements of theA1 (tuning) andB1 (coupling) modes within the first 200 fs (Figure 8.7b)

we identify two sequential temporal regimes. From 0 to 75 fs, the dynamics are dominated

by tuning modes (vertical displacement, orange), which position the energy levels of DP-Mes

for efficient S1 → 1TT crossing. Over the subsequent 125 fs, the activity shifts towards the

coupling modes (horizontal displacement, green) which drive the conversion. Importantly,

during this coupling-mode dominated regime, the tuning mode displacements are severely

damped to further enhance the reaction yield, highlighting that the singlet fission reaction

in DP-Mes is dictated by the synchronised motions along these collective coordinates.

To explore the effect of this collective motion on local coordinates, we extracted from

our movie the time-evolution of two key structure parameters – the central pentacene dimer

bond length and associated dihedral angle. We find that the amplitude modulation of the

inter-pentacene bond steadily increases until ≈ 150 fs (Figure 8.7c, dashed arrows), with

the largest increase occurring during the tuning-mode driven period at ≈ 65 fs (orange).

Inspection of the movie shows that the local activation of this central bond is furthermore

coupled to several in-plane pentacene ring deformations. As the much weaker coupling modes

drive DP-Mes away from the initial orthogonal configuration of the two pentacene units

(green), this enhanced bond length activity substantially increases the coupling strength

between the pentacene π-systems. In contrast, the local dihedral angle between the two

pentacene units displays bursts of activity at well-separated ≈ 50 fs intervals during the

first 200 fs (Figure 8.7c). We find that positive bursts are present in the tuning-mode driven

time window (orange), while negative bursts correlate with the coupling-mode driven regime

(green and dashed arrows). Such local behaviour depicts a well-defined evolution on the

potential energy surfaces during which the molecule is regularly returned to an energetically

favourable region where coupling modes can actively drive the reaction. We note that while

these motions are initially activated through the singlet fission process, they do not simply

track the electronic kinetics but remain active throughout the simulation window.

8.4 Conclusions

Our approach provides clarity about the ultrafast intramolecular singlet fission reaction in

DP-Mes with significantly improved structural resolution. Structurally sensitive excited-

state Raman spectroscopy was employed to uncover the transfer of vibrational wavepackets
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from S1 to 1TT, mandating a vibrationally coherent reaction mechanism despite there being

no direct coupling between these states. Using this detailed kinetic and structural infor-

mation as a benchmark for a full quantum dynamics simulation enabled us to assign the

observed Raman spectrum to the dominant tuning modes of the process. The compelling

match between simulation and experiment allowed us further to infer the crucial coupling

modes of the system and record the underlying molecular movie for the singlet fission reac-

tion in a complex molecular system of over 100 atoms. While we have focused exclusively

on intramolecular singlet fission in this chapter, both the experimental and theoretical tech-

niques can be equally well applied to a wide range of ultrafast photochemical processes,

from charge transfer [178] and photoisomerisation [230] to polaritonic chemistry [121, 122].

Together, these methods set up a powerful tool for describing and understanding reaction

dynamics beyond the Born-Oppenheimer approximation, providing detailed insight into the

reaction mechanism at conical intersections or avoided crossings in complex materials of

practical interest. One immediate result from our analysis is that the coupling modes un-

derpinning singlet fission in DP-Mes are far less intense than the tuning modes. In this

and likely most other systems, new experimental approaches are needed to directly observe

coupling modes. Alternatively, the TTNS simulations could be systematically improved to

explore the coupling mode parameter spaces within the linear vibronic Hamiltonian descrip-

tion – the quality of which underpins the full simulation. The robustness of the comparison

to experiment could be further enhanced by direct incorporation of finite-temperature and

environmental effects within the TTNS method , or incorporation of the relevant Franck-

Condon factors [274] in the transformation into resonance Raman spectra.

Beyond establishing detection limits for mechanistically relevant vibrational modes, our

results report on the functionality of coupled vibrational and electronic dynamics in ul-

trafast reactions. The photoexcited system evolves along a precisely synchronised set of

multiple vibrational modes which must act in concert (i.e. coherently) to promote a highly

efficient ultrafast reaction. Taken together with recent results on a vibrational-phase effect

on the ultrafast photoisomerisation reaction in rhodopsin [230], our results strongly support

the notion that the vibrationally coherent evolution out of the Franck-Condon region after

photoexcitation offers an opportunity to tune the outcome of any ultrafast (< 10 ps) reac-

tion through rational design [225]. Indeed, the ability to visualise molecular motion with

atomistic detail offers prediction scope for systems that exhibit a strong connection between

functionality and real-space motion, paving the way for the discovery of novel functional
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materials. We anticipate the techniques presented above will enable significant advances

in the understanding of ultrafast phenomena in general, from charge generation in solar

cells [177] to biological light harvesting [277].

Appendix

8.A Experimental details

While the experimental work presented in this chapter was not undertaken by the author

of this thesis, the relevant details are given here for completeness.

8.A.1 Impulsive vibrational spectroscopy setup

The impulsive vibrational spectroscopy setup has been described in detail elsewhere [44,267].

Briefly, a Yb:KGW amplifier system (Light Conversion, Pharos, 5 W, 10 kHz) provides pulses

centred at 1030 nm with a pulse duration of ≈ 200 fs. A small portion is used to generate

a chirped white light continuum in a 3 mm sapphire window used as the probe pulse in all

experiments, with a Gaussian beam diameter at full-width-half-maximum (fwhm) of 30 μm at

the sample). Impulsive pump pulses in the near-IR (150 nJ, 50 μm fwhm) and visible (130 nJ,

70 μm fwhm) were generated by previously reported home-built non-collinear parametric

amplifiers (NOPAs) [278]. To produce the narrow-band pump pulse (80 nJ, 70 μm fwhm)

used for the preparation of the triplet state (Figure 8.4) the seed white light continuum

was temporally stretched in the visible pump NOPA with a BK7 rod (7 cm length) prior to

amplification resulting in ≈ 200 fs pulses. The duration is limited by the employed pump

pulses (third harmonic) which was derived directly from the amplifier system.

8.A.2 Non-resonant impulsive vibrational spectroscopy

To gain access to the ground-state Raman spectrum, a temporally compressed 12 fs pump

pulse tuned to 800 nm was employed, which generates vibrational coherences via impulsive

stimulated Raman scattering exclusively on the ground electronic state due to the lack of an

electronic resonance (see Figure 8.4c, right). Fourier transformation of the detected coherent

oscillations over the absorption spectrum of DP-Mes makes it possible to independently

measure a time-domain Raman spectrum which is directly comparable to resonant impulsive
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Raman spectra when probed in the same wavelength region [265,267,269].

8.A.3 Excited-state impulsive vibrational spectroscopy

Intrinsic impulsive Raman reference measurements on 1TT were carried out by first pho-

toexciting the sample (600 nm, 200 fs) to generate a population in S1 that was allowed to

undergo singlet fission. After a time delay of 9 ps, at which point the singlet fission reaction

is complete [221], the 1TT population was re-excited with an impulsive Raman pump pulse

(800 nm, 11 fs) resonant with the excited-state absorption observed > 750 nm [221]. The

impulsively generated vibrational coherence was subsequently recorded in the excited-state

absorption region (515−525 nm). Following subtraction of electronic kinetics and the back-

ground ground-state vibrational activity, a Fourier transform provided the intrinsic triplet

Raman signature (Figure 8.4, purple). No significant vibrational activity is detected in the

ground-state bleach or stimulated emission regions after the subtraction procedure.

8.A.4 Vibrational spectroscopy data analysis

The experimental impulsive vibrational spectroscopy datasets were processed according to

previously published procedures [267]. Briefly, after chirp-correction, all traces were trun-

cated in time to include only positive time delays > 210 fs to prevent coherent artefact

contributions affecting the signal. The residual oscillations for each probe wavelength were

subsequently extracted by globally fitting the experimentally recorded maps to a sum of two

exponentially decaying functions with an offset. The coherent oscillations were further trun-

cated to an overall time length of 1.28 ps prior to apodisation (Kaiser-Bessel window, β = 1),

zero-padding (3×) and Fourier transformation. The frequency resolution corresponded to

≈ 26 cm−1 and the lowest resolvable frequency was ≈ 52 cm−1. To extract the intrinsic 1TT

Raman spectrum, the vibrational coherence in the presence and absence of the actinic pump

pulse was recorded and subsequently the two coherences in the time-domain were subtracted

to minimise ground-state contributions, as outlined previously. The remaining data analy-

sis was the same. Care was taken to ensure that all traces were temporally aligned using

reference measurements on toluene to exclude possible Fourier artefacts in the comparison

between different experiments.
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8.B Vibronic coupling matrices

Below are the W matrices appearing in the linear vibronic Hamiltonian of equation 8.1.

W̄A1,1 = −


0 0 0 0 0
0 0.45 0 0 0
0 0 0.38 0 0
0 0 0 0.57 0
0 0 0 0 0.57

 ,

W̄A1,2 = −


0.75 0 0 0 0

0 0.3 0 0 0
0 0 0.29 0 0
0 0 0 0.37 0
0 0 0 0 0.37

 ,

W̄A2 = −


0 0 0 1 0
0 0 0 0 0
0 0 0 0 0
1 0 0 0 0
0 0 0 0 0

 ,

W̄B1,1 = −


0 0 0 0 −0.63
0 0 0 0.73 0
0 0 0 0 −0.26
0 0.73 0 0 0

−0.63 0 −0.26 0 0

 ,

W̄B1,2 = −


0 0 0 0 0.28
0 0 0 −0.33 0
0 0 0 0 −0.9
0 −0.33 0 0 0

0.28 0 −0.9 0 0

 ,

W̄B2,1 = −


0 0 0 0 0
0 0 0.86 0 0
0 0.86 0 0 0
0 0 0 0 0.52
0 0 0 0.52 0

 ,

W̄B2,2 = −


0 0 0 0 0
0 0 −0.86 0 0
0 −0.86 0 0 0
0 0 0 0 0.52
0 0 0 0.52 0

 .

(8.7)

Modes of A1 symmetry are tuning modes, while the rest of them couple different combina-

tions of diabatic states to each other.
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Figure 8.C.1 (a) S1 decay dynamics resulting from modifying the coupling mode strengths in the range
from 0.75–1.15. (b) retrieved ratio of single-exponential time constants relative to the native (1.00) coupling
strength of the singlet decay dynamics. Inset shows a close-up in the region around 1.00 for clarity.

8.C Coupling mode assignment

Our theoretical approach predicts the real-time displacement of all the vibrational modes

of the system. However, it is only the tuning modes which can directly be compared to

the experimental resonant Raman spectra, as the displacement of coupling modes is orders

of magnitude smaller and cannot be detected. Despite the fact that for the tuning modes

we find an excellent agreement with experiment, it is necessary to examine whether the

results for the coupling modes are equally valid. To this end, we alter the coupling mode

constants universally, by introducing an additional scaling parameter γi in the linear vibronic

Hamiltonian:

Hstar = Hel +
∑
i

γi · W̄i

∑
k

λi,k
b†i,k + bi,k√

2
+Hc,i, (8.8)

and we vary its value from 0.75 to 1.15 in steps of 0.05 for all clusters of coupling modes

i = {A2, B1,1, B1,2, B2,1, B2,2}. For the tuning modes we keep its value at one. We find that

even reducing the coupling mode constants to 95% of their ab initio values slows singlet

fission down by 37%. The full results are summarised in Figure 8.C.1. Therefore, it becomes

clear that coupling modes have a large impact on the overall singlet fission dynamics. The

population dynamics which are obtained using the ab initio values of the coupling mode

constants are found to be in good agreement with the experimental singlet fission kinetics,

indicating that the properties of coupling modes which are used in our model must be at

least semi-quantitative.



Chapter 8. Molecular movie of ultrafast singlet exciton fission 166

8.D Comparing theory and experiment

TTNS provides time-dependent displacements of all vibrational modes grouped by their

respective symmetry groups. After projection onto the DFT-calculated normal modes of

DP-Mes, we constructed the total time-dependent displacements for each symmetry group

(Figure 8.5b). We subsequently selected only the A1 mode displacements due to their

drastically enhanced activity and applied the same data analysis as for the experimental

traces, i.e. apodisation (Kaiser-Bessel window, β = 1), zero-padding (3×) and Fourier

transformation. The simulated time-vector was marginally shorter (1.12 ps), leading to a

frequency resolution of ≈ 29 cm−1 with a lowest resolvable frequency of ≈ 59 cm−1. After

Fourier transformation, the displacement spectrum was scaled in frequency by 0.97 before

computing Equation 8.6. This scaling factor was determined by a matching the DFT-

calculated Raman active modes to the ground-state Raman spectrum of DP-Mes. The same

approach was carried out for the simulations that were initiated in 1TT.
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Controlling the coherent vs

incoherent character of singlet fission

The results presented in this chapter have been published in Ref. [279] (https://doi.org/

10.1021/jacs.9b05561) Adapted with permission from:

Antonios M. Alvertis, Steven Lukman, Timothy J. H. Hele, Eric G. Fuemmeler, Jiaqi Feng,

Jishan Wu, Neil C. Greenham, Alex W. Chin, Andrew J. Musser. Switching between co-

herent and incoherent singlet fission via solvent-induced symmetry-breaking. Journal of the

American Chemical Society, 141:17558, 2019, Copyright 2019 American Chemical Society.

The experimental work presented in this chapter was not undertaken by the author of this

thesis, but by a number of collaborators who are listed as co-authors in the aforementioned

publication: Steven Lukman, Jiaqi Feng, Jishan Wu, Neil C. Greenham and Andrew J.

Musser. The measurements and their interpretation are an integral part of this combined

theoretical-experimental study, and are hence presented here for completeness, along with

the associated experimental methodology.

In chapters 7 and 8 we employed tensor network methods in order to study the ultrafast

exciton dynamics of endothermic charge transfer and exothermic singlet fission in two co-

valent dimer systems. This allowed us to develop insights on the precise role of molecular

vibrations during these processes. We now turn our attention to endothermic singlet fission

in the covalent tetracene dimer studied in chapter 7. The long timescales over which this

process occurs (hundreds of picoseconds) prevents us from utilising tensor network methods.

Instead, we develop a simple computational model based on physical insights from the pre-
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vious chapters, including the effects of molecular vibrations, excess energy and the dielectric

environment of a molecule. This not only allows us to interpret complex experimental data

on the singlet fission dynamics of the studied system, but also to show for the first time that

it is possible to enter the so-called coherent regime of quantum dynamics in a controlled

way.

9.1 Introduction

Singlet fission [25] is an electronic process in organic materials which has been extensively

studied in the past decade. This is largely because of its promise for efficient solar energy

technologies which surpass the Shockley-Queisser limit [37]. Singlet fission converts a high-

energy singlet exciton to two low-energy triplet excitons, which are at least initially coupled

into an overall singlet state. Thus singlet fission conserves spin, allowing it to be an ultrafast

process and effectively compete with radiative and non-radiative deactivation of excited

states. This energetic down-conversion process offers a way to overcome thermalisation

losses, and has inspired the design of new hybrid device concepts [26, 280]. However, the

primary interest in the field to date remains building a more detailed understanding of the

underlying photophysical mechanism, with the aim of informing rational materials design.

There have been multiple reports that singlet fission can occur through an ultrafast (fs-

ps) ‘coherent’ mechanism [35,63,197,239,281]. Here, photoexcitation is thought to generate

an initial superposition of the lowest bright singlet state S1 and the dark double-triplet

state TT which eventually dephases into the dark state. In some materials, this coherent

regime is reported to coexist with slower, incoherent fission dynamics [35, 197], in which S1

‘hops’ to the TT surface non-adiabatically, or adiabatically relaxes into the TT region on

the same potential energy surface. Incoherent singlet fission is the more commonly invoked

picture, particularly when it occurs on longer (> ps) timescales [43, 107]. Interestingly,

even in systems where it is endothermic, e.g. in tetracene [28–31], singlet fission can be

very efficient and temperature-independent [30–33]. To explain such observations, coherent

processes have been invoked [34,35].

Despite recent progress in understanding the coherent mechanism of singlet fission and

its interplay with incoherent dynamics, what has thus far been missing is a tuneable way

of switching between the two regimes. This is partly because there are no established ex-

perimental handles to achieve this, and the utility of coherent dynamics as a concept for



169 9.1. Introduction

materials design and eventual applications is not clear. Similarly to many other photophys-

ical processes in organic molecules, one of the most promising angles to explore coherent

dynamics is through molecular vibrations. These are increasingly recognised both in exper-

iment [32, 35, 44, 45] and theory [46–51] to play a critical role in the ultrafast regime where

singlet fission is often found to occur. The coherent mechanism of singlet fission in rubrene

(which has a well-defined symmetry) has been shown to arise via symmetry-breaking modes

that allow S1 and TT to mix [35]. More broadly, when the mixing between electronic states

in such systems is governed by coupling to intramolecular motions, to some extent it can be

tuned, for example by controlling the viscosity of the environment [221] or chemically intro-

ducing steric barriers [282]. This control is rather limited and poorly understood, especially

in solid-state systems where the complex interplay of intra- and intermolecular vibrations

must be considered.

Another critical ingredient in both coherent and incoherent fission mechanisms that

has proved most difficult to explore is the nature of the coupling that results in quantum

superpositions or population transfer between S1 and TT. There has been extensive debate

about the relative strength and influence of ‘direct’ two-electron coupling between these

states, versus sequential one-electron couplings mediated by a charge-transfer (CT) state [25,

39–43]. Couplings involving the CT state are typically expected to be orders of magnitude

higher, but in conventional thin-film systems there is no experimental means to perturb the

CT manifold, especially if the states are not directly populated but only mediate fission

through super-exchange as ‘virtual’ intermediates [39, 42]. However, covalent dimers of

singlet-fission chromophores offer exquisite tunability of the critical interactions that govern

fission, both through chemical design [250–252,283–290] and the external environment [221,

263, 291], and they thus present the most promising platform to describe and control such

effects. In these systems, the energies of CT states can be directly tuned through the use of

different solvents. This concept has enabled the demonstration of fission mediated by direct

S1-TT coupling [282], virtual CT states [51,221,263,291] and even a distinct CT intermediate

[221]. In short, covalent dimers offer a versatile platform to systematically explore the S1-TT

transition and understand the nature of the coherent/incoherent pathways.

Here, we combine a number of theoretical techniques with an experimental investigation

based on ultrafast spectroscopy in order to reveal the detailed mechanism of singlet fission

in the orthogonal tetracene dimer DT-Mes (Figure 9.1a) in solution and demonstrate how

it is governed by a tuneable ‘switch’ between the incoherent and coherent regimes. The
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experimental findings show that singlet fission in this system is a ‘hot’ process, i.e. it only

occurs upon excitation distinctly above the band-edge of the first excited singlet state [204].

Its mechanism is found to be qualitatively different depending on the solvent environment,

and the fission efficiency is maximised in intermediate polarity solvents. Our theoretical

analysis allows us to identify the crucial role of molecular vibrations to the singlet fission

process, though alone they only give rise to weak mixing between states participating in sin-

glet fission, and can only account for the experimental observations in low-polarity solvents

where the process is incoherent. In more polar solvents we observe a qualitatively different

regime of singlet fission, and we can only capture this behaviour through the inclusion of

dynamic solvent effects. Our model reveals that increasing the polarity switches DT-Mes

into a regime of coherent singlet fission. However, contrary to previous studies reporting on

superpositions of S1 and TT that dephase into the triplet pair [34,35,63,281], here we show

that the coherent mechanism comes into play through the mixing of a CT state and TT.

Coherent singlet fission occurs in solvents of intermediate polarity, where dynamic solvent

effects induce the closest energetic proximity between these states so that molecular vibra-

tions can mix them most efficiently. It is precisely the properties of CT states which allow

us to tune them through the dielectric environment, which in contrast to local-excitations

and triplet pairs, have a finite electric dipole. This underlines the novelty of our ‘switch’

mechanism, and emphasises the potential of using CT states to tune coherent dynamics.

Results and discussion

9.2 Molecular structure and coupling

DT-Mes (chemical structure in Figure 9.1a) consists of two tetracenes directly linked at

the 5,5’ position, with mesityl side groups for solubility. Similarly to the anthracene [292]

and pentacene [221] analogues and a closely related cyano-substituted tetracene dimer [293],

DFT geometry optimisation reveals that steric repulsion forces the two tetracenes into an

orthogonal geometry. Being an alternate hydrocarbon, DT-Mes has no permanent dipole

in the ground electronic state, as predicted from the Coulson-Rushbrooke theorem [294].

Therefore, the ground state geometry does not depend on the dielectric environment.

The orthogonal geometry raises the question of whether the two tetracenes can interact

electronically, given their negligible π overlap [221,263]. The presence and relative strength
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Figure 9.1 (a) Chemical structure of DT-Mes in its orthogonal ground-state geometry, indicating the dom-
inant torsional motion. (b) Ground state absorption spectra of DT-Mes in solvents of different polarity and
mesityl-substituted tetracene monomer T-Mes in chloroform (shaded). Calculated electronic energy levels
are shown as vertical bars. The energy of the bright state LEB is in excellent agreement with the position
of the absorption onset. (c) Peak molar extinction coefficient of DT-Mes in different solvents compared
to that of T-Mes in chloroform (dashed). The extinction coefficient is minimised in intermediate polarity
solvents. (d) Potential energy surfaces of the two bright excited states along the torsional coordinate. The
colour code indicates the mixing between the LEB and CTB surfaces, leading to finite oscillator strength
for the latter through intensity borrowing. The maximal mixing is found at the local minima of LEB , from
where strongly red-shifted emission occurs.

of interchromophore coupling is determined from the steady-state absorption (Figure 9.1b).

This does not directly map onto the excited-state couplings between dark states (CT and

TT) actually relevant to singlet fission [252], but it serves as a useful proxy [107]. Compared

to the equivalent mesityl-tetracene monomer (shaded), the dimer (lines) exhibits a more

prominent 0-0 absorption peak, though the exact 0-0/0-1 ratio varies with solvent. The

enhanced 0-0 peak reflects J-type excitonic coupling between the short-axis-polarised So →

S1 transitions of the tetracenes. Moreover, the solvent dielectric constant has a powerful

effect on the molar extinction coefficient (Figure 9.1c). In the extremes of the solvent polarity

series we find that the dimer absorbs two times as strongly as the monomer. This would

be consistent with negligible inter-tetracene interactions, similar to several prior reports of

weakly coupled dimers [250,251,284,285]. However, in intermediate solvents the extinction

coefficient of the dimer is less than that of even a single monomer, reaching as low as

40% of the expected value. This strong hypochromism is compelling evidence for strong

interchromophore coupling, presumably mediated by interaction with dark charge-transfer

(CT) states [221] given the strong solvent dependence. This is further supported by the

model approach which is developed in this chapter (see section 9.7), which reproduces the
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Figure 9.2 Application of a C2 rotation on a monomer-localised short-axis (y) polarised excitation of
DT-Mes results in a localised excitation of opposite transition dipole moment.

Figure 9.3 Constructing the transition dipoles of |LEA〉 and |LEB〉; the earlier vanishes, while the latter
is finite.

behaviour of the molar extinction coefficient in different solvents due to mixing with the CT

states.

As in the equivalent pentacene dimers [221, 263], we propose that the tetracenes are

simultaneously coupled through CT and excitonic interactions. These have opposite effects

on the energy of the bright state (a red-shift from the excitonic coupling and a blue-shift

from the CT-mediated coupling), and the combination results in ‘null aggregates’ with weak

spectral shifts and small changes in vibronic structure despite the significant interactions

[295]. Within this framework, the results in Figure 9.1c demonstrate that CT states play a

central and tuneable role in the dimer electronic structure.

9.3 Exciton states and state mixing

The ground state geometry of DT-Mes was optimised using DFT with the B3LYP func-

tional and cc-pVDZ basis set, and it was found to assume a 90 degree configuration of the

central dihedral angle. There are two competing effects, the interplay of which determines

the molecular structure: orbital delocalisation and steric repulsion between the neighbour-

ing hydrogen atoms of the two tetracene monomers. For such a large structure, strong
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steric repulsions dictate the orthogonal configuration, see Figure 9.1. The structure is C2

symmetric, therefore the molecular orbitals will transform either as the A or B irreducible

representation of the point group. By labelling the two tetracene monomers as m and n,

the dimer frontier molecular orbitals may be written as linear combinations of the monomer

ones:

|H − 1〉 =
1√
2

(|hm〉+ |hn〉) (A symmetry)

|H〉 =
1√
2

(|hm〉 − |hn〉) (B symmetry)

|L〉 =
1√
2

(|lm〉+ |ln〉) (A symmetry)

|L+ 1〉 =
1√
2

(|lm〉 − |ln〉) (B symmetry).

(9.1)

In order to approximate the energy of the singlet TT state 1(TT) for DT-Mes, we cal-

culated the energy of the ground state quintet 5(TT), similar to chapter 8, and obtained

E(TT) = 2.78 eV.

For calculating the excited singlet states of the system we use Pople-Parr-Pariser (PPP)

theory [13, 14]. These calculations are known to be very successful in predicting the ab-

sorption spectra of π systems and include correlation effects. In describing the electronic

structure and properties of DT-Mes, we use as our basis the five lowest-energy adiabatic

excited states in the orthogonal ground-state geometry, calculated in the absence of solvent

effects. These coincide with the diabatic states relevant for singlet fission, and the first four

are the symmetric and antisymmetric linear combinations of the excitations localised on the

two monomers LEA,B, and the symmetric and antisymmetric linear combinations of the two

CT states, CTA,B:

|LEA〉 =
1√
2

(|LEm〉+ |LEn〉) (A symmetry)

|LEB〉 =
1√
2

(|LEm〉 − |LEn〉) (B symmetry)

|CTA〉 =
1√
2

(|CTm→n〉+ |CTn→m〉) (A symmetry)

|CTB〉 =
1√
2

(|CTm→n〉 − |CTm→n〉) (B symmetry).

(9.2)

The transitions always refer to an electron transfer from the HOMO of a monomer to the

LUMO of the same or the second monomer. These diabatic states are symmetry-adapted

linear combinations, spanning the A and B irreducible representations of the C2 point group.
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The effect of a C2 rotation on a monomer-localised excitation is visualised in Figure 9.2.

Since in acenes such localised states are short-axis (i.e. y-axis here) polarised, the C2

rotation results in a change of sign of the transition dipole moment. Therefore, from the

constructed symmetry-adapted linear combinations of localised states, |LEB〉 will have a

non-vanishing transition dipole moment in the y direction, while |LEA〉 will be dark, as the

transition dipoles of the two localised states cancel out, see Figure 9.3. Both the |CTm→n〉

and |CTn→m〉 states are dark, therefore the defined diabatic CT states are also dark. Hence

it is only |LEB〉 which is bright from the above.

Having obtained the ground state structure (i.e. 90 degrees of angle), and subsequently

the first four adiabatic states and TT, one can write the electronic Hamiltonian in the

diabatic basis {LEB,LEA,CTB,CTA,TT} in eV:

Hel =



2.39 0 −0.014 0 0

0 2.56 0 0 0

−0.014 0 2.57 0 0

0 0 0 2.57 0

0 0 0 0 2.78


, (9.3)

from where it becomes apparent that singlet fission is endothermic in this system. The

calculated LEB energy of 2.39 eV (vertical bar in Figure 9.1b) is in very good agreement

with the experimental value of 2.48 eV. The two CT states are degenerate, the difference

being that CTB has a 14 meV coupling to LEB. Their predicted energies agree to within

≈ 0.1 eV with the experimentally determined vacuum CT level.

The above states constitute our electronic basis, however once semi-classical vibrational

and/or solvent effects are taken into account (see below), a typical adiabatic excited state

|Ψ〉, will, in general, become a superposition of these basis states:

|Ψ〉 = cLEB |LEB〉+ cLEA |LEA〉+ cCTA |CTA〉+ (9.4)

+cCTB |CTB〉+ cTT |TT〉

To make it easier to compare spectroscopic and theoretical results, we label these superpo-

sition states according to their dominant contribution, e.g. if |LEB〉 dominates the sum of

Equation 9.4, we call the state LEB for simplicity. We stress that this convention is not
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Figure 9.4 (a) Steady-state photoluminescence of DT-Mes in a range of solvents (solid lines), following
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solvents with and without polystyrene. E(T1) is determined from sensitised phosphorescence and E(CTvac)
is extrapolated from the CT solvent dependence (see Figure 9.7 below). The energies of all emissive states
are below the presumed singlet fission threshold 2 · E(T1).

meant to imply that the state |Ψ〉 is exactly equal to one of the basis states, which are

only present in their pure form in the ground-state geometry at low polarity. For such a

superposition state |Ψ〉, the mixing (or coherence as defined in chapter 3) between two of

its basis states, e.g. CTB and TT, is defined as:

ρCTBTT = c∗CTB
· cTT. (9.5)

It is obvious that this mixing will strongly depend on the choice of electronic basis, and

it is always possible to work in a basis where it vanishes. Here we work in the basis of

the diabatic states shown in Equation 9.4, which are themselves equal to the adiabatic

states at the Franck-Condon (FC) point and in a non-polar solvent. Therefore, initial

photoexcitation forms a pure LEB state, and any subsequent mixing occurs between states

that were originally separate, and is not an artefact of our choice of basis.

To investigate the effect of molecular vibrations on the photophysics, we perform elec-

tronic structure calculations for a range of displacements along the torsional angle Φ between

the monomers (Figure 9.1a). One needs to take care at this point: PPP calculations do not
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take steric effects into account, i.e. they give the energy gaps between ground and excited

states for a given geometry, but not the energy difference between different geometries.

We therefore used ground-state DFT to obtain relaxed DT-Mes geometries, with PPP cal-

culations performed ‘on top’ of that to account for mesomeric effects. The motion along

Φ crucially underpins the photophysics of both the anthracene [292] and pentacene [221]

analogues. In DT-Mes, this is a low-frequency motion (39.6 cm−1) of A symmetry. From

analysing the excitation character of the surfaces, we conclude that displacement along Φ

leads to mixing between bright LEB and dark CTB (Figure 9.1d). This results in CTB bor-

rowing intensity from LEB and becoming partially bright [296]. Our calculations also reveal

energetic relaxation of LEB with increasing Φ and away from the FC point, to a minimum

at 70o. This tendency towards planarisation gives rise to Stokes-shifted emission (see below)

and is also documented in the equivalent anthracene [292] and pentacene [221] dimers.

In a final clarification about notation, we point out that solvent effects result in mixing

between the two symmetry-pure CT states. This results in the formation of two new CT

states which are linear combinations of the originals. One of these has lower energy, which

we denote as CT↓, while the other one is destabilised and denoted as CT↑. Both of these

have finite CTB character, hence both borrow intensity from LEB and are partially bright,

with the potential to emit photons. However, in practice we only detect photon emission

from CT↓. For ease we use this as the primary label for CT-related experimental signatures,

with the recognition that it denotes a solvent-dependent mixture of CTB and CTA. We

discuss the nature and implications of this mixing in greater detail below, following the

presentation of experimental data.

9.4 Multiple emissive species

The energetic landscape of DT-Mes may be defined through photoluminescence spectroscopy.

Though the steady-state absorption spectra of monomer and dimer are almost identical (Fig-

ure 9.1a), the steady-state photoluminescence of DT-Mes in solution (Figure 9.4a, solid lines)

exhibits a large Stokes shift of ≈ 35 nm not observed in the monomer (shaded spectrum,

≈ 2 nm. This shift can be reduced in high-viscosity polystyrene solution (dashed spectrum),

confirming that it is linked to large-scale conformational change such as relaxation along Φ.

These measurements also show a more pronounced solvent dependence than the steady-state

absorption. In the four least-polar solvents the emission is dominated by a well-defined vi-
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bronic progression 500−600 nm which does not shift and can be assigned to the relaxed (i.e.

partially planarised) singlet LEBrel. In the more polar solvents, the emission becomes fea-

tureless and progressively red-shifts with increasing polarity. This behaviour is a hallmark

of CT state emission [221,297]. Similar features are also detected at the high-energy edge in

non-polar solvents (inset), i.e. at shorter wavelengths than LEB photoluminescence. This

non-Kasha emission, from a state which is not the lowest-energy singlet in the molecule, is

surprising, though long-lived high-energy CT states are known in similar orthogonal sys-

tems [298]. Here, it indicates the presence of multiple emissive species (LEB and CT↓) in

DT-Mes in non-polar solvents.

In non-polar solvents, it is possible to tune the balance of these species through the

pump photon energy. Band-edge excitation in hexane yields purely excitonic emission, with

a quantum efficiency of ≈ 68% (Figure 9.4b). With increasing photon energy, we detect

a greater proportion of non-Kasha CT↓ emission. This changing balance is accompanied

by a corresponding decrease in the photoluminescence quantum yield until saturation at

≈ 20%. This is comparable to the quantum yield when the emission is dominated by CT↓,

as observed in all polar solvents following band-edge excitation. Interestingly, the behaviour

of the emission quantum efficiency qualitatively changes for excitation above the pump

photon energy threshold of 2.8 eV both for polar and non-polar solvents - monotonic decrease

and saturation, respectively. This behaviour suggests a significant change in photophysical

processes above this energy.

To guide the analysis of these excitation-dependent processes, the essential results from

photoluminescence measurements are first compiled, in order to describe the DT-Mes ener-

getic structure. Time-correlated single-photon counting reveals that in non-polar solvents

the non-Kasha CT↓ emission has a lifetime of ≈ 20 ns. This is comparable to observations

in polar solvents, where CT↓ is the only emissive species. This is significantly longer than

the excitonic LEB emission observed in polar solvents, which has a lifetime of ≈ 6 ns. This

large difference allows straightforward spectral decomposition to isolate the CT↓ emission

spectra, plotted for all solvents in Figure 9.4c. This emission is compared to the energies of

key electronic states (vertical bars). Unsurprisingly, examination of the CT↓ and excitonic

energies reveals that CT emission dominates in the four polar solvents in which CT↓ is the

lowest-energy state. Comparing to Figure 9.1c, we also find that the minimum in extinction

coefficient coincides with the point at which E(CT↓) is closest to E(LEBFC). This energetic

proximity presumably enables the strongest CT-mediated coupling between tetracenes. In-
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terestingly, sensitised phosphorescence measurements show that the dimerisation motif of

DT-Mes substantially destabilises the triplet state from 1.3 eV to 1.5 eV, which is denoted

by the vertical bar at 3 eV. This is a surprising effect which was also observed in orthogonal

pentacene dimers [221], and its origin is not currently understood. We recall, though, that

previous studies on perylene diimide films found the triplet energy varies with intermolecular

coupling [299], and significant energy shifts have been reported between TIPS-tetracene [270]

and a phenyl-substituted derivative [300]. There is evidently significant scope - currently

little explored - to tune the triplet energy on the same parent chromophore. The crucial

result of these measurements for our purposes here is that none of the states observed in

absorption or emission approach the energy expected to be required for singlet fission. Nor is

it immediately evident what is the origin of the observed thresholding behaviour appearing

at 2.8 eV in Figure 9.4b, since it would not be expected to arise from singlet fission.

9.5 CT-mediated singlet fission

To better understand the system’s behaviour and the role of dark electronic states, the

dynamics of DT-Mes have been probed using transient absorption spectroscopy in all eight
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solvents with ten pump photon energies, spanning from band-edge excitation 2.48 eV to

significant excess energy 3.10 eV. We present representative results for ethanol solution in

Figure 9.5. Below the 2.8 eV excitation threshold (Figure 9.5a) one can identify the sig-

natures of three distinct electronic states. The initial state LEBFC is characterised by a

prominent trio of stimulated emission (∆T/T > 0) peaks at 510 nm, 540 nm and 580 nm

and a well-defined excited-state absorption (∆T/T < 0) at 630 nm. These signatures evolve

with ≈ 550 fs time-constant to a state with strongly attenuated stimulated emission and a

broader, flattened excited-state absorption. In corresponding transient grating photolumi-

nescence [301] measurements, a pronounced redshift of the emission is observed on precisely

the same timescale, consistent with geometric relaxation of the excited state. This 550 fs

time constant is intermediate between the planarisation dynamics reported for the equiva-

lent anthracene [302] and pentacene [221] dimers. Therefore, the second species in transient

absorption can be assigned to the partially planarised singlet LEBrel. On longer timescales a

new species is evident with unique excited-state absorption in the near-infrared (e.g. 710 nm,

775 nm, 880 nm). This state is similarly long-lived to the CT↓ emission (≈ 20 ns) and the

features in the near-infrared closely match peaks observed in the chemical oxidation and

reduction spectra (Figure 9.5c), allowing assignment to the CT state. While it contains

multiple radical anion and cation signature peaks, the imperfect match in Figure 9.5c also

shows that CT is not a pure D+A- state. The deviations from the D+A- spectrum may

be attributed to LE contributions to the total wavefunction, which also give the state the

ability to emit. In short, a simple excited-state progression is observed, from the initial

bright singlet state LEBFC to a conformationally relaxed singlet LEBrel, and from there to

a long-lived emissive CT state. Similar dynamics are observed in all solvents, for excitation

below 2.8 eV but above the energy of the CT↓ state (which varies by solvent). No signatures

of triplet excitons (Figure 9.5c, bottom) are detected in these conditions, demonstrating

that singlet fission is inactive and intersystem crossing from LE and CT states is inefficient.

For excitation above the 2.8 eV threshold, Figure 9.5b, the initial excited-state absorp-

tion signature is distorted from that of LEBFC, exhibiting much weaker stimulated emission.

Nonetheless, it rapidly evolves to the same CT state identified in Figure 9.5a. The latter

now undergoes a new decay pathway. At 100 − 200 ps the unique excited-state absorption

fingerprint of DT-Mes triplets at 520 nm and 830 nm is detected, identified from solution

sensitisation (Figure 9.5c). The lifetime of these triplets is ≈ 800 ps, 5000 times shorter

than the lifetime of individual triplets in sensitisation. We are only able to explain such a
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significant reduction in the triplet lifetime through triplet-triplet annihilation. At the low

concentrations and excitation densities used in the experiments, that requires two triplet

excitons to be produced on a single DT-Mes molecule, ruling out intersystem crossing from

LE states [303] or triplet generation from CT recombination [304] as possible formation

mechanisms. Instead, this rapid annihilation of triplet pairs is considered to be a hallmark

of intramolecular singlet fission, as previously observed in numerous dimer and conjugated-

polymer studies [221,251,291,305–307]. In the case of DT-Mes, the fission process is medi-

ated by a CT state which is directly populated and presents distinct spectroscopic features.

Though often predicted [25, 41], this fission mechanism has proven experimentally elusive

and has only been conclusively identified in one other system, a similar orthogonal pentacene

dimer with TIPS solubilising groups [221]. It is far more common for CT states to modulate

singlet fission through a ‘virtual’ or superexchange pathway [39, 51, 221, 263, 291], but the

directly observable CT intermediate here allows us to obtain deeper mechanistic insight.

9.6 Singlet fission yield variation

The basis spectra identified in Figure 9.5c are found to be sufficient to describe the excited-

state progression in all solvents and at all pump photon energies, enabling easy comparison
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between experimental conditions. Figure 9.6 highlights how the terminal state branches

between fission-generated TT and long-lived CT at 100− 200 ps. At this time delay singlet

fission – when it occurs – is complete. In Figure 9.6a one observes that the TT yield

is clearly optimised for intermediate solvents such as ethanol and o-DCB. These are the

solvents where the CT and LEB energies most closely approach (Figure 9.4c) and where

the strongest LE-CT coupling is inferred from the low oscillator strength (Figure 9.1c).

For solvents with higher or lower polarity, increased branching into the long-lived CT↓

state is detected. Moreover, in ethanol the branching into TT increases monotonically

with pump photon energy up to a maximum of 3.1 eV (panel b, instrument limit). The

TT yield is thus a complex function of both excitation energy and solvent. The optically

activated singlet fission reported in Figure 9.6b is particularly unusual. It has never before

been observed in covalent dimers, and while it recalls the behaviour of certain conjugated

polymers [204, 307, 308], the important distinction is that the activated process is not fast.

Indeed, in some of the solvents singlet fission proceeds over tens of ps, a remarkably long

timescale for ‘hot’ dynamics, which we discuss further below.

Using the excited-state signatures identified in Figure 9.5c, the yields of TT and long-

lived CT obtained in all of the transient absorption datasets can be determined. These

are presented in the action spectra in Figure 9.7a, which summarise the full solvent- and

excitation-dependent behaviours highlighted in Figure 9.6. The orange-shaded spectra re-

produce the CT emission from Figure 9.4c. In polar solvents where E(CT↓) < E(LEBFC)

(right), the CT action spectra (circles) reveal that initial conversion into CT is always quan-

titative. In the non-polar solvents (left), the threshold for CT formation roughly follows

the envelope of CT↓ emission, suggesting that this emission lineshape is a reasonable proxy

for the electronic energy of the state. This result demonstrates that if the initial excitation

has greater energy than some portion of the broader CT↓ distribution, then the system will

access that state. We note that in non-polar solvents the total yields do not sum to 100%.

In these solvents the initial formation of CT↓ competes with relaxation into LEBrel, which

can be detected in transient absorption and the vibronically structured emission (Figure

9.4a). This state exhibits a lifetime of ≈ 6 ns and evidently does not undergo singlet fission.

The yield of LEBrel is equivalent to the difference between the presented yields and 100%.

In every solvent, regardless of the threshold energy for CT formation, we observe the

same threshold energy for singlet fission of ≈ 2.8 eV. It is noteworthy that this energy is

significantly lower than the expected fission threshold of 2 ·E(T1) ≈ 3.0 eV. It is common to
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invoke an entropic driving force to explain such endothermic fission in solid-state systems

[32, 34, 309], but that should not be a factor in a strictly dimeric system. Instead, we can

only rationalise this low onset energy through a binding energy. The results imply that

the immediate product of singlet fission is a bound triplet-pair state [32,249,261,310]. The

spin-singlet triplet pair can be significantly stabilised relative to two ‘free’ triplets due to

mixing of the diabatic TT wavefunction with other LE and CT configurations [49,245,261].

While the same bound TT state is formed in all cases, the nature of the threshold appears

to change from non-polar (Figure 9.7, left) to polar (Figure 9.7, right) solvents. In non-

polar solvents the TT yield is nearly constant above the threshold. In polar solvents, the

TT yield shows a distinctly gradual onset. We can explain this phenomenon using the pair

of CT states illustrated schematically in Figure 9.7b. Here we recall that the emissive CT
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state is stabilised by interactions with the solvation shell (bottom), hence it red-shifts as the

solvent dielectric constant increases. From the solvent dependence of the CT emission we can

then extrapolate the vacuum CT energy as 2.75 eV: this corresponds to the bare electronic

energy of the CT state. We propose that for a given solvation shell there exists an oppositely

polarised CT state (top) which will be destabilised by the same degree, though that state

is not necessarily populated. To approximate the energy distribution of this CT↑ state, we

simply reflect the CT emission spectrum about the CTvac level. This process generates the

CT↑ spectrum we plot in dashed lines in Figure 9.7a. Surprisingly, this graphical approach

provides a remarkably good fit to the activation data. The results suggest that singlet fission

in polar solvents is mediated specifically by a destabilised ‘upper’ CT state, which to our

knowledge has never before been observed or even suggested. To understand this behaviour

and the possible role such a destabilised CT state could play, we return to our theoretical

description of DT-Mes.

9.7 Modelling of vibrational and solvent effects

The experimental results of the previous sections show that vibrations must be considered

to explain the excited state photophysics of DT-Mes: the first step observed in transient

absorption measurements is relaxation along Φ (Figure 9.5), and suppressing this channel

through the use of polystyrene has a significant effect on the emission properties (Figure

9.4a). Furthermore, as summarised in Figure 9.7, there is a qualitative difference in the

singlet fission mechanism in non-polar versus intermediate- and highly-polar solvents, while

the final triplet yield also depends strongly on the excitation energy. These properties

are all uncommon among singlet fission systems. It is therefore important to incorporate

vibrational and solvent effects into our model description of DT-Mes, as well as the role of

excess energy.

The approximate C2 symmetry of DT-Mes places important constraints on the fission

mechanism. The TT state, which we calculate as the ground state quintet 5TT, is A-

symmetric. So is the Φ rotation of Figure 9.1a, meaning it only mixes states of the same

symmetry. Therefore, neglecting two-electron contributions [25,39,41], TT only mixes with

CTA along this coordinate. However, only the bright B-symmetry states LEB and CTB

are optically accessible. The transition from these states to TT must thus be accomplished

through some form of symmetry breaking. Physically, such symmetry breaking could be
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provided by the vibronic coupling along a B-symmetric mode. We take η = 20 meV as a

representative maximum value for this vibronic coupling, similar to values obtained for inter-

molecular symmetry-breaking modes in rubrene [35]. We introduce η in our model as the

coupling of A- and B-symmetry states to each other. Therefore, a model Hamiltonian which

includes the effect of the torsion and symmetry-breaking mode on the electronic states, in

the basis of {LEB,LEA,CTB,CTA,TT} is:

Hel =



ELEB(φ) η J(φ) 0 0

η ELEA(φ) 0 0 0

J(φ) 0 ECTB(φ) η 0

0 0 η ECTA(φ) Λ(φ)

0 0 0 Λ(φ) ETT(φ)


. (9.6)
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Here J(φ) and Λ(φ) are the couplings between states of the same symmetry along the

symmetric torsional mode. We optimise the molecular structure along the angle φ using

DFT to account for the steric effects, and then compute the singlet and TT energies at all

intermediate points. By writing the singlet adiabatic states in the electronic basis that we

have defined, we obtain the coupling J(φ).

Regarding the one-electron coupling of TT to the CT states [39]:

〈CTm→n| Ĥel |TT〉 =

√
3

2
〈ln| F̂ |hm〉 , (9.7)

where hm is the HOMO of monomerm, ln the LUMO of monomer n and F̂ the Fock operator.

In this case, we work in the basis of CTA,B which are linear combinations of CTm→n and

CTn→m, meaning that the coupling to CTA will be Λ(φ) =
√

2
√

3
2
〈ln| F̂ |hm〉 =

√
3tlh, and

the one to CTB will vanish. At this point we would also like to point out that this coupling

element refers to that between CTA and the actual singlet configuration of the TT state, as

this was written down in the basis of the four frontier molecular orbitals in reference [39].

Therefore, the quintet approximation only affects the exact energy of the TT state (by ≈ 10

meV) and not the coupling elements which appear in the Hamiltonian.

The value of the transfer integral tlh can be calculated as ClµChνβ cos(φ), with Clµ and

Chν being the monomer LUMO and HOMO coefficients on the atoms µ and ν which define

the covalent bond between the two monomers. These coefficients are obtained from PPP

calculations, while β = 2.2 eV a parameter taken from the literature for the coupling strength

over a single bond [222], and φ the dihedral angle between the tetracene monomers.

Due to the negligible Huang-Rhys factors of antisymmetric B modes compared to sym-

metric ones, their Franck-Condon factors and displacements are orders of magnitude smaller

than those of A modes [311–313]. Indeed we found in chapter 8 that symmetry-breaking

‘coupling’ modes have negligible displacements compared to the symmetric ‘tuning modes’.

Therefore, within our model approximation, we consider excess energy to only result in

the displacement of A-symmetry modes, and to not generate any additional B symmetry

vibrations. Since the singlet fission timescale in DT-Mes is relatively long (> 10 ps), we ex-

pect high-frequency A modes displaced via excess energy excitation to have mostly relaxed

towards lower-frequency modes at these timescales. The results of chapter 7 support this

assumption, as we found relaxation timescales of less than 4 ps for high-frequency modes.

This value of 4 ps is even an overestimate of the actual relaxation timescale due to the
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absence of explicit anharmonicity in the computational model used in chapter 7. We fur-

ther simplify the problem by approximating the resulting low-frequency mode distribution

only in terms of motion along Φ. Consequently, within this model approach, excess-energy

excitation leads to larger-amplitude oscillations along Φ, accessing higher regions of that sur-

face. Importantly for this picture, the initial step of vibrational relaxation does not remove

energy from the molecule but only redistributes it into other motions. These are damped

through subsequent vibrational cooling, which for isolated molecules in solution is mediated

by solvent-solute interactions, e.g. collisions between DT-Mes and solvent molecules. This

diffusion-mediated cooling can require many tens of ps [314–317]. The excess vibrational

energy in this ‘hot’ state manifested as large-amplitude Φ oscillations can thus persist on

timescales relevant to singlet fission.

We now turn our attention to incorporating solvent effects into our description. In a polar

solvent, local electric fields may be randomly oriented, leading to an energetic separation of

the two CT states which inevitably appear in such a dimer molecule, with dipoles pointing

in opposite directions. We refer to the stabilised and destabilised CT states as CT↓ and

CT↑. These states are symmetry-broken, as the solvent can generally arrange itself in a

non-symmetric fashion around DT-Mes. This phenomenon is mathematically captured by

introducing an additional coupling ∆ between symmetry-pure CTA and CTB, which mixes

them into the new eigenstates:

Hel =



ELEB(φ) η J(φ) 0 0

η ELEA(φ) 0 0 0

J(φ) 0 ECTB(φ) η + ∆ 0

0 0 η + ∆ ECTA(φ) Λ(φ)

0 0 0 Λ(φ) ETT(φ)


. (9.8)

Physically, this expresses the fact that in the presence of an electric field it is the CT states

with a permanent dipole and not the symmetry-adapted CT states which are eigenstates of

the system.

We can determine the values of ∆ corresponding to different solvent εr by benchmarking

against the measured energetic stabilisation CT↓ (Figure 9.7b). For intermediate-polarity

solvents, we find that CT↓ and LEB are energetically very close, leading to a strong mix-

ing and transfer of oscillator strength from LE to CT, i.e. intensity borrowing [318]. This

description closely reproduces the experimental trend of Figure 9.1c for the molar extinc-
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Figure 9.10 Molar extinction coefficient of DT-Mes in different solvents, calculated within the model
approach of the previous sections.

tion coefficient, which is minimised in intermediate-polarity solvents. The calculated molar

extinction coefficient is shown in Figure 9.10 for a range of solvents, with the method of

obtaining this result outlined in Appendix 9.B.

If the equivalently destabilised state CT↑ were to form, we would in principle expect

it to relax into CT↓. However, this process should occur through reorganisation of the

solvent shell and would be expected to occur on the few- to tens-picosecond timescale [319].

Accordingly, we would not expect to detect any photon emission from CT↑, since the relevant

emission lifetime is tens of nanoseconds (for CT↓). This timescale remains sufficiently long,

though, for CT↑ to play an important role in singlet fission despite being an unstable state.

9.8 Coherent and incoherent singlet fission

We can use this framework for the DT-Mes electronic structure to rationalise the surprising

behaviour in Figure 9.7. The transient absorption experiments reveal TT is never formed

directly from initial LEB but is always preceded by CT states (Figure 9.5b), and it only

forms in conditions where CT is already formed with high efficiency (Figure 9.7a). The

only major distinction between fission regimes occurs in the subsequent transition, from

CT to TT, where the symmetry of the system must be broken. This step is the chief

focus of our analysis, and we consider two limiting cases. In low-polarity solvents, η > ∆

and vibronic effects provide the symmetry-breaking needed to access TT. In intermediate-

polarity solvents, η << ∆ and the symmetry-breaking is dominated by solvent effects. In

either case, the CT states formed may initially be vibrationally ‘hot’ due to excess-energy

excitation. Moreover, potentially either CT↓ or CT↑ may be present, since both are mixed
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Figure 9.11 Adiabatic potential energy surfaces along the dihedral angle Φ and the solvent dielectric
constant, showing their CT (blue) and TT (red) character. For low-polarity solvents the surfaces only mix
for large-amplitude oscillations along Φ in the vicinity of an avoided crossing, leading to incoherent fission.
Strong mixing is induced in intermediate-polarity solvents (e.g. ethanol), making singlet fission coherent.
Finally, very polar solvents once again lead to reduced mixing between the surfaces.

with CTB and thus accessible from LEB.

The CT↑ and TT potential energy surfaces along Φ for low-polarity solvents are given

in Figure 9.8a, coded for their CT/TT character. In this case, CT↑ and CT↓ are almost

degenerate. CT↑ does not develop any TT character within the region accessible at room

temperature (nor does CT↓), and the TT surface also remains pure. Within this model, a

transition between the states is possible only through the avoided crossing that appears at

larger angles, making singlet fission incoherent [34,35]. Excitation of a hot state which can

access that part of the potential energy landscape corresponds to an excess energy of about

0.4 eV. Excitation with still greater energy would not have a significant effect on the triplet

yield, as the mixing is always negligible away from the crossing and no additional B-type

(i.e. coupling) vibrations are generated. This is in close agreement with the experimental

observation that a sharp threshold for TT formation appears at 0.33 eV of excess-energy

excitation (Figure 9.7), with little dependence above that.

In intermediate-polarity solvents, the transient solvation dynamics which stabilise CT↓

also destabilise CT↑ to near the energy of TT. This results in a mixing of the two states

through the dihedral rotation along Φ, as shown in Figure 9.8b. The contribution of each

component varies along the potential energy surface, with the TT character (red shading)
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increasing away from the FC point. This is the regime of coherent singlet fission, as defined

in previous studies [35]. Hence exciting the system at higher energies leads to superposition

states which are more ‘TT rich’, leading to stronger couplings to the final, relaxed TT

state. A superposition of TT and CT↑ eventually dephases towards its constituents, which

are the relevant eigenstates of the system at its equilibrium geometry. The larger the TT

contribution, the more likely it is that the system will collapse towards the final, relaxed TT

state. In this regime the destabilised CT↑ state is the ‘gateway’ for singlet fission regardless

of excitation energy, and we would thus expect the TT yield to track the accessibility of

CT↑. Experimentally, this would translate into the energy distribution inferred in Figure

9.7a (right), which is exactly what is observed. At the same time, regions of the surface

with high TT contributions exhibit reduced CT character, leading to an anti-correlation of

the TT and long-lived CT yields.

The increased degree of mixing between the CT and TT surfaces with increasing solvent

polarity is reflected in the experimental fission rates shown in Figure 9.8c and the TT yields

in Figure 9.7a. Initially, increasing the solvent polarity increases the rate of singlet fission,

but in very polar solvents the TT formation rate drops again to low values. In these solvents

CT↑ shifts above the TT surface and the two stop mixing, leading to a regime of incoherent

fission similar to the non-polar case. This mixing is quantified via ρCTBTT of Equation

9.5, which we plot in Figure 9.8c for the fixed angle Φ = 80o as a function of solvent

dielectric constant. Note that this is calculated in the original basis of symmetry-pure CT

states which form CT↑. In summary, we find that intermediate-polarity solvents lead to

maximal mixing between CTB and TT, thus leading to coherent singlet fission. In this

case, TT is formed via the dephasing of the CT↑/TT superposition, which is more efficient

and has qualitative differences compared to incoherent TT formation through an avoided

crossing. Hence intermediate polarity solvents provide an optimal regime for singlet fission,

qualitatively reproducing the experimental trend for the singlet fission rates. The different

singlet fission regimes are summarised in the multidimensional plot of Figure 9.11 for the

CT↑ and TT surfaces. For the different dihedral angles and solvent dielectric constants, the

surfaces are annotated with the respective CT/TT contribution as a colour code.
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Figure 9.12 Following photoexcitation to the bright LEB state, the CT↑ and CT↓ states get populated.
The thickness of these two states denotes their mixing with TT and LEB respectively. Symmetry-breaking
interactions (solvent effects in our study) control their splitting and consequently the mixing with the other
electronic states. Coherent singlet fission takes place in the regime of high mixing between CT↑ and TT.

9.9 Conclusions

Our results demonstrate not only that intramolecular singlet fission in DT-Mes is a ‘hot’

process mediated by an unusual ‘destabilised’ CT state, but also that the system can explore

coherent and incoherent regimes of singlet fission. This is achieved by exploiting symmetry-

breaking solvent interactions to induce the necessary energetic proximity for a vibrational

mode to mix the CT and TT states. Interestingly, these interactions are by their nature

transient, driven by changes in the solvation shell. Here, the precise degree of mixing

depends on the solvent polarity, allowing us to switch between coherent and incoherent

fission in different solvents and explore the effects in detail through altering the energy of

excitation. In addition, while coherent singlet fission has been reported to occur due to

mixing between the bright singlet and TT states [34, 35, 63, 281], it is to our knowledge

the first time that the role of CT/TT mixing for coherent fission is studied in detail. The

fact that singlet fission in DT-Mes occurs through a real CT intermediate underlines the

importance of this second step of fission and the advantages of a system dependent on CT

states, which are markedly easier to control through environmental factors such as solvent

polarity than LE states.

Our approach for controlling the fission mechanism also indicates a more general con-

cept, where various symmetry-breaking effects could be used as ‘switches’ between coherent

and incoherent regimes. External electric fields and strong coupling to light [111] could po-

tentially provide a similar symmetry-breaking effect on the CT states, leading to a coherent

fission regime in the vicinity of large mixing, as visualised in Figure 9.12. The same could be
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achieved through chemical synthesis, or through changes in the crystal symmetry. Experi-

ments [107] and calculations [116] indicate that the rate of fission closely depends on the crys-

tal structure. Tetracene and TIPS-tetracene exhibit strikingly different fission properties for

highly crystalline versus symmetry-broken amorphous or polycrystalline films [32,107,320],

indicating a possible transition between coherent and incoherent fission within the same ma-

terial. Singlet fission is but one example of a photophysical process where the efficiency may

be tuned by entering a coherent regime. The same underlying principle could also be used

to manipulate and ultimately enhance processes as diverse as long-range energy transport,

biomimetic light harvesting and charge separation at interfaces in solar cells [177,231].

Appendix

9.A Experimental details

While the experimental work presented in this chapter was not undertaken by the author

of this thesis, the relevant details are given here for completeness.

9.A.1 Sample preparation

The molecular mechanism of singlet fission was studied using solutions of DT-Mes in sol-

vents of varying polarity. The mesityl substituents provide chemical stability and render

limited solubility. Unless otherwise noted, all measurements in this work were performed

on solutions with concentration of 0.5 mg/mL, prepared and sealed under nitrogen atmo-

sphere. Triplet sensitisation for transient-absorption measurements was performed using

established procedures [204], with a mixed solution of 0.5 mg/mL DT-Mes and 1.5 mg/mL

N-methylfulleropyrrolidine (NMFP) in toluene. All solution measurements were performed

in 1 mm light-path quartz cuvettes (Hellma Analytics). To prepare highly viscous solutions,

stock solutions of 1 mg/mL DT-Mes and 20 mg/mL polystyrene, in toluene were mixed

together to obtain a final DT-Mes concentration of 0.17 mg/mL with a DT-Mes:polymer

weight ratio of 1 : 99. To obtain samples that gave phosphorescence, DT-Mes was mixed

with platinum octaethylporphyrin (PtOEP, purchased from Sigma Aldrich) and dispersed

in polystyrene matrix. The final weight percentage of DT-Mes: PtOEP: polymer in the

mixture was 1 : 4 : 95. This mixture was drop-casted on Spectrosil® quartz substrates in

nitrogen atmosphere.



Chapter 9. Controlling the coherent vs incoherent character of singlet fission 192

Chemical reduction-oxidation. Chemical doping was used to generate radical cation

and anion (D+A-) in DT-Mes (Figure 9.5d). SbCl5 and Li in THF were used as oxidising

and reducing agents, respectively.

9.A.2 Experimental Setup

Photoluminescence Spectroscopy. The PL was measured in two distinct temporal

regimes. Fast (sub-100-ps) photoluminescence dynamics were studied using the transient

grating technique described in detail in Chen et al. [301], excited at ≈ 500 nm. Longer-time

dynamics were recorded with a standard time-correlated single-photon counting system (Ed-

inburgh Instruments), using 40 MHz excitation at 474 nm (PicoQuant). Phosphorescence

was detected using a calibrated infrared InGaAs photodiode array (ANDOR iDus 490A)

coupled to a spectrograph (ANDOR Shamrock), with CW excitation at 532 nm (1.1 mW).

Transient Absorption Spectroscopy. Transient absorption measurements were per-

formed on a previously reported setup [204]. Briefly, broad-band probe pulses were gener-

ated using noncollinear optical parametric amplifiers (NOPAs) built in-house to cover two

separate spectral ranges: 500 − 800 nm, and 800 − 1150 nm. The same InGaAs array de-

tector (Hamamatsu G11608-512) was used for all wavelengths. For sub-picosecond resonant

excitation, DT-Mes was pumped with the output from an automated OPA (TOPAS, Light

Conversion), with a pulse duration of < 200 fs, unless otherwise mentioned. The sub-ps

setup was limited by the length of the mechanical delay stage to delays of ≈ 2 ns. Further

spectral evolution was investigated using excitation with the ≈ 3 ns output of a Nd-YAG

laser (Ekspla). Triplet sensitisation was investigated using excitation with the ≈ 1 ns output

of a frequency-doubled (532 nm) Q-switched Nd-YVO4 laser (Advanced Optical Technolo-

gies), which was externally triggered with an electronic pulse. For these measurements,

strong pump scatter in the spectral range 520 − 540 nm required removal of this probe re-

gion. In all measurements, pump and probe polarisations were set to magic angle (54.7o).

Typical excitation densities were 1014−1015 photons/pulse/cm2, and all decay kinetics were

found to be independent of pump intensity.

Photoluminescence Quantum Efficiency. The PL quantum efficiency was determined

on the same system as used for phosphorescence measurement versus Nile Blue reference

(λexc = 540 nm, QY = 0.27) [321].
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9.B Calculation of the molar extinction coefficient

We calculate the molar extinction coefficient from the oscillator strength as described in

Chapter 4 of reference [322]. The absorption spectrum of DT-Mes extends from approxi-

mately 350 to 520 nm, giving us the relationship:

ε = 0.267 ∗ 105 ∗ f (L ·mol−1 · cm−1) (9.9)

This theoretical trend for the molar extinction coefficient qualitatively reproduces the exper-

imental one of Figure 1c, supporting the proposal that changes in the extinction coefficient

are due to the mixing of bright LEB with dark CT states. However, the ‘dip’ in the calcu-

lated extinction coefficient is much sharper compared to the experimentally measured one.

We believe this to be due to the infinitesimal width of the electronic states within the PPP

framework - the states only mix efficiently when they are very close to resonance, therefore

the extinction coefficient only decreases within a very narrow region of solvent dielectric

constants. In reality, both the LEB and CT↓ have a finite width due to static and dynamic

disorder, allowing them to mix more efficiently in a wider range of solvents, leading to a

more gradual decrease (and then increase) of the extinction coefficient as observed in Figure

9.1c.
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Chapter 10

Conclusions and Outlook

Processes involving excitons in organic semiconductors play a key role in energy harvesting

and transfer in these materials. In this thesis, we have examined exciton physics from a

theoretical point of view, and in close partnership to experiment. We have shown that

in order to gain a thorough understanding of exciton properties one needs to move away

from the traditional way of viewing this problem as a purely electronic one, within which

interactions with light and vibrations can be considered to be a small perturbation. Our

work has demonstrated that these interactions can indeed become extremely strong and has

allowed us insights into ways of controlling their magnitude. In turn, this has made it possible

in some cases to highlight ways of utilising exciton-photon and exciton-vibration coupling

in order to optimise energy harvesting and transfer processes. Below we briefly summarise

the important conclusions from the individual chapters, highlighting the potential research

avenues that these open in each case.

In chapter 5 we have developed a first principles methodology to model the interactions

of excitons and photons, describing hybrid so-called exciton-polariton states they form. The

highly ordered character of the studied systems, variants of polydiacetylene, was found to

result in very strong exciton-photon coupling, manifesting itself in a wide stop-band of the

polariton bands. We found that the close-to-perfect dipole alignment of the diacetylene

monomers is largely responsible for this, and indeed the stop-band width decreases signifi-

cantly when we induce a torsion of a mere 14o between subsequent monomers. Furthermore,

the dielectric environment was shown to play an important role in determining light-matter

interactions, and a larger screening results in a reduction of their strength. Exciton-photon

interactions were shown to strongly depend on the conjugation length of polymer chains

and hence static disorder could have a significant effect. Finally, we have shown that vi-

195
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brations also affect exciton-photon interactions. In principle, all of these factors need to be

accounted for at the same time and self-consistently, which has thus far remained an open

challenge, and future work could move towards this direction. Importantly, while our theo-

retical framework for studying polaritons requires input on the electronic properties of the

studied system, it is agnostic to the exact method used to obtain this. We therefore antici-

pate that our first principles approach could be of great practical value to the community,

leading to further insights into the control of exciton-photon interactions.

Chapter 6 focuses on the non-perturbative modelling of exciton-vibration coupling in the

acene series of organic semiconductors. We found that the spatial delocalisation of excitons

is the key parameter controlling the magnitude of this interaction in equilibrium. At 0 K it is

more localised excitons that are predominantly affected by vibrations, since nuclear quantum

fluctuations of localised high-frequency motions dominate in organic semiconductors. At

room temperature on the other hand, delocalised excitons are more strongly affected by

thermally-populated phonons that modulate intermolecular distances. By accounting for

the effects of nuclear quantum fluctuations on exciton energies, we achieved unprecedented

agreement with experiment. We therefore highlighted the importance of these effects and

presented the community with a method for accurate exciton energy prediction. We revealed

that the temperature dependence of the vast majority of organic semiconductors is weak,

due to the competing effects of exciton-phonon coupling and thermal expansion, which

individually are both determined by exciton delocalisation. This opens the possibility of

controlling exciton energies through temperature for materials with unusual properties, such

as negative thermal expansion, which will be the subject of a future work. Finally, we have

shown that the pressure dependence of excitons provides a strong indication of their spatial

delocalisation and can be used to experimentally probe the magnitude of exciton-phonon

interactions in these materials.

In chapter 7 we shifted our attention to the out-of-equilibrium exciton-vibration dynam-

ics which arise following the photoexcitation of a covalent tetracene dimer system (DT-Mes).

In order to study the real-time dynamics of this large system of a pair of excitons in contact

with more than one hundred molecular vibrations, we extended upon a previously developed

method that is based on tensor networks, which can account for strong exciton-vibration

interactions and goes beyond the Born-Oppenheimer approximation that is known to often

break down over the course of photoinduced dynamics. We have described the selective

excitation of vibrational modes of DT-Mes using excess energy, through which endothermic
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charge transfer becomes possible. Hence the significant role of vibrations on exciton dy-

namics became clear. We explored the impact of exciting vibrations of different energies,

and found that low-energy vibrations induce more efficient charge transfer due to the lim-

ited relaxation pathways available to them, which in turn allows the system to maintain

its quantum coherence for longer. To our knowledge, well-controlled selective excitation of

vibrational modes of a wide range of energies has yet to be demonstrated in experiments

studying photoinduced dynamics. This could therefore be a promising avenue to explore in

order to improve the efficiency of light-harvesting processes.

In chapter 8 we applied our tensor network methodology to the process of exothermic

singlet exciton fission in a covalent pentacene dimer (DP-Mes). By rigorously comparing to

experiment, we verified the accuracy of our approach, and proceeded to use it in order to map

the entirety of real-time exciton-vibration interactions, including those that are invisible to

the employed experimental techniques. Hence the microscopic mechanism of singlet fission

in DP-Mes was revealed, and we constructed a ‘movie’ of the full structural changes of the

molecule over the course of a picosecond following photoexcitation. We found that two

distinct kinds of vibrations - tuning and coupling modes - coordinate in a precise manner

in order to enable singlet fission. In particular, tuning modes are responsible for bringing

the initial and final states close to resonance, and coupling modes are only activated for a

short time in order to enable population transfer. We thus showed that the singlet fission

efficiency is extremely sensitive to the interaction magnitude of excitons to coupling modes.

Indeed by artificially changing the coupling mode strength by ±5%, we induced changes of

up to 37% in the singlet exciton decay time, in the positive or negative direction. In practice,

such changes could be introduced e.g. through the substitution of atoms participating in

these vibrational motions, highlighting the practical potential of this approach. Of course it

is not possible to try the millions of possible structural changes in the laboratory, however

the very low computational cost of our tensor network methodology could be utilised for

future high-throughput studies that would guide experiment towards a small and promising

number of candidate molecules that optimise processes of interest.

Finally, in chapter 9 we combined the physical insights from previous chapters, partic-

ularly chapters 7 and 8, in order to build a simple model for endothermic singlet fission

in DT-Mes. This model accounts for the effects of excess energy excitation, the dielectric

environment of the molecules, vibrational relaxation towards low-frequency modes and also

the different role of tuning and coupling modes. We used our model in order to interpret
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complex experimental observations, and we revealed that depending on the polarity of the

dielectric environment, singlet fission can occur coherently or incoherently. We thus pre-

sented the first well-controlled switch between these distinct regimes of quantum dynamics,

which allowed us to tune the timescale of singlet exciton fission within one order of mag-

nitude. This demonstration of efficient endothermic singlet fission that is accessible at will

relaxes the requirement that E(S1) > 2 ·E(T1), allowing for the possibility of a greater range

of efficient fission materials. The dielectric environment offers but one way of tuning the

mechanism of this process, and alternatives such as electric fields or strong coupling to light

could be used to achieve similar control.

Overall this thesis has provided a comprehensive picture of exciton-photon and exciton-

vibration interactions in organic semiconductors. This was enabled by a number of method-

ologies we developed for modelling these strong interactions, both in and out of equilibrium,

going beyond perturbation theory and the Born-Oppenheimer approximation. These meth-

ods exceed what had thus far been the state of the art in this field, allowing us to draw

several interesting conclusions regarding the physics of processes relevant to excitons and

light-harvesting, and to formulate design principles for increasing their efficiencies. The

methods and physical insights which appear in this thesis open a number of potential av-

enues for future research, some of which were briefly discussed in the various results chapters,

and a few of which we briefly consider here.

In chapter 6 we presented a Monte Carlo method for capturing exciton-vibration interac-

tions in periodic molecular crystals to all orders, providing an accurate estimate of exciton

energies at equilibrium through the inclusion of zero-point motion. One could extend this

approach to isolated molecular systems, by coupling the Monte Carlo sampling technique

to quantum chemistry calculations for excited states. This could potentially lead to a sys-

tematic improvement in the predictive power of excited state calculations in molecules. The

author of this thesis is already pursuing this research avenue [323].

While the methods of chapter 6 capture exciton-vibration interactions in molecular solids

to all orders, this is only at equilibrium. In order to accurately study the out-of-equilibrium

dynamics of excitons and phonons in these systems, one could apply the tensor network

methods that were used in chapters 7 and 8 in the context of individual molecules, to peri-

odic solids. In practice, this would involve an extension of the linear vibronic Hamiltonian

of equation 7.4 to include an additional sum over q points in the Brillouin zone. Elucidating

the fully non-perturbative exciton-vibration dynamics that result from photoexcitation of
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a periodic solid of molecules would be a critical step towards practical application, since

optoelectronic devices are typically based on solid state films and not isolated molecules.

Another critical step to take would be to extend the methods of performing quantum dy-

namics to finite temperatures. While there are ways in the literature for performing tensor

network dynamics at temperatures beyond T = 0 K [324], these do not allow one to extract

observables of the ‘bath’, which in our case represents the vibrational environment and the

real-time molecular/crystal motion. One potential way of approaching this problem would

be to create displaced configurations of the studied system, which are distributed according

to the harmonic density at the temperature of choice, equation 6.3, from which the quantum

dynamics would be initialised and the observables of interest would be extracted. Then,

similar to how we performed a Monte Carlo sampling of the integral of equation 6.2 for

the exciton energy in chapter 6, we could do the same for any observable arising from the

quantum dynamics.

Apart from explicitly treating a torsional motion in chapter 9, this thesis has entirely

relied on the harmonic approximation for vibrational modes. However, low-frequency modes

in molecular crystals are known to exhibit strong anharmonicity [325], as we have also

highlighted in Figure 6.B.2 for the case of a supercell of anthracene. This anharmonicity was

the reason we excluded vibrations below 100 cm−1 from our description of ultrafast dynamics

in chapters 7 and 8. While this is a reasonable approximation at short timescales due to the

slow periods of these modes, anharmonic modes certainly need to be accounted for in the

most general case. Indeed, a recent study highlighted the importance of anharmonic low-

frequency motions in the real-time dynamics of singlet exciton fission in solid state organic

semiconductors [326]. At the same, Figure 6.B.2 and the associated discussion suggest that

it is imperative to account for anharmonicity in order to capture long-wavelength phonon

effects on the equilibrium properties of these materials, such as the exciton energies. One

way that this problem could be approached would be by replacing our Monte Carlo sampling

by a sampling of trajectories that are obtained from path integral molecular dynamics [327],

as these simulations do not rely on the harmonic approximation and also include the effects

of zero-point motion which we found to be critical.

The presented methods are general and could be used to study materials beyond organic

semiconductors, where strong interactions between light, excitons and vibrations are present.

One class of materials to which we believe our methods to be particularly applicable are two-

dimensional transition metal dichalcogenides, which host tightly bound excitons [328, 329]
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that couple very strongly to phonons [330,331], and strong coupling to photons has also been

demonstrated [332]. Two-dimensional structures have emerged in recent years as promising

candidates for applications due to the capabilities that their low dimensionality opens, with

an example being stacking layers of different materials and to create heterostructures. These

heterostructures have been suggested to have the potential to lead to exotic properties such

as room-temperature superconductivity and exciton superfluidity [333]. We therefore believe

that the task of uncovering the novel physics that the low-dimensional character of these

materials opens is a highly interesting one, to which we hope that the work presented in

this thesis will contribute.
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[212] Florian A Y N Schröder and Alex W. Chin. Simulating open quantum dynamics with

time-dependent variational matrix product states: Towards microscopic correlation of

environment dynamics and reduced system evolution. Physical Review B, 93:075105,

2016.
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