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## Abstract

Inverse design is an important discipline in any field of engineering and science. Optics and photonics is not an exception. Together with improved fabrication technologies, design optimization is one of the main drivers of the tremendous advances in photonic technologies. The appearance of modern computers and software, able to solve electromagnetic field propagation problems, semi-automatized the tasks of design optimization. The final goal of this field would be to achieve full automation. That means, a design process completely computer-driven, able to find optimal designs, compatible with available fabrication processes, and without involving in the process the intuition and knowledge of the researcher or designer.

The optimization methods that get close to this idea are freeform shape optimization and topology optimization. The efficiency of both methods strongly relies on another computational ability related to solving electromagnetic field propagation: the computation of shape and material derivatives. Developments to achieve this ability are a fundamental building block of this thesis and they appear, in one way or another, throughout all chapters.

In this thesis, we study different numerical tools for computational inverse design of photonic structures. We focus on global optimization, as opposed to local optimization methods, and we investigate the use of a technique borrowed from the field of machine learning, Gaussian processes, to do global optimization using, at the same time, shape and material derivatives. We contribute to this field proposing two numerical techniques to improve the performance of Gaussian processes in the optimization of photonic structures.

Furthermore, we design and study the performance of two photonic structures that are interesting from theoretical and technological aspects: maximally electromagnetic chiral scatterers and waveguide edge couplers. Maximally electromagnetic chiral scatterers are objects that show an extraordinary difference in their interaction with fields of different helicity. Finding objects with such characteristics at optical and near infrared frequencies would enable a series of interesting applications. We obtain optimal designs of chiral scatterers at a wide range of illumination frequencies and highlight their extreme properties when they interact with light. The other structure studied, waveguide edge couplers, is a fundamental component to improve the power efficiency of integrated photonic circuits, therefore, a key component for the further development of the global optical communication network. We optimized and studied two types of edge couplers, including freeform shape designs, whose optimization lead to compact and energy efficient structures. For the optimization of both photonic structures, we combined the use of Bayesian optimization with Gaussian processes and the calculation of shape derivatives. Furthermore, the design of these structures required the development of additional numerical tools, e.g., methods for the analyses of isolated scatterers, that became an important part of this thesis by themselves.
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## 1 | Introduction

Optics and nanophotonics technologies provide crucial technological components to our society. The chips that build our computers, mobile phones, data centers and supercomputers are made thanks to lithographic processes $[1-4]$. The large internet global network is implemented on optical fibers [5, 6], complex multi-lens systems allow the implementation of compact high resolution cellphone cameras, and solar energy is a strategical technology for the decarbonization of energy production [7, 8], just to name a few.

Despite the incredible advances we have witnessed in the last decades, there is a continuous need of improving optical technologies. The increasing demand of data rates, mainly driven by the appearance of data centers, requires faster and more energy efficient optical networks [ 9,10 ]. Improvements in the efficiency and costs of solar cells [11-15] are also of huge importance for the health of the planet and the possibility to fabricate smaller electrical transistors enables more powerful and energy efficient computer chips. Furthermore, new technologies yet to reach a mature status, e.g., quantum computers [1620], promises another revolution that could drastically shape our society as we understand it nowadays.

The main aspects behind the improvements in photonic technologies are better fabrication techniques, but also the incorporation of new physical concepts and the improvement in the designs. Decades ago, the design of the different components of a photonic device was based on the knowledge and intuition of the researchers and developers. Nowadays, this knowledge continues to play an important role. However, with the emergence of modern computers and computer programs able to solve electromagnetic field propagation problems in an affordable amount of time, the process of designing the components of a photonic device has become more and more computer-driven.

Computational inverse design for photonic devices has evolved considerably along the last three decades. The holy grail of this task is to obtain designs for photonic devices that show extremely good performances, that are as simple to fabricate as possible, and that are obtained without the intervention of any person during the design process. However, quite frequently the main characteristics of the final designs obtained for the photonic structures are fixed by the designer at the early stages of the design process. In these instances, the designer proposes a geometrical model in which some of their characteristics are described by a few non-fixed parameters. Then, a computer program tries to find the optimal values for these parameters based on a function that measures the performance of the structure, called the objective function, obtained from electromagnetic simulations of the structure.

The two principle techniques that try to reduce the influence of human intervention in the design process are freeform shape optimization [21, 22] and topology optimization [23-26]. In freeform shape optimization, the shape of the structure is very often described using a series of $b$-spline curves or surfaces. The shape of the photonic structure
is then controlled by the weights and control points of the b-splines. In topology optimization, the photonic structure is discretized in, usually, thousands of different small pixels whose material properties are to be set during the optimization process. The main idea behind both approaches is to restrict as less as possible the geometry of the photonic component aimed to be designed, and to let the optimization algorithm to identify the most optimal design in this non-restricted design space. In this sense, topology optimization is an even more flexible method than freeform shape optimization.

The performance of both optimization techniques is closely linked to the development of numerical methods that solve Maxwell's equations and that also return the derivatives of the solution with respect to the design variables. The techniques used to compute the derivatives, the forward and the adjoint method, provide this extra derivative information adding a small computational overhead to the calculation of Maxwell's equations. Even though both the forward and the adjoint method have been used for more than fifteen years, a few issues remain yet to be solved, especially in the case of calculating shape derivatives. The main issue is that shape derivatives are not easy to implement for complicated structures, which are the result of applying multiple geometrical operations in a computer aided design software. The integration of shape derivatives within CAD software in a fully automated manner is a rather complicated task. Another issue is that most of the commercial software packages available for solving Maxwell's equations do not integrate the feature of providing the shape or material derivatives for all the offered post-processing quantities derived from the solution of Maxwell's equations. This aspect also limits the applicability of the methods.

However, the main problem that limits the applicability of both the freeform shape optimization and topology optimization methods is the difficulty to incorporate fabrication constraints within the optimization process. Although these methods can lead to designs with remarkable performances, in most of the cases these designs are also extremely difficult to implement with the available fabrication techniques. Effort is being put into this problem and some methods to obtain more robust designs have been proposed [27-31]. However, it is still not possible, in general, to efficiently integrate into the optimization process all the constraints emerging from the technological limits of the fabrication techniques. This is one of the reasons why even if nowadays both freeform optimization and topology optimization can be considered standard methods within the field of photonic design, many photonic structures are still designed using other approaches, such as the use of conventional parametric models.

A second limitation of any inverse design process, no matter which parametrization is used, has to do with the capacity of a computer to find the most optimal design within a given design space. In multimodal optimization problems, where the objective function has multiple local minima, the time needed to explore the entire design space grows exponentially with respect to the number of dimensions of the design space. Once assumed that this exploration is not possible to be done, the use of optimization algorithms aims to find a design as good as possible constrained to the amount of time available for this required task. The optimization algorithm is an important aspect of the design process. There is a wide range of optimization algorithms available and one needs to choose among them depending on the characteristics of the problem to optimize. Driven by the advances and the research effort that has been put in the field of machine learning, different machine learning techniques have been borrowed to solve photonic inverse design problems [32]. The goal of both fields is similar, machine learning aims to learn the response of a system of many input variables using the least number of observation data points. Inverse design aims to obtain the input point with the highest value of the objective function using the least number of observation data points. Among the differ-
ent techniques borrowed from the field of machine learning, different works proposes the use of convolutional neural networks [33-38] to perform inverse design of photonic structures. However, as this technique usually requires large amounts of data, it is limited to problems where one can generate large sets of observation data points. Therefore, the technique is limited to problems where it is possible to obtain fast solutions of the electromagnetic field. Another optimization method that uses techniques of machine learning, and that we investigate in this work, is Bayesian optimization with Gaussian processes. Bayesian optimization does a fully statistical treatment of the objective function to obtain optimal values with the least number of observations. Moreover, Gaussian processes can incorporate derivative information fully analytically, allowing to exploit the use of shape derivatives. The main drawback that limits the applicability of Gaussian processes is their bad scaling with respect to the number of observation data points, which makes the optimization to become slower and slower with each observation added. Therefore, its use is usually suggested only for the optimization of computationally expensive problems. In this thesis we discus this topic of the scaling and propose different methods to reduce the scalability issues of Gaussian processes in Bayesian optimization.

Regarding this thesis, the initial goal of this PhD project was to design different optical nanostructures in which we were interested from both theoretical and practical perspectives. The project started with a few clear ideas, we had available a tool to simulate electromagnetic field propagation in nanostructures that also provides shape derivatives and we wanted to see how we could use it to design the different photonic structures we were interested in. As inevitably in any research project, along this process different problems and questions with regards to the optimization process started to appear, e.g., the calculation of shape derivatives in complicated geometries, the lack of some tools that we needed for the design of isolated scatterers, questions about how to take the most out of the information provided by the shape derivatives, the scalability problem of Gaussian processes, etc. This thesis became a result of this process to solve the problems and to answer the questions that arose during the process of optimization of the different photonic structures. It tries to make a modest contribution to the enormous field of research of photonic inverse design. Along the thesis, we contribute to different topics of relevance for the design of photonic structures: optimization algorithms, numerical methods to solve or to measure relevant quantities of electromagnetic fields, or the calculation of shape derivatives for complicated geometries.

Still, even if the development of all these tools became an important part of the work, the initial goal of the project was not forgotten during this process. We have applied all this methods to design different photonic structures. Emphasis was put into the design of optimal electromagnetic chiral scatterers and the design of compact and energy efficient freeform waveguide edge couplers. Both of them are discussed in this document.

The optimization of chiral helices is a relevant topic from a theoretical point of view. It is interesting to know how feasible it is to obtain, at optical and mid-infrared frequencies, scatterers with the extraordinary properties that maximal electromagnetically chiral objects present. Once available, of course, they would also unlock interesting applications. On the other side, edge couplers are components of crucial importance for the development of photonic integrated circuits as they can connect different components of photonic chips. Photonic integrated circuits have numerous applications, but one of special relevance for our near future is their use in communication optical networks. There, photonic integrated circuits are a key element for achieving reductions in energy consumption and increments in data rates. In this context, the design of more efficient and more compact edge couplers is a task of great interest from a general perspective.

## Structure of the thesis

The thesis is structured into six chapters. After this introductory chapter, a theoretical background chapter is presented. This second chapter is divided into two main parts. The first part introduces the basic electromagnetic theory that is needed along the thesis. It starts from Maxwell's equations and describes some of its most fundamental solutions: the plane waves and the vector spherical wave functions. After that, it continues with the introduction of the scattering problem, the helicity operator and its link to circularly polarized waves, and the basics of waveguide theory. The second part of the second chapter is devoted to the introduction of the finite element method. It will be the main technique to solve Maxwell's equations in this thesis. This part starts with the description of the main properties of the finite element method. After the working principles of the finite element method are presented, the chapter continues with the description of the calculation of the shape and material derivatives. Finally, the chapter ends with the description of the two main different techniques used to calculate the shape derivatives for a number of different design variables: the forward and the adjoint method. As we will see, the calculation of the shape derivatives is a tool of special relevance in this thesis, and all the other chapters to come are linked, in one way or another, to this important tool for the field of inverse photonic design.

The third chapter is about the use of Bayesian optimization with Gaussian processes to design photonic structures. It starts with a description of Gaussian processes and Gaussian process regression. One section of the chapter is devoted to the description of the incorporation of derivative information into the Gaussian process model. After that, the chapter continues with the description of Bayesian optimization, particularly, it describes how Gaussian processes can be used to perform global optimization. Once the details about how to implement Bayesian optimization are introduced, the chapter discusses the scalability problems of Gaussian processes at the end and it proposes two different techniques to mitigate the impact of the scalability issues in the design of photonic structures.

The fourth chapter presents a numerical method to calculate the decomposition of scattered fields into vector spherical wave functions. The chapter starts by introducing the mathematical description of the method to then show results of its numerical implementation into a finite element solver. The decomposition allows for an easy procedure to implement the calculation of the T-matrix for scatterers with generally complicated shapes and also to implement the calculation of shape and material derivatives of the Tmatrix. The description of these two procedures constitutes the next part of the chapter. Finally, the chapter proposes the use of the mentioned techniques for not just optimizing isolated scatterers, but also for optimizing photonic structures that are composed of a series of isolated scatterers, such as, e.g., metasurfaces. The results of this chapter came from our need for tools that facilitate the design of isolated scatterers, such as, e.g., the optimal chiral helices presented in chapter five.

The fifth chapter presents the design and analysis of two photonic structures: optimal electromagnetically chiral helices and edge couplers for the interconnection of different photonic integrated circuits. The chapter is divided into two main sections, each of them corresponds to one of the applications presented. Each of these main sections starts with a description of the problem and why it is of interest to find optimal designs. They continue with a description of the optimization method used to design the structures. Finally, the results of the optimization are presented and the optimal designs are analyzed. The chapter, besides showing the design of two interesting photonic structures, can be seen as the part of the thesis where the different numerical techniques proposed
and developed in the previous chapters are merged and applied to the final objective for which they have been developed: the efficient optimization of photonic structures with complicated geometries.

The thesis finalizes with the chapter dedicated to the conclusions and outlook, where we take a general look at the results obtained and we give a series of proposals on how the work could be extended based on what has been done.

## 2 | Theoretical background

### 2.1 Introduction

This thesis deals with the design of photonic structures and their optimization. That is, this is a work about the design of structures devised to manipulate the propagation of light and so, accomplish a certain desired functionality. It is then logical to start the document introducing the equations that govern light propagation at the relevant spatial and temporal scales for such photonic structures and describing the methods that we will use to solve these equations. This is the purpose of this chapter. It presents the fundamentals of light propagation that will be required in the discussions of the following chapters of the thesis and the main method that we use to solve light propagation.

This chapter is divided into two main sections. The first part of the chapter introduces the basics of propagation field theory in the different situations that we will encounter along the document. The second part is devoted to the description of the finite element method and the calculation of shape and material derivatives within the finite element method. The finite element method is a numerical method used to solve systems of differential equations, usually in situations where these equations are defined over complicated geometrical models. It is the method on which we will mainly rely to solve Maxwell's equations over the photonic structures. Given the importance of the method in this work, the description that we give in the chapter of some of its implementation details comes with a certain amount of detail. However, we consider this detailed explanation necessary to fully understand the procedure for the calculation of shape derivatives, quantities that play a fundamental role in the development of the thesis.

### 2.2 Electromagnetic field theory

This section introduces the main equations describing the propagation of electromagnetic fields and some fundamental solutions of these equations that are extensively used throughout the thesis. This section starts by stating Maxwell's equations in both time and frequency domain. It then continues describing the wave equation and some of its most fundamental solutions: the plane waves and the vector spherical wave functions. After that, two different particularizations of Maxwell's equations to two specific scenarios, light scattering and light propagation through waveguides, are discussed. Additionally, the section discusses the concept of helicity and its link to circularly polarized plane waves. These concepts will be often encountered along the thesis.

## Maxwell's equations

Maxwell's equations [39] are a set of four coupled equations that describe the propagation of electromagnetic fields through structured materials. In their partial differential form they can be written as (see, e.g., [40] chapter 1 or [41] chapter 6)

$$
\begin{align*}
\nabla \times \mathbf{E}(\mathbf{r}, t) & =-\frac{\partial \mathbf{B}(\mathbf{r}, t)}{\partial t}  \tag{2.1}\\
\nabla \times \mathbf{H}(\mathbf{r}, t) & =\frac{\partial \mathbf{D}(\mathbf{r}, t)}{\partial t}+\mathbf{J}(\mathbf{r}, t)  \tag{2.2}\\
\nabla \cdot \mathbf{D}(\mathbf{r}, t) & =\rho(\mathbf{r}, t)  \tag{2.3}\\
\nabla \cdot \mathbf{B}(\mathbf{r}, t) & =0 \tag{2.4}
\end{align*}
$$

where $\mathbf{E}(\mathbf{r}, t)(\mathrm{V} / \mathrm{m})$ and $\mathbf{H}(\mathbf{r}, t)(\mathrm{A} / \mathrm{m})$ are the electric and magnetic fields, $\mathbf{D}(\mathbf{r}, t)\left(\mathrm{As} / \mathrm{m}^{2}\right)$ is the electric displacement, $\mathbf{B}(\mathbf{r}, t)\left(\mathrm{Vs} / \mathrm{m}^{2}\right)$ is the magnetic flux density, $\rho(\mathbf{r}, t)$ the charge density ( $\mathrm{As} / \mathrm{m}^{3}$ ), and $\mathbf{J}(\mathbf{r}, t)$ the current density ( $\mathrm{A} / \mathrm{m}^{2}$ ), respectively.
Given the spatial and temporal dynamics of the charge and current distributions that act as sources, Maxwell's equations describe the values of the electromagnetic fields at every point of space $r$ and at each moment of time $t$.
As an equivalent representation to the fields in time, one can describe within the context of linear electrodynamics the fields in frequency domain by applying the Fourier transform to their representation in time domain. The Fourier transformed fields read as

$$
\begin{equation*}
\tilde{\mathbf{E}}(\mathbf{r}, \omega)=\int \mathbf{E}(\mathbf{r}, t) e^{i \omega t} d t \tag{2.5}
\end{equation*}
$$

If one applies the Fourier transform to Maxwell's equations one gets

$$
\begin{align*}
\nabla \times \tilde{\mathbf{E}}(\mathbf{r}, \omega) & =i \omega \tilde{\mathbf{B}}(\mathbf{r}, \omega),  \tag{2.6}\\
\nabla \times \tilde{\mathbf{H}}(\mathbf{r}, \omega) & =-i \omega \tilde{\mathbf{D}}(\mathbf{r}, \omega),+\mathbf{J}(\mathbf{r}, \omega)  \tag{2.7}\\
\nabla \cdot \tilde{\mathbf{D}}(\mathbf{r}, \omega) & =\tilde{\rho}(\mathbf{r}, \omega),  \tag{2.8}\\
\nabla \cdot \tilde{\mathbf{B}}(\mathbf{r}, \omega) & =0 . \tag{2.9}
\end{align*}
$$

Taking a look into Eqns. (2.1)-(2.4) or equivalently to Eqns. (2.6)-(2.9), one can see that there are more unknowns than equations. To make them complete, it is necessary to add the constitutive relations that link the electric displacement and magnetic flux density to the electric and magnetic fields. In time domain they can be written as

$$
\begin{align*}
& \mathbf{D}(\mathbf{r}, t)=\mathbf{D}(\mathbf{r}, t, \mathbf{E}, \mathbf{H})  \tag{2.10}\\
& \mathbf{B}(\mathbf{r}, t)=\mathbf{B}(\mathbf{r}, t, \mathbf{E}, \mathbf{H}) \tag{2.11}
\end{align*}
$$

The specific form of the above equations is given by the electromagnetic properties of the materials. In vacuum, these relations are simply $\mathbf{D}(\mathbf{r}, t)=\epsilon_{0} \mathbf{E}(\mathbf{r}, t)$ and $\mathbf{B}(\mathbf{r}, t)=$ $\mu_{0} \mathbf{H}(\mathbf{r}, t)$. Here, $\epsilon_{0}$ is the electric permittivity and $\mu_{0}$ the magnetic permeability of free space.
In most situations where matter is present, the fields $\mathbf{D}$ and $\mathbf{B}$ can be accurately described in terms of the electric polarization $\mathbf{P}$ and the magnetization $\mathbf{M}$,

$$
\begin{align*}
& \mathbf{D}(\mathbf{r}, t)=\epsilon_{0} \mathbf{E}(\mathbf{r}, t)+\mathbf{P}(\mathbf{r}, t)  \tag{2.12}\\
& \mathbf{B}(\mathbf{r}, t)=\mu_{0}(\mathbf{H}(\mathbf{r}, t)+\mathbf{M}(\mathbf{r}, t)) . \tag{2.13}
\end{align*}
$$

Both quantities $\mathbf{P}(\mathbf{r}, t)$ and $\mathbf{M}(\mathbf{r}, t)$ can be seen, in a classical interpretation, as macroscopic space averages over the microscopic molecular dipole moments and molecular magnetic moments in the materials that compose the medium ([41] section 6.6). The polarization and magnetization, in general, depend on both electric and magnetic fields for a general bi-anisotropic material. The dependency can be expressed using a convolution with some material specific response function. The response function here expresses the induced polarization for a delta-type excitation in time domain. That convolution in time domain is somehow cumbersome to evaluate. Therefore, constitutive relations are usually evaluated in frequency domain where the convolution from the time domain simply gets a product. This renders the constitutuive relations to be rather simple algebraic expression. For most of the materials that one encounters in optical applications and provided that the intensity of the involved fields is sufficiently small, the electric polarization $\mathbf{P}(\mathbf{r}, \omega)$ and the magnetization $\mathbf{M}(\mathbf{r}, \omega)$ in frequency domain relate linearly with the electric and magnetic fields, respectively, given as a result the following constitutive relations for linear media,

$$
\begin{align*}
& \tilde{\mathbf{D}}(\mathbf{r}, \omega)=\underline{\epsilon}^{\prime}(\mathbf{r}, \omega) \tilde{\mathbf{E}}(\mathbf{r}, \omega),  \tag{2.14}\\
& \tilde{\mathbf{B}}(\mathbf{r}, \omega)=\underline{\mu}(\mathbf{r}, \omega) \tilde{\mathbf{H}}(\mathbf{r}, \omega), \tag{2.15}
\end{align*}
$$

where $\underline{\epsilon}^{\prime}(\mathbf{r}, \omega)$ and $\underline{\mu}(\mathbf{r}, \omega)$ are the electric permittivity tensor and magnetic permeability tensor, respectively.

Similarly, also the currents induced by the electric fields can, as an approximation, be linearly related to the electric field,

$$
\begin{equation*}
\tilde{\mathbf{J}}(\mathbf{r}, \omega)=\underline{\sigma}_{c}(\mathbf{r}, \omega) \tilde{\mathbf{E}}(\mathbf{r}, \omega)+\tilde{\mathbf{J}}_{\text {ext }}(\mathbf{r}, \omega), \tag{2.16}
\end{equation*}
$$

where $\tilde{\mathbf{J}}(\mathbf{r}, \omega)$ is the total current, $\tilde{\mathbf{J}}_{\text {ext }}(\mathbf{r}, \omega)$ the non-induced externally applied current, and $\underline{\sigma}_{c}(\mathbf{r}, \omega)$ the conductivity tensor. The above equations implicitly ignore nonlocality in space, which is a good approximation for most of the natural materials at optical frequencies.

Additionally to the constitutive relations, some boundary conditions need to be imposed when solving the system of differential Maxwell's equations. In section 2.2 , we will introduce the radiation boundary condition, used to solve electromagnetic fields produced by localized sources.

From this point, we will always assume fields with a time harmonic dependency, unless otherwise stated,

$$
\begin{align*}
\mathbf{E}(\mathbf{r}, t) & =\overline{\mathbf{E}}(\mathbf{r}) e^{-i \omega_{0} t},  \tag{2.17}\\
\tilde{\mathbf{E}}(\omega, t) & =\overline{\mathbf{E}}(\mathbf{r}) \delta\left(\omega-\omega_{0}\right) . \tag{2.18}
\end{align*}
$$

Therefore, we will skip their explicit time or frequency dependency and discuss eventually only the spatial dependent part. Also, from this point we will omit the bar in the time independent field $\overline{\mathbf{E}}(\mathbf{r})$ and we will simply denote it by $\mathbf{E}(\mathbf{r})$.

Regarding the energy carried by electromagnetic fields, the energy conservation law for time averaged harmonic fields is given by the below equation (see, e.g., [41] Eqn. 6.134),

$$
\begin{align*}
& -\frac{1}{2} \int_{V} \operatorname{Re}\left\{\mathbf{J}^{*}(\mathbf{r}) \cdot \mathbf{E}(\mathbf{r})\right\} \mathrm{d} V=  \tag{2.20}\\
& -\omega_{0} \int_{V} \frac{1}{2} \operatorname{Im}\left\{\left(\mathbf{E}(\mathbf{r}) \cdot \mathbf{D}^{*}(\mathbf{r})-\mathbf{B}(\mathbf{r}) \cdot \mathbf{H}^{*}(\mathbf{r})\right)\right\} \mathrm{d} V+\int_{S} \frac{1}{2} \operatorname{Re}\left\{\mathbf{E}(\mathbf{r}) \times \mathbf{H}^{*}(\mathbf{r})\right\} \cdot \mathrm{d} \mathbf{S} . \tag{2.21}
\end{align*}
$$

This equation states that the time averaged rate of work done by the field on the sources contained within a volume $V$ equals the volume integral of the time averaged rate of the fields energy density plus the time averaged power flux through the boundary $S$ of the volume. The term within the last integral of the expression is the time averaged Poynting vector $\langle\mathbf{S}\rangle$,

$$
\begin{equation*}
\langle\mathbf{S}\rangle=\frac{1}{2} \operatorname{Re}\left\{\left(\mathbf{E}(\mathbf{r}) \times \mathbf{H}^{*}(\mathbf{r})\right)\right\} . \tag{2.22}
\end{equation*}
$$

It gives the power flux carried by an electromagnetic field.

## The wave equation

One particularly interesting situation to solve the time harmonic Maxwell equations is a homogeneous, isotropic, and linear media. In this case, the spatial dependent electric permittivity tensor $\underline{\epsilon}^{\prime}(\mathbf{r})$ and the permeability tensor $\mu(\mathbf{r})$ become two scalars, $\epsilon^{\prime}$ and $\mu$, that do not depend on space anymore. Under this conditions, Maxwell's equations can translate into a system of decoupled equations for the electric and magnetic fields (see, e.g., [40] section 1.3) called the wave equations,

$$
\begin{align*}
\nabla \times \nabla \times \mathbf{E}(\mathbf{r})-k^{2} \mathbf{E}(\mathbf{r}) & =i \omega \mu \mathbf{J}_{\mathrm{ext}}(\mathbf{r})  \tag{2.23}\\
\nabla \times \nabla \times \mathbf{H}(\mathbf{r})-k^{2} \mathbf{H}(\mathbf{r}) & =\nabla \times \mathbf{J}_{\mathrm{ext}}(\mathbf{r}) \tag{2.24}
\end{align*}
$$

The quantity $k$ is the wave number. It is defined as $k^{2}=\omega_{0}^{2} \mu \epsilon$ where $\epsilon=\epsilon^{\prime}+i \frac{\sigma_{c}}{\omega_{0}}$ is the generalized complex dielectric function. In the case of no external sources, the above equations translate into two identical equations for the electric and magnetic fields, the homogeneous wave equations,

$$
\begin{align*}
\nabla^{2} \mathbf{E}(\mathbf{r})+k^{2} \mathbf{E}(\mathbf{r}) & =0,  \tag{2.25}\\
\nabla^{2} \mathbf{H}(\mathbf{r})+k^{2} \mathbf{H}(\mathbf{r}) & =0 . \tag{2.26}
\end{align*}
$$

The above equations have an enormous importance in optics, as due to the linearity of Maxwell's equations, the general solution produced by any current distribution can be obtained as the linear combination of a particular solution plus the solution of the homogeneous equations.

We will revise now two fundamental solutions of the homogeneous wave equations that we will use extensively throughout the thesis.

## Plane waves

First, we introduce the plane wave. The electric field of a plane wave reads as

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=\mathbf{A} e^{i \mathbf{k} \cdot \mathbf{r}} . \tag{2.27}
\end{equation*}
$$

The vector $\mathbf{A}$ is in general a complex vector. It gives the amplitude and the direction of oscillation of the electric field. The vector $\mathbf{k}$ is the wave vector. It can also be complex valued in the general case,

$$
\begin{equation*}
\mathbf{k}=k \hat{\mathbf{k}}=k\left(\hat{\mathbf{k}}_{r}+i \hat{\mathbf{k}}_{i}\right), \tag{2.28}
\end{equation*}
$$

with $k$ being the wave number and $\hat{\mathbf{k}}_{r}$ and $\hat{\mathbf{k}}_{i}$ being vectors defined in $\mathbb{R}^{3}$. The real and imaginary parts of $\hat{\mathbf{k}}$ fulfill the below properties,

$$
\begin{align*}
\left|\hat{\mathbf{k}}_{r}\right|^{2}-\left|\hat{\mathbf{k}}_{i}\right|^{2} & =1  \tag{2.29}\\
\hat{\mathbf{k}}_{r} \cdot \hat{\mathbf{k}}_{i} & =0 \tag{2.30}
\end{align*}
$$

If the wave vector of a plane wave has only a real part, the plane wave is called a homogeneous plane wave. Otherwise it is called an inhomogeneous plane wave. Even in a lossless medium, with a real valued wave number $k$, the wave vector of a plane wave can be complex valued. In this case, the plane wave is called an evanescent wave.

The vectors $\mathbf{A}$ and $\mathbf{k}$ are also orthogonal to each other,

$$
\begin{equation*}
\mathbf{k} \cdot \mathbf{A}=0 \tag{2.31}
\end{equation*}
$$

Here, the dot product used is the one defined for real valued vectors, even if they are in general complex valued. That is the result of the requirement that the field needs to be free of divergence.

As A must be contained in a plane perpendicular to $k$, it can be decomposed using a base of two orthonormal vectors whose directions are also contained in that plane. Let us name these vectors by $\hat{\mathbf{v}}_{1}$ and $\hat{\mathbf{v}}_{2}$. Then,

$$
\begin{equation*}
\mathbf{A}=A_{1} \hat{\mathbf{v}}_{1}+A_{2} \hat{\mathbf{v}}_{2} \tag{2.32}
\end{equation*}
$$

If one now looks at the temporal evolution of the real part of the electric field at a fixed position $\mathrm{r}_{0}$ one obtains,

$$
\begin{equation*}
\operatorname{Re}\{\mathbf{A}\}\left(\mathbf{r}_{0}, t\right)=\hat{\mathbf{v}}_{1}\left|A_{1}\right| \cos \left(\phi\left(A_{1}\right)+\mathbf{k} \cdot \mathbf{r}_{0}-\omega_{0} t\right)+\hat{\mathbf{v}}_{2}\left|A_{2}\right| \cos \left(\phi\left(A_{2}\right)+\mathbf{k} \cdot \mathbf{r}_{0}-\omega_{0} t\right), \tag{2.33}
\end{equation*}
$$

with the function $\phi(\alpha)$ denoting the phase of the complex number $\alpha$.
From Eqn. (2.33) one can see that when both coefficients $A_{1}$ and $A_{2}$ have the same phase or a phase difference of 180 degrees, the electric field oscillates along a fixed direction. In this case the plane wave is linearly polarized. If the two coefficients $A_{1}$ and $A_{2}$ have the same absolute value and the relative phase between them equals $\pm 90$ degrees, the plane wave is circularly polarized. That means that the direction of the electric field at each point rotates over time. In any other case, the plane wave is elliptically polarized.

In the case of a circularly polarized plane wave, the electric field can rotate into two different directions. It means that it can be a right handed or a left handed circularly polarized
plane wave. Two conventions exist to define the sense of rotation. In this work we say that the wave is right circularly polarized when,

$$
\begin{array}{r}
\mathbf{v}_{i} \times \mathbf{v}_{j}=\frac{\mathbf{k}}{k},\{i, j\} \in\{1,2\}, i \neq j, \\
\phi\left(A_{i}\right)-\phi\left(A_{j}\right)=\pi / 2 . \tag{2.35}
\end{array}
$$

Figure 2.1 shows the convention used in the thesis at the example of a right circularly polarized plane wave.


Figure 2.1: Spatial and temporal representation of the direction of the electric field for a right circularly polarized plane wave. The definition of a circularly polarized plane wave to be right or left circularly polarized depends on the convention used. This sketch shows the convention used in this thesis and described by Eqns. (2.34) and (2.35). a. Direction of the electric field strength of a right circularly polarized plane wave along space. $\mathbf{b}$. Evolution of the direction of the electric field strength of a right circularly polarized plane wave in time for a fixed position in space.

Plane waves are used to expand the solution of the electromagnetic field in many different types of problems. Examples are the scattering of isolated objects, in diffraction by periodic gratings, or for layered media.
One method for expanding the field in a homogeneous region into plane waves is the use of the angular spectrum representation. The angular spectrum representation is obtained by applying a Fourier transform to the electric field $\mathbf{E}(\mathbf{r})$ over an infinitely extended plane in space. The plane chosen to perform the Fourier transform is normally a characteristic plane of the problem, e.g., in layered media structures it is chosen to be a plane parallel to the material interfaces. The angular spectrum representation $\hat{\mathbf{E}}\left(k_{x}, k_{y}\right)$ of an electric field calculated in the plane $z=z_{0}$ reads as

$$
\begin{align*}
& \hat{\mathbf{E}}\left(k_{x}, k_{y}\right)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \mathbf{E}(\mathbf{r}) e^{-i\left(k_{x} x+k_{y} y+k_{z}\left(z-z_{0}\right)\right)} \mathrm{d} y \mathrm{~d} x,  \tag{2.36}\\
& \mathbf{E}(x, y, z)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \hat{\mathbf{E}}\left(k_{x}, k_{y}\right) e^{i\left(k_{x} x+k_{y} y+k_{z}\left(z-z_{0}\right)\right)} \mathrm{d} k_{y} \mathrm{~d} k_{x} . \tag{2.37}
\end{align*}
$$

As one can see from the above equations, the angular spectrum representation is a function of only two of the components of the wave vector. The third component is automatically determined by the wave number,

$$
\begin{equation*}
k_{x}^{2}+k_{y}^{2}+k_{z}^{2}=k_{\rho}^{2}+k_{z}^{2}=k^{2}=\omega_{0}^{2} \mu \epsilon \tag{2.38}
\end{equation*}
$$

The angular spectrum representation is composed of both plane waves, $k_{\rho}^{2} \leq k^{2}$, and evanescent waves, $k_{\rho}^{2}>k^{2}$.
For a plane wave, the time average Poynting vector, Eqn. (2.22), reads as,

$$
\begin{equation*}
<\mathbf{S}>=\frac{1}{\omega_{0} \mu}|\mathbf{A}|^{2} \operatorname{Re}\{\mathbf{k}\} \tag{2.39}
\end{equation*}
$$

One can see from Eqn. (2.39) that an evanescent plane wave does not carry power along the direction in which its amplitude exponentially decays.

## Vector spherical wave functions

Another important set of solutions to the homogeneous wave equation are the vector spherical wave functions (VSWFs) $\mathbf{N}_{m, n}^{(J)}(\mathbf{r})$ and $\mathbf{M}_{m, n}^{(J)}(\mathbf{r})$. These functions are obtained when solving the wave equation in spherical coordinates. Different definitions can be found in literature for the VSWFs [41-44]. In this work, we will use the VSWFs as defined in [42], which are summarized in appendix A of the thesis.

The VSWFs form a complete set of solutions to the wave equation. The field produced by a set of localized charges, for example, can be described by

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=\sum_{n=1}^{\infty} \sum_{m=-n}^{n} a_{m, n} \mathbf{N}_{m, n}^{(3)}(\mathbf{r})+b_{m, n} \mathbf{M}_{m, n}^{(3)}(\mathbf{r}) \tag{2.40}
\end{equation*}
$$

with $a_{m, n}$ and $b_{m, n}$ being complex valued scalars.
The fields $\mathbf{N}_{m, n}^{(J)}(\mathbf{r})$ and $\mathbf{M}_{m, n}^{(J)}(\mathbf{r})$ are often called electric and magnetic multipole fields, respectively. This nomenclature comes from the fact that ideal infinitesimal electric and magnetic multipole moments of degree $n$ oscillating in time with frequency $e^{-i \omega_{0} t}$ would radiate electromagnetic fields whose field components would be given by the electric fields $\mathbf{E}(\mathbf{r})=\mathbf{N}_{m, n}^{(3)}(\mathbf{r})$ and the magnetic fields $\mathbf{H}(\mathbf{r})=\mathbf{M}_{m, n}^{(3)}(\mathbf{r})$, respectively ([41] section 9.10). The VSWFs with different multipole orders $m$ and same multipole degree $n$ would just be generated by multipole moments with different spatial orientation.

The electric and magnetic multipoles are transverse to each other,

$$
\begin{align*}
\nabla \times \mathbf{N}_{m, n}^{(J)}(\mathbf{r}) & =k \mathbf{M}_{m, n}^{(J)}(\mathbf{r})  \tag{2.41}\\
\nabla \times \mathbf{M}_{m, n}^{(J)}(\mathbf{r}) & =k \mathbf{N}_{m, n}^{(J)}(\mathbf{r}) \tag{2.42}
\end{align*}
$$

with $k$ being the wave number.
The superscript $J$ of the VSWFs denotes their radial dependency. The multipoles with $J$ equal to 3 represent fields that fulfill the outwards radiation condition. This condition is presented in the next section when discussing the scattering problem. These multipoles diverge in the limit for $|\mathbf{r}|$ going to 0 and they decay with $|\mathbf{r}|$ for large values of $|\mathbf{r}|$. The superscript $J=1$ represents regular fields, with a well defined behavior at the origin. These regular VSWFs can be used, e.g., to expand the field of a plane wave $\mathbf{E}(\mathbf{r})=\mathbf{A} e^{i \mathbf{k} \cdot \mathbf{r}}$,

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=\sum_{n=1}^{\infty} \sum_{m=-n}^{n} c_{\mathrm{pw}, m, n} \mathbf{N}_{m, n}^{(1)}(\mathbf{r})+d_{\mathrm{pw}, m, n} \mathbf{M}_{m, n}^{(1)}(\mathbf{r}) \tag{2.43}
\end{equation*}
$$

with the coefficients $c_{\mathrm{pw}, m, n}$ and $d_{\mathrm{pw}, m, n}$ given by the Eqns. (B.2)-(B.3) in the appendix B. The VSWFs fulfill the orthogonality relations

$$
\begin{align*}
\int_{S_{R}^{2}} \mathbf{N}_{m, n}^{(J) *}(\mathbf{r}) \cdot \mathbf{M}_{m, n}^{(J)}(\mathbf{r}) \mathrm{dS} & =0  \tag{2.44}\\
\int_{S_{R}^{2}} \mathbf{N}_{m, n}^{(J) *}(\mathbf{r}) \cdot \mathbf{N}_{m^{\prime}, n^{\prime}}^{(J)}(\mathbf{r}) \mathrm{dS} & =\int_{S_{R}^{2}}\left|\mathbf{N}_{m, n}^{(J)}\right|^{2}(\mathbf{r}) \mathrm{dS} \delta_{m, m^{\prime}} \delta_{n, n^{\prime}},  \tag{2.45}\\
\int_{S_{R}^{2}} \mathbf{M}_{m, n}^{(J) * *}(\mathbf{r}) \cdot \mathbf{M}_{m^{\prime}, n^{\prime}}^{(J)}(\mathbf{r}) \mathrm{dS} & =\int_{S_{R}^{2}}\left|\mathbf{M}_{m, n}^{(J)}\right|^{2}(\mathbf{r}) \mathrm{dS} \delta_{m, m^{\prime}} \delta_{n, n^{\prime}}, \tag{2.46}
\end{align*}
$$

which can be used to obtain the coefficients $a_{m, n}$ and $b_{m, n}$ that expand a given electric field into the set of VSWFs.

With the definition of the VSWFs used in this thesis, the total time averaged power radiated by a field can be expressed using the coefficients of its multipole expansion, Eqn. (2.40), as

$$
\begin{equation*}
P=\frac{1}{2 Z k^{2}} \sum_{n=1}^{\infty} \sum_{m=-n}^{n}\left(\left|a_{m, n}\right|^{2}+\left|b_{m, n}\right|^{2}\right) . \tag{2.47}
\end{equation*}
$$

## Scattering by isolated objects

In scattering theory, one is interested in the solution of electromagnetic fields that propagate in an unbounded exterior domain that are produced by objects upon a given illumination. The situation can be described as follows: a certain object with permittivity and permeability distributions $\epsilon_{2}(\mathbf{r})$ and $\mu_{2}(\mathbf{r})$, respectively, is embedded into a homogeneous medium with permittivity $\epsilon_{1}$ and permeability $\mu_{1}$. The object is illuminated with a field $\mathbf{E}_{\text {inc }}(\mathbf{r})$ and we are interested in obtaining the total field as a result of the interaction of $\mathrm{E}_{\text {inc }}(\mathbf{r})$ with the object.

The total field $\mathbf{E}(\mathbf{r})$ can be decomposed into the contribution of the illumination and the scattered field,

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=\mathbf{E}_{\text {inc }}(\mathbf{r})+\mathbf{E}_{\text {scat }}(\mathbf{r}), \tag{2.48}
\end{equation*}
$$

where the illumination $\mathbf{E}_{\text {inc }}(\mathbf{r})$ is a solution to Maxwell's equations for a homogeneous medium with permittivity $\epsilon_{1}$ and permeability $\mu_{1}$.

The field $\mathbf{E}(\mathbf{r})$ must be also a solution of the Maxwell equations without sources. Therefore, we can write

$$
\begin{align*}
& \nabla \times\left(\frac{1}{\mu(\mathbf{r})} \nabla \times \mathbf{E}(\mathbf{r})\right)-\omega^{2} \epsilon(\mathbf{r}) \mathbf{E}(\mathbf{r})=0 \rightarrow \\
& \nabla \times\left(\frac{1}{\mu(\mathbf{r})} \nabla \times\left(\mathbf{E}_{\text {scat }}(\mathbf{r})+\mathbf{E}_{\text {inc }}(\mathbf{r})\right)\right)-\omega^{2} \epsilon(\mathbf{r})\left(\mathbf{E}_{\text {scat }}(\mathbf{r})+\mathbf{E}_{\text {inc }}(\mathbf{r})\right)=0 \rightarrow \\
& \nabla \times\left(\frac{1}{\mu(\mathbf{r})} \nabla \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right)-\omega^{2} \epsilon(\mathbf{r}) \mathbf{E}_{\text {scat }}(\mathbf{r})=\nabla \times\left(\frac{1}{\mu(\mathbf{r})} \nabla \times \mathbf{E}_{\text {inc }}(\mathbf{r})\right)-\omega^{2} \epsilon(\mathbf{r}) \mathbf{E}_{\text {inc }}(\mathbf{r}) . \tag{2.49}
\end{align*}
$$

Because the field $\mathbf{E}_{\text {inc }}(\mathbf{r})$ fulfills Maxwell's equations in the embedding medium, the term on the right hand side of the above equation is different from zero only within the object,
where $\epsilon(\mathbf{r}) \neq \epsilon_{1}$ and $\mu(\mathbf{r}) \neq \mu_{1}$. This term effectively act as a source and the problem can be stated as a radiative problem of localized sources for the scattered field $\mathbf{E}_{\text {scat }}(\mathbf{r})$.
Aditionally, the scattered field $\mathbf{E}_{\text {scat }}(\mathbf{r})$ must satisfy the Silver-Müller outwards radiation condition. In a linear, homogeneous, and isotropic medium, the Silver-Müller radiation condition for time harmonic fields reads as ([40] Eqn. 1.20)

$$
\begin{equation*}
\lim _{r \rightarrow \infty}\left[\left(\frac{1}{\sqrt{\mu_{1}}} \nabla \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right) \times \mathbf{r}-|\mathbf{r}| i \omega \sqrt{\epsilon_{1}} \mathbf{E}_{\text {scat }}(\mathbf{r})\right]=0 \tag{2.50}
\end{equation*}
$$

Solving Eqn. (2.49) together with Eqn. (2.50) ensures the existence of a unique solution for scattering problems ([40] section 3.2.3).

Once the scattered field is known, many interesting quantities of practical relevance can be obtained, e.g., the time averaged power absorbed, $P_{\text {abs }}$, or scattered, $P_{\text {scat }}$, by the object. The sum of both quantities, i.e., the total power taken from the illumination field by the object, is called the extinction power, $P_{\text {ext }}$. These quantities are normally given as cross sections, i.e., as powers normalized by the time averaged power flux of the given illumination, $\left|\left\langle\mathbf{S}_{\text {inc }}\right\rangle\right|$,

$$
\begin{equation*}
\sigma_{\mathrm{abs}}=\frac{P_{\mathrm{abs}}}{\left|\left\langle\mathbf{S}_{\mathrm{inc}}\right\rangle\right|}, \sigma_{\mathrm{scat}}=\frac{P_{\mathrm{scat}}}{\left|\left\langle\mathbf{S}_{\mathrm{inc}}\right\rangle\right|}, \sigma_{\mathrm{ext}}=\frac{P_{\mathrm{ext}}}{\left|\left\langle\mathbf{S}_{\mathrm{inc}}\right\rangle\right|} \tag{2.51}
\end{equation*}
$$

If $\left|\left\langle\mathbf{S}_{\text {inc }}\right\rangle\right|$ can not be assumed to be homogeneous over the volume of the scatterer, the average of $\left|\left\langle\mathbf{S}_{\text {inc }}\right\rangle\right|(\mathbf{r})$ over its volume must then be considered in the above expressions.

Considering the expansions of the illumination and scattered fields into regular and radiative vector spherical wave functions, respectively, the absorption and extinction cross sections for plane wave illumination can be expressed as (see, e.g., [42] Eqns. 5.18a5.18b)

$$
\begin{align*}
\sigma_{\mathrm{scat}} & =\frac{1}{k^{2}|\mathbf{A}|^{2}} \sum_{n=1}^{\infty} \sum_{m=-n}^{n}\left(\left|a_{m, n}\right|^{2}+\left|b_{m, n}\right|^{2}\right),  \tag{2.52}\\
\sigma_{\mathrm{ext}} & =\frac{1}{k^{2}|\mathbf{A}|^{2}} \sum_{n=1}^{\infty} \sum_{m=-n}^{n} \operatorname{Re}\left(c_{\mathrm{pw}, m, n} a_{m, n}^{*}+d_{\mathrm{pw}, m, n} b_{m, n}^{*}\right), \tag{2.53}
\end{align*}
$$

where $c_{\mathrm{pw}, m, n}$ and $d_{\mathrm{pw}, m, n}$ are the coefficients of the multipole expansion for a plane wave, Eqns. (B.2)-(B.3).

## The helicity operator

This section introduces the helicity operator and its link to the polarization state of plane waves and vector spherical wave functions. These concepts play an important role in the study of chiral light matter interactions and they will be used along chapters 4 and 5. All the information presented in this section was obtained from [45].
The helicity operator $\Lambda$ is defined as the projection of the total angular momentum operator, $\mathbf{J}$, onto the direction of the linear momentum operator, $\mathbf{P}$,

$$
\begin{equation*}
\Lambda=\frac{\mathbf{J} \cdot \mathbf{P}}{|\mathbf{P}|} \tag{2.54}
\end{equation*}
$$

For monochromatic fields, $\Lambda$ can be represented as

$$
\begin{equation*}
\Lambda=\frac{\nabla \times}{k} . \tag{2.55}
\end{equation*}
$$

The helicity operator has two different eigenvalues, $\lambda= \pm 1$. The associated eigenvectors, $\mathbf{G}_{ \pm}(\mathbf{r})$, are the Rieman-Silberstein linear combinations [46]

$$
\begin{equation*}
\mathbf{G}_{ \pm}(\mathbf{r})=\frac{1}{\sqrt{2}}(\mathbf{E}(\mathbf{r}) \pm i Z \mathbf{H}(\mathbf{r})) \tag{2.56}
\end{equation*}
$$

where $Z=\sqrt{\mu / \epsilon}$ is the impedance of the medium.
The eigenvalues of the helicity operator can be used as an index that defines the polarization state of a given field. For plane waves, the fields of pure helicity correspond to circularly polarized plane waves. Right handed circularly polarized plane waves are eigenstates of the helicity operator with eigenvalue +1 and left handed circularly polarized plane waves are eigenvectors with eigenvalue equal to -1 . That is, for a right circularly polarized plane wave, the combination $\mathbf{G}_{-}(\mathbf{r})$ is always zero. Actually, the link between eigenvectors of the helicity operator and circularly polarized plane waves is broader. The plane wave decomposition of any field that is an eigenvector of the helicity operator with eigenvalue $+1(-1)$ contains only right(left) circularly polarized plane waves. This relation goes also in the other direction. If a field is composed of only right handed or left handed circularly polarized plane waves, then this field is an eigenvector of the helicity operator with eigenvalue +1 or -1 , respectively.

Similarly, one finds a relation between the VSWFs, presented in section 2.2, and the eigenvectors $\mathbf{G}_{ \pm}(\mathbf{r})$. Using the representation of $\Lambda$ given by Eqn. (2.55) and Eqns. (2.41)(2.42), it can be seen that the linear combination of the electric and magnetic vector spherical waves of the same multipolar order $m$, multipolar degree $n$, and radial dependence $J$

$$
\begin{align*}
\mathbf{G}_{m, n}^{(J),+}(\mathbf{r}) & =\frac{\mathbf{N}_{m, n}^{(J),+}(\mathbf{r})+\mathbf{M}_{m, n}^{(J),+}(\mathbf{r})}{\sqrt{2}}  \tag{2.57}\\
\mathbf{G}_{m, n}^{(J),-}(\mathbf{r}) & =\frac{\mathbf{N}_{m, n}^{(J),+}(\mathbf{r})-\mathbf{M}_{m, n}^{(J),+}(\mathbf{r})}{\sqrt{2}} \tag{2.58}
\end{align*}
$$

are eigenvectors of $\Lambda$,

$$
\begin{equation*}
\Lambda \mathbf{G}_{m, n}^{(J), \pm}(\mathbf{r})= \pm \mathbf{G}_{m, n}^{(J), \pm}(\mathbf{r}) \tag{2.59}
\end{equation*}
$$

Therefore, it is possible to expand a field, solution to the wave equation, into a basis of vector spherical waves of well defined helicity. Based on the things said above, it follows that a circularly polarized plane wave can be expanded only by the fields $\mathbf{G}_{m, n}^{(J),+}(\mathbf{r})$ or $\mathbf{G}_{m, n}^{(J),-}(\mathbf{r})$ depending on its handedness. The coefficients of this decomposition can be derived from Eqn. (B.2)-(B.3). This link between circularly polarized plane waves and the fields $\mathbf{G}_{m, n}^{(J),+}(\mathbf{r})$ and $\mathbf{G}_{m, n}^{(J),-}(\mathbf{r})$ will be used in sections 4.3 and 5.1.

## Waveguide theory

This sections presents the basics of waveguide theory. The concepts presented here will later become useful, when we present the optimization of a waveguide coupler in section 5.2.


Figure 2.2: Sketch of a dielectric rectangular waveguide. The waveguide has a rectangular core with permittivity $\epsilon_{\mathrm{co}}$. The core is surrounded by the cladding, which extends till infinity and has a permittivity $\epsilon_{\mathrm{cl}}$. The geometry of the waveguide is invariant along $z$-direction.

An optical waveguide is a photonic structure used to propagate light in a confined manner. In its basic architecture, the waveguide consists of two regions with two different material properties: the waveguide core and the cladding. In all-dielectric waveguides, the permittivity of the core, $\epsilon_{\mathrm{co}}$, is higher than that of the cladding, $\epsilon_{\mathrm{cl}}$. This keeps light beams confined within the core due to total internal reflection [47]. Figure 2.2 shows a sketch of the cross section of a basic all-dielectric waveguide. The waveguide has a core with a rectangular cross section and it is invariant along a third direction, in this case we will use the $z$-axis as the invariant direction. The cladding, with permittivity equal to $\epsilon_{\mathrm{cl}}$, extends to infinity.

If the material properties of a waveguide are invariant along the $z$-direction, one can express the solution of Maxwell's equations as a superposition of fields with the form ([48] section 30-1)

$$
\begin{align*}
\mathbf{E}(\mathbf{r}) & =\mathbf{E}(x, y) e^{i k_{z} z},  \tag{2.60}\\
\mathbf{H}(\mathbf{r}) & =\mathbf{H}(x, y) e^{i k_{z} z} . \tag{2.61}
\end{align*}
$$

Such an Ansatz basically respects the invariance of the geomtery in the $z$-direction by using a plane wave Ansatz for the dependency along $z$. It is furthermore useful, for translational invariant waveguides, to decompose the fields into transverse and $z$-components,

$$
\begin{align*}
\mathbf{E}(\mathbf{r}) & =\left(\mathbf{E}_{t}(x, y)+E_{z}(x, y) \hat{\mathbf{z}}\right) e^{i k_{z} z}  \tag{2.62}\\
\mathbf{H}(\mathbf{r}) & =\left(\mathbf{H}_{t}(x, y)+H_{z}(x, y) \hat{\mathbf{z}}\right) e^{i k_{z} z} . \tag{2.63}
\end{align*}
$$

Such decomposition allows for waveguides invariant in $z$-direction to write solutions to Maxwell's equations as a pair of coupled equations between only the $z$-components of the fields ([48] section 30-8),

$$
\begin{align*}
& \left(\nabla_{t}^{2}+k_{t}^{2}\right) E_{z}(x, y)-\frac{k_{z}^{2}}{k_{t}^{2}(x, y)} \nabla_{t} E_{z}(x, y) \cdot \nabla_{t} \ln (\epsilon(x, y))= \\
& -Z_{0} \frac{k_{0} k_{z}}{k_{t}(x, y)} \hat{\mathbf{z}} \cdot\left(\nabla_{t} H_{z}(x, y) \times \nabla_{t} \ln (\epsilon(x, y))\right),  \tag{2.64}\\
& \left(\nabla_{t}^{2}+k_{t}^{2}(x, y)\right) H_{z}(x, y)-\frac{\epsilon(x, y) k_{0}^{2}}{k_{t}^{2}} \nabla_{t} H_{z}(x, y) \cdot \nabla_{t} \ln (\epsilon(x, y))= \\
& \frac{1}{Z_{0}} \frac{\epsilon(x, y) k_{0} k_{z}}{k_{t}(x, y)} \hat{\mathbf{z}} \cdot\left(\nabla_{t} E_{z}(x, y) \times \nabla_{t} \ln (\epsilon(x, y))\right), \tag{2.65}
\end{align*}
$$

where $Z_{0}$ is the impedance of free space and $k_{t}^{2}=k_{0}^{2} \epsilon(x, y)-k_{z}^{2}$.
The transverse components can be obtained from the solutions of the $z$-components ([48] Eqn. 11-43).

The above equations describe an eigenvalue problem. One needs to determine the values of the fields and the propagation constant $k_{z}$ that together solve Eqns. (2.64)-(2.65). The solutions can be separated into a finite set of guided modes, $\mathbf{E}_{m}(\mathbf{r})$, and a radiative field $\mathbf{E}_{\text {rad }}(\mathbf{r})$ as

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=\sum_{m}\left(a_{m} \mathbf{E}_{m}(x, y) e^{i k_{z, m} z}+a_{-m} \mathbf{E}_{-m}(x, y) e^{-i k_{z, m} z}\right)+\mathbf{E}_{\mathrm{rad}}(\mathbf{r}) \tag{2.66}
\end{equation*}
$$

The guided modes are solutions for which the field is mainly guided within the core region and whose power does not decay along the propagation direction $z$. That is, the imaginary part of the propagation constant $k_{z, m}$ of a guided mode equals to zero. However, the existence of guided modes is not assured in any waveguide and for any frequency. Their existence strongly depends on the dimensions of the waveguide core and on the material properties. The larger the waveguide core, the more likely that more guided modes are sustained. The propagation constant of the guided modes is bounded by the relation $k_{0}^{2} \epsilon_{\mathrm{cl}} \leq k_{z, m} \leq k_{0}^{2} \epsilon_{\mathrm{co}}$. The mode with the largest real part of the propagation constant $k_{z}$ is called the fundamental mode. The associated mode subscript given to this mode is usually the zero, $\mathrm{E}_{0}(\mathbf{r})$.

Looking at Eqn. (2.64), one can see that the $z$-components of the electric and magnetic fields are coupled by the term $\ln (\epsilon(x, y))$. In some situations, the modes are decoupled and one can obtain solutions with $E_{z}(x, y)=0$, called transverse electric (TE) modes, and solutions with $H_{z}(x, y)=0$, called transverse magnetic (TM) modes. However, except in a few very specific cases, e.g., waveguides with a perfect electric conductor cladding or planar waveguides, both TE and TM fields are present in the same mode. These last modes are called hybrid modes. Still, in all-dielectric waveguides with homogeneous permittivities in the core and the cladding it is often the case that the magnitude of one of the TE or TM components of a hybrid mode is much stronger than the other.

The guided modes of a waveguide fulfill orthogonality relations between them ([48] Eqn. 1114),

$$
\begin{equation*}
\int_{S_{\infty}}\left(\mathbf{E}_{m}(\mathbf{r}) \times \mathbf{H}_{n}(\mathbf{r})\right) \cdot \hat{\mathbf{z}} \mathrm{d} S=2 \delta_{m, n} ; m \neq n \tag{2.67}
\end{equation*}
$$

and also with the radiative field ([48] Eqn. 11-11),

$$
\begin{equation*}
\int_{S_{\infty}}\left(\mathbf{E}_{m}(\mathbf{r}) \times \mathbf{H}_{\mathrm{rad}}(\mathbf{r})\right) \cdot \hat{\mathbf{z}} \mathrm{d} S=0 \tag{2.68}
\end{equation*}
$$

These orthogonal relations are important, e.g., to compute the coupling strength of a given field $\mathbf{E}_{\text {scat }}(\mathbf{r})$ at the end facet of the waveguide into the different guided modes of the waveguide ([48] Eqn. 20-2),

$$
\begin{equation*}
a_{i}=\frac{1}{2} \int_{S_{\infty}}\left(\mathbf{E}_{\text {scat }}(\mathbf{r}) \times \mathbf{H}_{m}(\mathbf{r})\right) \cdot \hat{\mathbf{z}} \mathrm{d} S \tag{2.69}
\end{equation*}
$$

Equation (2.67) assumes that the guided modes used to expand the field in Eqn. (2.66) are set to have unit norm. In this case, the power carried along the waveguide by each normalized guided mode is given by

$$
\begin{equation*}
P_{m, i}=\left|a_{m, i}\right|^{2} . \tag{2.70}
\end{equation*}
$$

Equations (2.69) and (2.70) will be used to measure the performance of waveguide couplers in section 5.2.

### 2.3 The finite element method

As we have seen in section 2.2, the values of the electromagnetic field produced by oscillating charges are given by Maxwell's equations. By solving this set of equations, one gets access to the values of the fields and to other derived quantities, e.g., power losses, power radiated, etc.
When focusing on the design of a photonic structure, it is fundamental to know the value of the electromagnetic field when one aims to optimize the structure, as any value that measures the performance of the design will depend on the values of the electromagnetic field at or within certain spatial regions. However, except in some selected simple cases, as for example for an infinitely extended homogeneous medium, the solution to Maxwell's equations can not be obtained by analytical means anymore. Instead, one then needs to solve them numerically.

There exist a wide range of numerical methods used to solve Maxwell's equations. The choice between them depends on different characteristics of the problem, such as the geometry and materials of the structures, if one is interested in obtaining the time evolution of the fields or only in solving it for a specific time harmonic excitation, etc. Some methods, such as the finite-difference time-domain (see, e.g., [49, 50] and [51] chapter 3), the finite-difference frequency-domain [52-54], the finite element method [55-59], or the boundary integral method, are very versatile in terms of the types of geometries that they can solve. Other methods are meant to solve Maxwell's equations in more specific situations, such as plane wave propagation in stratified media [60,61] or light scattering by spheres [42, 62, 63]. For these specific cases, using the specialized methods generally leads to shorter calculation times.

This thesis will develop around the use of the finite element method. We aim to develop an optimization strategy to find optimal shapes for generally complex photonic structures. In this context, a versatile numerically method is needed. The choice of the finite element method is based on its ability to accurately model complicated geometries. Furthermore, the finite element method allows to calculate the derivatives of the electromagnetic field with respect to parameters used to parametrize the shape of a structure. Having access to the shape derivatives of the electromagnetic field can speed up considerably the optimization process, as we will discuss in the next chapter.

In the following sections, we present the basics of the finite element method and of the calculation of the field derivatives with respect to the design parameters of the geometry
of the model. Although in the thesis we rely on the commercial finite element package for solving Maxwell's equations JCMsuite [57, 58], the description of the finite element method is given with a significant level of detail regarding some of its working principles. The reason behind this detailed description is that it is necessary to understand sufficiently well how the process of computing the derivatives of the electromagnetic field works. This applies particularly to the case of shape derivatives. Given the importance that the calculation and use of the shape derivatives have in this thesis, we consider it appropiate.

## Description of the method

If one wants to describe what the finite element method is in a few words, one could probably list the main characteristics of the method: the discretization of the geometry into small patches, the use of polynomial vector basis functions to expand the electromagnetic field onto these patches, and the use of the weak formulation of Maxwell's equations to build a linear system of equations that solves for the amplitudes of each of these basis functions on each individual patch.

We proceed now to describe these main steps that compose the method. To make the process simpler to understand, we use a simple two-dimensional toy example to which we will apply some of the steps. The toy example, whose schematic is shown in Fig. 2.3, consists of a two dimensional model of an infinitely extended cylinder with a circular cross section made from a dielectric material embedded into a free space squared cavity. The cavity is bound by perfect electric conductor walls and the system is excited with a line source placed above the cylinder. The geometry of this model is infinitely extended in the $\pm z$-directions.

The first step in the process of solving Maxwell's equations with the finite element method is the creation of a computer geometrical model of the problem. When defining the problem to solve, one needs to describe the geometries and materials that composes it. To do that, a CAD software is generally used [64-68]. Figure 2.3a shows a visual representation of the example model. After the geomtery of the problem is defined, a mesh generator [69] discretizes the geometry into connected simpler geometrical shapes. Triangles and rectangles in two dimensional models and tetrahedrals or hexahedrals in three dimensional models are the main geometrical basis elements employed in the FEM method. Figure 2.3 b , shows the discretization $\mathcal{T}$ of the example geometry. In the example, the discretization $\mathcal{T}$ is composed of a number of triangles $\mathcal{T}_{i}, \mathcal{T}=\cup \mathcal{T}_{i}$.

A good quality mesh is important to obtain accurate solutions. The quality of the mesh can be established by a series of different properties of the mesh elements (see, e.g., [70] chapter 15). Among them, the discretization of the geometry should have mesh elements with a low aspect ratio, i.e., with a small difference between the length of its edges. The faces of the mesh elements should be as close to ideal as possible, and the transition in the size of the mesh elements should be smooth. After producing a discretization, the mesh generators performs a series of quality measures to identify mesh elements with poor quality $[71,72]$ and to replace them with elements of higher quality.

To solve the electromagnetic field, the finite element method uses the weak formulation of Maxwell's equations (see, e.g., [56] chapter 4). For time harmonic fields, this can be obtained by multiplying the wave equation, Eqn. (2.23), with a test function $\mathbf{U}(\mathbf{r}) \in S=$ $H(\operatorname{curl}, \Omega)$ and then integrating the expression across the computational domain $\Omega$,


Figure 2.3: a. Two dimensional model used to describe how to solve the electromagnetic field in a geometry using the finite element method. The model consist of a square, free space, cavity bounded by perfect electric conductor walls. Centered inside the cavity, there is a cylinder of radius $R=200 \mathrm{~nm}$ made from a material with permittivity $\epsilon_{2}=2.5$. The cavity is excited by a line source with an excitation wavelength of $\lambda_{0}=450 \mathrm{~nm}$. b. Finite element discretization of the computational domain $\Omega$ shown in figure $\mathbf{a}$. The domain $\Omega$ is discretized into a series of connected triangles $\mathcal{T}_{i}$ that compose the discretization $\mathcal{T}$.

$$
\begin{equation*}
\int_{\Omega}\left\{\mathbf{U}^{*}(\mathbf{r}) \cdot\left(\frac{1}{\underline{\mu}(\mathbf{r})}(\nabla \times \mathbf{E}(\mathbf{r}))-\omega^{2} \underline{\epsilon}(\mathbf{r}) \mathbf{E}(\mathbf{r})\right)\right\} \mathrm{d} V=\int_{\Omega} i \omega \mathbf{U}^{*}(\mathbf{r}) \cdot \mathbf{J}(\mathbf{r}) \mathrm{d} S . \tag{2.71}
\end{equation*}
$$

The Sobolev space $S=H(\operatorname{curl}, \Omega)$ is the vector space composed by the functions that have a finite L2 norm and whose curl has also a finite L2 norm.
Applying a partial integration to the left hand side of Eqn. 2.71, the solution to Maxwell's equations can be stated as [58]: Find the field $\mathbf{E}(\mathbf{r}) \in S$ such that,

$$
\begin{align*}
& \int_{\Omega} \frac{1}{\underline{\mu}(\mathbf{r})}(\nabla \times \mathbf{E}(\mathbf{r})) \cdot\left(\nabla \times \mathbf{U}^{*}(\mathbf{r})\right)-\omega^{2} \underline{\epsilon}(\mathbf{r}) \mathbf{E}(\mathbf{r}) \cdot \mathbf{U}^{*}(\mathbf{r}) d V=\int_{\Omega} i \omega \mathbf{J}(\mathbf{r}) \cdot \mathbf{U}^{*}(\mathbf{r}) \mathrm{d} V \\
- & \int_{\partial \Omega} \mathbf{U}^{*}(\mathbf{r}) \cdot \mathbf{F}(\mathbf{r}) \mathrm{d} S \forall \mathbf{U} \in S \tag{2.72}
\end{align*}
$$

where $\mathbf{F}(\mathbf{r})$ expresses a given Neuman boundary condition,

$$
\begin{equation*}
\mathbf{F}(\mathbf{r})=\mathbf{n}(\mathbf{r}) \times\left(\frac{1}{\underline{\mu}(\mathbf{r})} \nabla \times \mathbf{E}(\mathbf{r})\right), \tag{2.73}
\end{equation*}
$$

with $\mathbf{n}(\mathbf{r})$ being the unitary vector normal to the boundary $\partial \Omega$ of the computational domain $\Omega$.

Depending on the type of problem that one wants to solve, different boundary conditions must be applied. Examples are the perfect electric conductor boundary condition, $\mathbf{n}(\mathbf{r}) \times$
$\left(\frac{1}{\mu(\mathbf{r})} \nabla \times \mathbf{E}(\mathbf{r})\right)=0$, periodic boundary conditions for gratings or photonic crystals ([73] chapter 5), or implementations of the radiation condition using perfectly matched layers [74-76] used to solve scattering problems.
The definition of $\mathbf{E}(\mathbf{r})$ and $\mathbf{U}(\mathbf{r})$ as elements of the Sobolev space $S=H(\operatorname{curl}, \Omega)$ of complex valued vectors allows for solutions that present discontinuities at some points of space. Note that such discontinuities in the electric and magnetic fields are often encountered on the boundaries between domains with different material properties.
Defining the bilinear and linear functionals $a(\mathbf{u}, \mathbf{v})$ and $f(\mathbf{u})$,

$$
\begin{align*}
& a(\mathbf{u}, \mathbf{v})=\int_{\Omega}\left(\nabla \times \mathbf{u}^{*}(\mathbf{r})\right) \cdot \frac{1}{\underline{\mu}(\mathbf{r})}(\nabla \times \mathbf{v}(\mathbf{r}))-\omega^{2} \underline{\epsilon}(\mathbf{r}) \mathbf{u}^{*}(\mathbf{r}) \cdot \mathbf{v}(\mathbf{r}) d V  \tag{2.74}\\
& f(\mathbf{u}, \mathbf{j})=\int_{\Omega} i \omega \mathbf{u}^{*}(\mathbf{r}) \cdot \mathbf{j}(\mathbf{r}) \mathrm{d} V-\int_{\partial \Omega} \mathbf{u}^{*}(\mathbf{r}) \cdot \mathbf{F}(\mathbf{r}) \mathrm{d} S \tag{2.75}
\end{align*}
$$

the solution of Maxwell's equations requires to find the field $\mathbf{E}(\mathbf{r}) \in S$ such that,

$$
\begin{equation*}
a(\mathbf{U}, \mathbf{E})=f(\mathbf{U}), \forall \mathbf{U} \in S . \tag{2.76}
\end{equation*}
$$

To numerically solve Eqn. (2.72), a finite set of basis functions $e_{i}(\mathbf{r}) \in S$ are used to construct an approximate solution, $\mathbf{E}_{h}(\mathbf{r})$, of $\mathbf{E}(\mathbf{r})$,

$$
\begin{equation*}
\mathbf{E}_{h}(\mathbf{r})=\sum_{i=1}^{N_{h}} e_{h, i} \mathbf{b}_{i}(\mathbf{r}) . \tag{2.77}
\end{equation*}
$$

The basis functions $\mathbf{b}_{i}(\mathbf{r})$ generate a subspace $S_{h} \subset S$. The discretized system that approximates Maxwell's equations can be solved by finding a solution $\mathbf{E}_{h}(\mathbf{r}) \in S_{h}$ such that

$$
\begin{equation*}
a\left(\mathbf{U}_{\mathbf{h}}, \mathbf{E}_{\mathbf{h}}\right)=f\left(\mathbf{U}_{\mathbf{h}}\right), \forall \mathbf{U}_{\mathbf{h}} \in S_{h} . \tag{2.78}
\end{equation*}
$$

The basis functions $\mathbf{b}_{i}(\mathbf{r})$ are generally polynomials of a certain degree $n$ whose support is contained in just one or a few patches of the discretization. Generally, the basis elements used to solve Maxwell's equations are combinations of the so called Nédelec or edge basis elements [77]. These elements ensure the continuity of the tangential components of the fields $\mathbf{E}(\mathbf{r})$ and $\mathbf{H}(\mathbf{r})$ across the boundaries between neighboring patches.
One example of two dimensional vector elements are the Nédelec elements of order 1. They are shown in Fig. 2.4 for the case of a isosceles right triangle with shorter sides of length $1, \mathcal{T}_{0}$. Their values are given by the below equations [58]

$$
\begin{align*}
& \overline{\mathbf{n}}_{1}(\bar{x}, \bar{y})=(1-\bar{y}) \hat{\mathbf{x}}+\bar{x} \hat{\mathbf{y}},  \tag{2.79}\\
& \overline{\mathbf{n}}_{2}(\bar{x}, \bar{y})=-\bar{y} \hat{\mathbf{x}}+\bar{x} \hat{\mathbf{y}},  \tag{2.80}\\
& \overline{\mathbf{n}}_{3}(\bar{x}, \bar{y})=-\bar{y} \hat{\mathbf{x}}+(\bar{x}-1) \hat{\mathbf{y}} . \tag{2.81}
\end{align*}
$$

The support of these basis elements lays on the reference triangle $\mathcal{T}_{0}$. This triangle is just a reference triangle, not part of the triangularization of the geometry, $\mathcal{T}$. The expression of the Nédelec functions on each triangle $\mathcal{T}_{i}, \mathbf{n}_{i, m}(\mathbf{r})$ with $m \in\{1,2,3\}$, depends on the


Figure 2.4: Vector basis functions $\overline{\mathbf{n}}_{1}(\bar{x}, \bar{y}), \overline{\mathbf{n}}_{2}(\bar{x}, \bar{y})$, and $\overline{\mathbf{n}}_{3}(\bar{x}, \bar{y})$ of degree $n=1$ used to expand the solution of the electric field in a reference isosceles right triangle $\mathcal{T}_{0}$. The vector functions are defined by Eqns. (2.79)-(2.81).
values of the vertices of $\mathcal{T}_{i},\left(x_{\mathrm{v}, i 1}, y_{\mathrm{v}, i 1}\right),\left(x_{\mathrm{v}, i 2}, y_{\mathrm{v}, i 2}\right)$, and $\left(x_{\mathrm{v}, i 3}, y_{\mathrm{v}, i 3}\right)$. Instead of calculating the values of these functions explicitly, one could use the fact that every triangle can be mapped into the reference isosceles right triangle $\mathcal{T}_{0}$ shown in Fig. 2.4 using the transformation

$$
\left[\begin{array}{c}
x  \tag{2.83}\\
y
\end{array}\right]=\left[\begin{array}{l}
x_{\mathrm{v}, i 1} \\
y_{\mathrm{v}, i 1}
\end{array}\right]+\underline{T}_{i}\left[\begin{array}{c}
\bar{x} \\
\bar{y}
\end{array}\right]=\left[\begin{array}{l}
x_{\mathrm{v}, i 1} \\
y_{\mathrm{v}, i 1}
\end{array}\right]+\left[\begin{array}{ll}
x_{\mathrm{v}, i 2}-x_{\mathrm{v}, i 1} & x_{\mathrm{v}, i 3}-x_{\mathrm{v}, i 1} \\
y_{\mathrm{v}, i 2}-y_{\mathrm{v}, i 1} & y_{\mathrm{v}, i 3}-y_{\mathrm{v}, i 1}
\end{array}\right]\left[\begin{array}{c}
\bar{x} \\
\bar{y}
\end{array}\right] .
$$

When using the Nédelec elements of order 1, each one of the global basis functions $\mathbf{b}_{i}(\mathbf{r})$ of Eqn. (2.77) is defined over two triangles that share one edge. In each one of the triangles, the values of $\mathbf{b}_{i}(\mathbf{r})$ are given by one of the three Nédelec functions defined on it. For first order elements, there is only one global basis function $\mathbf{b}_{i}(\mathbf{r})$ associated to each edge of the discretization.

Once a discretization of the geometry and a set of basis functions over it is established, the problem given by Eqn. (2.78) can be solved. To fulfill Eqn. (2.78) for every $\mathbf{U}_{h}$ in $S_{h}$ is equivalent to fulfill it for each element $\mathbf{b}_{i}(\mathbf{r})$ of the basis. Applying Eqn. (2.78) to each vector function of the basis that expands $S_{h}$ leads to a system of linear equations described by a matrix $\underline{A}$ and a right hand side vector f ,

$$
\begin{equation*}
\underline{A} \mathbf{e}_{h}=\mathbf{f}, \tag{2.84}
\end{equation*}
$$

where $\mathbf{e}_{h}$ is the vector composed by the amplitudes $e_{h, i}$ of the expansion given by Eqn. (2.77). The elements $\underline{A}_{[i, j]}$ of the system matrix $\underline{A}$ are given by

$$
\begin{equation*}
\underline{A}_{[i, j]}=a\left(\mathbf{b}_{i}, \mathbf{b}_{j}\right) . \tag{2.85}
\end{equation*}
$$

The entries of the vector f can be similarly obtained from the evaluation of the linear functional

$$
\begin{equation*}
\mathbf{f}_{[i]}=f\left(\mathbf{b}_{i}\right) . \tag{2.86}
\end{equation*}
$$

Let us use the toy example described in Fig. 2.3 to show parts of the steps used to calculate matrix $\underline{A}$. As the geometry and the source of the example are $z$ invariant, two independent
solutions, both depending only on the $x$ and $y$ coordinates can be obtained. The electric field of one of the solutions has only $x$ and $y$-components, the other solution has only a $z$-component [78]. Here we will describe the process for the vectorial solution, with $x$ and $y$-components, using the two-dimensional Nédelec elements of degree one. Let us note that these first order elements are rarely used, as the trade-off between the accuracy of the result and the computational costs is generally not favourable to the use of these basis elements. We use them here because of their simplicity with respect to other basis elements of a higher polynomial degree. The idea here is to present the main techniques used in the implementation of the finite element method for a rather simple example. However, the main concepts can be easily extrapolated to problems that use higher order polynomial basis functions and that are defined in three dimensional geometries.

As said before, for the case of the Nédelec elements of degree one, the basis elements $\mathbf{b}_{i}(\mathbf{r})$ have support on only two neighboured triangles. That means that only a few entries $\underline{A}_{[i, j]}$ for each fixed row $i$ are non-zero. Those correspond to the basis elements $\mathbf{b}_{j}(\mathbf{r})$ whose support overlaps with the support of $\mathbf{b}_{i}(\mathbf{r})$. For all the other basis functions, the bilinear functional $a\left(\mathbf{b}_{i}(\mathbf{r}), \mathbf{b}_{j}(\mathbf{r})\right)$ of Eqn. (2.85) will be zero. The overlap region between two different overlapping basis elements $\mathbf{b}_{i}(\mathbf{r})$ and $\mathbf{b}_{j}(\mathbf{r})$ is only one of the triangles of the discretization $\mathcal{T}$. Let us denote this triangle by $\mathcal{T}_{t}$. That is, $\mathcal{T}_{t}$ is the triangle contained in the support of the two global basis functions $\mathbf{b}_{i}(\mathbf{r})$ and $\mathbf{b}_{j}(\mathbf{r})$. The values of $\mathbf{b}_{i}(\mathbf{r})$ and $\mathbf{b}_{j}(\mathbf{r})$ on $\mathcal{T}_{t}$ are given by two of the three Nédelec elements defined on this triangle. We can denote them, e.g., by $\mathbf{n}_{t, l(i)}(\mathbf{r})$ and $\mathbf{n}_{t, l(j)}(\mathbf{r})$ respectively. That is, the function $l(i)$ gives the index in the set of local Nédelec vector functions on the triangle $\mathcal{T}_{t}$ corresponding to the global basis function $\mathbf{b}_{i}(\mathbf{r})$.

Let us compute the entry $\underline{A}_{[i, j]}$. As in this example the permittivy and the permeability are scalar homogeneous values within each triangle $\mathcal{T}_{i}$, they can be taken out of the integrals and one obtains,

$$
\begin{align*}
\underline{A}_{[i, j]} & =\frac{1}{\mu} \int_{\mathcal{T}_{t}}\left(\nabla \times \mathbf{b}_{i}^{*}(\mathbf{r})\right) \cdot\left(\nabla \times \mathbf{b}_{j}(\mathbf{r})\right) \mathrm{d} x \mathrm{~d} y-\omega^{2} \epsilon \epsilon_{\mathcal{T}_{t}} \int_{\mathcal{T}_{t}} \mathbf{b}_{i}^{*}(\mathbf{r}) \cdot \mathbf{b}_{j}(\mathbf{r}) \mathrm{d} x \mathrm{~d} y,  \tag{2.87}\\
\underline{A}_{[i, j]} & =\frac{1}{\mu} \int_{\mathcal{T}_{t}}\left(\nabla \times \mathbf{n}_{t, l(i)}^{*}(\mathbf{r})\right) \cdot\left(\nabla \times \mathbf{n}_{t, l(j)}(\mathbf{r})\right) \mathrm{d} x \mathrm{~d} y \\
& -\omega^{2} \epsilon_{\mathcal{T}_{t}} \int_{\mathcal{T}_{t}} \mathbf{n}_{t, l(i)}^{*}(\mathbf{r}) \cdot \mathbf{n}_{t, l(j)}(\mathbf{r}) \mathrm{d} x \mathrm{~d} y . \tag{2.88}
\end{align*}
$$

Using the the mapping given by Eqn. (2.83), Eqn. (2.87) can be described as a function of the Nédelec basis functions defined in the reference triangle $\mathcal{T}_{0}$ given by Eqns. (2.79)(2.81) ([79] section 1.7.4),

$$
\begin{align*}
\underline{A}_{l i, j]}= & +\frac{1}{\mu} \frac{1}{\operatorname{det}\left(\underline{T}_{t}\right)} \int_{\mathcal{T}_{0}}\left(\nabla \times \overline{\mathbf{n}}_{l(i)}^{*}(\bar{x}, \bar{y})\right) \cdot\left(\underline{G}^{t}\left(\nabla \times \overline{\mathbf{n}}_{l(j)}(\bar{x}, \bar{y})\right)\right) \mathrm{d} \bar{x} \mathrm{~d} \bar{y} \\
& -\omega^{2} \epsilon \mathcal{T}_{t} \operatorname{det}\left(\underline{T}_{t}\right) \int_{\mathcal{T}_{0}} \overline{\mathbf{n}}_{l(i)}^{*}(\bar{x}, \bar{y}) \cdot\left(\underline{N}^{t} \overline{\mathbf{n}}_{l(j)}(\bar{x}, \bar{y})\right) \mathrm{d} \bar{x} \mathrm{~d} \bar{y}, \tag{2.89}
\end{align*}
$$

with $\underline{G}^{i}$ and $\underline{N}^{i}$ being the covariant and contravariant metric tensors, result of the change of vector fields under the linear mapping for the triangle $\mathcal{T}_{i}$. Their expressions are given by

$$
\begin{align*}
\underline{G}_{[l, m]}^{i} & =\sum_{\nu=1}^{n_{\text {dim }}} \underline{T}_{i,[\nu, l]} \underline{T}_{i,[\nu, m]},  \tag{2.90}\\
\underline{N}_{[l, m]}^{i} & =\sum_{\nu=1}^{n_{\text {dim }}}\left(\underline{T}_{i}^{-T}\right)_{[\nu, l]}\left(\underline{T}_{i}^{-T}\right)_{[\nu, m]} \tag{2.91}
\end{align*}
$$

Using some linear algebra, one can obtain an equivalent expression to Eqn. (2.89) which involves integrals whose values are not dependent on the specific triangle. In this way, it is possible to obtain the complete matrix $\underline{A}$ without having to calculate the integrals for each entry of the matrix. As example, the second integral term of Eqn. (2.89) can be expressed as

$$
\begin{align*}
& \omega^{2} \epsilon_{\mathcal{T}_{i}} \operatorname{det}\left(\underline{T}_{t}\right) \sum_{\nu=1}^{2} \sum_{\eta=1}^{2} \underline{N}_{[\nu, \eta]}^{t} \int_{\mathcal{T}_{0}} \overline{\mathbf{n}}_{l(i)}^{*}(\bar{x}, \bar{y}) \cdot \hat{\mathbf{e}}_{\nu}\left(\hat{\mathbf{e}}_{\eta} \cdot \overline{\mathbf{n}}_{l(j)}(\bar{x}, \bar{y})\right) \mathrm{d} \bar{x} \mathrm{~d} \bar{y}=  \tag{2.92}\\
& \omega^{2} \epsilon \mathcal{T}_{i} \operatorname{det}\left(\underline{T}_{t}\right) \sum_{\nu=1}^{2} \sum_{\eta=1}^{2} \underline{N}_{[\nu, \eta]}^{t} I_{\nu, \eta}^{l(i), l(j), 2} . \tag{2.93}
\end{align*}
$$

Similar integrals can be obtained for the first integral of the right hand side of Eqn. (2.89), $I_{\nu, \eta}^{l(i) l(j), 1}$. One obtains

$$
\begin{equation*}
\underline{A}_{[i, j]}=+\frac{1}{\mu} \frac{1}{\operatorname{det}\left(\underline{T}_{t}\right)} \sum_{\nu=1}^{n_{\operatorname{dim}}} \sum_{\eta=1}^{n_{\operatorname{dim}}} \underline{G}_{[\nu, \eta]}^{t} I_{\nu, \eta}^{l(i), l(j), 1}-\omega^{2} \epsilon_{\mathcal{T}_{t}} \operatorname{det}\left(\underline{T}_{t}\right) \sum_{\nu=1}^{n_{\operatorname{dim}}} \sum_{\eta=1}^{n_{\operatorname{dim}}} \underline{N}_{[\nu, \eta]}^{t} I_{\nu, \eta}^{l(i), l(j), 2} \tag{2.94}
\end{equation*}
$$

As one can see, once the integral values $I_{\nu, \eta}^{l(i), l(j), 2}$ are obtained, the entry of each matrix is just given by the values of the material properties and the linear mapping between the triangles $\mathcal{T}_{i}$ and the reference triangle $\mathcal{T}_{0}$.

Once computed the system matrix, one needs to obtain the right hand side of Eqn. (2.84) and solve the linear system. In the example of the circle, as the walls are assumed to be perfect electric conductor, the only entries in $\mathbf{f}$ would come from the integral evaluation of the line source over the triangle where the source is placed.

## Shape and material derivatives

In many cases along this thesis we are optimizing different nanostructures for which we will exploit the use of derivative information. What this means is that, during the optimization process, we will compute how a merit function $f_{\mathrm{ob}}(\mathbf{x})$, that measures the performance of the nanostructure, changes with respect to an infinitesimal change of the design variables $x_{i}$ that parametrize the shape of the structure or its material properties. To obtain those quantities, a required intermediate step is the calculation of the derivatives of the solution of the electromagnetic field with respect to those design variables $x_{i}$. That holds because $f_{\mathrm{ob}}(\mathbf{x})$ will be in all the considered cases a function dependent on the solution of the field $\mathrm{E}(\mathbf{r})$. This section describes how to calculate the shape and material derivatives of the field $\mathbf{E}(\mathbf{r})$ obtained with the finite element method. As we did for describing the finite element method itself, we will use the example of Fig. 2.3 to show the process.
A field $\mathbf{E}_{h}(\mathbf{r})$ obtained with the finite element method is the solution of the linear system of equations given by Eqn. (2.84). If one differentiates Eqn. (2.84) with respect to a design parameter $x_{i}$ one obtains

$$
\begin{align*}
& \frac{\mathrm{d} \underline{A}}{\mathrm{~d} x_{i}} \mathbf{e}_{h}+\underline{A} \frac{\mathrm{~d} \mathbf{e}_{h}}{\mathrm{~d} x_{i}}=\frac{\mathrm{d} \mathbf{f}}{\mathrm{~d} x_{i}} \rightarrow \\
& \frac{\mathrm{e} \mathbf{e}_{h}}{\mathrm{~d} x_{i}}=\underline{A}^{-1}\left(-\frac{\mathrm{d} \underline{A}}{\mathrm{~d} x_{i}} \mathbf{e}_{h}+\frac{\mathrm{d} \mathbf{f}}{\mathrm{~d} x_{i}}\right) . \tag{2.95}
\end{align*}
$$

Therefore, to obtain the desired quantity $\frac{\mathrm{d} \mathbf{E}_{h}}{\mathrm{~d} x_{i}}$, one needs to calculate the derivatives of the system matrix $\underline{A}$ and the right hand side term f . Let us note that the inverse of the matrix $\underline{A}$ has previously already been calculated while solving Eqn. (2.84). A further computation is not necessary, which clearly highlight the use of the finite element method for our problems at this level already.
Let us now use the toy example of the perfect electric conductor cavity to describe the details of this calculation. We aim to compute the derivatives of $\mathbf{E}_{h}$ with respect to the permittivity $\epsilon_{2}$ and the radius $R$ of the cylinder. Let us first describe how to compute the derivatives with respect to $\epsilon_{2}$.

Equation 2.89 shows how to obtain the entries of the system matrix $\underline{A}$ linked to the triangle $\mathcal{T}_{t}$ of the discretization when the solution of Maxwell's equations are approximated by the edge basis elements $\mathbf{b}_{i}(\mathbf{r})$. For the triangles that discretize the cylinder, the permittivity entries $\epsilon_{\mathcal{T}_{t}}$ are equal to $\epsilon_{2}$. Therefore, the derivatives of the entries of the matrix with respect to $\epsilon_{2}$ will equal

$$
\begin{equation*}
\frac{\mathrm{d} \underline{A}_{[i, j]}}{\mathrm{d} \epsilon_{2}}=-\omega^{2} \operatorname{det}\left(\underline{T}_{t}\right) \sum_{\nu=1}^{2} \sum_{\eta=1}^{2} \underline{G}_{[\nu, \eta]}^{t} I_{\nu, \eta}^{l(i), l(j)}, \tag{2.96}
\end{equation*}
$$

This calculation needs to be done for all the pairs of basis functions with support on the the circle and it will be equal to 0 for the rest of the entries of $\underline{A}$.

As one can see, once the matrix $\underline{A}$ has been computed and if the values of the second integral terms given by Eqn. (2.92) were stored, obtaining the derivatives of $\underline{A}$ with respect to the permittivities does not involve any extra computational effort.


Figure 2.5: Calculation of the shape derivative of the finite element discretization with respect to the radius of the circle, $R$. The change in the radius imply a change of the position of the vertices that compose the boundary of the circle. The calculation of the shape derivatives of the mesh discretization is one of the main steps necessary to compute the shape derivatives of the electromagnetic field with the finite element method.

Computing the shape derivatives, i.e., the derivatives of the solution $\mathbf{E}_{h}$ with respect to some parameter that describes some feature of the structure, is a similar process. However, it is a slightly more complicated task. The first step is to determine how the discretization of the structure changes with an infinitesimal change of the design parameter $x_{i}$. In the example of the cylinder, we chose the radius $R$. If one changes the radius, the vertices of the triangles that compose the boundary of the circle will move in radial direction with respect to the center of the cylinder, as shown in Fig. 2.5. Depending of the complexity of the geometry, obtaining the derivatives of the vertices can be a non-trivial task.

Once the derivatives of the mesh vertices, $\mathrm{d}\left(x_{\mathrm{v} t}, y_{\mathrm{v} t}\right) / \mathrm{d} R$, are obtained, one can obtain the derivatives of the matrices $\underline{T}_{t}$ by applying the chain rule. These matrices describe the mapping between the triangles $\mathcal{T}_{t}$ and the reference triangle $\mathcal{T}_{0}$. From there, one can obtain the derivative of the determinant of $\underline{T}_{t}$, applying Jacobi's formula ([80] chapter 8), and of the matrices $\underline{N}^{t}$ and $\underline{G}^{t}$.
Once all these derivatives are obtained, the shape derivative of the entries of the matrix linked to the triangle $\mathcal{T}_{t}$ can be calculated,

$$
\begin{align*}
\frac{\mathrm{d} \underline{A}_{[i, j]}}{\mathrm{d} R}= & +\frac{1}{\mu} \frac{1}{\operatorname{det}\left(\underline{T}_{t}\right)^{2}} \sum_{\nu=1}^{2} \sum_{\eta=1}^{2}\left(\frac{\mathrm{~d} \underline{G}_{[\nu, \eta]}^{t}}{\mathrm{~d} R} \operatorname{det}\left(\underline{T}_{t}\right)-\frac{\mathrm{d} \operatorname{det}\left(\underline{T}_{t}\right)}{\mathrm{d} R} \underline{G}_{[\nu, \eta]}^{t}\right) I_{\nu, \eta}^{l(i), l(j), 1} \\
& -\omega^{2} \epsilon \mathcal{T}_{t} \operatorname{det}\left(\underline{T}_{t}\right) \sum_{\nu=1}^{2} \sum_{\eta=1}^{2}\left(\frac{\mathrm{~d} \underline{N}_{[\nu, \eta]}^{t}}{\mathrm{~d} R} \operatorname{det}\left(\underline{T}_{t}\right)+\frac{\mathrm{d} \operatorname{det}\left(\underline{T}_{t}\right)}{\mathrm{d} R} \underline{N}_{[\nu, \eta]}^{t}\right) I_{\nu, \eta}^{l(i), l(j), 2} . \tag{2.97}
\end{align*}
$$

With this last step, the process of computing $\frac{\mathrm{d} A}{\mathrm{~d} R}$ is concluded.
As already commented at the beginning of section 2.3 , we use the software JCMsuite [57, 58] for the finite element calculations done in this thesis. The same also applies for the calculation of the shape and material derivatives. Once described all the processes required to obtain the solution of the electromagnetic field for the toy example of the cavity, one can get an idea of how the complexity of the problem scales when one considers problems in three dimensions, with more complicated structures, different types of boundary conditions and using basis elements of a higher polynomial degree.
Although JCMsuite already integrates most of the features to compute the shape and material derivatives, the task of calculating the shape derivatives of the mesh elements must be done by the user. This task is different depending on the type of structure. For two dimensional structures or three dimensional structures that can be defined as extrusions of two dimensional models along a third dimension, we can directly provide the derivatives of the geometry during the step of defining the computational model. This type of geometries are frequently encountered in structures fabricated by photolithographic processes. This method is used, e.g., in section 5.2 to optimize a freeform waveguide coupler.

For more complex three dimensional models, the procedure is a little bit more elaborated. First, the computational domain needs to be discretized. Once the mesh is created, JCMsuite will return the vertices of the boundary of the structure aimed to differentiate. Then, in a Python script, we need to retrieve the values of the design parameters $x_{i}$ corresponding to each vertex and compute the corresponding shape derivatives of the vertices. The derivatives of the vertices are then returned to JCMsuite. The rest of the process described in this section is then automatically performed by JCMsuite. We use this second methodology to compute the shape derivatives of helices in, e.g., section 5.1.

Regarding the reuse of the discretization mesh between different simulations in an optimization process, we choose to recalculate it for each new simulation. The other option would be to simply change the vertices of the mesh when one needs to simulate geometries which are very similar to each other. First, as we will mainly perform global optimization, it is usually not the case that the geometries of consecutive iterations are similar. Secondly, even in case of doing some local optimization, the step size can be large enough such that remeshing is needed to avoid bad quality mesh elements. In any case, the time needed to perform the meshing is a small fraction with respect to the
time needed to solve the linear system. Therefore, the benefit gained with this process does not generally compensate the increase in complexity required for its implementation.

## The direct and the adjoint methods

The previous section explained how to obtain the shape and material derivatives of the finite element method solution for the electric field. In the process of designing a photonic structure, these derivatives are an intermediate step necessary to obtain the aimed shape and material derivatives of a given merit function $f_{\mathrm{ob}}(\mathbf{x})$. To obtain these last quantities, there are two main methods that one can use: the direct method and the adjoint method. We proceed now to describe both methods and their main differences. Based on their characteristics, we finally discuss why we choose the direct method as the method used in this thesis.

Let us first shortly review the main results of the finite element method that we described above. The solution of the electromagnetic field in a problem solved with the finite element method is given by a vector $\mathbf{e}_{h}$ that contains the coefficients of the expansion of the field into a set of vector basis functions. This vector $\mathbf{e}_{h}$ is the solution of a linear system of equations given by Eqn. (2.84). Once the solution of the field is obtained, one can use it, together with the decomposition of the system matrix $\underline{A}$, to compute shape and material derivatives of $\mathbf{e}_{h}$ with respect to different design variables. The procedure is given by Eqn. (2.95).

Now we want to go one step further and calculate the derivatives of the merit function, $f_{\mathrm{ob}}(\mathbf{x})$, that measures the performance of the structure aimed to design. The merit function is a function of $n$ different design parameters $\mathbf{x}=\left[x_{1}, \ldots, x_{n}\right]^{T}$ that parametrize the structure. However, this is usually an indirect dependence. Because of the merit function measures the performance of a photonic structure, its values will directly depend on the values of the electric field $\mathbf{E}_{h}(\mathbf{r})$ at certain regions of space. Equivalently, they will depend on the values of the vector $\mathbf{e}_{h}$ given by Eqn. (2.84). The dependence of the merit function with the design variables $\left[x_{1}, \ldots, x_{n}\right]$ comes from the fact that the variables parametrize the structure, therefore the solution of $\mathbf{e}_{h}$ is a function of these variables,

$$
\begin{equation*}
f_{\mathrm{ob}}\left(x_{1}, \ldots, x_{n}\right)=f_{\mathrm{ob}}\left(\mathbf{E}_{h}\left(x_{1}, \ldots, x_{n}\right)\right) . \tag{2.98}
\end{equation*}
$$

If one wants to obtain the derivatives of the objective function with respect to the design variables, one simply needs to propagate the derivatives using the chain rule,

$$
\begin{equation*}
\frac{\mathrm{d} f_{\mathrm{ob}}(\mathbf{x})}{\mathrm{d} x_{i}}=\frac{\mathrm{d} f_{\mathrm{ob}}(\mathbf{x})}{\mathrm{d} \mathbf{e}_{h}^{T}} \frac{\mathrm{~d} \mathbf{e}_{h}}{\mathrm{~d} x_{1}} . \tag{2.99}
\end{equation*}
$$

Using Eqn. (2.95) one gets

$$
\begin{equation*}
\frac{\mathrm{d} f_{\mathrm{ob}}(\mathbf{x})}{\mathrm{d} x_{i}}=-\frac{\mathrm{d} f_{\mathrm{ob}}(\mathbf{x})}{\mathrm{d} \mathbf{e}_{h}^{T}} \underline{A}^{-1} \frac{\mathrm{~d} \underline{A}}{\mathrm{~d} x_{i}} \mathbf{e}_{h}, \tag{2.100}
\end{equation*}
$$

where we have assumed that the term accounting for the illumination does not depend on the design variables.

The above equation describes the procedure that one would follow to compute the derivatives using the direct method [81-83] within the finite element method. It is important to note that the actual inverse of the system matrix $\underline{A}$ is not computed when using the finite element method. The use of the actual inverse of a matrix is rarely used in computational methods, as it is an unstable technique. Instead, one usually calculates the LU
factorization (see, e.g., [84] lecture 20) of matrix $A$ and uses this factorization to solve a linear system through forward and back substitutions. The reason why this is important has to do with the use of the adjoint method.
To not have to solve a linear system for every design parameter $x_{i}$, one can exploit the below property of the adjoint of an operator,

$$
\begin{equation*}
\frac{\mathrm{d} f_{\mathrm{ob}}(\mathbf{x})}{\mathrm{d} \mathbf{e}_{h}^{T}} \underline{A}^{-1} \frac{\mathrm{~d} \underline{A}}{\mathrm{~d} x_{i}} \mathbf{e}_{h}=\left(\left(\underline{A}^{\dagger}\right)^{-1} \frac{\mathrm{~d} f_{\mathrm{ob}}(\mathbf{x})}{\mathrm{d} \mathbf{e}_{h}}\right)^{T} \frac{\mathrm{~d} \underline{A}}{\mathrm{~d} x_{i}} \mathbf{e}_{h} \tag{2.101}
\end{equation*}
$$

with the superscript $\dagger$ denoting the transpose complex conjugated of a matrix.
Solving the below system

$$
\begin{equation*}
\underline{A}^{\dagger} \lambda=\frac{\mathrm{d} f_{\mathrm{ob}}(\mathbf{x})}{\mathrm{d} \mathbf{e}_{h}}, \tag{2.102}
\end{equation*}
$$

one can obtain the derivatives of the merit function with respect to the design parameters as

$$
\begin{equation*}
\frac{\mathrm{d} f_{\mathrm{ob}}(\mathbf{x})}{\mathrm{d} x_{i}}=-\lambda^{T} \frac{\mathrm{~d} \underline{A}}{\mathrm{~d} x_{i}} \mathbf{e}_{h} . \tag{2.103}
\end{equation*}
$$

This procedure is called the adjoint method [82, 85, 86]. As one can see, the adjoint method requires to solve another system of equations, Eqn. (2.102). However, once this is done, obtaining the design derivatives with respect to each parameter does not require any extra Gaussian elimination.

Regarding the computational overhead, computing the design derivatives with the direct method requires a matrix-vector multiplication, then a posterior Gaussian elimination, and a final vector-vector multiplication. All this operations need to be repeated for each design parameter. The adjoint method requires to initially calculate a LU factorization for the adjoint system, Eqn. (2.102), and then it requires to perform a matrix-vector multiplication and a vector-vector multiplication per design parameter. If the system matrix $\underline{A}$ of the finite element method were dense and one would need to solve the adjoint system, then the advantages of using the adjoint method would be negligible in almost any situation due to the computational overhead of computing the LU factorization for the adjoint system. However, because the matrix $\underline{A}$ is a sparse matrix, there are some problems in which using the adjoint method results to be more efficient than the direct method. These problems are the problems where the number of design parameters $x_{i}$ are in the order of the number of unknowns of the finite element system.
Topology optimization of photonic devices [25, 26, 87, 88] is one of the cases where the use of the adjoint method results usually more efficient than the use of the direct method. In these problems, one aims to obtain the derivatives with respect to the permittivity values of a big number of discretization elements $\epsilon \mathcal{T}_{i}$. We saw in the previous section that computing the derivative of $\underline{A}$ with respect to the permittivity value $\epsilon \mathcal{T}_{i}$ requires a negligible computational overhead. Furthermore, $\mathrm{d} \underline{A} / \mathrm{d} x_{i}$ will have only a very small number of entries different than zero, and the time required by the matrix-vector multiplication could be also neglected. Therefore, the computational overhead per design parameter would be mainly given by the vector-vector multiplication. Moreover, if the simulated structure does not present absorption, the physical problem is hermitian and the LU factorization of the adjoint system is not required to solve it.

Because in this thesis we focus in problems of shape optimization, with structures parametrized with a maximum number of a few tens of parameters, the direct method results more efficient to compute the shape and material derivatives. This is, therefore, the method that we use in this thesis.

## 3 | Bayesian optimization

### 3.1 Introduction

The process of designing an optimal nanophotonic device consists in finding the combination of materials and geometry that results in a device with the best performance. The materials and geometries available for the design are often constrained by limitations of fabrication technology, costs, and time requirements. To find the optimal design, one needs to describe the set of feasible geometries and materials with a parametrization that uses a vector of $d$ design variables $\mathbf{x}=\left[x_{1}, x_{2}, \ldots, x_{d}\right]^{T}$. The set of all possible points x composes the design space $\mathcal{D}$ of the device. Then, a numerical method is needed to measure the performance of each possible device characterized by x with the use of an objective function, $f_{\text {ob }}(\mathbf{x})$.The aim of the game is to find the point $\mathbf{x}_{\text {opt }}$ in the design space that fulfills

$$
\begin{equation*}
f_{\mathrm{ob}}\left(\mathrm{x}_{\mathrm{opt}}\right) \leq f_{\mathrm{ob}}(\mathbf{x}) \forall \mathbf{x} \in \mathcal{D} . \tag{3.1}
\end{equation*}
$$

That corresponds to finding the global optimum. The maximum theoretically performance achievable by the optimization is directly limited by the chosen parametrization, i.e., by the range of possible devices considered. Generally, the higher the number of parameters used in the design space, the larger the range of devices that one can address. However, due to the curse of dimensionality [89], also known as the Hughes effect [90, 91], the computational demand of finding a global optimum increases exponentially with the number $d$ of parameters, unless $f_{\text {ob }}(\mathrm{x})$ is a convex function. In nanophotonic devices, the objective function depends on the values of the electromagnetic field in a given structure and one generally needs to solve Maxwell's equations to evaluate $f_{\mathrm{ob}}(\mathbf{x})$. The evaluation of Maxwell's equations for a given structure is in general resource demanding and, strongly depending on the complexity, the geometrical dimensionality, and the presence or absence of possible geometrical symmetries, this is a task that requires computational times between a few minutes and several hours.

The combination of computationally highly demanding objective functions and exponentially scaling design spaces makes the problem of finding the optimal nanophotonic device an intractable problem even for medium size dimensional problems, where d ranges in the order of 10 till 20 . Only for highly symmetric devices, where one can exploit the symmetries to drastically reduce the computation times of the evaluation of $f_{\mathrm{ob}}(\mathbf{x})$ or in problems where a high parallelization of the evaluation of $f_{\mathrm{ob}}(\mathbf{x})$ is possible, finding a global optimum can still be a feasible task in a reasonable amount of time.

However, even if a priori finding a global optimum must be assumed as unlikely, it is still important to find a device that performs as good as possible within the available time for the given task. This is the purpose of optimization algorithms. To do that, the optimization algorithms choose the next evaluation points for the objective function based on a
certain optimization strategy and on information obtained from the previously evaluated points of $f_{\mathrm{ob}}(\mathbf{x})$ to possibly identify $x_{\mathrm{opt}}$.

The optimization strategy can consist of a few simple steps based on some heuristic criteria or it can rely on more complex surrogate models. Generally, heuristic algorithms are simpler to implement and they require relatively low computational time overheads. When the time required to evaluate the objective function is short, on time scales shorter than a second, it is normally preferable to use simple but fast optimization algorithms. Examples are particle swarm optimization [92-96], evolutionary algorithms [97-102] or simulated annealing [103-106]. Many different open source implementations of these methods can be found [107-110].

On the contrary, model-based [111-117] algorithms usually require longer computational times than heuristic global optimization algorithms. The underlying models of these algorithms are permanently updated based on the information obtained from the evaluated points thus far to better describe the most likely behavior of $f_{\mathrm{ob}}(\mathbf{x})$. To decide where to perform the next evaluation of the objective function, the surrogate model is used to either infer the values of $f_{\mathrm{ob}}(\mathrm{x})$ in points where its behavior is unknown or to compute other different expectation quantities [118]. Because all previous evaluations are taken into account for determining the next sampling point, these algorithms can show a better iteration convergence, i.e., they often require a smaller number of evaluations of the objective function to reach a similar performance [119, 120, A1]. Therefore, they are usually beneficial when optimizing objective functions with long evaluation times [121]. This is frequently the case when optimizing optical nano-structures. In these problems, the extra computational overhead required by the use of a more complex surrogate model can compensate the smaller number of required evaluations.

Among the different surrogate models, one can find models based on polynomial response surfaces [118, 122], radial basis functions [123, 124] or Gaussian processes [125129]. Neural networks have also been used, for example for the design of photonic structures [36-38].

A well known surrogate based optimization algorithm is Bayesian optimization [130133]. Bayesian optimization obtains a probabilistic distribution for $f_{\mathrm{ob}}(\mathbf{x})$ conditioning a prior stochastic model over the set of observation points using Bayes' theorem [134]. Although different surrogate models have been proposed for the algorithm [133, 135-137], most implementations use Gaussian processes as the surrogate stochastic model [138144].

The Gaussian process (GP) model is a nonparametric stochastic model [145-147] of an objective function $f_{\mathrm{ob}}(\mathbf{x})$. That means that the model does not have a fixed number of degrees of freedom, such as, e.g., a polynomial fit. Instead, the model complexity is automatically adapting to the amount of available data. The GP assigns prior distributions directly over the values of $f_{\mathrm{ob}}(\mathbf{x})$ (see, e.g., [126] section 3.1). They can be actually seen as stochastic parametric models with an infinite number of parameters. In fact, a GP can be interpreted as a neural network with a single hidden layer and an infinite amount of nodes, in which the weight nodes are treated as probabilistic variables following Gaussian distributions (see, e.g., [126] section 3.4.2 or [148]).

One of the key advantages of GPs is the fully probabilistic treatment of available data. In other words, it returns the most probable function value given the data. This posterior distribution over functions, conditioned on the evaluations of $f_{\mathrm{ob}}(\mathbf{x})$, can be described by a simple analytical expression. Furthermore, a GP can incorporate derivative information of the objective function in a simple and natural way. These properties make GPs
a powerful tool to obtain relatively accurate posterior distributions of the modelled function with respect to the number of evaluations used. This is a very desired characteristic when performing global optimization.

For the above reasons, this work proposes the use of Bayesian optimization with Gaussian processes for the optimization of photonic devices. Its good iteration convergence makes it one of the best options to optimize photonic devices for low and medium dimensional design spaces [A1]. Furthermore, having access to the shape derivatives of the solutions of Maxwell's equations is a powerful tool in the optimization of photonic devices, and Bayesian optimization is one of the few global optimization algorithms that can efficiently exploit this information.

However, Gaussian processes also posses some problems. Mainly its scalability with respect to the number of observation points $N_{\text {obs }}$ used to obtain the posterior distribution. Its time requirements scale as $\mathcal{O}\left(N_{\text {obs }}^{3}\right)$ and the memory usage as $\mathcal{O}\left(N_{\text {obs }}^{2}\right)$. This translates in that a GP starts to perform badly when one has access to a large number of evaluations of the objective function [149]. For many optimization problems this can severely limit the applicability of Bayesian optimization. There are multiple situations where the evaluation of the objective function does not require long computational times and many evaluation values are available, therefore. Examples are highly symmetric devices, where one can exploit the symmetries to reduce the dimensionality of the computational model, or any case in which one has access to a high parallelization. In these cases, the scalability problems of Bayesian optimization play an important role in the final efficiency of the method, as we will show in this chapter.

Different methods have been recently proposed to solve or mitigate the scalability problems of Bayesian optimization. One of the approaches consists in the use of a surrogate model with a fixed number of parameters instead of a Gaussian process. To be precise, two different works $[135,150$ ] propose the use of a deep neural network formed by several layers and a Bayesian linear regressor as output layer of the network. To obtain a Bayesian optimization algorithm with a better scalability but without sacrificing the qualities of Gaussian processes, other methods propose the use of a set of different local Gaussian process that model the objective function based on different subsets of the observations [151, 152].

In this work, we propose two additional techniques to mitigate the scalability problems of Bayesian optimization. Both of them are based on the use of Gaussian processes. One of the two methods reduces the scalability of Bayesian optimization without requiring any sort of approximation with respect to the standard Bayesian optimization algorithm. The other method shares some of the fundamental working principles with [151, 152]. This method does not scale with the number of observations. However, it only uses a fraction of all the available information to decide on the next evaluation point. It is, therefore, an approximation to the standard algorithm.

The chapter first describes the Gaussian process model and Bayesian optimization using Gaussian processes. Emphasis is put on the methodology to incorporate shape and material derivatives, as presented in section 2.3, into the optimization algorithm. After that, the chapter focuses on the scalability problems of Bayesian optimization. After the scalability problem is first described, the two methods to improve the scalability of Bayesian optimization are presented. Except the work presented in section 3.4, the contents in this chapter have been published in [A1-A4].

### 3.2 Gaussian Processes

## Definition

A Gaussian process $\mathcal{G P}(m, k)$ is a stochastic model that offers a probability distribution over the values of a function $f(\mathbf{x})$. It belongs to the class of nonparametric distributions [145, 147]. It is formally defined as a collection of random variables, any finite number of which follow a joint multivariate Gaussian distribution ([125], Def. 2.1). The properties of the distribution are controlled by the mean $m(\mathbf{x})$ and covariance function $k(\mathbf{x}, \mathbf{x})$. Those functions fully characterize a GP. Given any set of points in $\mathbb{R}^{n}, \underline{X}_{\text {set }}=$ [ $\left.\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{N}\right]$, the probability distribution of the function $f(\mathbf{x})$ over these points $\mathbf{f}_{\text {set }}=$ $\left[f\left(\mathbf{x}_{1}\right), f\left(\mathbf{x}_{2}\right), \ldots, f\left(\mathbf{x}_{N}\right)\right]^{T}$ is given by a multivariate Gaussian distribution,

$$
\begin{equation*}
\mathbf{f}_{\text {set }} \sim \mathcal{N}\left(\mathbf{m}_{\text {set }}, \underline{K}_{\text {set }}\right), \tag{3.2}
\end{equation*}
$$

where $\mathbf{m}_{\text {set }}$ is the vector of mean values $\left[m\left(\mathbf{x}_{1}\right), m\left(\mathbf{x}_{2}\right), \ldots, m\left(\mathbf{x}_{N}\right)\right]^{T}$ and $\underline{K}_{\text {set }}$ is the covariance matrix for the set of points. The i-j element of the covariance matrix is obtained by evaluating the covariance function for the pair of points $k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$. For the mean function, it is common to use a constant value $m(\mathbf{x})=\mu$.
From Eqn. (3.2), one gets that the probability density function for a set of points $\underline{X}_{\text {set }}$ of a function $f(\mathbf{x})$ modeled by a Gaussian process is given by,

$$
\begin{equation*}
\mathcal{P}\left(\mathbf{f}_{\mathrm{set}}\right)=\frac{1}{\sqrt{(2 \pi)^{N}}} \frac{1}{\operatorname{det}\left(\underline{K}_{\mathrm{set}}\right)} e^{-\frac{1}{2}\left(\mathrm{f}_{\mathrm{set}}-\mathbf{m}_{\mathrm{set}}\right) \underline{K}^{-1}\left(\mathbf{f}_{\mathrm{set}}-\mathbf{m}_{\mathrm{set}}\right)^{T}} \tag{3.3}
\end{equation*}
$$

The covariance function has to be positive definite and it is frequently a stationary function. The covariance matrix obtained from a positive definite covariance function is always positive semi-definite. For any point $\mathbf{z} \in \mathbb{R}^{N}$

$$
\begin{equation*}
\mathbf{z}^{T} \underline{K} \mathbf{z} \geq 0 . \tag{3.4}
\end{equation*}
$$

A covariance function is stationary if

$$
\begin{equation*}
k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=k\left(\mathbf{x}+\mathbf{t}, \mathbf{x}^{\prime}+\mathbf{t}\right) \forall \mathbf{x}, \mathbf{x}^{\prime}, \mathbf{t} \in \mathbb{R}^{n} . \tag{3.5}
\end{equation*}
$$

The covariance function establishes a relation of similarity between function values at different points depending of the values of the points. Many different types of covariance functions can be used (see, e.g., [125] section 4.2 or [153] section 4). Two of the most used covariance functions in the field of machine learning are the squared exponential covariance function and the family of Mattérn functions. Both of them are stationary functions. The exponential covariance function reads as

$$
\begin{equation*}
k_{\exp }\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)=\sigma^{2} e^{-d\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)^{2}}, \tag{3.6}
\end{equation*}
$$

with the parameter $\sigma$ being the standard deviation and the function $d\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$ a scaled distance, i.e.,

$$
\begin{equation*}
d\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)=\sqrt{\sum_{k=1}^{d} \frac{\left(x_{i,[k]}-x_{j,[k]}\right)^{2}}{l_{k}^{2}}} . \tag{3.7}
\end{equation*}
$$

The parameters $l_{i}$ are called length scales. The parameters $\mu, \sigma$, and $l_{i}$ are together called the hyper-parameters of the model.

The family of Matérn covariance functions can be written as,

$$
\begin{equation*}
k_{\text {Matérn }, \nu}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)=\frac{\sigma^{2}}{\Gamma(\nu) 2^{\nu-1}}\left(\sqrt{2 \nu} d\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)\right)^{\nu} K_{\nu}\left(\sqrt{2 \nu} d\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)\right), \tag{3.8}
\end{equation*}
$$

where $K_{\nu}(x)$ is the modified Bessel function of the second kind. Within the family of Matérn covariance functions, the most frequently used are the $k_{\text {Matérn,3/2 }}$ and $k_{\text {Matérn,5/2 }}$,

$$
\begin{gather*}
k_{\text {Matérn }, 3 / 2}=\sigma^{2}(1+\sqrt{3} d) e^{-\sqrt{3} d},  \tag{3.9}\\
k_{\text {Matérn }, 5 / 2}=\sigma^{2}\left(1+\sqrt{5} d+\frac{5}{3} d^{2}\right) e^{-\sqrt{5} d} \tag{3.10}
\end{gather*}
$$

Some authors [154] recommends to use the Matérn covariance functions rather than the exponential covariance function for modeling physical processes, due to the smoothness properties of $k_{\text {exp }}$. In this thesis we use the Matérn $k_{\text {Matérn } 5 / 2}$, based on the results of the analysis done in [A4].

The covariance function describes a correlation between the values of the function at different input points. The a priori behavior of a function $f(\mathbf{x})$ is not only controlled by the chosen covariance function, it is also strongly influenced by the values of the hyperparameters. Figure 3.1 shows function samples generated using a Mattérn covariance function $k_{\text {Matérn, } 5 / 2}$ with two different sets of hyper-parameters. As seen in the figure, longer length scales establish a stronger relation between the function values of close points, generating smoother samples.


Figure 3.1: Random function samples generated from a GP modelled with a Mattérn $k_{\text {Matérn }, 5 / 2}$ covariance function. The two plots correspond to samples generated using covariance functions with different hyperparameters. The corresponding hyperparameters are indicated in the plots.

## Gaussian process regression

The goal of using a stochastic model for the optimization is to be able to obtain a probabilistic distribution for the values of $f(\mathrm{x})$ at points where those values are unknown. If one can calculate the true values of the modelled function $f(\mathbf{x})$ at some set of points $\underline{X}_{\text {obs }}=\left[\mathbf{x}_{\text {obs }, 1}, \mathbf{x}_{\text {obs }, 2}, \ldots, \mathbf{x}_{\text {obs }, N_{\text {obs }}}\right]$, one can then obtain a posterior distribution over $f(\mathbf{x})$. Given another set of points $\underline{X}_{*}=\left[\mathbf{x}_{*, 1}, \mathbf{x}_{*, 2}, \ldots, \mathbf{x}_{*, N_{*}}\right]$ one can calculate the joint Gaussian multivariate prior distribution of the two sets $\underline{X}_{\text {obs }}$ and $\underline{X}_{*}$,

$$
\left[\begin{array}{c}
\mathbf{f}_{\mathrm{obs}}  \tag{3.11}\\
\mathbf{f}_{*}
\end{array}\right] \sim \mathcal{N}\left(\left[\begin{array}{c}
\mathbf{m}_{\mathrm{obs}} \\
\mathbf{m}_{*}
\end{array}\right],\left[\begin{array}{cc}
\underline{K}_{\mathrm{obs}, *}^{T} & \underline{K}_{\mathrm{obs}, *} \\
\underline{K}_{\mathrm{obs}, *}^{T} & \underline{K}_{*, *}
\end{array}\right]\right)
$$

where $\underline{K}_{\text {obs }}$ and $\underline{K}_{*}$ are the $N_{\text {obs }} \times N_{\text {obs }}$ and $N_{*} \times N_{*}$ covariance matrices for the sets $\underline{X}_{\text {obs }}$ and $\underline{X}_{*}$ respectively, and $\underline{K}_{\text {obs,* }}$ is the $N_{\text {obs }} \times N_{*}$ cross-covariance matrix between the two sets.

Conditioning the distribution of the set of points $\underline{X}_{*}$ on the values of ( $\underline{X}_{\text {obs }}, \mathrm{f}_{\mathrm{obs}}$ ) using Bayes' theorem [134] one gets

$$
\begin{equation*}
\mathbf{f}_{*} \mid \underline{X}_{*}, \underline{X}_{\mathrm{obs}}, \mathrm{f}_{\mathrm{obs}} \sim \mathcal{N}\left(\mathbf{m}_{\mathrm{p}}, \underline{K}_{\mathrm{p}}\right), \tag{3.12}
\end{equation*}
$$

where $\mathbf{m}_{\mathrm{p}}$ and $\underline{K}_{\mathrm{p}}$ are the posterior mean vector and posterior covariance matrix respectively ([125] Eqn. 2.19),

$$
\begin{align*}
\mathbf{m}_{\mathrm{p}} & =\mathbf{m}_{*}+\underline{K}_{\mathrm{obs}, *}^{T} \underline{K}_{\mathrm{obs}}^{-1}\left(\mathbf{f}_{\mathrm{obs}}-\mathbf{m}_{\mathrm{obs}}\right),  \tag{3.13}\\
\underline{K}_{\mathrm{p}} & =\underline{K}_{*}+\underline{K}_{\mathrm{obs}, *}^{T} \underline{K}_{\mathrm{obs}}^{-1} \underline{K}_{\mathrm{obs}, *} \tag{3.14}
\end{align*}
$$

The standard deviation at a point $\mathbf{x}_{*, i}, \sigma_{p}\left(\mathrm{x}_{*, i}\right)$, is given by the square root of the i -th diagonal element of $\underline{K}_{\mathrm{p}}$.
Taking a look to Eqns. (3.13) and (3.14), one can see that the main operations required to calculate the mean value and the standard deviation are the inversion of the covariance matrix $\underline{K}_{\text {obs }}$ and its posterior multiplication by a column vector. For the mean value, the vector is independent of the point $\mathbf{x}_{*}$ where one wants to evaluate it. In practice, the inverse of $\underline{K}_{\text {obs }}$ is never computed because $\underline{K}_{\text {obs }}$ is generally ill-conditioned [155, 156]. Different numerical techniques are used instead, where the Cholesky decomposition is one of the most used. An analyses of different regularization techniques frequently used is presented in section 3.4.
Using the Cholesky decomposition of $\underline{K}_{\text {obs }}$ one obtains a matrix $\underline{L}_{K_{\text {obs }}}$ such that,

$$
\begin{equation*}
\underline{K}_{\mathrm{obs}}=\underline{L}_{K_{\mathrm{obs}}} \underline{L}_{K_{\mathrm{obs}}}^{T}, \tag{3.15}
\end{equation*}
$$

with $\underline{L}_{K_{\text {obs }}}$ being a lower triangular matrix. Using the decomposition one gets that the last term of the right hand side of Eqn. (3.14) can be written as,

$$
\begin{equation*}
\underline{K}_{*, \text { obs }} \underline{K}_{\text {obs }}^{-1} \underline{K}_{*, \text { obs }}^{T}=\underline{K}_{*, \text { obs }} \underline{L}_{K_{\text {obs }}}^{-T} \underline{L}_{K_{\text {obs }}}^{-1} \underline{K}_{*, \text { obs }}^{T}=\mathbf{b}^{T} \cdot \mathbf{b} \tag{3.16}
\end{equation*}
$$

with $\mathbf{b}$ being,

$$
\begin{equation*}
\mathbf{b}=\underline{L}_{K_{\mathrm{obs}}}^{-1} \cdot \underline{K}_{*, \mathrm{obs}}^{T} \tag{3.17}
\end{equation*}
$$

The vector $\mathbf{b}$ is normally calculated solving the triangular system $\underline{L}_{K_{\text {obs }}} \cdot \mathbf{b}=\underline{K}_{*, \text { obs }}^{T}$ using forward and backward substitution.


Figure 3.2: Posterior mean, $m_{p}$, and standard deviation, $\sigma_{p}$, for a function $f(\mathbf{x})$ obtained from a prior GP and a set of six observations of $f(\mathbf{x})$. The dash line shows the real values of $f(\mathbf{x})$. The prior Gaussian process is governed by the $k_{\text {Matérn, } 5 / 2}$ kernel function. The plot shows the probability distribution of a function from which only six points are known. This distribution is represented by its mean and standard deviation values, which are obtained using Eqns. (3.13) and (3.14). As one can see, the Gaussian process generates a probability distribution that perfectly matches the behavior of the real function $f(x)$ at the six observation points and that predicts with a good accuracy the behavior of $f(x)$ in the regions between the observations.

Figure 3.2 shows the posterior mean and standard deviation calculated for a function $f(x)$ conditioned on a set of six observations. The figure shows the values of the function $f(x)$ and the values of the statistical function distribution obtained using Gaussian process regression. Given a set of points $\underline{X}_{\text {obs }}$ where the values of the function are known, to obtain the statistical model of the function $f(x)$ one first computes the covariance matrix for this set of points. The mean values of the statistical function distribution are then given by Eqn. (3.13), and the standard deviation by Eqn. (3.14). In those two equations, the set of points $\underline{X}^{*}$ represents the points where one wants to obtain the values of the mean and the standard deviation. The known values of the function are represented by red dots in Fig. 3.2. The mean function corresponds to the blue line and the shadowed area represents the region within the $\pm \sigma$ interval. As it can be seen in the figure, the standard deviation at the observation points $\mathbf{x}_{\mathrm{obs}, i}$ is zero. What that means is that the posterior Gaussian process generates a function probability distribution that only takes into account functions that perfectly agree with the given observation values. This can be seen also in Fig. 3.3. This figure shows some function samples obtained from the posterior distribution. As one can see, all the possible realizations of $f(\mathbf{x})$ go through the exact values of the observation points. To generate the plots of these function realizations, one uses a multivariate normal random generator providing the posterior covariance function
$\underline{K}_{\text {obs }}$ given by Eqn.(3.14) for the set of points aimed to represent.


Figure 3.3: Random function samples generated from the posterior Gaussian process distribution conditioned on a series of evaluations of $f(\mathbf{x})$. The two plots show samples obtained from two different posterior Gaussian process distributions. Their difference rely on the value of the length scale $l$.

## Gaussian process regression with derivative information

Derivative information can be included into the Gaussian process model in a simple and natural form [157-159]. If a function $f(\mathbf{x})$ is modeled as a Gaussian process $\mathcal{G} \mathcal{P}(m, k)$, then the joint process of the function $f(\mathbf{x})$ and its derivatives $\nabla f(\mathbf{x})$ also follows a Gaussian process. Given a set of observations of $f(\mathbf{x})$ and of its derivatives $\mathrm{d} f(\mathbf{x}) / \mathrm{d} x_{i}$, the covariance matrix of the joint process

$$
\left[\begin{array}{c}
\mathbf{f}_{\mathrm{set}}(\mathbf{x})  \tag{3.18}\\
\nabla \mathbf{f}_{\mathrm{set}}(\mathbf{x})
\end{array}\right] \sim \mathcal{N}\left(\mathbf{m}_{\mathrm{set}}, \underline{K}_{\mathrm{set}}^{\nabla}\right),
$$

can be obtained as ([125] section 9.4 or [160] chapter 10)

$$
\underline{K}_{\mathrm{set}}^{\nabla}=\left[\begin{array}{ll}
\underline{K}_{\mathrm{set}, f, f} & \underline{K}_{\mathrm{set}, f, \nabla f}  \tag{3.19}\\
\underline{K}_{\mathrm{set}, \nabla f, f} & \underline{K}_{\mathrm{set}, \nabla f, \nabla f}
\end{array}\right],
$$

where the submatrices are obtained using the respective subcovariance functions [161],

$$
\begin{align*}
k_{f, f}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) & =\operatorname{cov}\left(f(\mathbf{x}), f\left(\mathbf{x}^{\prime}\right)\right)=k\left(\mathbf{x}, \mathbf{x}^{\prime}\right),  \tag{3.20}\\
k_{f, \nabla f}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) & =\operatorname{cov}\left(f(\mathbf{x}), \nabla f\left(\mathbf{x}^{\prime}\right)\right)=\nabla_{\mathbf{x}^{\prime}} k\left(\mathbf{x}, \mathbf{x}^{\prime}\right),  \tag{3.21}\\
k_{\nabla f, f}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) & =\operatorname{cov}\left(\nabla f(\mathbf{x}), f\left(\mathbf{x}^{\prime}\right)\right)=\nabla_{\mathbf{x}} k\left(\mathbf{x}, \mathbf{x}^{\prime}\right),  \tag{3.22}\\
k_{\nabla f, \nabla f}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) & =\operatorname{cov}\left(\nabla f(\mathbf{x}), \nabla f\left(\mathbf{x}^{\prime}\right)\right)=\nabla_{\mathbf{x}} \nabla_{\mathbf{x}^{\prime}} k\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \tag{3.23}
\end{align*}
$$

Similarly as discussed earlier, one can obtain the joint process between two sets $\underline{X}_{\text {obs }}$ and $\underline{X}_{*}$, where $\underline{X}_{\text {obs }}$ includes observations of the first derivative of $f(\mathbf{x})$. Then, it is possible to obtain the posterior distribution for the set of points $\underline{X}_{*}$ applying Bayes' theorem,

$$
\begin{align*}
& \mathbf{m}_{p}=\underline{K}_{*, \text { obs }}^{\nabla} \underline{K}_{\mathrm{obs}}^{\nabla}\left[\mathbf{f}_{\mathrm{obs}}^{T}, \nabla \mathrm{f}_{\mathrm{obs}}^{T}\right]^{T},  \tag{3.24}\\
& \underline{K}_{p}=\underline{K}_{*}-\underline{K}_{*, \mathrm{obs}}^{\nabla} \underline{K}_{\mathrm{obs}}^{\nabla-1} \underline{K}_{*, \mathrm{obs}}^{\nabla}{ }^{T} \tag{3.25}
\end{align*}
$$

Note that Eqns. (3.24) and (3.25) are equivalent to Eqns. (3.13)-(3.14) but applied to a set of observations that contains derivative information.


Figure 3.4: a. Posterior distribution for a function $f(\mathbf{x})$ obtained with a Gaussian process and generated using observations of $f(\mathbf{x})$ but without derivative information. b. Posterior distribution for a function $f(\mathbf{x})$ obtained with a Gaussian process and generated using observations of $f(\mathbf{x})$ and of its derivative. The use of derivative information produces a more accurate estimation of the real function.

Figure 3.4b shows the posterior mean and standard deviation for a function $f(x)$ conditioned on both observations of $f(x)$ and of its first derivative. The function $f(x)$ used for the example is the same as the used for Fig. 3.2 and Fig. 3.3. As it can be seen, comparing it with Fig. 3.4a, the accuracy of the prediction for $f(x)$ increases considerably with the use of the derivative information.

## Model selection

As mentioned earlier and shown in Fig. 3.1, the hyper-parameters of a GP strongly influence the distribution over functions. Their effect is also important in the posterior distribution, as shown in Fig. 3.3. The two posterior distributions shown there are conditioned on the same set of evaluations and their difference only comes from the different values of the hyper-parameters used for the prior GP.

In general, one can not know a priori the values of the hyper-parameters that allow the GP to predict better the behavior of $f(\mathbf{x})$. One way to overcome this difficulty is to also set prior probability distributions over the values of the hyper-parameters and to obtain the posterior distribution also for the hyper-parameters. Then, the predictions over points $\mathrm{x}_{*}$ would be obtained by integrating the posterior distribution over all the values of the hyper-parameters ([126] section 3.2.1). However, as explained in [126], this problem is
intractable by analytical means. There, the author proposes the use of some approximation techniques to compute the posterior using, e.g., the Markov-Chain-Monte-Carlo method. However, the solution most frequently used, and the one followed in this work, is to not consider the posterior distribution conditioned also in the hyper-parameters but to rather set them to certain fixed values that were chosen using some point estimate. The estimate most frequently used is the marginal likelihood ([125] section 5.8 or [126] section 3.2.1),

$$
\begin{equation*}
\left(\mu_{\mathrm{opt}}, \sigma_{\mathrm{opt}}, l_{1, \mathrm{opt}}, \ldots, l_{d, \mathrm{opt}}\right)^{*}=\arg \max _{\mu, \sigma, l_{1}, \ldots, l_{d}} \log p\left(\mathbf{f}_{\mathrm{obs}} \underline{X}_{\mathrm{obs}}, \mu, \sigma, l_{1}, \ldots, l_{d}\right) \tag{3.26}
\end{equation*}
$$

For the Gaussian process model, the logarithm of the marginal likelihood takes the form of the expression ([125] Eqn. 5.8)
$\log p\left(\mathbf{f}_{\mathrm{obs}} \mid \underline{X}_{\mathrm{obs}}, \sigma, l_{1}, \ldots, l_{d}\right)=-\frac{1}{2}\left(\mathbf{f}_{\mathrm{obs}}-\mu\right)^{T} \underline{K}_{\mathrm{obs}}^{-1}\left(\mathbf{f}_{\mathrm{obs}}-\mu\right)-\frac{1}{2} \log \left|\underline{K}_{\mathrm{obs}}\right|-\frac{N_{\mathrm{obs}}}{2} \log 2 \pi$.
Taken a look at Eqn. (3.27), it can be seen that the first term of the right hand side depends on the values of the observations, the second term only depends on the values of the covariance function, and the third term is a normalization constant. The first term is related with the data fit of the model and the second term is a complexity penalty depending on the covariance function used. Smaller length scale values will make the likelihood to be smaller. Therefore, the marginal likelihood automatically penalizes complex models when compared to simpler ones.
The values of $\mu$ and $\sigma$ that maximize the likelihood can be obtained analytically, as shown in [A3],

$$
\begin{gather*}
\mu_{\mathrm{opt}}=\sum_{i, j} \frac{\left(\underline{K}_{\mathrm{obs}}^{-1}\right)_{[i, j]} \mathbf{f}_{\mathrm{obs}[j]}}{\left(\underline{K}_{\mathrm{obs}}^{-1}\right)_{[i, j]}},  \tag{3.28}\\
\sigma_{\mathrm{opt}}^{2}=\frac{1}{N_{\mathrm{obs}}}\left(\mathbf{f}_{\mathrm{obs}}-\mu\right)^{T} \underline{K}_{\mathrm{obs}}^{-1}\left(\mathbf{f}_{\mathrm{obs}}-\mu\right) . \tag{3.29}
\end{gather*}
$$

For obtaining the optimal length scales, one needs to use some optimization algorithm. As one can see in Eqn. (3.27), the calculation of the likelihood requires the inversion of the covariance matrix $\underline{K}_{\text {obs }}$. This makes the optimization a computationally expensive task that is prohibitive to run every time a new observation is added to the Gaussian process model. Instead, we proposed to use an estimator of the possible improvement of the likelihood [A3],

$$
\begin{equation*}
I=\max \left(l_{i} \frac{\partial \log p\left(\mathbf{f}_{\mathrm{obs}} \mid \underline{X}_{\mathrm{obs}}, \mu, \sigma, l_{1}, \ldots, l_{d}\right)}{\partial l_{i}}\right) . \tag{3.30}
\end{equation*}
$$

The length scales are only optimized when

$$
\begin{equation*}
I>0.1 \log p\left(\mathbf{f}_{\mathrm{obs}} \mid \underline{X}_{\mathrm{obs}}, \mu, \sigma, l_{1}, \ldots, l_{d}\right) . \tag{3.31}
\end{equation*}
$$

Once the data set contains more than 300 observations, the length scales are no longer optimized, independently of the value of the estimator $I$.

### 3.3 Bayesian Optimization Using Gaussian Processes

In the previous sections, the basics of the GP model were presented, but how to use it for an actual optimization has not yet been described. The basic strategy of Bayesian optimization consists in combining the data obtained from the evaluations of the objective function $f_{\mathrm{ob}}(\mathbf{x})$ and the GP model to obtain a posterior probabilistic distribution of the objective function with respect to the design parameters. The probability distribution is then used to determine the points in the design space, which are the best candidates for being a global optimum. As next, the objective function is evaluated at these data points and added to data set underlying the GP that in turn refines the probabilistic distribution of the objective function. Advancing with this scheme promises to identify the global optimum in an ongoing process of the objective function.

Although Bayesian optimization is frequently applied using a Gaussian process as a stochastic model, it is not limited to it. It could be implemented with any stochastic model, which gives a probabilistic distribution over functions. One of the first proposals for Bayesian optimization [133] was indeed described in terms of general Bayesian networks [162] and even implementations with neural networks have been recently proposed [135, 150]. However, this thesis will focus on Bayesian optimization using Gaussian processes [163]. As we have seen in the previous sections, Gaussian processes are very powerful models in order to learn arbitrarily complex objective functions and their main drawback, their poor scalability, is not generally a problem for most of the applications in photonic design. However, the topic will be discussed again in section 3.4, where some proposals to improve the scalability will be presented. With these improvements, one can extend the efficient applicability of Bayesian optimization to cover most of the applications in photonic design.

## General description

This section describes the general steps of the Bayesian optimization algorithm using Gaussian processes.

The Bayesian optimization algorithm starts with the initialization of the posterior Gaussian process model for the objective function $f_{\mathrm{ob}}(\mathrm{x})$. To create the Gaussian process model, a set of evaluations of $f_{\mathrm{ob}}(\mathrm{x})$ is calculated. The number of initial evaluations is generally rather small and the evaluation points are normally picked using some random distribution over the design space.

Once obtained, the statistical surrogate model for $f_{\mathrm{ob}}(\mathrm{x})$ is used to calculate some statistical quantity $\alpha(\mathrm{x})$ used to predict the best possible candidates in the design space for being the optimum. This statistical quantity $\alpha(\mathbf{x})$ is called the acquisition function. The candidate point $\mathrm{x}_{\alpha}$ where to evaluate the objective function next, is given by the global optimum of the acquisition function,

$$
\begin{equation*}
\mathbf{x}_{\alpha}=\underset{\mathbf{x} \in \mathcal{D}}{\arg \max } \alpha(\mathbf{x}) . \tag{3.32}
\end{equation*}
$$

There are different expressions used as acquisition functions [118, A4, 164]. Among the most frequently used ones, one finds the probability of improvement, $\alpha_{\mathrm{PI}}(\mathrm{x})$ and the expected improvement $\alpha_{\mathrm{EI}}(\mathbf{x})$. The probability of improvement is defined as,

$$
\begin{equation*}
\alpha_{\mathrm{PI}}(\mathbf{x})=p\left(f_{\mathrm{ob}}(\mathbf{x})<T\right)=\Phi\left(\frac{T-m_{p}(\mathbf{x})}{\sigma_{p}(\mathbf{x})}\right), \tag{3.33}
\end{equation*}
$$

where $T$ is a number smaller than the current minimum in the data set of observations, $f_{\text {obs }, \min }$, and $\Phi$ is the cumulative density function of the standard normal distribution. The functions $m_{p}(\mathbf{x})$ and $\sigma_{p}(\mathbf{x})$ are the posterior mean and standard deviation of the GP modeling $f_{\mathrm{ob}}(\mathrm{x})$, obtained from Eqns. (3.13) and (3.14), respectively. The expected improvement, $\alpha_{\mathrm{EI}}(\mathrm{x})$ reads as

$$
\begin{align*}
\alpha_{\mathrm{EI}}(\mathbf{x}) & =\mathbb{E}\left[\min \left(0, f_{\mathrm{obs}, \min }-f_{\mathrm{ob}}(\mathbf{x})\right)\right] \\
& =\left(f_{\mathrm{obs}, \min }-m_{p}(\mathbf{x})\right) \Phi\left(\frac{f_{\mathrm{obs}, \min }-m_{p}(\mathbf{x})}{\sigma_{p}(\mathbf{x})}\right)+\sigma_{p}(\mathbf{x}) \phi\left(\frac{f_{\mathrm{obs}, \min }-m_{p}(\mathbf{x})}{\sigma_{p}(\mathbf{x})}\right), \tag{3.34}
\end{align*}
$$

being $\phi(x)$ the probability density function of the standard normal distribution.
It has been proven that, under certain conditions, both the probability of improvement and the expected improvement find the global minimum of the objective function [165, 166].

Another acquisition function that combines both exploitation and exploration strategies is the lower confidence bound $[144,167,168] \alpha_{\mathrm{LCB}}(\mathrm{x})$,

$$
\begin{equation*}
\alpha_{\mathrm{LCB}}(\mathbf{x})=-m_{p}(\mathbf{x})-\beta_{\mathrm{LCB}} \sigma_{p}, \tag{3.35}
\end{equation*}
$$

where $\beta_{\mathrm{LCB}}$ is a hyper-parameter of the model [144].
Figure 3.5 illustrates the optimization process using GP and $\alpha_{\mathrm{EI}}(\mathbf{x})$ for a simple one dimensional test function. The different subplots correspond to different iterations. After every iteration, the posterior distribution is updated and the optimal point of the acquisition function is then computed.

The performance and behavior of Bayesian optimization depending on the considered acquisition function have been analyzed in [118]. Also, [A4] analyzes the performance of Bayesian optimization for the case of optimizing different photonic devices depending on the acquisition function used. In [118], despite showing a remarkable iteration convergence of Bayesian optimization using any of the mentioned acquisition functions, it is also shown that $\alpha_{\mathrm{LCB}}(\mathrm{x})$ can lead to the omission of regions of the search space and that $\alpha_{\mathrm{PI}}(\mathbf{x})$ and $\alpha_{\mathrm{EI}}(\mathrm{x})$ can be deceptive. In other words, they are prone to get stuck into a local minimum for a considerably large number of iterations and to not explore other regions of the design space. In the case of $\alpha_{\mathrm{PI}}(\mathrm{x})$, this behavior happens for values of the parameter $T$ close to the current minimum in the data set. In general, the convergence rate of $\alpha_{\mathrm{PI}}(\mathbf{x})$ depends considerably on the value of $T$ chosen. To mitigate this sensitivity with respect to the optimal value of $T$, the author proposes different solutions, e.g., to evaluate different candidate points $\mathbf{x}_{\alpha}$ obtained using $\alpha_{\mathrm{PI}}(\mathbf{x})$ with a range of different values of $T$. As [118] shows, this strategy would be completely equivalent to use instead $\alpha_{\mathrm{LCB}}(\mathrm{x})$ with a range of different $\beta_{\mathrm{LCB}}$.

Here in this work, we mainly use the expected improvement as acquisition function for the optimization tasks. To mitigate the problems with deceptive points, we simply added a condition statement to not search around the current optimum after a few iterations if the new observations around this point do not improve the current optimum in more than a one percent. In order to reduce the stability problems, the algorithm implemented in this work also avoids evaluation points which are closer than one hundred of the length scale to any evaluation point in the data set. If one is interested in a fine tuning of the


Figure 3.5: Optimization process using a GP and the expected improvement. After every evaluation of $f_{\mathrm{ob}}(\mathbf{x})$, the GP model is updated. The expected improvement is computed using the updated GP posterior distribution and a new evaluation is calculated in the point with the highest expected improvement. The dashed line shows the function $f_{\mathrm{ob}}(\mathrm{x})$ aimed to optimize.
global optimum, one can always run a gradient descent search using the global minimum found by Bayesian optimization as starting point.

As described, the Bayesian optimization algorithm implies to solve another global optimization problem within each iteration, Eqn. (3.32). In principle, this methodology might seem to produce a large penalty in the efficiency of the algorithm with respect to many other global optimization algorithms where the computation overhead can be negligible. Indeed, this is correct for a wide range of objective functions for which evaluations times are shorter than a second. However, let us note that this work focuses on the optimization of expensive objective functions that depend on the solution of Maxwell's equations. In these problems, where one can not run the optimization for more than a few thousands of iterations at maximum, the prediction power of Gaussian processes compensates the computation time overhead required in each iteration. This behavior has been analyzed in [A1], where Bayesian optimization was benchmarked with respect to a series of different global and local optimization algorithms in the optimization of a variety of different photonic devices. The results shown there confirm Bayesian optimization with Gaussian processes to be an efficient tool for design of photonic devices.

## Bayesian Optimization using derivative information

Section 2.3 presented the calculation of shape and material derivatives of photonic structures using the finite element method. Having access to the gradient of the objective function with respect to the design parameters offers a better knowledge of $f_{\mathrm{ob}}(\mathbf{x})$ which, if used efficiently, should lead to a better convergence rate in its optimization.

The most used methods to exploit the gradients of $f_{\mathrm{ob}}(\mathbf{x})$ for its optimization are the gradient descendent methods or quasi-Newton methods such as L-BFGS-B [169-171]. Those methods are used to find a local optimum of $f_{\mathrm{ob}}(\mathbf{x})$. The direction given by the gradient or the gradient and Hessian, in the case of quasi-Newton methods, ensures that the local optimum can be found. The mentioned methods are commonly used for the design of multiple types of photonic devices, especially in the field of topology optimization, where locally optimized devices show good performances [25, 27, 87, 88, 172-174].

In the context of global optimization, the use of derivative information is not as common as for local optimization. There are not many algorithms that can exploit the derivatives efficiently. The most frequently used strategy consists in applying a gradient descendent method at different initial points within the design space to find multiple local minima [175].

Because Gaussian processes can easily incorporate derivative information, Bayesian optimization provides an alternative to multi-start gradient descendent. Once the posterior distribution conditioned on values of $f_{\mathrm{ob}}(\mathbf{x})$ and its derivatives is obtained, see section 3.2, the same procedure as for the case without derivative observations applies to perform Bayesian optimization. Figure 3.6 shows the optimization process of the same one dimensional test function as already presented in Fig. 3.5 when the Gaussian process includes also derivative information. As it can be seen, the optimization finds the global minimum faster than for the case without derivative observations.


Figure 3.6: Example of Bayesian optimization using Gaussian processes with observations of the derivative and the use of the expected improvement as acquisition function. The objective function used as example is the same as used in Fig. 3.5. Note how the algorithm converges faster to the global minimum at $x=0$ when compared to the case where derivative observations were not included, i.e. Fig. 3.5.

Gaussian processes with derivative information have been used in the context of Bayesian
optimization in [A1, A2, 161, 176]. The improvement in the convergence rate of the optimization with respect to the algorithm without derivative observations depends on the behavior of the objective function, as it can be seen in [A1]. There, Bayesian optimization with derivative information has been used to optimize different photonic devices and its performance was compared against Bayesian optimization without derivative information. The algorithm using derivative information shows a better performance for all the test cases, although it can be seen how the difference in the convergence rate between both algorithms is strongly influenced by the specific test case.

### 3.4 Scalable Bayesian Optimization

## The scalability problem

Bayesian optimization shows excellent performance in terms of convergence. However, its use is generally limited to the optimization of problems with objective functions that are expensive to evaluate. The reason for that is the poor scalability of Gaussian processes with the number of observations. Every time a new observation is added to the model, the size of the covariance matrix $\underline{K}_{\text {obs }}$ increases with an extra row and column. To infer the behavior of $f_{\mathrm{ob}}(\mathbf{x})$, one needs to calculate the Cholesky decomposition of $\underline{K}_{\text {obs }}$, Eqn. (3.16), and then one needs to perform a forwards and a backward substitution for the different points x . The number of operations to calculate the Cholesky decomposition requires $\mathcal{O}\left(N_{\text {obs }}^{3}\right)$ operations and every forward and backward substitution requires $\mathcal{O}\left(N_{\text {obs }}^{2}\right)$ operations. The scaling in time is directly proportional to the scaling in the number of operations.

The poor scaling of Bayesian optimization is not a major problem for the optimization of many photonic devices, as the computational costs of computing the objective function are generally high, already limiting the number of evaluations that one can perform. However, there are other applications of interest where one can solve the objective function in a few seconds. This is the case, for example, for highly symmetric photonic devices, where one can use the symmetries to reduce the computational costs, or in situations where one can perform many evaluations of the objective function in parallel. Therefore, reducing the effective time per simulation. In these cases, it is possible to perform thousands of simulations within a few days and there, the scalability of Gaussian processes become a major limiting factor of the optimization process.

Figure 3.7 shows the time needed to perform the Cholesky decomposition and the singular value decomposition of $\underline{K}_{\text {obs }}$ as a function of the number of evaluations $N_{\text {ev }}$ of the objective function, i.e., the number of times that one calculates the objective function at different points of the design space. As one can see, the time follows a third-order power law with respect to the number of evaluations for both methods. The poor scaling becomes a major limiting factor especially when one can obtain derivative information via the direct or the adjoint method. In this case, one gets $1+d$ observations with each evaluation. That is to say, with the addition of $d$ derivative observations per simulation, the number of observations, which lead to new extra rows and columns in the covariance matrix, equals $(1+d) N_{\text {ev }}$. This is visible in Fig. 3.7, which also shows the time required to perform the Cholesky decomposition after every evaluation of the objective function when the derivative observations of 10 parameters are included. As one can see, after three thousand simulations, decomposing $\underline{K}_{\text {obs }}$ already takes a few tens of seconds. To give an idea, computing ten thousand simulations of many two dimensional models with the finite element method is a task that can be done in a few hours exploiting parallelization. We have already discussed how the use of derivative information in Bayesian opti-
mization is, in principle, beneficial, as it allows to obtain even better convergence rates. However, because of the scalability problems, the use of derivative information may not be beneficial in some of the cases when one has access to tens of thousans of evalutations and the derivatives do not improve the convergence rate significantly. Knowing in advance to which of the problems this applies is a non-trivial task.


Figure 3.7: Time needed to perform the Cholesky decomposition of the covariance matrix $\underline{K}_{\text {obs }}$ for a problem with $d=10$ parameters. The results are shown for the the case where only observations of $f_{\mathrm{ob}}(\mathbf{x})$ are included (orange dots) and for the case when one gets observations of the derivatives of $f_{\mathrm{ob}}(\mathbf{x})$ respect to 10 parameters with each evaluation (green dots). The plot shows also the time needed for computing the singular value decomposition (SVD) of $\underline{K}_{\text {obs }}$ (blue dots).

In addition to the decomposition of $\underline{K}_{\text {obs }}$, it is also necessary to perform a forward and a backward substitution to infer the standard deviation at a point in the design space, Eqn. (3.16). Although the time required to perform this operation is much shorter than the time required to compute $\underline{L}_{K_{\text {obs }}}$, this operation is required multiple times during the optimization of the acquisition function, Eqn. (3.32). One technique that we use to mitigate this issue is to use optimization methods for the acquisition that evaluate the acquisition function at many points in parallel. With this approach, one can reduce the times for accessing the memory to read the entries of $\underline{L}_{K_{\text {obs }}}$. Another method proposed, and that it is also used in this work, consists in obtaining the next evaluation point at the same time the objective function is solved [A1, 135, 177].
Below we present two different methods to mitigate the scalability problems of Bayesian optimization and we discuss about their performance. Both methods are still based on Gaussian processes as the surrogate model. The first method exploits a specific numerical scheme on the matrix update of the Cholesky decomposition of $\underline{K}_{\text {obs }}$. This method reduces the scalability problem from $\mathcal{O}\left(N_{\text {obs }}^{3}\right)$ to $\mathcal{O}\left(N_{\text {obs }}^{2}\right)$ without the need to use any approximation with respect to the standard Bayesian optimization method. The second method is similar to the method proposed in [152]. It is based on the use of a lo-
cal Bayesian optimization model and a data structure to efficiently generate the local model. However, unlike [152], in the method proposed here the local model is not fixed and it evolves with the candidate point $\mathbf{x}_{*}$. In the following subsections each of these approaches are described.

## Matrix update of the Cholesky decomposition

Let us start describing the first proposed method. It is based on the work that we presented in [A2]. In the suggested approach with use of derivative information, we update the Gaussian process model with a new set of $d+1$ observations. These observations lead to $d+1$ extra rows and columns that are added to the covariance matrix. Then, the Cholesky decomposition of the covariance matrix needs to be re-calculated. However, the Cholesky decomposition of a major block of the covariance matrix was already computed in the previous iteration of the Bayesian optimization algorithm. If we split the covariance matrix into four blocks,

$$
\underline{K}_{\mathrm{obs}}=\left[\begin{array}{ll}
\underline{A} & \underline{B}^{T}  \tag{3.36}\\
\underline{B} & \underline{C}
\end{array}\right]
$$

the Cholesky decomposition of $\underline{K}_{\text {obs }}$ can be described in terms of the four blocks. Here, $\underline{A}$ represents the covariance matrix computed in the previous iteration of the Bayesian optimization algorithm.

The covariance matrix of $\underline{K}_{\mathrm{obs}}, \underline{L}_{K_{\text {obs }}}$, can be obtained in terms of the blocks $\underline{A}, \underline{B}$ and $\underline{C}$ as ([178] section 6.5.4)

$$
\underline{L}_{K_{\mathrm{obs}}}=\left[\begin{array}{cc}
\underline{L}_{A} & \underline{0}  \tag{3.37}\\
\underline{B} \cdot \underline{L}_{A}^{-T} & \underline{L}_{S}
\end{array}\right]
$$

with $\underline{S}$ being the Schur complement of $\underline{K}_{\text {obs }}$,

$$
\begin{equation*}
\underline{S}=\underline{C}-\underline{B} \cdot \underline{A}^{-1} \cdot \underline{B}^{T} . \tag{3.38}
\end{equation*}
$$

The second term of the above expression can be written as a vector-vector multiplication,

$$
\begin{equation*}
\underline{S}=\underline{C}-\underline{X} \cdot \underline{X}^{T} . \tag{3.39}
\end{equation*}
$$

For that, we used the equality between the Cholesky decomposition of the inverse of a matrix and the inverse transpose of the Cholesky decomposition of the matrix,

$$
\begin{align*}
\underline{M} & =\underline{L}_{M} \cdot \underline{L}_{M}^{T},  \tag{3.40}\\
\underline{M}^{-1} & =\underline{L}_{M}^{-T} \cdot \underline{L}_{M}^{-1},  \tag{3.41}\\
\underline{M}^{-1} & =\underline{L}_{M^{-1}} \cdot \underline{L}_{M^{-1}}^{T},  \tag{3.42}\\
\underline{L}_{M^{-1}} \cdot \underline{L}_{M^{-1}}^{T} & =\underline{L}_{M}^{-T} \cdot \underline{L}_{M}^{-1} . \tag{3.43}
\end{align*}
$$

$\underline{X}^{T}$ can be obtained solving the triangular system $\underline{L}_{A} \cdot \underline{X}^{T}=\underline{B}^{T}$.
Finally, one gets the aimed expression,

$$
\underline{L}_{K_{\mathrm{obs}}}=\left[\begin{array}{cc}
\underline{L}_{A} & \underline{0}  \tag{3.44}\\
\underline{X} & \underline{L}_{S}
\end{array}\right] .
$$



Figure 3.8: Time needed to perform the Cholesky decomposition of the covariance matrix $\underline{K}_{\text {obs }}$ for a problem with $d=10$ parameters computing the full Cholesky decomposition (green dots) and using the matrix update scheme (red dots). The results are shown for the case where observations of the derivatives of $f_{\mathrm{ob}}$ respect to the 10 parameters are included into the GP model.

The numerical implementation of the matrix update scheme that we made is based on a C implementation of the BLAS [179] and LAPACK [180] libraries. Figure 3.8 shows the calculation times required to compute the Cholesky decomposition of $\underline{K}_{\text {obs }}$ as a function of the number of evaluations, using the matrix update scheme. As in Fig. 3.7, the results are shown for the case of adding the observation of $f_{\mathrm{ob}}(\mathrm{x})$ and for the case of adding also the derivatives $\mathrm{d} f_{\mathrm{ob}}(\mathbf{x}) / \mathrm{d} x_{i}$ for 10 different parameters. As it can be seen, the new scheme scales with $\mathcal{O}\left(N_{\text {obs }}^{2}\right)$ instead of with $\mathcal{O}\left(N_{\mathrm{obs}}^{3}\right)$. For example, calculating the Cholesky decomposition after 10 thousand evaluations with derivative observations of 10 parameters requires 5 seconds using the matrix update scheme. The standard scheme requires one and a half minutes, as shown in Fig. 3.7. Note that the use of the matrix update scheme does not imply any approximation of the standard Bayesian optimization technique. Therefore, it keeps the same convergence properties as the standard algorithm, provided that the matrix update does not introduce numerical errors. The stability of the method will be discussed below.

## Stability of Gaussian processes

We have just described a technique to reduce the scaling of Bayesian optimization from $\mathcal{O}\left(N_{\text {obs }}^{3}\right)$ to $\mathcal{O}\left(N_{\text {obs }}^{2}\right)$. The method does not rely on any approximation but on the exploitation of the information that one already has about the Cholesky decomposition of the covariance matrix from previous iterations. This fact implies that the convergence optimization rate of the method is the same as of the standard Bayesian optimization, if one can show that the numerical procedure does not add extra numerical errors when performing the inference. This is a fair question especially in Bayesian optimization, as it is known that the covariance matrix becomes increasingly ill-conditioned with the number of iterations, especially upon incorporation derivative observations [176].

To mitigate the numerical errors produced by the ill-conditioned covariance matrix, different regularization techniques have been proposed [155]. The most frequently used methods are the use of the Cholesky decomposition ([125] section 2.2), the truncated singular value decomposition [181] (TSVD) or the use of the LU decomposition ([182] section 3.1.1). The TSVD is the most flexible method, in the sense that one has more control over the error that the algorithm introduces. However, the Cholesky decomposition is usually preferred in many implementations, as it is the fastest method among the three mentioned above and shows simultaneously a good stability. The Cholesky decomposition and the LU decomposition require in the order of $1 / 3 N_{\text {obs }}^{3}$ and $2 / 3 N_{\text {obs }}^{3}$ floating point operations respectively ([84] section 23 ) and the first phase of the SVD, generally the most expensive part of the algorithm, requires $8 / 3 N_{\text {obs }}^{3}$ floating point operations if one uses the Golub-Kahan bidiagonalization ([84] section 31).

To see if the matrix update scheme introduces significant errors in the posterior Gaussian process model, the method is compared with other different methods used to perform the inference of the Gaussian process model: the Cholesky decomposition of the covariance matrix, the truncated singular value decomposition, and the direct inversion of the covariance matrix. The comparison measures the error produced by the different methods in the value of $\sigma_{p}$ at all the observation points of a data set obtained during the Bayesian optimization of an objective function. The error assigned to each method is the maximum error in $\sigma_{p}$ obtained from all the observation points. Note that in an error free method, $\sigma_{p}$ should be zero at all the observation points. The results are shown in Fig. 3.9.

The results for the direct inversion show how the error of the model explodes when no regularization method is used. This clearly indicates that the use of some regularization technique is in fact needed. The error of the truncated singular value decomposition follows the same behavior of the direct inversion until it reaches an error of around $10^{-9}$. The reason for that is the cutoff limit imposed for the singular values. The inverse of the singular values was set to zero to all singular values obtained lower than $10^{-9}$. However, the most important result of the comparison is the confirmation that the matrix update scheme remains stable and that the error produced by it is as low as the error produced by the full Cholesky decomposition. The reason behind this result could be explained by the fact that the algorithm for the Cholesky decomposition also builds the matrix row-by-row or column-by-column without pivoting [178].

In addition to the matrix update of the Cholesky decomposition, in [A2] we also proposed and analyze the use of a matrix update scheme for the inverse of the Cholesky decomposition. This scheme would allow to make the inference twice faster than with the use of the Cholesky decomposition. However, the results that we present there show that, in contrast to the Cholesky decomposition, the method is unstable.


Figure 3.9: Error produced for the inference of $\underline{K}_{\text {obs }}$ using different techniques to solve the linear system of Eqn. (3.14): the Cholesky decompoisition, the matrix update of the Cholesky decomposition, and the singular value decomposition.

## Bayesian optimization with a local Gaussian process model

The second proposed method to improve the scalability of the Bayesian optimization consists in the use of an updated local Gaussian process model that contains a maximum fixed number of observations. For a given point $\mathbf{x}_{*}$ where the value of the acquisition function is needed, the algorithm generates a posterior distribution based on a Gaussian process model that uses only a subset with the nearest $N_{\text {nearest }}$ observations of the data set. The reason to explain why a local GP model can work is related to the exponential behavior of the covariance functions generally used, see Eqns. (3.6)-(3.10). The further away a point of the data set is from the point $\mathrm{x}_{*}$, the less correlated are their values, and the correlation factor contains an exponential decaying factor with the distance between the two points. Therefore, the estimation values for $\mathrm{x}_{*}$ will not be strongly influenced by the points further away in the data set. A different strategy to the use of a fixed number $N_{\text {nearest }}$ can be to use only the points for which the correlation value with $\mathrm{x}_{*}$ is lower than $1 /\left(100 \Delta f_{\mathrm{ob}}\right)$, being $\Delta f_{\text {ob }}$ the maximum difference between the different values of the objective value in the data set of observations.

Given the point $\mathrm{x}_{*}$, the first step of the algorithm consists in determining which of the $N_{\text {obs }}$ observations are the nearest neighbours to this point $\mathbf{x}_{*}$. There are many algorithms to efficiently determine the nearest neighbors, as the k-d tree algorithm [183-185], the cover tree algorithm [186, 187], the R-tree [188-190] or uniform grid cell structures [191, 192]. Here, we use a grid-R-tree [193] algorithm. The design space is divided into hypercubes whose side lengths equal to half the length scales of the hyper-parameters, $l_{i}$. A list stores the indices of the cells that are populated with at least one observation point. The list also contains their population number and it is updated with each new observation obtained. With this structure, the search for the nearest neighbours can be done in a sub-linear time with respect to $N_{\text {obs }}$.

Once the subset of observations is chosen, the posterior Gaussian process is calculated. Note that this requires the calculation of the covariance matrix and its Cholesky decomposition to perform the inference, needed for the calculation of the acquisition function.

To not recompute the covariance function and the Cholesky decomposition too often, as the optimization for the acquisition function continues sampling at different points $\mathrm{x}_{*}$, the subset for the local Gaussian process is not continuously updated. It only updates when more than a $\gamma_{\text {update }}$ percentage of the closest neighbours for the current $\mathbf{x}_{*}$ is not contained in the subset used the last time that the covariance matrix was computed. In practice, if one uses a gradient descendent algorithm to optimize the acquisition function, the update is required a few times at maximum for each starting point of the gradient descendent. The tests of the implementation show that the posterior Gaussian process, when used in combination with a gradient descendent strategy for the optimization of the acquisition function, needs to be updated in average once every 10 evaluations of the acquisition function. This number has been obtained for a $N_{\text {nearest }}$ value of 300 and a $\gamma_{\text {update }}$ of $15 \%$.

With this implementation, the scaling of the method is sublinear once the number of total observations $N_{\text {obs }}$ exceeds $N_{\text {nearest }}$ and if the algorithm does not increase the number of starting points for the optimization of the acquisition function with the number of total observations $N_{\text {obs }}$. However, there are two main fundamental questions that need to be answered. The first one is how much time the algorithm requires per observation, and if this time is actually lower than the average time required by the standard implementation of Bayesian optimization in practical applications. Although the algorithm does not scale with the number of observations, at least in a certain range after $N_{\text {obs }}$ exceeds $N_{\text {nearest }}$, the proposed method must be slower than the standard implementation of Bayesian optimization, as different covariance matrices and their respective Cholesky decompositions must be computed. The second important aspect that needs to be answered is how the convergence rate of the algorithm performs with respect to the standard approach. The use of a local surrogate model implies that not all the available information is accessible for each candidate $\mathbf{x}_{*}$ and how this affects the convergence of the method must be measured.

To obtain an approximate idea for these two aspects, the performance of the method is compared with respect to the standard implementation of Bayesian optimization for a series of optimization runs of a test function. The comparison consists in the optimization of the Rastrigin function $[194,195]$ in a parameter space of five dimensions,

$$
\begin{equation*}
f_{\text {Rastrigin }}=50+\sum_{i=1}^{5} x_{i}^{2}-10 \cos \left(2 \pi x_{i}\right), \tag{3.45}
\end{equation*}
$$

and for a design space bounded by $\left|x_{i}\right| \leq 10$. The Rastrigin function has a global optimum of $f_{\text {Rastrigin }}\left(\mathbf{x}_{\text {opt }}\right)=0$ at the point $\mathbf{x}_{\text {opt }}=[0,0,0,0,0]$. Within the design space considered, the function contains around 4 million local minima.

The optimization is performed four different times for both algorithms. The optimizations run until they reach three thousand iterations. All the different aspects of the optimization algorithm, as the number of starting points used for the acquisition function, the criteria for choosing the starting points for the local optimizations, etc. are identical for the two algorithms. Also the length scales are kept fixed in both methods, with a value of $l_{i}=0.7$ for all the dimensions. To optimize the acquisition function both algorithms run twenty local optimizations using the L-BFGS-B algorithm [169, 171]. For this test, the local optimizations are run sequentially. Both algorithms include also the observations of the derivatives of the test function.

The results for the optimization convergence with respect to the number of evaluations of $f_{\text {Rastrigin }}(\mathbf{x})$ are shown in Fig. 3.10 for both methods, the standard Bayesian optimization
and the local approximation proposed here. The results shown correspond to the average results of the four different runs for each of the two methods. As one can see, for this particular test and implementation of both algorithms, the standard algorithm shows a slightly better convergence, although the differences are within the $\sigma$ bands of both algorithms.


Figure 3.10: Comparison of the convergence of the two different Bayesian optimization algorithms with respect to the number of evaluations of the objective function. The results are shown for a standard Bayesian optimization algorithm and for the local approximation proposed in this work. The objective function to be optimized is the Rastrigin function in five dimensions, shown in Eqn. (3.45). Every iteration corresponds to the addition of one observation of the objective function and of its derivatives with respect to each input parameter. The results shown for each of the algorithms are the average of four different optimization runs. The shadowed area indicates the region within one standard deviation of the multiple runs performed.

Figure 3.11 shows the averaged computation time required by the last 50 iterations as a function of the iteration number. There, one can see how the time required by the local approach does not scale. Note that the times required by the standard Bayesian optimization algorithm are generally smaller than the ones shown in Fig. 3.11, as one would normally run the optimizations for the expected improvement in parallel and not sequentially. However, the scaling would still be similar and the difference with respect to the results of Fig. 3.11 would be a constant scaling factor.

Although with the method proposed in the previous section one can already efficiently cover most of the applications of interest in the design of photonic nanostructures without the need to use any approximation, altogether, the results obtained seem to point that the proposed use of local Gaussian processes can be a promising substitute of the standard Bayesian optimization for problems with moderately fast objective functions. Also, the use of local Gaussian processes results in a highly parallelizable method, since the memory usage per local Gaussian process is low. Further research on this method could also analyze the impact of optimizing the hyperparameters for each of the local Gaussian process in the optimization convergence and in the computational overhead.


Figure 3.11: Time per evaluation required by a standard Bayesian optimization algorithm and the scalable proposed algorithm to obtain the next point where to evaluate the objective function. The objective function to be optimized is the Rastrigin function in five dimensions, shown in Eqn. (3.45). Both algorithms include derivative observations with respect to the five input parameters.

### 3.5 Conclusions

This chapter proposes and describes an implementation of Bayesian optimization for the global optimization of nanophotonic devices. The use of Gaussian processes as stochastic model provides a method able to incorporate both the objective value and its derivatives obtained from the finite element solver, which offers high predictive capabilities. These factors translate in an optimization method with a good iteration convergence, as it has been shown in several benchmarks. Furthermore, the chapter proposes two different techniques to improve the scalability issues of Bayesian optimization. These methods extend the efficient usage of Gaussian processes into a wider range of optimization problems for photonic applications.

The optimization methods presented here are the fundamental tool used in the next chapters of the thesis for the design of photonic structures. Specially in chapter 5, where we present the design of photonic structures used for different applications.

Once explained the optimization method developed for the optimization of photonic structures, in the next chapter we present some numerical tools to analyze and optimize isolated scatterers and the structures obtained from these elements, e.g., metasurfaces. Finally, chapter 5 combines the use of Bayesian optimization and the tools presented in chapter 4 to show, with some examples of design of photonic structures, the relevance of the developed tools.

## 4 | Design of isolated scatterers

### 4.1 Introduction

Among the multiple types of photonic devices used to manipulate and control light, there is a wide range of them that are either entirely or in part composed of isolated scatterers embedded in a homogeneous medium. Examples of these kind of devices are nano-antennas [196-200], devices used to promote the interaction of light [201-203], and metamaterials in general [204-207]. Here, arrangements made from a larger number of small scatterers are used to create artificial photonic materials capable of controlling light propagation in manners inaccessible with homogeneous natural materials. Further devices that are made from ensembles of scatterers are metalenses that can be used for different applications [208-210] or photonic crystals with spatially dependent properties [211]. Ensembles of many scattering particles also find use in layers that offer longer effective photon path lengths to improve absorption in thin-film solar cells [212] or as chiral metamaterials that can act as a direction independent circular polarization filters [213]. In all these examples for possible devices, the position, shape, and materials of the scatterers are design parameters, which one can optimize for the desired application. The purpose of this chapter is to describe a strategy to design isolated scatterers according to a predefined purpose. That requires to describe the interaction of light with such a scatterer at first.

One very well established tool to study the interaction of a given scatterer with a given illumination bases on the multipole expansion. There, the scattered field from the object is expanded in frequency domain into a basis of radiative vector spherical wave functions, VSWFs,

$$
\begin{equation*}
\mathbf{E}_{\text {scat }}(\mathbf{r})=\sum_{n=1}^{\infty} \sum_{m=-n}^{n}\left[a_{m, n} \mathbf{N}_{m, n}^{(3)}(\mathbf{r})+b_{m, n} \mathbf{M}_{m, n}^{(3)}(\mathbf{r})\right] \tag{4.1}
\end{equation*}
$$

The fields $N_{m, n}^{(3)}(\mathbf{r})$ and $M_{m, n}^{(3)}(\mathbf{r})$ are the electric and magnetic VSWFs, respectively. Their definition and properties are presented in section 2.2. The complex coefficients $a_{m, n}$ and $b_{m, n}$ capture the contribution of the respective multipoles to the scattered field. The decomposition shown in Eqn. (4.1) is valid everywhere outside the smallest sphere circumscribing the scatterer. There is not yet a proof about the validity of the decomposition in the region inside the sphere. The assumption that the expression is valid inside the sphere is known as the Rayleight hypothesis [214-216].

In addition to the valuable information that the multipole expansion directly provides for studying and designing scatterers, the multipole expansion is also an important ingredient to construct the T-matrix of a given object [42, 217, 218]. The T-matrix of an object provides the field scattered by any field illuminating the object. The T-marix expresses how an incident field, expanded into a series of incident VSWFs, is scattered into a set of
outgoing VSWFs. With that it contains all the information about how an object interact with light; it is the most comprehensive representation of the object concerning its optical properties. The T-matrix can be used to obtain different quantities, such as the total interaction cross section of a scatterer with light, the absorption of the object under a certain illumination ([42] section 5.1) or the duality of the object or its electromagnetic chirality [213]. However, the T-matrix is also important to calculate the optical response from clusters that consist of a large numbers of scatterers [219, 220]. When solving this multiple scattering problem, the scatterers themselves are represented only on the base of their T-matrix. Current computational resources allow for clusters with half a million scatterers to be solved numerically [A5].

There are different numerical methods for calculating the T-matrix of an object. The validity and efficiency of each method depends on the symmetries of the object and its material and geometrical complexity. For example, the T-matrix of a sphere can be obtained analytically using Mie theory [62, 63]. For homogeneous scatterers, composed of only one material, but with geometries different than a sphere, the extended boundary condition method (see, e.g., [217, 221] or [42] section 5.8) is an efficient method for calculating the T-matrix. However, this method is only valid for objects homotopic to a sphere. To compute the T-matrix of objects composed of multiple materials and with more complex geometries, a more general method for solving Maxwell's equations is needed. The finite element method is especially suitable for dealing with complex geometries. Here, the procedure to compute the T-matrix of an object consists of two main steps. In a first step, the finite element method is used to solve the scattered fields, $\mathbf{E}_{\text {scat }}$, for a set of different illuminations. In a second step, the scattered fields are expanded into the basis of VSWF. For that, one uses the orthogonal properties of the VSWF, Eqns. (2.44)-(2.44), and the complex expansion coefficients of the scatttered field are calculated as

$$
\begin{align*}
a_{m, n} & =\frac{\int_{S_{R}^{2}} \mathbf{N}_{m, n}^{(3) *}(\mathbf{r}) \cdot \mathbf{E}_{\text {scat }}(\mathbf{r}) \mathrm{dS}}{\int_{S_{R}^{2}}\left|\mathbf{N}_{m, n}^{(3)}(\mathbf{r})\right|^{2} \mathrm{dS}},  \tag{4.2}\\
b_{m, n} & =\frac{\int_{S_{R}^{2}} \mathbf{M}_{m, n}^{(3) *}(\mathbf{r}) \cdot \mathbf{E}_{\text {scat }}(\mathbf{r}) \mathrm{dS}}{\int_{S_{R}^{2}}\left|\mathbf{M}_{m, n}^{(3)}(\mathbf{r})\right|^{2} \mathrm{dS}} \tag{4.3}
\end{align*}
$$

The elements $a_{m, n}$ and $b_{m, n}$ of the multipole decomposition either directly correspond to entries of the T-matrix, if one uses regular VSWFs as illuminations, or an intermediate linear system has to be solved to link the values $a_{m, n}$ and $b_{m, n}$ with the entries of the T-matrix. This last procedure is needed in the case that another type of illuminations is used, as for example plane waves [222].
In Eqns. (4.2) and (4.3), the decomposition is obtained as a series of surface integrals across the boundary of a sphere circumscribing the scatterer, $S_{R}$. The fact that this surface has to be a sphere presents some drawbacks. To perform the integral, the scattered field has to be interpolated across the surface of the sphere. The interpolation suffers from accuracy losses and it also makes the calculation computationally more expensive and, therefore, slower. One possible solution to this drawback consists of performing the decomposition based on volume integrals of the induced currents in the object [205, 223, 224]. In this chapter, another method is presented, extending the orthogonality property of the VSWFs to surfaces with general shapes. This contribution has been discussed in [A6]. With such a generalization, one can use the boundaries of the computational domain or the boundary of the scatterer to perform the decomposition. Computing surface integrals over these natural surfaces is not only easier, but also frequently more efficient.

Most numerical solvers for Maxwell's equations already provide efficient methods to accurately compute surface integrals over these boundaries for quantities dependent on the scattered field. For similar reasons, if the numerical solver provides shape and material derivatives for similar surface integrals, such as the integral of the Poyinging vector, they can be easily modified to obtain the shape and material derivatives of the multipole decomposition. This allows for the computation of the derivatives of T-matrices of general complex scatterers, enabling the efficient optimization of such scatterers. The shape derivatives can be used for the optimization of a single scatterer or for the optimization of multiple scatterers in a more complex system, combining the multi-scattering method with the adjoint method [225]. The next chapter presents one relevant example of design of an isolated chiral scatterer where one can benefit from these developments.

This chapter is devoted to the description of different methods related to the multipole decomposition, used to analyze and design single scatterers or clusters of them. The first section presents the derivation of the mutlipole decomposition using surfaces of general shapes. After that, its numerical implementation is outlined using the finite element method. An extra section is used to present the implementation for the specific case of cylindrically symmetric objects. Cylindrically symmetric scatteres are widely used in many different applications and this implementation drastically reduces the computational time and resources with respect to the more general implementation. A fourth section describes a proposed method to compute the T-matrix of complex objects. After that, the implementation of the calculation for shape and material derivatives of the T-matrix is presented. Finally, the last section describes an implementation of the adjoint method for multi-scattering problems based on the T-matrix method and the shape derivatives of the T-matrix.

Most of the numerical tools presented in this chapter will be used in the following chapter for designing maximal em-chiral scatterers. These scatterers show considerable differences in their interaction strength with plane waves of different circular polarization handedness and for multiple illumination angles, which makes them interesting for different applications.

### 4.2 Decomposition of scattered fields into VSWFs using surfaces with general shapes

## Mathematical derivation

This section derives the general orthogonality relation for VSWFs. This expression consists of an integral evaluation over a general closed surface that encloses the scattering object.

The derivation assumes that the scattering object is surrounded by a homogeneous, isotropic, and lossless medium. To obtain the expression, we start by taking two vector fields that are solutions of the same wave equation, Eqn. (2.23), $\mathbf{E}_{\text {scat }}(\mathbf{r})$ and $\mathbf{F}(\mathbf{r}) . \mathbf{E}_{\text {scat }}(\mathbf{r})$ is the scattered field produced by the object under a certain illumination and $\mathbf{F}(\mathbf{r})$ is another field that equally fulfills the Silver-Mueller radiation condition, Eqn. (2.50). The generic field $\mathbf{F}(\mathbf{r})$ is used for simplicity, and only in the last step of the derivation it will be replaced by the radiative VSWFs to obtain the final desired expression.

To obtain a scalar product between the two fields $\mathbf{E}_{\text {scat }}(\mathbf{r})$ and $\mathbf{F}_{\text {scat }}(\mathbf{r})$, we start by multiplying the wave equation for the field $\mathbf{E}_{\text {scat }}(\mathbf{r})$ by the complex conjugate of $\mathbf{F}(\mathbf{r})$,

$$
\begin{equation*}
\mathbf{F}^{*}(\mathbf{r}) \cdot\left\{\nabla \times\left(\nabla \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right)\right\}-k^{2} \mathbf{F}^{*}(\mathbf{r}) \cdot \mathbf{E}_{\text {scat }}(\mathbf{r})=0 \tag{4.4}
\end{equation*}
$$

The above expression is then integrated over a volume $V$ that surrounds the object but it shall not contain any source of the scattered field. To be specific, $V$ denotes a closed region that surrounds the object, but which does not contain it, as illustrated in Fig. 4.1,

$$
\begin{equation*}
\int_{V}\left(\mathbf{F}^{*}(\mathbf{r}) \cdot\left\{\nabla \times\left(\nabla \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right)\right\}-k^{2} \mathbf{F}^{*}(\mathbf{r}) \cdot \mathbf{E}_{\text {scat }}(\mathbf{r})\right) d V=0 \tag{4.5}
\end{equation*}
$$



Figure 4.1: Sketch of geometry considered in the derivation of the multipole expansion of scattered fields using surfaces with general shapes. An object within a homogeneous background medium produces a scattered field. Equation (4.5), which involves the radiated field, is integrated across a volume $V$ that surrounds the object without containing it. The volume is delimited by an inner boundary $\Gamma_{1}$ and an outer boundary $\Gamma_{2}$. At the end of the derivation, only the field across the boundary $\Gamma_{1}$ is necessary to obtain the expansion.

We apply the generalized Stokes' theorem [226] to Eqn. (4.5) twice to convert part of the volume integral into a surface integral across the boundaries of $V$,

$$
\begin{align*}
0 & =\int_{\Gamma}\left\{\left(\nabla \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right) \times \mathbf{F}^{*}(\mathbf{r})\right\} \cdot \mathbf{d S} \\
& +\int_{V}\left\{\left(\nabla \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right) \cdot\left(\nabla \times \mathbf{F}^{*}(\mathbf{r})\right)-k^{2} \mathbf{F}^{*}(\mathbf{r}) \cdot \mathbf{E}_{\text {scat }}(\mathbf{r})\right\} d V \\
& =\int_{\Gamma}\left\{\left(\nabla \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right) \times \mathbf{F}^{*}(\mathbf{r})+\mathbf{E}_{\text {scat }}(\mathbf{r}) \times\left(\nabla \times \mathbf{F}^{*}(\mathbf{r})\right)\right\} \cdot \mathbf{d S}  \tag{4.6}\\
& +\int_{V}\left(\mathbf{E}_{\text {scat }}(\mathbf{r}) \cdot\left\{\nabla \times\left(\nabla \times \mathbf{F}^{*}(\mathbf{r})\right)\right\}-k^{2} \mathbf{F}^{*}(\mathbf{r}) \cdot \mathbf{E}_{\text {scat }}(\mathbf{r})\right) d V
\end{align*}
$$

Using now the assumption that $\mathbf{F}(\mathbf{r})$ also fulfills the homogeneous wave equation, and therefore also $\mathbf{F}^{*}(\mathbf{r})$, the volume integral in Eqn. (4.6) vanishes and we obtain an expression involving only a surface integral,

$$
\begin{equation*}
\int_{\Gamma}\left\{\left(\nabla \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right) \times \mathbf{F}^{*}(\mathbf{r})-\left(\nabla \times \mathbf{F}^{*}(\mathbf{r})\right) \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right\} \cdot \mathbf{d} \mathbf{S}=0 . \tag{4.7}
\end{equation*}
$$

In the next step, we split the surface integral into the contributions of the inner surface $\Gamma_{1}$ and the outer surface $\Gamma_{2}$, see Fig. 4.1,

$$
\begin{align*}
& -\int_{\Gamma_{1}}\left\{\left(\nabla \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right) \times \mathbf{F}^{*}(\mathbf{r})-\left(\nabla \times \mathbf{F}^{*}(\mathbf{r})\right) \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right\} \cdot \mathbf{d S} \\
& +\int_{\Gamma_{2}}\left\{\left(\nabla \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right) \times \mathbf{F}^{*}(\mathbf{r})-\left(\nabla \times \mathbf{F}^{*}(\mathbf{r})\right) \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right\} \cdot \mathbf{d S} \\
& \quad=I_{1}+I_{2}=0 . \tag{4.8}
\end{align*}
$$

The minus sign in the above expression comes from the definition used for the differential surface elements, with dS pointing inwards the volume $V$ on $\Gamma_{1}$ and outwards on $\Gamma_{2}$.

Up to this point, no restriction was imposed on the shape of the boundaries $\Gamma_{1}$ or $\Gamma_{2}$. For the remainder of this derivation, the outer surface $\Gamma_{2}$ is assumed to be a sphere of radius $R, S_{R}$. Applying the circular shift theorem over $I_{2}$ one gets,

$$
\begin{align*}
I_{2} & =\int_{S_{R}^{2}}\left\{\left(\nabla \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right) \times \mathbf{F}^{*}(\mathbf{r})\right\} \cdot \mathbf{d S}-\left\{\left(\nabla \times \mathbf{F}^{*}(\mathbf{r})\right) \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right\} \cdot \mathbf{d S} \\
& =\int_{S_{R}^{2}}\left\{\mathbf{d} \mathbf{S} \times\left(\nabla \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right)\right\} \cdot \mathbf{F}^{*}(\mathbf{r})-\left\{\mathbf{d} \mathbf{S} \times\left(\nabla \times \mathbf{F}^{*}(\mathbf{r})\right)\right\} \cdot \mathbf{E}_{\text {scat }}(\mathbf{r}) . \tag{4.9}
\end{align*}
$$

We now assume that the radius $R$ is large enough such that the far-field radiation condition (2.50) is fulfilled,

$$
\begin{equation*}
\lim _{R \rightarrow \infty}\left(\nabla \times\left\{\mathbf{E}_{\text {scat }}(\mathbf{r}), \mathbf{F}(\mathbf{r})\right\}\right) \times R \hat{\mathbf{r}}=+\lim _{R \rightarrow \infty} i k R\left\{\mathbf{E}_{\text {scat }}(\mathbf{r}), \mathbf{F}(\mathbf{r})\right\} . \tag{4.10}
\end{equation*}
$$

Expressing the differential surface element of the sphere in spherical coordinates,

$$
\begin{equation*}
\mathbf{d S}=R^{2} \sin \theta \mathrm{~d} \theta \mathrm{~d} \phi \hat{\mathbf{r}}, \tag{4.11}
\end{equation*}
$$

we can integrate it into the far-field condition,

$$
\begin{equation*}
\lim _{R \rightarrow \infty}\left(\nabla \times\left\{\mathbf{E}_{\text {scat }}(\mathbf{r}), \mathbf{F}(\mathbf{r})\right\}\right) \times \mathbf{d S}=+\lim _{R \rightarrow \infty} i k \mathrm{dS}\left\{\mathbf{E}_{\text {scat }}(\mathbf{r}), \mathbf{F}(\mathbf{r})\right\} . \tag{4.12}
\end{equation*}
$$

Substituting this last expression into Eqn. (4.9) we obtain,

$$
\begin{equation*}
\lim _{R \rightarrow \infty} I_{2}=-\lim _{R \rightarrow \infty} i k \int_{S_{R}^{2}}\left(\mathbf{E}_{\mathrm{scat}}(\mathbf{r}) \cdot \mathbf{F}^{*}(\mathbf{r})+\mathbf{F}^{*}(\mathbf{r}) \cdot \mathbf{E}_{\mathrm{scat}}(\mathbf{r})\right) \mathrm{dS} . \tag{4.13}
\end{equation*}
$$

Finally, the generic field $\mathbf{F}$ is replaced by the radiative VSWF $\mathbf{N}_{m, n}^{(3)}(\mathbf{r})$ or $\mathbf{M}_{m, n}^{(3)}(\mathbf{r})$,

$$
\begin{align*}
& \int_{\Gamma_{1}}\left\{\left(\nabla \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right) \times\{\mathbf{M}, \mathbf{N}\}_{m, n}^{(3) *}(\mathbf{r})\right. \\
& \left.-\left(\nabla \times\{\mathbf{M}, \mathbf{N}\}_{m, n}^{(3) *}(\mathbf{r})\right) \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right\} \cdot \mathbf{d S}  \tag{4.14}\\
& =\lim _{R \rightarrow \infty} 2 i k \int_{S_{R}^{2}} \mathbf{E}_{\text {scat }}(\mathbf{r}) \cdot\{\mathbf{M}, \mathbf{N}\}_{m, n}^{(3) *}(\mathbf{r}) \mathrm{dS}
\end{align*}
$$

If we compare the term on the right hand side of the above expression with Eqns. (4.2)(4.3), we see that it equals the complex coefficients of the multipole expansion times the norm of the VSWF at infinity, which is equal to $\frac{1}{k}$ ([42] Eqn. (C.152)),

$$
\begin{align*}
& \int_{\Gamma_{1}}\left\{\left(\nabla \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right) \times\{\mathbf{M}, \mathbf{N}\}_{m, n}^{(3) *}(\mathbf{r})\right. \\
& \left.-\left(\nabla \times\{\mathbf{M}, \mathbf{N}\}_{m, n}^{(3) *}(\mathbf{r})\right) \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right\} \cdot \mathbf{d S}  \tag{4.15}\\
& =\{a, b\}_{m, n} 2 i k \lim _{R \rightarrow \infty} \int_{S_{R}^{2}}\left|\{\mathbf{M}, \mathbf{N}\}_{m, n}^{(3)}(\mathbf{r})\right|^{2} \mathrm{dS} \\
& =\{a, b\}_{m, n} \frac{2 i}{k} .
\end{align*}
$$

Therefore, we obtained an expression to calculate the expansion of the scattered fields into VSWFs using integrals across a surface with a general shape,

$$
\begin{array}{ll}
a_{m, n}=\frac{k}{2 i} \int_{\Gamma_{1}}\left\{\left(\nabla \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right) \times \mathbf{M}_{m, n}^{(3) *}(\mathbf{r})-k \mathbf{N}_{m, n}^{(3) *}(\mathbf{r}) \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right\} \cdot \mathbf{d S} . \\
b_{m, n}=\frac{k}{2 i} \int_{\Gamma_{1}}\left\{\left(\nabla \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right) \times \mathbf{N}_{m, n}^{(3) *}(\mathbf{r})-k \mathbf{M}_{m, n}^{(3) *}(\mathbf{r}) \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right\} \cdot \mathbf{d S} . \tag{4.17}
\end{array}
$$

Equations (4.16)-(4.17) can be also obtained using Lemma 6.38 of [227], applying it to $\mathbf{E}_{\text {scat }}(\mathbf{r})$ and the VSWF. They are the central result of this section.

Once the scattered field is known, these two equations allow us to calculate the coefficients of its multipole decomposition over any surface enclosing the scatterer. This result is particularly interesting for practical reasons, as one can directly apply the equations on the boundaries of the computational domain used to solve the scattered field.

Note that the surface $\Gamma_{1}$ can contain points or can be completely embedded into the region where the Rayleigh hypothesis may not hold true and still the expressions would be valid. This can be seen in Eqn. (4.14), where Eqns. (4.16) and (4.17) are linked to the values of the decomposition of the scattered field in the far-field region.
To test the above expressions, we considered a test field, $\mathbf{E}_{\text {test }}(\mathbf{r})$, composed of different VSWF terms with well defined amplitudes,

$$
\begin{equation*}
\mathbf{E}_{\text {test }}(\mathbf{r})=(0.5+0.5 i) \mathbf{M}_{0,1}^{(3)}(\mathbf{r})+0.03 \mathbf{N}_{3,3}^{(3)}(\mathbf{r}), \tag{4.18}
\end{equation*}
$$

and calculate the decomposition of $\mathbf{E}_{\text {test }}(\mathbf{r})$ into a set of different VSWF. The decomposition is done using a cube of side length $l_{\text {cube }}$ centered at the origin as the surface of
integration. For the test, a non-adaptive trapezoidal integration method was used. The number of grid points used for the numerical integration was 40,000 for each face of the cube. The results obtained for the expansion are shown in Fig. 4.2a as a function of the cube side length.


Figure 4.2: Error in different terms of the multipole expansion of a scattered field. The scattered field is given by Eqn. (4.18). a. Decomposition using the radiative VSWF, Eqn. (4.16). b. Decomposition using the regular VSWF, Eqns. (4.21)-(4.22).

As we can see, for a fixed number of integration grid points, the error of the expansion worsens the closer the boundaries of the integration surface are to the origin of the coordinates. The reason for that comes from the singular behavior of the radiative VSWFs at the origin. It causes numerical instabilities due to the finite precision of the digital representation of the numbers and due to the finite discretization used for the surface integral.

One possible solution to reduce this problem and improve the stability of the method could be to check if the radiative VSWF can be replaced by the regular VSWF in Eqn (4.16). The regular VSWFs differ from the radiative ones only in their radial dependence and they do not suffer from the singular behavior, so it is in principle reasonable to think that they might fulfill a similar orthogonality expression.

To check this, we substitute $\mathbf{F}(\mathbf{r})$ with $\mathbf{N}_{m, n}^{(1)}(\mathbf{r})$ into Eqn. (4.8). An equivalent procedure to the one done here for the fields $\mathbf{N}_{m, n}^{(1)}(\mathbf{r})$ can be done for the fields $\mathbf{M}_{m, n}^{(1)}(\mathbf{r})$.

Using the fact that the regular VSWFs can be expressed as a combination of the radiative VSWFs and the VSWFs of type 4,

$$
\begin{equation*}
\mathbf{N}_{m, n}^{(1)}(\mathbf{r})=\frac{\mathbf{N}_{m, n}^{(3)}(\mathbf{r})+\mathbf{N}_{m, n}^{(4)}(\mathbf{r})}{2} \tag{4.19}
\end{equation*}
$$

and that the fields $\mathbf{N}_{m, n}^{(4)}(\mathbf{r})$ fulfill an inwards Silver-Müller radiation condition, Eqn. (4.13) now reads as,

$$
\begin{align*}
\lim _{R \rightarrow \infty} I_{2} & =\lim _{R \rightarrow \infty}-i k \int_{S_{R}^{2}}\left(\mathbf{E}_{\text {scat }}(\mathbf{r}) \cdot \frac{\mathbf{N}_{m, n}^{(3) *}(\mathbf{r})+\mathbf{N}_{m, n}^{(4) *}(\mathbf{r})}{2}\right. \\
& \left.+\frac{\mathbf{N}_{m, n}^{(3) *}(\mathbf{r})-\mathbf{N}_{m, n}^{(4) *}(\mathbf{r})}{2} \cdot \mathbf{E}_{\text {scat }}(\mathbf{r})\right) \mathrm{dS} \\
& =\lim _{R \rightarrow \infty}-i k \int_{S_{R}^{2}} \mathbf{E}_{\text {scat }}(\mathbf{r}) \cdot \mathbf{N}_{m, n}^{(3) *}(\mathbf{r}) \mathrm{dS} . \tag{4.20}
\end{align*}
$$

Therefore, we obtain an expansion for the scattered field into the radiative VSWFs using an expression that only involves the regular VSWFs,

$$
\begin{align*}
a_{m, n}=-i k \int_{\Gamma_{1}}\{ & \left(\nabla \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right) \times \mathbf{N}_{m, n}^{(1) *}(\mathbf{r})  \tag{4.21}\\
& \left.-k \mathbf{M}_{m, n}^{(1) *}(\mathbf{r}) \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right\} \cdot \mathbf{d S}, \\
b_{m, n}=-i k \int_{\Gamma_{1}}\{ & \left(\nabla \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right) \times \mathbf{M}_{m, n}^{(1) *}(\mathbf{r}) \\
& \left.-k \mathbf{N}_{m, n}^{(1) *}(\mathbf{r}) \times \mathbf{E}_{\text {scat }}(\mathbf{r})\right\} \cdot \mathbf{d S} \tag{4.22}
\end{align*}
$$

Equations (4.21) and (4.22) are equivalent to Eqn. 5.175 of [42], derived there on the boundary of the scatterer, and used in the context of the extended boundary condition method.

To see if the change improves the numerical stability of the expansion, the same test as shown in Fig. 4.2a is now repeated using Eqns. (4.21)-(4.22). The results are shown in Fig. 4.2 b . As we can see, the error in the expansion using the regular VSWFs does not exponentially increase with the reduction of the cube length and it remains stable. Therefore, Eqns. (4.21) and (4.22) are more suitable for a numerical implementation of the multipole decomposition. These are the expressions we will finally use in our FEM implementation of the multipole decomposition, which we proceed to describe below.

## FEM implementation of the decomposition

Having now checked the numerical suitability of the expressions, the next step is to implement them into the finite element solver.

Equations (4.21)-(4.22) have two terms, one that depends on the electric field and another that depends on its curl. As the electric field is expanded into a basis of polynomial functions of a certain degree, its curl will be given by an expansion of a lower polynomial degree. That implies that the numerical accuracy of the term depending on the curl is worse than the one of the directly computed field.

To improve the accuracy of the solution, one technique frequently used is to convert the part of the surface integral that contains the curl of the field into a volume integral,

$$
\begin{align*}
& \int_{\Gamma_{1}}\left\{\mathbf{F}^{*}(\mathbf{r}) \times\left(\nabla \times \mathbf{E}_{\mathrm{scat}}(\mathbf{r})\right)\right\} \cdot \mathbf{d S}= \\
& \int_{V_{1}}\left(\left(\nabla \times \mathbf{E}_{\mathrm{scat}}(\mathbf{r})\right) \cdot\left(\nabla \times \mathbf{F}^{*}(\mathbf{r})\right)-k^{2} \mathbf{F}^{*}(\mathbf{r}) \cdot \mathbf{E}_{\mathrm{scat}}(\mathbf{r})\right) d V \tag{4.23}
\end{align*}
$$

where $V_{1}$ is the volume contained by the surface $\Gamma_{1}$. Note that this is not the same volume as the volume $V$ used in the derivation of Eqns. (4.2)-(4.3).
Actually, the numerical technique does not evaluate the volume integral over the entire volume $V_{1}$. It uses only the field of the FEM mesh elements that are part of the surface $\Gamma_{1}$. This is done to not increase the computational cost of having to solve an integral over the whole volume $V_{1}$. In order to do that, a zero extension operator [228] is applied, to create a decaying continuation of the scattered field over $\Gamma_{1}$ towards the interior of the volume. This technique is not specifically used for the decomposition given by Eqns. (4.21) and (4.22). It is a common technique used in the FEM for computing different surface integrals, as for example the surface integral of the Poynting vector. The numerical trick is automatically applied by the solver JCMsuite [229].
To test the FEM implementation ${ }^{1}$, first we compute the expansion of the field scattered by a sphere when it is illuminated by a linearly polarized plane wave. The VSWF expansion of the scattered fields produced by a sphere is a well known solution [62, 63], which has an analytical expression. Figure 4.3 shows the scattering cross section split into the contributions of the different multipoles for different frequencies of the illumination, obtained using both the FEM implementation and Mie theory. The link between the coefficients of the multipole decomposition and the scattering cross section has been described in section 2.2. The details of the simulation are described in the caption of the figure. As it can be seen, the results of the FEM solution match the analytical solution up to a certain numerical precision.

To further ascertain the accuracy of the method, we perform a convergence test of the error of the decomposition with respect to the side length of the mesh elements used in the FEM discretization, $h_{\text {FEM }}$. The results are shown in Fig. 4.4. As it can be seen, the errors in the decomposition decrease with the decrease of the mesh side length. An additional line was included showing the values of $0.8 \cdot 10^{-4} \cdot h_{\mathrm{FEM}}^{2}$. This behavior coincides with the behavior of the relative error of the decomposition for the magnetic hexapole. The relative errors of the different multipoles show similar power law behaviors. These results are in agreement with the theoretical asymptotic FEM convergence behavior of $h^{p}$ for the electromagnetic fields ([231] section 5.7).

As a second test, the total scattering cross section of a silver nanorod is computed for a wavelength range between 250 nm and $2 \mu \mathrm{~m}$. The nanorod is modeled as an ellipsoid with a semi-major axis of 225 nm and a semi-minor axis of 37.5 nm . The major axis is parallel to the $x$-axis. The nanorod is illuminated with a linearly polarized plane wave with wave vector pointing in the $-z$-direction. The electric field is parallel to the $x$-axis.

To check the validity of the decomposition, the total scattering cross section as computed from the multipole coefficients, Eqn. (2.52), is compared with the value obtained from the calculation of the total scattered power using the time averaged Poynting vector, $\langle\mathbf{S}\rangle(\mathbf{r})$,
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Figure 4.3: Multipole decomposition of the field scattered by a silver sphere illuminated by a plane wave. The wave vector of the plane wave is oriented in the $-z$-direction. Its electric field is linearly polarized in the $x$-direction with an amplitude of $1 \mathrm{~V} / \mathrm{m}$. The sphere has a radius of 112.5 nm and its permittivity at each wavelength is interpolated from a database [230].

$$
\begin{equation*}
\sigma_{\text {scat }}=\frac{\int_{S}\langle\mathbf{S}\rangle(\mathbf{r}) \cdot \mathrm{d} \mathbf{S}}{2 Z_{0}^{2}\left|\mathbf{E}_{i}\right|^{2}}, \tag{4.24}
\end{equation*}
$$

with $S$ being a surface surrounding a volume that contains the nanorod, $Z_{0}$ the characteristic impedance of free space, and $\mathbf{E}_{i}$ the amplitude of the plane wave.

For this example, the expressions (4.21) and (4.22) for the multipole expansion were evaluated directly on the boundary of the nanorod. The decomposition is shown in Fig. 4.5. The results obtained from both methods are in good agreement with each other.

As it can be seen in the decomposition, the nanorod sustains a principle resonance at a wavelength of 1225 nm . At this wavelength, most notably the electric dipole moment is resonantly excited. To be precise, the dipole moment oriented along the major axis of the nanorod is resonantly excited, corresponding to the vectorial orientation of the electric field used to illuminate the nanorod. Symmetry reasons prevent any electrical dipole moment oriented in a direction other than the $x$-axis from being excited. This can be seen in Fig. 4.6, which shows the contribution of the different components of the electric dipole moments in the Cartesian basis to the scattering cross section. The electric dipole moments oriented along the Cartesian axis and the electric dipole moments that produce the VSWF fields $\mathbf{N}_{m, 1}^{3}(\mathbf{r})$ are related as

$$
\left[\begin{array}{l}
p_{x}  \tag{4.25}\\
p_{y} \\
p_{z}
\end{array}\right]=\frac{1}{\sqrt{2}}\left[\begin{array}{ccc}
1 & 0 & -1 \\
-i & 0 & -i \\
0 & \sqrt{2} & 0
\end{array}\right]\left[\begin{array}{c}
p_{-1} \\
p_{0} \\
p_{+1}
\end{array}\right] .
$$

This dipolar behavior is visible in Fig. 4.7a, which shows the intensity of the electric field


Figure 4.4: Convergence study for the errors in the multipole decomposition of the fields scattered by a silver sphere as a function of the FEM mesh side length in the surrounding medium, $h_{\text {FEM }}$. The sphere is illuminated by a plane wave with a wavelength of $\lambda_{0}$ $=450 \mathrm{~nm}$. The wave vector of the plane wave is oriented in the -$z$-direction. Its electric field is linearly polarized in the $x$-direction. The sphere has a radius of 112.5 . The mesh side length of the sphere discretization equals $h_{\text {FEM }} /\left|\sqrt{\epsilon_{\text {silver }}}\right|$, being $\epsilon_{\text {silver }}$ the relative permittivity of the sphere, $\epsilon_{\text {sphere }}=-6.81+0.28 \mathrm{i}$.
on the surface of the nanorod and in the plane $x-z$-plane at $y=0$, which contains the major axis of the nanorod. As it can be seen in the figure, the field is strongly localized around the corners of the particle and it resembles the field profile produced by an ideal electric dipole. Such strong field intensities are characteristic of rod-like metallic particles due to plasmonic excitations [232-234]. When one of the two dimensions of the nanorod is much longer than the other two, a low-energy local surface polariton, is sustain [235].

Antenna theory describes how an ideal half-wave dipole antenna, a thin wire made out of a perfect electric conductor, would present a resonance peak in the scattering cross section for an illumination wavelength equals to two times the length of the wire [236]. However, at optical and near infrared frequencies, particles made out of silver can not be assumed to be perfect electric conductors. The incident radiation is not perfectly reflected on the surface of the particle but it penetrates a certain thickness into the particle. The electromagnetic response becomes then governed by collective electron oscillations, called surface plasmons. This different behavior with respect to the predictions from antenna theory leads to a shift of the resonance towards longer wavelengths [237], as it can be seen in the results of Fig. 4.6. However, one could still approximately predict the position of the resonance for a thin wire using a scaling correction of the wavelength predicted by antenna theory [238, 239],

$$
\begin{equation*}
\lambda_{\mathrm{eff}}=\lambda_{0} \frac{k_{0}}{\gamma}-4 R . \tag{4.26}
\end{equation*}
$$

$\left[\begin{array}{lllllll}\square-=- & \text { e. dip. } & - & \text { e. qua. } & - & \text { e. oct. } & \times \\ \text { m. dip. } & =-= & \sigma_{\text {scat,total }} \\ \text { m. qua. } & =-= & \text { m. oct. } & \bullet & \sigma_{\text {scat,total, }\langle\tilde{\mathrm{s}}\rangle}\end{array}\right.$


Figure 4.5: Cross section of a nanorod calculated using two different methods: the multipole expansion and the integral of the power flux of the scattered field. The nanorod is a silver ellipsoid with a semi-major axis of 225 nm and semi-minor axis of 37.5 nm . The major axis is oriented along the $x$-direction. The nanorod is illuminated with a plane wave with the wave vector parallel to the $-z$-axis and the electric field linearly polarized in the $x$-direction.


Figure 4.6: Electric dipole contributions to the scattering cross section of the nanorod described in Fig. 4.5 as a function of the wavelength. The contributions are shown in terms of the three Cartesian dipole moments. The peak in the scattering cross section is associated to resonant the excitation of the dipole moment oriented in the $x$-direction. Symmetry reasons prevent the excitation of any other electrical dipole moment.

In the above equation, $\lambda_{\text {eff }}$ would be the wavelength of the resonance for a half-wavelength antenna. In the case of the nanorod simulated here, that would be $\lambda_{\text {eff }}=900 \mathrm{~nm}$, four times the semi-major axes. $\lambda_{0}$ is the wavelength at the resonance peak, $k_{0}$ is the wave
number in free space, $R$ is the radius of the wire and $\gamma$ is the propagation constant of the surface charge wave for the $T M_{0}$ mode of a cylindrical wire. We compute the value of $\gamma$ following [240]. Assuming a wire with a constant radius of 37.5 nm , one obtains that an effective wavelength of 900 nm would correspond to an illumination wavelength of 1229 nm . This value of the position of the resonance peak is in very good agreement with the results shown in Fig. 4.6.

Metallic nanorods similar to the one analyzed here have been proposed as an important component of different sensor devices [241-244]. One of the reasons for that is the high sensitivity that they present in the spectral position of the plasmon resonance. A small change in the refractive index of the surrounding medium shifts the resonance of the scattering cross section considerably, allowing to measure minute changes in the refractive index.


Figure 4.7: a. Amplitude of the electric field in close vicinity to the nanorod upon its illumination with a plane wave at a wavelength of 1225 nm . Other properties of the illumination and the nanorod correspond to those described in the caption of Fig. 4.5. The figure shows the amplitude in the $x-y$-plane at $y=0$. The amplitude of the field in the surface of the nanorod with $y \leq 0$ is superimposed onto the values of the plane. $\mathbf{b}$. Direction of the electric field in the $x$ -$z$-plane at $y=0$ along with the real part of the $x$-component of the electric field.

## Decomposition of fields scattered from cylindrically symmetric objects

The decomposition and the FEM implementation proposed in the previous section is a general method that can be used with any structure, entirely independent on its complexity. On the other hand, there are different techniques to obtain the multipole expansion
for simple objects in a more efficient manner. A typical example would be the case of Mie theory for spheres and the extended boundary condition method applicable for homogeneous scatterers that are homotopic to a sphere.
In a similar manner, the decomposition using the FEM can also be simplified if the scattering object has specific symmetries. One particularly interesting case is that of cylindrically symmetric objects. The FEM calculation of three dimensional cylindrically symmetric objects can be simplified and solved using a two dimensional FEM layout. To do that, one needs to apply cylindrically symmetric boundary conditions. Doing this, one obtains the FEM solution of the electric field as a combination of cylindrical Fourier modes ([245] section 4.1.2),

$$
\begin{equation*}
\mathbf{E}_{\text {scat }}(\mathbf{r})=\sum_{m=-\infty}^{\infty} \mathbf{E}_{\text {scat }, m}(r, z) e^{i m \phi} \tag{4.27}
\end{equation*}
$$

with $r, z$, and $\phi$ being the spatial coordinates in a cylindrical coordinate system. The $m$-th order in the expansion can be solved for by a two-dimensional instead of a three dimensional wave equation. In practice, the summation in Eqn. (4.27) is truncated and only a finite set of orders, $m=[-n, \ldots, n]$ is considered. Therefore, $2 n+1$ different twodimensional simulations need to computed. As the VSWFs are also cylindrical Fourier modes, with the mode number given by their multipole order $m$, the VSWF decomposition of the Fourier modes of the scattered field, $\mathbf{E}_{\text {scat }, m}$, vanishes for all the VSWF that do not share the same Fourier order $m$ with the mode of the scattered field. This means that, for a given VSWF with a multipole order $m$, only the contribution of the scattered mode $\mathbf{E}_{\text {scat }, m}$ is needed to perform the expansion. That obviously constitutes a tremendous simplification. Furthermore, Eqns. (4.21) and (4.22) can be reduced to a line instead of a surface integral applied across a one dimensional boundary $\Gamma_{1}$ that surrounds the scatterer in the two dimensional FEM model. The individual amplitude coefficients for cylindrically symmetric objects can then be calculated according to

$$
\begin{gather*}
a_{m, n}=-i 2 \pi k \int_{\Gamma_{1}}\left\{\left(\nabla \times \mathbf{E}_{\text {scat }, m}(\mathbf{r})\right) \times \mathbf{N}_{m, n}^{(1) *}-k \mathbf{M}_{m, n}^{(1) *}(\mathbf{r}) \times \mathbf{E}_{\text {scat }, m}(\mathbf{r})\right\} r \cdot \mathbf{d l} .  \tag{4.28}\\
b_{m, n}=-i 2 \pi k \int_{\Gamma_{1}}\left\{\left(\nabla \times \mathbf{E}_{\text {scat }, m}(\mathbf{r})\right) \times \mathbf{M}_{m, n}^{(1) *}(\mathbf{r})-k \mathbf{N}_{m, n}^{(1) *}(\mathbf{r}) \times \mathbf{E}_{\text {scat }, m}(\mathbf{r})\right\} r \cdot \mathbf{d l} . \tag{4.29}
\end{gather*}
$$

In the above equations, $d l$ is a differential line element over $\Gamma_{1}$ pointing in a direction normal to $\Gamma_{1}$.
Therefore, cylindrically symmetric objects need less computational costs for the FEM calculation of the scattered field but also for the posterior evaluation of Eqns. (4.21) and (4.22). The implementation of the multipole decomposition of the field scattered from a cylindrically symmetric objects is performed using the cylindrically symmetric setup of the FEM solver [229]. To test the implementation, we compute the decomposition for a core-multi-shell sphere illuminated by a plane wave. As for the case of the homogeneous sphere, analytical expressions exist for the amplitudes of the multipole decomposition of such structures [246]. The convergence test for the error of the decomposition with respect to the mesh side length is shown in Fig. 4.8. The details of the simulation are described in the caption of the figure. As it can be seen, the error follows a similar power law as in the case of the three dimensional test.


Figure 4.8: Convergence test of the multipole decomposition for a core-multi-shell sphere illuminated by a plane wave. The core-multi-shell sphere is composed of three concentric spheres with radii $100 \mathrm{~nm}, 200 \mathrm{~nm}$, and 205 nm . Their permittivities are 6.25 , 12.25 , and $-24.84+4$ i respectively. The wave vector of the plane wave is oriented in the $z$-direction. The plane wave has a wavelength of 532 nm and its electric field is polarized in the $x$-direction with an amplitude of $1 \mathrm{~V} / \mathrm{m}$. The mesh size of each sphere corresponds to $\lambda \cdot h_{\mathrm{FEM}}$, being $\lambda$ the corresponding wavelength of the field in each material.

In a second example, the scattering cross section of a core-multi-shell disk composed of three different materials is calculated. The scatterer is illuminated with a circularly polarized plane wave. In this example, the computed multipoles were transformed from the base of electric and magnetic multipoles to the helicity base [222]. As it can be seen, at a wavelength of 1200 nm the disk only scatters light of pure helicity. The details of the geometry of the core-multi-shell disk are given in the caption of Fig. 4.9. Thanks to the reduction in memory and computation effort obtained by the cylindrical setup, the results for 100 different spectral points could be obtained in less than 30 seconds, running 20 simulations in parallel. Note that, because the disk is composed of more than one material, the extended boundary condition method could not be applied to this structure.

We have successfully applied the cylindrical setup of the FEM multipole decomposition in different research fields [A7-A9].

### 4.3 Calculation of the T-matrix

## Description

As already commented in the introduction of the chapter, the T-matrix is a fundamental tool to analyze the interaction of light with isolated scatterers. It provides the field


Figure 4.9: Scattering cross section of a core-multi-shell disk decomposed into the fields scattered with both helicities. The disk is illuminated with a right circularly polarized plane wave with an amplitude of $1 \mathrm{~V} / \mathrm{m}$. The wave vector of the plane wave is oriented in the $+z$-direction. The object is composed of three concentric disks with the same height, 361 nm , and radii $157.9 \mathrm{~nm}, 284.8 \mathrm{~nm}$, and 375 nm . Their corresponding permittivities are 3.61, 11.16, and 4.84, respectively.
radiated by an object for any given illumination field,

$$
\begin{equation*}
\mathbf{E}_{\text {scat }}=\underline{T} \mathbf{E}_{\text {inc }} \tag{4.30}
\end{equation*}
$$

In the most common case used in the T-matrix formalism, both fields, the scattered and the illumination field, $\mathbf{E}_{\text {inc }}$, are expanded into VSWFs. This implies that the vectors in Eqn. (4.30) contain the coefficients of the multipole expansions of the scattered and illumination fields. In principle, the multipole expansion contains an infinite number of multipoles, but in a practical implementation only a finite number of multipoles up to a certain multipole degree $n_{\max }$ is considered,

$$
\begin{align*}
& \mathbf{E}_{\text {scat }}(\mathbf{r})=\sum_{n=1}^{n_{\max }} \sum_{m=-n}^{n} a_{m, n} \mathbf{N}_{m, n}^{(3)}(\mathbf{r})+b_{m, n} \mathbf{M}_{m, n}^{(3)}(\mathbf{r}),  \tag{4.31}\\
& \mathbf{E}_{\text {inc }}(\mathbf{r})=\sum_{n=1}^{n_{\max }} \sum_{m=-n}^{n} c_{m, n} \mathbf{N}_{m, n}^{(1)}(\mathbf{r})+d_{m, n} \mathbf{M}_{m, n}^{(1)}(\mathbf{r}) \tag{4.32}
\end{align*}
$$

The cutoff value $n_{\text {max }}$ is determined by the value of the admissible error in the expansion. The most general ordering convention of the expansion coefficients in the vectors $\mathbf{E}_{\text {scat }}$ and $\mathbf{E}_{\text {inc }}$ sets the position of the coefficients following an ascending order based on the values of the multipole order $m$ and multipole degree $n$ with $m$ as the leading index,

$$
\begin{equation*}
\mathbf{E}_{\text {scat }}=\left[a_{-1,1}, a_{0,1}, a_{1,1}, a_{-2,2}, \ldots, a_{n_{\max }, n_{\max }}, b_{-1,1}, \ldots, b_{n_{\max }, n_{\max }}\right]^{T} . \tag{4.33}
\end{equation*}
$$

A method to compute the T-matrix of scatterers with complex geometries using the finite element method was proposed in [222]. The method uses a series of plane wave illuminations to establish a link between the radiated and illumination VSWFs. This work follows a similar procedure to compute the T-matrix. However, instead of illuminating the object with different plane waves, the object is illuminated directly with the regular VSWFs contained in the expansion of $\mathbf{E}_{\mathrm{inc}}$, as it was proposed in [218]. Then, the scattered field is decomposed into the VSWFs using the implementation described in this chapter. This allows to directly obtain one column of $\underline{T}$ for each illumination used.

## Example: Design of dual cylinders

There are many different quantities that can be directly obtained from the entries of the T-matrix. Examples are the scattering and extinction cross sections of the particle averaged with respect to all the orientations of an illuminating plane wave (see, e.g., [42] sections 5.2-5.3) or the duality breaking of the particle [213], $\varnothing$. Such quantities are important when computing experimentally observables quantities in strongly diluted samples of a larger number of identical scatterers.

Concerning the latter property, it remains to be mentioned that a scatterer is dual, i.e. $D D=0$, when the field that it scatters preserves the helicity in the scattering process independent of the exact details of the illumination field [247, 248]. A direct implication is that, when illuminated with a plane wave of well defined handedness, the scattered field can be decomposed into plane waves of the same handedness. In the previous section we saw how a core-multi-shell disk produces a scattered field of pure helicity when illuminated with a circular polarized plane wave coming from a specific direction. If the disk were dual, it would present the same behavior for any direction of the incident plane wave.

One very interesting property of dual scatterers with a $2 \pi / n$ discrete rotational symmetry with $n \geq 3$ is that they do not produce backscattering when they are illuminated with a plane wave when the $\mathbf{k}$ vector is parallel to the symmetry axis of rotation [249]. That means that if one creates a periodic grating with a squared lattice and such a dual scatterer as the periodic unit cell, the grating will have zero back reflections, independently of the periodicity length of the grating. These gratings can be used, for example, to reduce the reflectance of solar cells, as discussed in [250].

To compute the duality breaking of a scatterer, one first needs to convert the T-matrix from the parity basis of electric and magnetic VSWF to the basis of VSWF of pure helicity, $\underline{T}^{ \pm}$. The VSWF of pure helicity have been described in section 2.2. The basis of the Tmatrix can be easily changed applying the following transformation [222],

$$
\underline{T}^{ \pm}=\left[\begin{array}{ll}
\underline{T}^{++} & \underline{T}^{+-}  \tag{4.34}\\
\underline{T}^{-+} & \underline{T}^{--}
\end{array}\right]=\frac{1}{2}\left[\begin{array}{cc}
\mathbb{I} & \mathbb{I} \\
\mathbb{I} & -\mathbb{I}
\end{array}\right] \underline{T}^{\mathrm{em}}\left[\begin{array}{cc}
\mathbb{I} & \mathbb{I} \\
\mathbb{I} & -\mathbb{I}
\end{array}\right]
$$

being $\mathbb{I}$ the identity matrix and $\underline{T}^{ \pm \pm}$the submatrices that link the scattering VSWFs with helicity given by the first superscript with the illumination VSWFs with helicity given by the second superscript. In the helicity basis, the duality breaking can be obtained as,

$$
\begin{equation*}
D=\frac{\sum_{\forall i, j}\left|T_{[i, j]}^{+-}\right|^{2}+\sum_{\forall i, j}\left|T_{[i, j]}^{-+}\right|^{2}}{\sum_{\forall i, j}\left|T_{[i, j]}^{ \pm}\right|^{2}} . \tag{4.35}
\end{equation*}
$$

$\varnothing$ is bounded between 0 and 1 . When $\varnothing$ equals 0 , the scatterer is perfectly dual, as no cross-coupling can occur between illumination and scattered fields of opposite helicity. This comes clear looking at Eqn. (4.35). $\varnothing$ is 0 if and only if all the cross-coupling terms $T_{[i, j]}^{+-}$and $T_{[i, j]}^{-+}$are 0 . On the opposite extreme, a scatterer that would present a duality breaking of 1 would scatter light with opposite helicity to the one of the illumination for any given illumination which is a pure state of the helicity operator.

Regarding the existence of scatterers that present the extreme behaviors of $\varnothing \varnothing=0$ or $\varnothing \square$ $=1$, it has not been shown that an object with a duality breaking of 1 can exist. Scatterers that can scatter light of pure helicity and opposite to that of the illumination have been shown [251]. However, there this behavior occurs only for specific illuminations. On the other hand, it is possible to obtain scatterers that are dual at certain frequencies [252]. Figure 4.10 shows one of such scatterers. The frequency dependence of the duality breaking for a core-shell disk, sketched in Fig. 4.10a, is shown in Fig. 4.10b. The core-shell disk has been designed to minimize the duality breaking for a wavelength of 1550 nm . The material and geometrical parameters of the disk are shown in the caption of the figure. As one can see, the duality breaking presents a minimum close to 0 at a wavelength of 1550 nm . To be precise, it amounts only to $\varnothing \square=0.001$.

To obtain the dual core-shell disk, we combined the cylindrical symmetric setup for the multipole decomposition to compute the T-matrix together with the optimization technique presented in chapter 3.


Figure 4.10: a. Sketch of the considered core-shell disk. Its geometrical parameters are $R_{\text {in }}=111 \mathrm{~nm}, R_{\text {out }}=237 \mathrm{~nm}$, and $H=431$ nm . The core and the shell are made of materials with nondispersive permittivities of $\epsilon_{\mathrm{in}}=10.63$ and $\epsilon_{\text {out }}=5.3$. b. Wavelength dependency of the duality breaking, $\varnothing$, of the optimal core-shell disk around the central wavelength of $1.55 \mu \mathrm{~m}$.

The implementation to compute the T matrices was also used in other different applications, as to enhance the sensing of chiral molecules using nano disks [A8], or for the calculation of the T-matrices of helices [A10] to analyze the link between proposed measures of geometrical chirality and different electromagnetic quantities as the circular dichroism [253, 254] or the electromagnetic chirality [247].

### 4.4 Calculation of shape and material derivatives for T-matrices

The T-matrix is used to compute different electromagnetic quantities of single scatterers and it is a point of departure to study the optical response from clusters of scatterers. For this reason, if one aims to design a scatterer for a specific application, the T-matrix of the scatterer would often be involved in the calculation of the objective function. In this context, having access to the derivatives of the T-matrix with respect to the design parameters is of great value in the optimization process.
The procedure to calculate the shape derivatives of the VSWF expansion is not different to the general procedure described in Section 2.3. Once the derivatives of the scattered field with respect to a design parameter $x_{i}$ are obtained, it is only necessary to propagate them to obtain the derivatives of the expansion coefficients $a_{m, n}$ and $b_{m, n}$. Taking as an example the expression for the decomposition of the electric VSWF, Eqn. (4.21), one gets,

$$
\begin{align*}
\frac{\mathrm{d} a_{m, n}}{\mathrm{~d} x_{i}}=-i k \int_{\Gamma_{1}}\{ & \left(\nabla \times \frac{\mathrm{d} \mathbf{E}_{\text {scat }}(\mathbf{r})}{\mathrm{d} x_{i}}\right) \times \mathbf{N}_{m, n}^{(1) *}(\mathbf{r})  \tag{4.36}\\
& \left.-k \mathbf{M}_{m, n}^{(1) *}(\mathbf{r}) \times \frac{\mathrm{d} \mathbf{E}_{\text {scat }}(\mathbf{r})}{\mathrm{d} x_{i}}\right\} \cdot \mathbf{d S} .
\end{align*}
$$

The derivatives for the magnetic VSWFs follow a similar expression.
Therefore, to obtain the derivatives of the multipole decomposition, one just needs to calculate the multipole decomposition of the dertivatives of the scattered field.

The FEM solver JCMsuite [58] has already been able to compute the field derivatives $\mathrm{d} \mathbf{E}_{\text {scat }} / \mathrm{d} x_{i}$ and it performs similar calculations to Eqn. (4.36) to compute other surface integral quantities, such as the total power radiated by a scatterer. Because of those reasons, once the multipole expansion was implemented into the solver, it was only necessary to apply a small change to the existing code to calculate the shape and material derivatives of the expansion.
To test the implementation, the material derivative of the T-matrix of a core-multi-shell sphere is computed. The schematic of the sphere is shown in Fig. 4.11a. Figure 4.11b shows the derivatives of one of the T-matrix entries with respect to the permittivity of the intermediate shell, $\epsilon_{2}$. The entry corresponds to the scattered coefficient $a_{2,2}$ when it is illuminated with the VSWF $\mathbf{N}_{2,2}^{(1)}(\mathbf{r})$. The results are compared with the analytical values obtained from Mie theory [246].
To compute the scattered field, a three dimensional FEM model was used. The maximum side length of the FEM discretization was $\lambda / 10$ and the FEM polynomial order was three. The details of the core-multi-shell sphere are described in the caption of Fig. 4.11. As it can be seen in the figure, the results agree up to the numerical precision of the FEM simulations.

The core-multi-shell sphere is a good test example as there is a well known analytical solution to compare with. However, the FEM based implementation is capable of much more general structures. To test the derivatives with a more interesting case, a second test is done for a silicon helix. The helix is made from a wire with a thickness of 40 nm , a pitch of 80 nm , and it has two turns. Figure 4.12a shows a schematic of the structure. For the test, the helix is illuminated with the VSWF $N_{-1,1}^{1}(\mathbf{r})$ at a vacuum wavelength of 550 nm . The shape derivative of the T-matrix entry $T_{1,1}$ with respect to the major radius of the helix, $R_{h}$, is calculated for different values of $R_{h}$. The results are shown in
(a)
b
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Figure 4.11: a. Schematic of the considered core-multi-shell sphere used to test the implementation of the material derivatives of the T-matrix. The core-multi-shell sphere is composed of three concentric spheres with radii $100 \mathrm{~nm}, 200 \mathrm{~nm}$, and 300 nm respectively. The permittivities $\epsilon_{1}$ and $\epsilon_{2}$ are 12.25 and 6.25 respectively. b. Material derivative of one of the entries of the T-matrix with respect to the permittivity of the intermediate layer of a core-multi-shell sphere. The entry of the T matrix corresponds to the scattering coefficient $a_{2,2}$ when the sphere is illuminated with the field $\mathbf{N}_{2,2}^{(1)}(\mathbf{r})$.

Fig. 4.12. As there are no analytical results for the multipole decomposition of complex structures such as helices available, the derivatives using the direct method were compared with the results obtained from finite difference calculations. As for the case of the core-multi-shell sphere, the results of both methods agree up to a certain precision of the FEM simulation. Note that the results obtained using finite differences do not just require an extra simulation per parameter but they are also less accurate than the ones obtained using the direct method.

### 4.5 The adjoint method for multi-scattering problems

## Description

One of the most relevant applications of the T-matrix is the calculation of the scattered field from clusters composed of many scatterers. Among other applications, the method allows to rigorously solve the response of metalenses or the propagation of light through aperiodic photonic crystals.

Finding the optimal shape or material properties of each of the scatterers to increase the performance of the entire multi particle system, is generally a high dimensional optimization task. In this task, having access to the derivatives of the objective funtion with respect to the shape or material parameters of the scatterers can drastically improve the convergence of the optimization.

In the previous section, an implementation for computing shape and material derivatives of T-matrices of complex scatterers was described and tested. This numerical method


Figure 4.12: a. Schematic of the helix used for computing the shape derivatives of the multipole decomposition. The helix is made from a wire with a thickness, $T_{w}$, of 40 nm and a pitch of 80 nm . Its refractive index is 3.5. b. Derivatives of one of the entries of the T-matrix with respect to the major radius of the helix, $R_{h}$. The entry of the T-matrix links the scattering and illumination coefficients $a_{-1,1}$ and $c_{-1,1}$ respectively. The illumination wavelength is 550 nm .
can be used, in combination with a multi-scattering solver, to obtain the derivatives of an objective function that depends on the field scattered by the entire system. The procedure to achieve this consists in combining the multi-scattering formalism with the direct or adjoint methods. Both methods were presented in section 2.3. In multi-scattering problems with clusters composed of a large number of particles, the adjoint method is frequently used due to the large number of design parameters [255].

To describe the implementation of the adjoint method in multi-scattering problems, the multi-scattering formalism must be presented obviously at first.

Let us consider a system composed of a number of $N$ scatterers, specified by their Tmatrices $\underline{T}_{i}$. The multipole expansion of the field scattered by the scatterer $i$ can be represented by a vector $\mathbf{E}_{\text {scat }, i}$. As described in section 4.3, the T-matrix establishes a relation between the field that illuminates the scatterer $i, \mathbf{E}_{\text {inc }, i}$, and the corresponding scattered field,

$$
\begin{equation*}
\mathbf{E}_{\text {scat }, i}=\underline{T}_{i} \mathbf{E}_{\mathrm{inc}, i} . \tag{4.37}
\end{equation*}
$$

In a system with many objects, the field scattered by each object partially illuminates all the other objects. Therefore, the scattered field produced by each object is not only produced by the external illumination as considered up to that point, but also as a response to the fields scattered by the other scatterers. Denoting by $\mathbf{E}_{\text {inc }, i, 0}$ the external illumination on the scatterer $i$, one can write the total field illuminating a scatterer as

$$
\begin{equation*}
\mathbf{E}_{\mathrm{inc}, i}=\mathbf{E}_{\mathrm{inc}, i, 0}+\sum_{j \neq i} \mathbf{E}_{\mathrm{inc}, i, j} \tag{4.38}
\end{equation*}
$$

where $\mathbf{E}_{\text {inc }, i, j}$ denotes the illumination field on the $i$-th particle due to the field scattered from the $j$-th particle.
The link between the scattering and the illumination fields of the different scatterers can be calculated using the translation theorems of the VSWF [42, 256, 257]. The translation coefficients allow to construct the transformation matrices between the scattered and the illumination fields, $\underline{M}_{i, j}$,

$$
\begin{equation*}
\mathbf{E}_{\mathrm{inc}, i, j}=\underline{M}_{i, j} \mathbf{E}_{\mathrm{scat}, j} . \tag{4.39}
\end{equation*}
$$

Once matrices $\underline{M}_{i, j}$ are obtained using the translation theorems, the equations describing the whole system can be easily obtained. Denoting by $\mathbf{E}_{\text {scat }}$ the vector expanding the scattered fields from all the particles

$$
\begin{equation*}
\mathbf{E}_{\text {scat }}=\left[\mathbf{E}_{\text {scat }, 1}^{T}, \mathbf{E}_{\text {scat }, 2}^{T}, \ldots, \mathbf{E}_{\mathrm{scat}, N}^{T}\right]^{T}, \tag{4.40}
\end{equation*}
$$

the system reads as

$$
\begin{equation*}
\underline{S M} \mathbf{E}_{\text {scat }}=\mathbf{E}_{\text {scat }, \text { inc }}, \tag{4.41}
\end{equation*}
$$

where $\mathbf{E}_{\text {scat, inc }}$ denotes the scattered field due to the external illumination, i.e., without considering the multiple interactions between the different scatterers,

$$
\mathbf{E}_{\text {scat }, \text { inc }}=\left[\begin{array}{c}
\underline{T}_{1} \mathbf{E}_{\text {inc }, 1,0}  \tag{4.42}\\
\underline{T}_{2} \mathbf{E}_{\text {inc, } 2,0} \\
\underline{T}_{3} \mathbf{E}_{\text {inc }, 3,0} \\
\vdots \\
\underline{T}_{N} \mathbf{E}_{\text {inc }, N, 0}
\end{array}\right],
$$

and $\underline{S M}$ is the system matrix

$$
\underline{S M}=\left[\begin{array}{ccccc}
\mathbb{I} & -\underline{T}_{1} \underline{M}_{1,2} & -\underline{T}_{1} \underline{M}_{1,3} & \ldots & -\underline{T}_{1} \underline{M}_{1, N}  \tag{4.43}\\
-\underline{T}_{2} \underline{M}_{2,1} & \mathbb{I} & -\underline{\underline{T}}_{2} \underline{M}_{2,3} & \cdots & -\underline{\underline{T}}_{2} \underline{M}_{2, N} \\
\vdots & & & & \vdots \\
-\underline{T}_{N} \underline{M}_{N, 1} & -\underline{T}_{N} \underline{M}_{N, 2} & -\underline{T}_{N} \underline{M}_{N, 3} & \cdots & \mathbb{I}
\end{array}\right] .
$$

The solution of the above system gives the total scattered field. Once this system is obtained, the implementation of the adjoint system requires mainly one more fundamental step: the calculation of the partial derivatives of the objective function with respect to the values of the solution $\mathbf{E}_{\text {scat }}$. For this process, it is recommended to use software for automatic differentiation [258, 259], especially for complicated objective functions of $\mathbf{E}_{\text {scat }}$. After this step, one can solve the adjoint system,

$$
\begin{equation*}
\underline{S M}^{\dagger} \lambda=\frac{\mathrm{d} f_{\mathrm{ob}}}{\mathrm{~d} \mathbf{E}_{\mathrm{scat}}} . \tag{4.44}
\end{equation*}
$$

Note that here $\lambda$ is used to denote the adjoint solution and not the wavelength. In the context it is used here, no confusion should appear.

Finally, the calculation of the derivatives of the objective function with respect to some parameter $x_{i}$ describing the geometry or material of one or more scatterers can be performed. This calculation is equivalent to the one described in Eqn. (2.103) for the FEM,

$$
\begin{equation*}
\frac{\mathrm{d} f_{\mathrm{ob}}}{\mathrm{~d} x_{i}}=\lambda^{T}\left(-\frac{\mathrm{d} \underline{S M}}{\mathrm{~d} x_{i}}+\frac{\mathrm{d} \mathbf{E}_{\text {scat, inc }}}{\mathrm{d} x_{i}}\right) \tag{4.45}
\end{equation*}
$$

The term $\frac{\mathrm{d} S M}{\mathrm{~d} x_{i}}$ is obtained using the shape or material derivatives of the individual Tmatrices for the single scatterers and applying the chain rule.

## Example: metasurface hologram



Figure 4.13: Schematic of the hologram used to test the adjoint method. The hologram is composed of a grid of $4 \times 4$ pixels placed along the plane $z=0$. Each pixel is composed of a grid of $4 \times 4$ identical scatterers. The scatterers are disks with a hole in the center. The height of the disks is 300 nm for all the pixels. The disks are made from silicon and they are embedded in a homogeneous medium with a refractive index of 1.44. The refractive index of the disks is 3.6. The inner radii of the disks are $R_{1}=[580,242,323,8 ; 96,71,498,14 ; 39,30,15,70 ; 73,96,477,183]$ nm , where the semicolon denotes the beginning of a new row. The outer radii are $R_{2}=$ [601, 265, 426, 174; 175, 502, 533, 443; 397, 601, 412, 411; 80, 99, 497, 467] nm .

The adjoint method for the design of multi particle systems was implemented in Matlab. However, the implementation has not yet been integrated together with a package for performing automatic differentiation. To test the implementation, the shape derivatives of the far-field produced by a small metasurface hologram are computed. The metasurface is composed of a $4 \times 4$ pixel board. Each pixel is composed of a $4 \times 4$ periodic arrangement of identical scatterers. The scatterering elements of each pixel are silicon disks of height 300 nm that have a hole in the center, as shown in Fig. 4.13. The disks of each pixel are described by an inner and an outer radius. The refractive index of the silicon was considered to be 3.6 for an illumination wavelength of 1550 nm . The embedding medium is
considered to have a refractive index of 1.44.


Figure 4.14: Amplitude of the scattered field produced by the hologram described in Fig. 4.13 when it is illuminated by a plane wave. The derivatives of the scattered field are computed with respect to the outer radius of the disks of the pixel [3,2]. The illuminating plane wave has a wave vector oriented along the $-z$-direction. Its electric field is linearly polarized in the $x$-direction. The vacuum wavelength of the plane wave is 1550 nm . The amplitude of the scattered field is measured at the point $\left(0,0,-100 \lambda_{0}\right)$.

For this test example, the objective function consists of the value of the electric field in a point $x_{\text {probe }}$ placed 100 wavelengths away from the metasurface, at the point $\left(0,0,-100 \lambda_{0}\right)$. The adjoint method was used to compute the derivative of the electric field with respect to the outer radius of the disks of the pixel [3,2]. The results obtained are shown in Fig. 4.14 for different values of the radius. The shape derivatives computed with the adjoint method are compared with results obtained using finite differences. As shown in the figure, the results of both methods are in agreement. The T-matrices of the individual scatterers contain the multipole contributions up to the second, i.e. quadrupolar, order. This results in a system matrix $\underline{S M}$ with a size of $4096 \times 4096$.
The combination of a multi-scattering solver, the calculation of shape derivatives of individual T-matrices and the adjoint method can be used to design complex multiparticle structures. In the case of metasurface holograms, the method could be used to rigorously calculate the field obtained in the image plane and to design the shape of the scatterers within each pixel. With this method one could design a hologram that creates the desired image, taking into account all the interactions between the scatterers. Of special interest are the interactions between the scatterers of different pixels [260], which when not taken into account, produce undesired effects. However, to solve practical systems, containing a large number of elements, it is necessary to implement an iterative solver for the systems given by Eqns. (4.41) and (4.44) [220]. The reason for that is the quadratic scaling of the system matrix with the number of scatterers, that makes even the storage
of the system matrix in the computer memory impossible.

### 4.6 Conclusions

This chapter described different numerical implementations of relevance for the analysis and design of isolated scatterers. The main result, the expressions to decompose scattered fields into a VSWF basis using surfaces with general shapes, gave rise to a series of tools that have been implemented into a FEM solver. These tools include a method to obtain the multipole decomposition of complex geometries and the calculation of their T -matrices. Of special interest in the context of the design of photonic devices is the implementation of shape and material derivatives for the T-matrices of complex scatterers. These shape derivatives are not only useful for the design of isolated scatterers, but they can also be combined with multi-scattering solvers and with the use of the adjoint method to help in the design of systems composed of a large number of scatterers. Examples are metasurface holograms, metalenses or aperiodic photonic crystals. This method has been described and its implementation was tested. However, to obtain a more powerful tool, further improvements must be done, as the use of an iterative solver for linear systems and the use of automatic differentiation to calculate complex objective functions.

## 5 | Application examples

The previous chapters introduced different numerical methods to optimize the design of photonic structures. This chapter is devoted to such design task. We present here the design of two optimal photonic structures: electromagnetic chiral scatterers and waveguide edge couplers. Both structures are of interest from different perspectives. Maximal electromagnetic chiral scatterers present an extraordinary behavior with respect to their interaction with circularly polarized plane waves of different handedness. In this context, we want to study in more detail what can be the frequency range that can support such extreme structures. The second type of structures studied, waveguide edge couplers, are an important component for the interconnection of different photonic elements in photonic integrated circuits. The design of efficient and compact edge couplers is required to the implementation of photonic circuits that will enable the next generation of optical data networks.

The chapter is structured in two main sections, each of them corresponds to the design of each of the two mentioned photonic structures. In each section, we first introduce the structure, explain the main physical concepts related to it, and the relevance of its optimized design. After that, we present the optimization methodology used to design it, and we analyze the performance of the designs obtained.

### 5.1 Maximal electromagnetic chiral helices

## Introduction

One of the applications for the previously established methods is the optimization of electromagnetically chiral objects. Here, the term chirality was first introduced in 1892 by Lord Kelvin [261]. He suggested that an object is said to be chiral if it can not be superimposed onto any mirror image of itself by applying any combination of rotations and translations. If the object can be superimposed onto its mirror image, it is said to be achiral.

Chiral objects are present in many different fields of science. Many molecules are chiral, and they often exist as a pair of mirror images, called enantiomers. The enantiomers have exactly the same physical properties except in their interaction with other chiral objects, such as other chiral molecules or, in the context of photonics, when interacting with chiral states of light. In biology, most of the fundamental building blocks of life are chiral, including many carbohydrates and amino-acids [262]. As chiral molecules react differently with other chiral objects, a pair of enantiomers can cause completely different actions on living organisms. For example, the molecule that lens lemons and oranges their odor is a specific enantiomer of limonene while the opposite enantiomer smells like pines [263]. Similarly, the interaction of a chiral molecule, or a chiral object in general, with light depends as well on the handedness of the illumination. This effect has multiple
applications, e.g., as a mechanism for chiral sensing of molecules [242, A7, A8, 253, 264268], to trigger the production of different enantioselective reactions [269-271], or to implement polarization filters [272].

If one aims to engineer an object that maximizes the difference in its interaction with light of different handedness, one might think that designing a maximally chiral object would be a good design strategy. However, the first problem with this approach is that chirality is a binary property, and it has been shown that no rigorous method to quantify chirality exists [273]. Different measures of chirality have been proposed, see for example [274]. However, all of them lead to some inconsistency. For example, it could be shown that any tetrahedron can be defined as the most chiral one, even though it is only incrementally different from an achiral tetrahedron [275]. Based on the fact that a chiral object interacts differently with light of different handedness, a measure of electromagnetic chirality, $\chi$, that mitigates some of these limitations has been recently proposed [213]. Here, the emphasis should be put on electromagnetic chirality instead of chirality only, as it measures how different the object responses to electromagnetic radiation of different chirality, or more precise helicity. The measure assigns a certain frequency dependent value, $\chi$, to the object based on the interaction of the object with all possible illumination fields of different helicity. This definition of the electromagnetic chirality, which we will denote as em-chirality from now on, is compatible with the geometrical definition of chirality. An achiral object will always present a vanishing $\chi$ value for all illumination frequencies. The link between the em-chirality and other electromagnetic quantities, such as circular dichroism [276] and one of the porposed measures for the geometrical chirality has been numerically studied in [A10].

One interesting property of the em-chirality is that it is upper bounded by the total interaction cross section of the particle. This characteristic allows for the definition of a normalized measure of the em-chirality, $\bar{\chi}$. If an object is maximally em-chiral, i.e. if its $\bar{\chi}$ is equal to 1 , the object is invisible to any illumination that is a pure state of one of the two eigenstates of the helicity operator ([277] chapter 8). Such extreme objects could be used in very interesting applications. For example, in an angle independent polarization filter, as was proposed in [213], or for sensing schemes of chiral molecules.

The concept of maximally chiral objects with a $\bar{\chi}$ value close to 1 has been studied in the literature. A silver helix with a $\bar{\chi}$ higher than 0.9 has been reported at a wavelength of $200 \mu \mathrm{~m}$ [213]. Also, there are different design rules for obtaining such objects using ideal perfect electric conductors of an extremely thin thickness [278]. However, it is not clear if similar results can be achieved at optical frequencies or in the near infrared.

This section presents the design of optimal silver helices with respect to their $\bar{\chi}$ value. The aim of the work is to find out if it is possible to obtain objects that present high values of $\bar{\chi}$ in different regions of the infrared and optical spectrum. To do that, the work combines different optimization and numerical methods presented within this thesis, such as Bayesian optimization, the method to calculate the T-matrices of complex structures, and the calculation of the shape derivatives of the multipole decomposition.

The reason for using helices as the geometry to be optimized is based on existing results that show that helices present strong differences in their interaction with plane waves of different handedness [272, 278-281, A11]. Also, the optimization of a helix is a simpler task than the optimization of more complex freeform wires, where one needs to impose complicated constraints to avoid self-intersections. Regarding the use of silver as material, we chose it for a few reasons: One reason is that the simulations for the high em-chiral helix at the infrared reported in [213] used silver as material. Also, silver has been reported to be a better material to sustain magnetic resonances at optical fre-
quencies [282]. This effect was also supported by some preliminary simulations that we made at optical frequencies using gold helices, that showed lower em-chiral responses than similar silver helices.
In the following subsections, first the definition of $\bar{\chi}$ is formally introduced. After that, the numerical procedure to perform the optimization is described. Finally, the last subsection presents the optimization results and analyzes the optimal helices. The work and results presented in this section correspond mainly to the results contained in [A12].

## Electromagnetic chirality

The definition of the electromagnetic chirality [213] of an object, $\chi$, is based on the measure of the interaction of the scatterer with fields of different helicity. To obtain $\chi$, one needs to first obtain the S-matrix characterizing the scatterer in a basis of VSWFs of pure helicity

$$
\left[\begin{array}{c}
\mathbf{G}_{-1,1}^{3,+}  \tag{5.1}\\
\vdots \\
\mathbf{G}_{\mathrm{n}_{\max }, \mathrm{n}_{\max }}^{3,+} \\
\mathbf{G}_{-1,1}^{3,-} \\
\vdots \\
\mathbf{G}_{\mathrm{n}_{\max }, \mathrm{n}_{\max }}^{3,-}
\end{array}\right]=\underline{S}^{ \pm}\left[\begin{array}{c}
\mathbf{G}_{-1,1}^{1,+} \\
\vdots \\
\mathbf{G}_{\mathrm{n}_{\max }, \mathrm{n}_{\max }}^{1,+} \\
\mathbf{G}_{-1,1}^{1,-} \\
\vdots \\
\mathbf{G}_{\mathrm{n}_{\max }, \mathrm{n}_{\max }}^{1,-}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{G}_{-1,1}^{1,+} \\
\vdots \\
\underline{S}^{++} \\
\underline{S}^{-+} \\
\underline{S}^{+-}
\end{array}\right]\left[\begin{array}{c}
\underline{S}^{--}
\end{array}\right]\left[\begin{array}{c}
\mathbf{G}_{\mathrm{n}_{\max }, \mathrm{n}_{\max }}^{1,+} \\
\mathbf{G}_{-1,1}^{1,-} \\
\vdots \\
\mathbf{G}_{\mathrm{n}_{\max }, \mathrm{n}_{\max }}^{1,-}
\end{array}\right] .
$$

The S-matrix of an object can be obtained from its T-matrix by $\underline{S}^{ \pm}=\underline{I}+2 \underline{T}^{ \pm}$. The T-matrix was introduced in section 4.3 and both the scattering, $\mathbf{G}_{m, n}^{3, \pm}$, and illumination, $\mathbf{G}_{m, n}^{1, \pm}$, vector spherical wave functions of pure helicity were introduced in section 2.2.
Once the S-matrix is obtained, one has to calculate two vectors, $\mathbf{v}^{+}$and $\mathbf{v}^{-}$, obtained from the singular values of the block elements of the S-matrix, $\underline{S}^{ \pm, \pm}$

$$
\mathbf{v}^{+}=\left[\begin{array}{c}
\operatorname{svd}\left(\underline{S}^{+,+}\right)  \tag{5.2}\\
\operatorname{svd}\left(\underline{S}^{-,+}\right)
\end{array}\right] \mathbf{v}^{-}=\left[\begin{array}{c}
\operatorname{svd}\left(\underline{S}^{-,-}\right) \\
\operatorname{svd}\left(\underline{S}^{+,-}\right)
\end{array}\right] .
$$

The summation of the squared entries of the two vectors gives the total interaction cross section of the scatterer [213]

$$
\begin{equation*}
\sigma_{\text {int }}=\sum_{i} v_{[i]}^{+2}+v_{[i]}^{-2}, \tag{5.3}
\end{equation*}
$$

which is linked to the rotationally averaged total scattering cross section of the object ([42] Eqn. 5.140).

The definition of $\chi$ is given by the distance between the vectors $\mathbf{v}^{+}$and $\mathbf{v}^{-}$,

$$
\begin{equation*}
\chi=\sqrt{\sum_{i}\left(v_{[i]}^{+}-v_{[i]}^{-}\right)^{2}} . \tag{5.4}
\end{equation*}
$$

The em-chirality $\chi$ is bounded between 0 and $\sqrt{\sigma_{\text {int }}}$, therefore one can define the normalized em-chirality $\bar{\chi}$ by dividing $\chi$ with $\sqrt{\sigma_{\text {int }}}$,

$$
\begin{equation*}
\bar{\chi}=\frac{\chi}{\sqrt{\sigma_{\mathrm{int}}}} \tag{5.5}
\end{equation*}
$$

In [213] it was shown that an achiral object will always have a $\chi$ value of zero. One can see from the definition that if a scatterer has a $\bar{\chi}$ equal to 1 , the scatterer will only interact with light of one of the pure states of the helicity operator. It implies that the scatterer will be transparent to light of one of the two helicity eigenstates. Also, for an object to be maximally electromagnetic chiral it has to be dual. Note that the implication is not unidirectional: an achiral object can be dual, as it is the case for the cylinder optimized in section 4.3.

## Simulation setup

In this section we will describe the methodology that we use to design em-chiral silver helices. Our intention is to find different optimal helices, each one of them presenting high em-chirality values at a different region of the optical and infrared frequency spectrum.

To find these helices, we use the Bayesian optimization algorithm presented in chapter 3. We provide to the algorithm observations of $\bar{\chi}$ and also of its shape derivatives with respect to the parameters that model the helices. To compute these quantities, we use the finite element method solver JCMsuite [58, 229]. The calculation of the T-matrix using the FEM has been described in section 4.3. Section 4.4 has been describing how to obtain the shape derivatives of the T-matrix.

For the case of the helix, the procedure that we use to obtain the shape derivatives of the actual mesh describing the helix with respect to the parameters of the helix involves a series of steps, as shown in Fig. 5.1. First, the helix is discretized using the internal mesher of JCMsuite. Once the mesh of the helix has been obtained, we need to calculate the derivatives of the vertices of the boundary mesh elements with respect to the parameters that describe the boundary of the helix. Given a helix specified by the radius of the spine, $R_{\mathrm{h}}$, its thickness, $T_{\mathrm{w}}$, the pitch, Pitch, and the number of turns, $N_{\text {turns }}$, the boundary of the helix can be parametrized with only two parameters $\theta_{\mathrm{h}}$ and $\phi_{\mathrm{h}}$ as

$$
\begin{equation*}
\mathbf{x}_{\text {helix }}\left(\theta_{\mathrm{h}}, \phi_{\mathrm{h}}\right)=\mathbf{x}_{\text {spine }}\left(\theta_{\mathrm{h}}\right)+\frac{T_{\mathrm{w}}}{2}\left(\mathbf{v}_{1}\left(\theta_{\mathrm{h}}\right) \cos \phi_{\mathrm{h}}+\mathbf{v}_{2}\left(\theta_{\mathrm{h}}\right) \sin \phi_{\mathrm{h}}\right) \tag{5.6}
\end{equation*}
$$

where $\mathbf{x}_{\text {spine }}$ are the points of the central spine of the helix

$$
\begin{equation*}
\mathbf{x}_{\text {spine }}\left(\theta_{\mathrm{h}}\right)=\left(R_{\mathrm{h}} \cos \theta_{\mathrm{h}}, R_{\mathrm{h}} \sin \theta_{\mathrm{h}}, \frac{\text { Pitch }}{2 \pi} \theta_{\mathrm{h}}\right) \tag{5.7}
\end{equation*}
$$

and $\mathbf{v}_{1}\left(\theta_{\mathrm{h}}\right)$ and $\mathbf{v}_{2}\left(\theta_{\mathrm{h}}\right)$ are two unitary vectors that are perpendicular to the tangent of the spine of the helix, $\mathbf{v}_{3}\left(\theta_{\mathrm{h}}\right)$. All these vectors are given by

$$
\begin{align*}
& \mathbf{v}_{1}\left(\theta_{\mathrm{h}}\right)=-\left(\cos \theta_{\mathrm{h}}, \sin \theta_{\mathrm{h}}, 0\right),  \tag{5.8}\\
& \mathbf{v}_{2}\left(\theta_{\mathrm{h}}\right)=\left(-\frac{S_{\mathrm{h}}}{\sqrt{R_{\mathrm{h}}^{2}+S_{\mathrm{h}}^{2}}} \sin \theta_{\mathrm{h}},-\frac{S_{\mathrm{h}}}{\sqrt{R_{\mathrm{h}}^{2}+S_{\mathrm{h}}^{2}}} \cos \theta_{\mathrm{h}},-\frac{R_{\mathrm{h}}}{\sqrt{R_{\mathrm{h}}^{2}+S_{\mathrm{h}}^{2}}}\right),  \tag{5.9}\\
& \mathbf{v}_{3}\left(\theta_{\mathrm{h}}\right)=\left(-\frac{R_{\mathrm{h}}}{\sqrt{R_{\mathrm{h}}^{2}+S_{\mathrm{h}}^{2}}} \sin \theta_{\mathrm{h}},-\frac{R_{\mathrm{h}}}{\sqrt{R_{\mathrm{h}}^{2}+S_{\mathrm{h}}^{2}}} \cos \theta_{\mathrm{h}}, \frac{S_{\mathrm{h}}}{\sqrt{R_{\mathrm{h}}^{2}+S_{\mathrm{h}}^{2}}}\right) . \tag{5.10}
\end{align*}
$$

In the above equation, the slope $S_{\mathrm{h}}$ is equal to $\operatorname{Pitch} / 2 \pi$. The parameter $\theta_{\mathrm{h}}$ ranges from 0 to $N_{\text {turns }} \cdot 2 \pi$ and $\phi_{\mathrm{h}}$ ranges from 0 to $2 \pi$. Note the difference between the parameters of


Figure 5.1: Steps needed to compute the shape derivatives of the FEM discretization of a helix. The helix is determined by its design parameters: the radius of the helix spine, $R_{\mathrm{h}}$, the thickness of the helix wire, $T_{\mathrm{w}}$, the Pitch of the helix, Pitch, and the number of turns of the helix, $N_{\text {turns }}$. Given the parameters, the helix can be discretized using tetahedra. After obtaining the discretization (1), a Python module is used to determine the parameters $\theta_{\mathrm{h}}$, and $\phi_{\mathrm{h}}$, Eqn. (5.6), for each vertex of the helix boundary (2). These parameters are used to evaluate the expressions for the shape deriatives in the vertex (3). The shape derivatives of the vertices are finally passed to JCMsuite.
the helix parametrization, $\theta_{\mathrm{h}}$ and $\phi_{\mathrm{h}}$ that specify the different points of the boundary of the helix and the parameters of the actual optimization, $R_{\mathrm{h}}, T_{\mathrm{w}}$, Pitch and $N_{\text {turns }}$, used to specify the different helices within the design space.
To model helices with smooth surfaces, we place two hemispheres on the edges of the helix. The parametrization used for the upper hemisphere is

$$
\begin{align*}
\mathbf{x}_{\text {helix }}\left(t, \phi_{\mathrm{h}}\right)= & \mathbf{x}_{\text {spine }}\left(N_{\text {turns }} \cdot 2 \pi\right)+\sin t \frac{T_{\mathrm{w}}}{2} \mathbf{v}_{3}\left(N_{\text {turns }} \cdot 2 \pi\right) \\
& +\cos t \frac{T_{\mathrm{w}}}{2}\left(\mathbf{v}_{1}\left(N_{\text {turns }} \cdot 2 \pi\right) \cos \phi_{\mathrm{h}}+\mathbf{v}_{2}\left(N_{\text {turns }} \cdot 2 \pi\right) \sin \phi_{\mathrm{h}}\right) \tag{5.11}
\end{align*}
$$

where $t$ ranges from 0 to $2 \pi$. An ananlogous expression is used to parametrize the lower hemisphere.

Given a vertex of the FEM discretization of the helix boundary, to calculate the parameter $\theta_{\mathrm{h}}$ or $t$ that corresponds to this vertex, we use a local optimizer that searches for the values that minimize the distance between the vertex and the spine of the helix given by Eqn. (5.7). The initial parameter used in this local optimization is an approximation of the final retrieved value based on the $z$-component of the vertex. Once the value of $\theta_{\mathrm{h}}$ or $t$ has been obtained, retrieving the value of $\phi_{\mathrm{h}}$ is rather simple. One only needs to calculate the angle between the vector $\mathbf{x}_{\text {helix }}-\mathbf{x}_{\text {spine }}$ and the vector $\mathbf{v}_{2}$.

Once the parameters corresponding to the vertex are retrieved, the final step is to compute the derivatives of the vertex with respect to the design parameters. For that, one
 pressions are analytically derived from Eqns. (5.6)-(5.11).

The described procedure is implemented into a Python module that is then passed to JCMsuite. JCMsuite evaluates the Python module for every vertex of the helix boundary to obtain the shape derivatives of the vertices ${ }^{1}$. Then, based on these values, it computes the derivatives of the FEM system matrix as described in section 2.3 to obtain the shape derivatives of the T-matrix, as explained in section 4.4. Figure 4.12 in the previous chapter shows the results for the test of the shape derivatives of the T-matrix of a helix.

To finally obtain the shape derivatives of the em-chirality, $\chi$, one needs to propagate the shape derivatives of the S-matrix along equation (5.4). The part of this operation that requires the most attention is the calculation of the shape derivatives of the singular values, needed to obtain the vectors $\mathbf{v}^{+}$and $\mathbf{v}^{-}$, Eqn. (5.2).

Let us denote by $\underline{U}, \underline{\Sigma}, \underline{V}$ the matrices that contain the singular value decomposition of, for example, $\underline{S}^{+,+}$,

$$
\begin{align*}
\underline{S}^{+,+} & =\underline{U}^{\dagger} \underline{\Sigma} \underline{V},  \tag{5.12}\\
\underline{U}^{\dagger} \underline{U} & =\mathbb{I},  \tag{5.13}\\
\underline{V}^{\dagger} \underline{V} & =\mathbb{I}, \tag{5.14}
\end{align*}
$$

where $\dagger$ denotes the transpose conjugate.
Now, let us assume that we know the shape derivative of $\underline{S}^{+,+}$with respect to some design parameter $x_{i}$. Then, one can obtain the shape derivative of the singular values of $\underline{S}^{+,+}$ as [283]

$$
\begin{equation*}
\frac{\mathrm{d} \underline{\Sigma}}{\mathrm{~d} x_{i}}=\underline{\mathbb{I}} \circ\left(\operatorname{Re}\left[\underline{U}^{\dagger} \frac{\mathrm{d} \underline{\mathrm{~S}}^{+,+}}{\mathrm{d} x_{i}} \underline{V}\right]\right), \tag{5.15}
\end{equation*}
$$

where $\circ$ denotes the element-wise multiplication and $\mathbb{I}$ is the identity matrix.
The calculation of the shape derivatives of the singular values is simple once the shape derivatives of the S-matrix have been obtained, if the singular values are not degenerate. However, things become more complicated for the case where one or more singular values are degenerate. The singular value decomposition is discontinuous within the subset of matrices with degenerate singular values [284]. A similar behavior occurs for the eigenvalue decomposition [285]. One simple example of a parametric object for which this can happen is a spheroid, where the value of the major axis is given as a design parameter. If one considers the simpler case of an S-matrix with only the dipole contributions, the submatrices $\underline{S}^{ \pm, \pm}$will have a singular value with a triple degeneracy when the spheroid becomes a sphere. A change in the value of the major axis with respect to this point would lead to submatrices that have a singular value with a double degeneracy, therefore still being degenerate. If instead the infinitesimal change in the parameter leads to a matrix without degenerate singular values, the differentiability of the singular values with respect to the parameter depends on the properties of the parametric matrix [284]. To make the process simpler, we do not consider the derivatives of $\bar{\chi}$ when we detect that

[^1]any of the singular values are degenerate. As we use Bayesian optimization, the correct functioning of the algorithm does not depend on providing derivative observations or not. The shape derivatives are extra information that the Gaussian processes can use to obtain a better model of the objective function. However, the Gaussian process can incorporate derivative observations for just some of the evaluated points, or even include derivative observations with respect to some parameters and not to the others.
Once the derivatives of the vectors $\mathbf{v}^{+}$and $\mathbf{v}^{-}$are obtained, the shape derivatives of $\chi$ read as
\[

$$
\begin{equation*}
\frac{\mathrm{d} \chi}{\mathrm{~d} x_{i}}=\frac{\sum_{i}\left(v_{[i]}^{+}-v_{[i]}^{-}\right)\left(\frac{\mathrm{d} v_{[i]}^{+}}{\mathrm{d} x_{i}}-\frac{\mathrm{d} v_{[i]}^{-}}{\mathrm{d} x_{i}}\right)}{\chi} . \tag{5.16}
\end{equation*}
$$

\]

A similar expression can be obtained for the derivatives of the total interaction cross section,

$$
\begin{equation*}
\frac{\mathrm{d} \sigma_{\text {int }}}{\mathrm{d} x_{i}}=\sum_{i} 2 v_{[i]}^{+} \frac{\mathrm{d} v_{[i]}^{+}}{\mathrm{d} x_{i}}+2 v_{[i]}^{-} \frac{\mathrm{d} v_{[i]}^{-}}{\mathrm{d} x_{i}} . \tag{5.17}
\end{equation*}
$$

Finally, one can obtain the derivatives of $\bar{\chi}$ as

$$
\begin{equation*}
\frac{\mathrm{d} \bar{\chi}}{\mathrm{~d} x_{i}}=\frac{\frac{\mathrm{d} \chi}{\mathrm{~d} x_{i}} \sqrt{\sigma_{\text {int }}}-\frac{\chi}{2 \sqrt{\sigma_{\text {int }}}} \frac{\mathrm{d} \sigma_{\text {int }}}{\mathrm{d} x_{i}}}{\sigma_{\text {int }}} \tag{5.18}
\end{equation*}
$$

As we can see in Eqn. (5.16), the derivative of $\bar{\chi}$ is also not defined when $\chi$ equals zero. As for the case in which the discontinuity of the derivatives comes from the singular value decomposition, we simply check if $\chi$ is zero and in this case we do not include the derivatives of $\bar{\chi}$ into the optimization process.

## Results of the optimization

After having described the simulation and optimization setups, we proceed to optimize the em-chiraliry of silver helices at a decreasing set of design wavelengths. It is our intention to study how the geometry of an optimal helix changes when operating at lower wavelengths and which upper value for the em-chirality can be obtained when working at optical wavelengths and not in the far-infrared. We would like to see a lower bound for a wavelength where a high em-chirality is obtained. Based on the material properties of silver, it can be expected that this happens somewhere at the wavelengths corresponding to visible light.
The optimizations depart from a desig wavelength of $\lambda_{0}=150 \mu \mathrm{~m}$ down to a wavelength of $\lambda_{0}=500 \mathrm{~nm}$. The reason for starting at such a long wavelength value is based on existing results for a silver helix [213] that presents a large $\bar{\chi}$ in this frequency region. These results give us an estimation about the bounds to use for the design parameter space.

At the wavelength of $\lambda_{0}=150 \mu \mathrm{~m}$ the lower and upper limits of the radius of the helix, $R_{\mathrm{h}}$, are set to $1 \mu \mathrm{~m}$ and $10 \mu \mathrm{~m}$ respectively. Both limits are linearly scaled with the wavelength for the optimizations performed at the other different wavelengths. The thickness of the wire can vary between a $5 \%$ and a $95 \%$ of the value of $2 R_{\mathrm{h}}$. A further bound is imposed on the thickness of the wire, it can not be thinner than 20 nm for any of the optimizations.

This extra limit is included to restrict the results to helices that are in the limits of what it is possible to realize experimentally using current fabrication technologies. Moreover, a wire with a thickness of 20 nm is close to the limit for which the electromagnetic response of the object can be described using the macroscopic constitutive relations (see, e.g., [41] section 6.6). The pitch of the helix is bounded between 1.1 and 10 times the thickness of the wire and the optimization limits for the number of turns are 0.1 and 4 . The permittivity of silver is interpolated at each wavelength from two different databases [286, 287] depending on the frequency region. One database accounts for the optical and nearinfrared regions and the other for wavelengths longer than $1.5 \mu \mathrm{~m}$.

Regarding the calculation of $\bar{\chi}$, we use finite elements with a polynomial degree of 2 . The maximum side length of the helix mesh elements is $\lambda / 0.3$ for illumination wavelengths longer than $2 \mu \mathrm{~m}$ and $\lambda / 10$ for the optical and near-infrared wavelengths, i.e. shorter than $2 \mu \mathrm{~m}$. Here, $\lambda$ refers to the wavelength within the helix. The maximum side length of the elements in the air domain is set to $\lambda_{0} / 15$. Before starting each optimization, a convergence test with respect to the mesh size is done to check the accuracy of the results. When the error with the default mesh size is larger than $1 \%$, the mesh size is further decreased. In many situations it is favorable to use a higher polynomial degree when compared to using smaller mesh elements. However, in this specific application it is important for the accuracy of the results to have an accurate representation of the surface of the helix. Therefore, it is preferable to have smaller mesh elements rather than a higher polynomial degree.


Figure 5.2: Values of the normalized em-chirality, $\bar{\chi}$, of the optimal helices obtained in the optimization runs as a function of the design wavelength. Each point corresponds to the value of a different helix optimized for the corresponding wavelength shown in the $x$-axis. The design parameters of the optimal helices are shown in Fig. 5.3.

Figure 5.2 shows the optimal values of $\bar{\chi}$ obtained at each optimization wavelength. The corresponding parameters of the optimal helices are shown in Fig. 5.3. As it can be seen in Fig. 5.2, the optimal $\bar{\chi}$ values are all above 0.9 for wavelengths down to $3 \mu \mathrm{~m}$. However, the optimal $\bar{\chi}$ values already start to decrease with the wavelength from a wavelength of $\lambda_{0}=10 \mu \mathrm{~m}$. Below $\lambda_{0}=1 \mu \mathrm{~m}$, the decrease is very abrupt and at $\lambda_{0}=500 \mathrm{~nm} \bar{\chi}$ does not reach a value of 0.6.

The two different behaviours for the wavelength regions above and below $\lambda_{0}=3 \mu \mathrm{~m}$ be-
comes clear after simultaneously inspecting both Fig. 5.2 and 5.3. Except for the optimal helix found at $\lambda_{0}=150 \mu \mathrm{~m}$, all the designs that show a $\bar{\chi}$ above 0.9 have a similar shape. The number of turns keeps more or less constant along this region and it seems to exist a common ratio between the radius of the helix spine $R_{\mathrm{h}}$ and the pitch of the helix. Moreover, the absolute values for both parameters seem to follow a linear scale with the wavelength. These relations seem to indicate that the different optimizations found an optimal design that simply downscales with the wavelength. This behaviour can be expected as at these wavelengths the helices can be well approximated as helices made from a perfect electric conductor. Scaling of the geometrical parameters then indeed scales the operation wavelength. In fact, if one takes the optimal design found at $\lambda_{0}=100 \mu \mathrm{~m}$ and scales down the radius and pitch of the helix following the scaling rule for plasmonic materials described in [238] , as already done in section 4.2 for the nanorod, one obtains the dashed black line shown in Fig. 5.3. Only for the design wavelengths in the range between $3 \mu \mathrm{~m}$ and $10 \mu \mathrm{~m}$ this scaling factor with respect to the wavelength slightly differ from unity. The optimal designs clearly follow the scaling design rules for perfect electric conductors under the thin wire approximation. There are still some small differences that can come from the fact that the FEM simulations take the effects produced by the thickness of the wire rigorously into account. Even if the thickness of the wire is much smaller than the illumination wavelength, it can play a significant role in the scattering response of the helix [288].


Figure 5.3: Design parameters of the optimal helices obtained in the optimization runs made for different design wavelengths. The design parameters are the radius of the helix spin, $R_{\mathrm{h}}$, the thickness of the helix wire, $T_{\mathrm{w}}$, the pitch of the helix, Pitch, and the number of turns of the helix, $N_{\text {turns }}$. The schematic of Fig. 5.1 shows the meaning of the different parameters in more detail.

Regarding the results for the shorter wavelengths, one of the reasons explaining the lower $\bar{\chi}$ values at wavelengths below $1.5 \mu \mathrm{~m}$ compared to the values obtained at longer wavelengths could be the lower bound of 20 nm imposed for the thickness of the wire. As it can be seen in Fig. 5.3, the thickness of the wire of the helix is lower than 30 nm for all the optimal helices found at wavelengths below $3 \mu \mathrm{~m}$. This could indicate that for wavelengths below $3 \mu \mathrm{~m}$ the ability to achieve optimal em-chiral values is constrained by the helix thickness. However, the reason behind the drop of the optimal $\bar{\chi}$ values is more likely to be due the plasmonic behaviour of silver at these frequencies. Due to the increase of Ohmic losses and the internal reactance of the silver wire, it becomes more difficult to obtain strong magnetic resonances when one approaches the plasma frequency, as it
was reported in [282, 289, 290]. Obtaining electric and magnetic resonances of a similar strength is crucial to obtain a strong chiral response [247, 291].

To analyze the interactions of a high em-chiral helix with light of different helicities, we consider from now on the helix optimized for a design wavelength of $\lambda_{0}=3 \mu \mathrm{~m}$. Figure 5.4 shows the spectral dependent total interaction cross section, $\sigma_{\mathrm{int}}$, and the normalized em-chirality, $\bar{\chi}$, for wavelengths around the optimization wavelength. The total interaction cross section is obtained as the squared Frobenius norm of the scattering submatrices $\underline{S}^{+,+}$and $\underline{S}^{-,-}$respectively as

$$
\begin{align*}
\sigma_{\text {int },+} & =\sum_{i, j}\left|S_{[i, j]}^{+,+}\right|^{2},  \tag{5.19}\\
\sigma_{\text {int },-} & =\sum_{i, j}\left|S_{[i, j]}^{-,--}\right|^{2} . \tag{5.20}
\end{align*}
$$

As one can see in Fig. 5.4, the maximum in the chirality also corresponds to a resonance peak in the total interaction cross section. It implies that the chirality is not just large at some trivial point where not much light is scattered. Figure 5.5 shows the absorption cross section of the helix when it is illuminated with two circularly polarized plane waves of opposite handedness. The absorption cross sections are shown as a function of the direction of the wave vector of the plane wave used for the illumination. Similar to the results shown in Fig. 5.4 for the total interaction cross section, the absorption is almost two orders of magnitude higher for right circularly polarized plane waves. The strongest difference occurs for plane waves whose wave vectors are parallel to the $x y$-plane, i.e., perpendicular to the helix axis.


Figure 5.4: Wavelength dependency of the total interaction cross sections, $\sigma_{\text {int }, \pm}$, and normalized em-chirality, $\bar{\chi}$, of the optimal helix obtained from the optimization at the design wavelength of $\lambda_{0}$ $=3 \mu \mathrm{~m}$. The total interaction cross section is given as a function of the helicity eigenstate of the illumination. The plus and minus signs in the subscript of $\sigma_{\text {int }}$ indicate the eigenvalues $\pm 1$ of the two eigenstates of the helicity operator.


Figure 5.5: Absorption cross section, $\sigma_{\text {abs }}$, of the optimal helix obtained from the optimization at $\lambda_{0}=3 \mu \mathrm{~m}$ depending on the direction of the illuminating plane wave. The helix is illuminated with a circularly polarized plane wave at a wavelength of $\lambda_{0}=3$ $\mu \mathrm{m}$. The two different plots correspond to the results for the two different circular polarization states, denoted with the plus sign, $\sigma_{\mathrm{abs},+}$, for right circular polarized plane waves and with the minus $\operatorname{sign}, \sigma_{\mathrm{abs},-}$, for left circular polarized plane waves. The direction of the wave vector of the plane wave is given as a function of the $x$ and $y$-components of its unitary vector. $\mathbf{k}=\left(k_{x}, k_{y}, k_{z}\right)$ with $|\mathbf{k}|^{2}=k_{x}^{2}+k_{y}^{2}+k_{z}^{2}=k_{0}^{2}$.

Figure 5.6 shows the intensity of the scattered near-field produced by the helix when illuminated by two circularly polarized plane waves of different handedness and wave vectors parallel to the $x$-axis. The optimized helix also shows strong differences of around two orders of magnitude in the scattered field intensity. As one can see, for the right circularly polarized plane wave, the scattered field intensity is strongly localized inside the helix. This intense near field is linked to the high absorption of light in the helix.

All these results indicate that the designed helix could serve as the basic constitutive element for an angle independent circular polarization filter. The filter would consist of a slab made from a homogeneous material with a high number of randomly oriented and randomly placed helices embedded into it. To analyze the potential of the design, we will estimate the slab thickness required to absorb $99 \%$ of the incoming power flux of a circular polarized beam and compare it to the power absorbed by a beam with opposite handedness. As we optimized the helices assuming that they are embedded into free space, we will assume now for simplicity that the embedded material has a relative permittivity of 1 . For this calculation, we will make a series of additional approximations. Mainly, we will neglect scattering and consider that absorption is the only mechanism of interaction of the helices with the incident light. We will also assume that the incoming beam can be approximated by a plane wave. That is, let us assume that the incoming beam has an isotropic power flux with direction $+z$. Lastly, we treat the combination of the slab plus helices as a single homogeneous material, neglecting the discrete nature of the helices. The volume of the optimal helix obtained at $\lambda_{0}=3 \mu \mathrm{~m}$ is $0.00106 \mu \mathrm{~m}^{3}$. If we now assume a volume filling fraction of $1 \%$, that implies a density of $\rho_{\mathrm{h}}=9.65$ helices per cubic $\mu \mathrm{m}$.

Let us now focus on a volume element of the slab with a square section of side length $l$ equals to $1 \mu \mathrm{~m}$ and thickness $t$, as shown in the sketch of Fig. 5.7. We want to study how the power flux of the incident beam changes along the $z$-direction within the slab.


Figure 5.6: Intensity of the field scattered by a helix as a function of the handedness of the illuminating circularly polarized plane wave. The results are shown for the optimal helix obtained from the optimization run at $\lambda_{0}=3 \mu \mathrm{~m}$. The illumination direction relative to the helix is indicated in the top of the figure.

The absorption cross sections under plane wave illumination of the rotationally averaged optimal helix are for the right and left circularly polarized plane wave $\sigma_{\text {abs },+}=0.36 \mu \mathrm{~m}^{2}$ and $\sigma_{\mathrm{abs},-}=0.0075 \mu^{2}$ respectively. We computed these values as the difference between the orientation averaged extinction and scattering cross sections.
The power absorbed by each of the helices equals the product of the illumination power flux times the absorption cross section of the helix

$$
\begin{equation*}
P_{\mathrm{abs}}(z)=S_{z}(z) \sigma_{\mathrm{abs}, \pm} . \tag{5.21}
\end{equation*}
$$

In a volume of thickness $\Delta z$ and area $l^{2}$ the power absorbed per unit area equals

$$
\begin{equation*}
\frac{P_{\mathrm{abs}}(z+\Delta z)-P_{\mathrm{abs}}(z)}{l^{2}}=\Delta z \rho_{\mathrm{h}} S_{z}(z) \sigma_{\mathrm{abs}, \pm}, \tag{5.22}
\end{equation*}
$$

where $\Delta z$ is considered to be thin enough to assume that the power flux remains constant throughout the thickness. Note that the homogenization of the material properties of the slab with the embedded helices is also included through the use of $\rho_{\mathrm{h}}$.
Therefore, the change in the power flux of the beam per unit of thickness equals,

$$
\begin{equation*}
\frac{S_{z}(z+\Delta z)-S_{z}(z)}{\Delta z}=-\rho_{\mathrm{h}} S_{z}(z) \sigma_{\mathrm{abs}, \pm} . \tag{5.23}
\end{equation*}
$$

The differential equation for the power flux of the beam along the slab can then be written as

$$
\begin{equation*}
\frac{\mathrm{d} S_{z}(z)}{\mathrm{d} z}=-S_{z}(z) \rho_{\mathrm{h}} \sigma_{\mathrm{abs}, \pm} . \tag{5.24}
\end{equation*}
$$

Solving the above differential equation one obtains


Figure 5.7: Sketch of the proposed angular independent polarization filter. The filter consists of a slab with randomly oriented and randomly placed optimally designed helices. Because the averaged absorption cross section of the helices is different for illumination fields of different helicities, the decay of the field along the slab will be more pronounced for one of the illumination fields.

$$
\begin{equation*}
S_{z}(z)=S_{z, 0} e^{-\rho_{\mathrm{h}} \sigma_{\mathrm{abs}, \pm} z} \tag{5.25}
\end{equation*}
$$

being $S_{z, 0}$ the power flux of the incident beam before entering the slab.
Using the values obtained for the absorption cross sections and assuming a filling fraction of $1 \%$, Eqn. (5.25) gives a slab thickness of 1332 nm to absorb $99 \%$ of the incident power flux of a right circularly polarized beam. The same slab absorbs only $9 \%$ of the incident power flux for the beam with opposite handedness. These results show an extremely compact device that presents a high performance, indicating the potential for photonic applications of structures with high em-chirality values.

## Conclusions

In the just presented application, we combined most of the tools developed within the thesis to find helices that offer high em-chirality values at optical and near infrared frequencies. The combination of Bayesian optimization, the tools to compute the T-matrix of isolated scatterers, and the calculation of its shape derivatives allowed us to find optimal helices along a wide range of frequencies going from the deep infrared down to optical frequencies. The results show that it is possible to design scatterers that present large values of $\bar{\chi}$ at frequencies down to $3 \mu \mathrm{~m}$, but also the difficulties that exist in obtaining similar results at optical frequencies. However, although we could not find silver helices that present extremely large $\bar{\chi}$ values at optical frequencies, it is still not clear if other designs different than a helix could improve the results obtained here.
Once the optimizations were finished, we analyzed the behaviour of the optimal helix obtained for an illumination wavelength of $3 \mu \mathrm{~m}$. The designed helix shows a strong difference in the interaction with circularly polarized plane waves of different handedness. The interaction is close to two orders of magnitude stronger for one of the handedness, both in scattering and absorption.

To investigate the potential of these highly em-chiral objects, we calculated, based on a series of assumptions, the performance of a possible implementation of an angle in-
dependent circular polarization filter. The results indicate that it is possible to achieve extremely compact devices that at the same time present a high performance. Although a more rigorous analysis is needed to confirm these results and possibly also to reduce the amount of simplifications used, they already give an idea of the potential that such high em-chiral scatterers may have for different applications.

Further developments along the lines of this work can be the optimization of more complex structures, such as wires following a freeform path, to improve the em-chirality values obtained at optical frequencies, or the optimization of designs that are inherently easier to fabricate.

### 5.2 Waveguide coupler for photonic inter-chip communication

## Introduction

Photonic integrated circuits [292-294] emerge as a technological solution to the increasing demand for higher bit rates and lower energy consumption in communication networks [295] and supercomputer clusters [296]. Due to the high data transfer rates that can only be achieved using light as an information carrier, the use of photonic circuits has been also proposed in computing chips [297-302]. First proposals date back to the 1980s [303-305]. A well known problem that this technology could solve is the processormemory bottleneck [306, 307].

A photonic integrated circuit contains a series of different interconnected optical components, such as lasers [308-310], modulators [311-315], optical switches [316-320], waveguides [321-326] or detectors. These circuits are generally used in the interfaces of the communication ports between the different nodes of an optical communication network.

One of the key techonological advances that made it possible to increase the performance of photonic integration circuits is the fabrication of photonic components using the CMOS fabrication process, a technology known as silicon photonics [327-330]. This results in high volume production, high densities, low costs and a better integration with CMOS electronic circuits. The monolithic integration of the different photonic components with CMOS electronic circuits would be a major step in the performance and capabilities of the technology. However, photonic integrated circuits with better performances can currently only be obtained by combining in a single package photonic components fabricated on different material platforms [331, 332]. One of the main challenges to obtain monolithic integration is the fabrication of laser sources on silicon [333335]. Therefore, frequently light sources are made from III-V semiconductors while all the other passive elements used to steer the light are made from silicon materials. Then, the components from these different material platforms need to be combined.

In a hybrid architecture that combines the beneficial aspects of different material plattforms, one promising technique to interconnect the different photonic platforms within the chip package is via three dimensional freeform waveguides, also called photonic wire bonds (PWB) [336-340]. Photonic wire bonds are polymer waveguides with three dimensional freeform geometries. They are fabricated by two-photon polymerization of a negative-tone resist using a technology such as direct laser writing. Photonic wire bonds can be fabricated in situ and their geometry can be precissely controlled. This allows for the adaptation of their position to the position of the integrated waveguide facets, avoiding the high-precision alignment problems between optical components.

The basic architecture of this optical communication scheme is depicted in Fig. 5.8. The waveguide facets of two different chips are interconnected using a PWB. At each edge of the PWB, a waveguide edge coupler is placed to efficiently couple the light between the PWB and the waveguide. Aditionally, grating couplers may be needed if out-of-plane coupling between the waveguide connected to the PWB and some of the chips is required. All these components play a fundamental role in the overall efficiency of the system and they need to be properly designed to reduce energy losses. The PWB path needs to be optimized to reduce energy losses [341] as well as the shape and dimensions of the edge couplers. It is also desirable that all the components have a footprint as small as possible. In this work, we focus on the optimized design of the edge coupler.


Figure 5.8: Schematic of the architecture for an optical inter-chip communication system.

As shown in Fig. 5.8, in the region of the edge coupler both the silicon waveguide and the PWB are placed on top of a layered substrate, therefore, the bottom part of both waveguides are vertically aligned. The cross sections of both waveguides are shown in Fig. 5.9. The silicon waveguide has a width of $0.5 \mu \mathrm{~m}$ and a height of $0.22 \mu \mathrm{~m}$. The width and height of the PWB are $2 \mu \mathrm{~m}$ and $1.8 \mu \mathrm{~m}$ respectively. The substrate is composed of two layers made of silicon ( Si ) and silica ( $\mathrm{SiO}_{2}$ ). The silica layer has a thickness of $2 \mu \mathrm{~m}$ and we consider the silicon layer to be semi-infinite. The waveguides are immersed in a cladding, characterized by its relative permittivity, $\epsilon_{\text {cladding }}$.

An edge coupler is a passive photonic component used to efficiently connect optical waveguides that have different geometrical cross-sections and that are made from different materials. We aim to design a structure that efficiently couples the fundamental mode of the silicon waveguide into the fundamental mode of the PWB. See section 2.2 for the description of the propagating modes in a waveguide. Figure 5.10 shows the electric field intensity cross section of the fundamental modes of both the silicon waveguide and the PWB. The modes are computed with JCMsuite [58], using two-dimensional layouts consisting of the cross sections of the waveguides. The fundamental mode of the silicon waveguide has an effective refractive index of $n_{\text {eff,PWB }}=2.458$ and its electric field is predominantly polarized in the $y$-direction. The fundamental mode of the photonic wire bond is also predominantly polarized in the $y$-direction and it has an effective refractive index of $n_{\text {eff }, \mathrm{PWB}}=1.473$. If there were not substrate and the cross section of the PWB were a perfect square, then the PWB would have a fundamental mode degenerated into two modes: one $y$-polarized and another $z$-polarized. However, the broken symmetry of the structure with respect to the $z$-direction avoids this degeneracy and produces two modes with different propagation constants. The effective refractive index of the predominantly $z$-polarized mode has a value 0.0003 lower than the one of the fundamental mode.


Figure 5.9: Cross sections of the silicon waveguide, left, and the photonic wire bond waveguide, right. Both elements are placed on top of a layered substrate composed of silica $\left(\mathrm{SiO}_{2}\right)$ ad silicon ( Si ) and are embedded into a material with a permittivity of $\epsilon_{\text {cladding }}$ at the operating wavelength of $1.55 \mu \mathrm{~m}$.

The coupling loses between the two guiding components are due to the mistmatch in the field profiles of the fundamental modes. The basic working principle of the edge coupler consists in modifying the field profile along the propagation through the coupler to achieve a better overlap at its edge. Because edge couplers are an important component for the in-plane interconnection between optical fibers and waveguides, their design and performance have been widely studied and multiple reasonable structures have been proposed. The most frequent solution is to use adiabatic linear tapers [342-346]. An adiabatic taper is a waveguide whose lateral dimensions decrease gradually along the direction of propagation of light. Along the taper, the fundamental mode of the waveguide can no longer be confined in the core of the waveguide due to the reduction of the dimensions and the field profile of the mode gradually expands towards the clading. To reduce losses due to mode conversion into higher modes, the profile of the taper has to change slowly. As a result, adiabatic tapers present high coupling efficiencies but they also require large footprints. In addition to linear tapers, other profiles have been proposed for adiabatic tapers, such as tapers with parabolic [347] or exponential [348] profiles or multi-section tapers [344, 349]. Other types of flat designs, such as meta-material based couplers [350-353], trident tapers [354-357], or combinations of both types [358] have been also designed.

To improve the mode matching in the vertical direction as well, different structures have been proposed. The adiabatic linear taper with a linear vertical profile is a natural extension of the linear taper [359, 360]. Another strategy to improve the vertical overlap, which involves a less complex fabrication process, consists in encapsulating the waveguide inside an additional material layer, generally a polymer, which has a permivitty value close to the one of the waveguide with the lower refractive index [361, 362]. Other design strategies can be found in dedicated review articles [363, 364].
In the following sections, we optimize and analyze the performance of two different design proposals for the silicon waveguide-PWB edge coupler. The first design is a linear planar adiabatic taper covered with an additional layer made of the same polymer as the PWB. A difference with the previously mentioned structures [361, 362], is that in this case the vertical profile of the covering layer also varies along the propagation direction of light. An interesting aspect is to not only see the maximum efficiency achievable with this type of edge coupler but also to see how this efficiency depends on the length of the taper and what is the minimum footprint achievable without considerable penalizing the coupling efficiency. The second design proposed is based on a taper with a flat vertical


Figure 5.10: Electric field intensity of the fundamental modes of the silicon waveguide, left, and the photonic wire bond, right. The geometrical cross sections of the waveguides are shown in Fig. 5.9. The simulations were done with JCMsuite [58], using a finite element polynomial degree of 3 and a mesh side length of $\lambda / 5 . \lambda$ is the wavelength of the electromagnetic field in each material. The vacuum wavelength is $\lambda_{0}=1.55 \mu \mathrm{~m}$. Both intensity field profiles obtained are normalized to powers of 1 W .
profile and a freeform horizontal profile. We decided to investigate this structure based on the results obtained for a two dimensional simplification of the same coupler [A2]. Finally, we compare the performance of both design proposals and analyze the differences in their working principles.

## Parametric waveguide coupler

The schematic of the proposed adiabatic taper is shown in Fig. 5.11. The coupler is parametrized with four parameters: its length, $l_{\text {taper }}$, the height, $h_{\text {PWB,taper }}$, and width, $w_{\text {PWB,taper }}$, of the photonic wire at its edge, and the width of the silicon waveguide at its edge, $w_{\text {Si,taper }}$.


Figure 5.11: Schematic of the parametric waveguide coupler. The coupler is parametrized by its length, $l_{\text {taper }}$, the height, $h_{\text {PWB,taper }}$, and width, $w_{\text {PWB,taper }}$, of the photonic wire bond at its opening facet and by the width of the silicon core of the taper at its edge, $w_{\text {Si, taper }}$.

The coupler is optimized to find the design with the maximum coupling efficiency be-
tween the fundamental modes of both the silicon waveguide and the photonic wire bond. To calculate the coupling efficiency, $\eta_{\text {coupler }}$, we use a three-dimensional finite element model of the coupler. The coupler is illuminated with the incoming fundamental mode of the silicon waveguide and the total field, $\mathbf{E}(\mathbf{r})$, is computed. After the finite element problem is solved, we obtain the coupling efficiency through the calculation of the mode overlap between the solution $\mathbf{E}(\mathbf{r})$ and the magnetic field profile of the fundamental mode of the photonic wire bond, $\mathbf{H}_{0, \mathrm{PWB}}(\mathbf{r})$,

$$
\begin{equation*}
\eta_{\text {coupler }}=\left|\frac{1}{2} \int_{S}\left(\mathbf{E}(\mathbf{r}) \times \mathbf{H}_{0, \mathrm{PWB}}(\mathbf{r})\right) \cdot \hat{\mathbf{x}} \mathrm{d} S\right|^{2}, \tag{5.26}
\end{equation*}
$$

with $S$ being a $y-z$-plane that cuts the photonic wire bond. This position of $S$ corresponds to the right side in the sketches of Fig. 5.11. The above expression gives us directly the coupling efficiency because the values used for the field intensity of the fundamental mode of the PWB, shown in Fig. 5.10, are normalized to give a power carried by the guided mode of 1 W .


Figure 5.12: FEM discretization of the waveguide coupler. Due to the symmetry of the structure, only half of the device needs to be discretized for the finite element method simulation.

As the coupler is symmetric with respect to the plane $y=0$, we use a mirror boundary condition to halve the size of the computational domain of the finite element method. Figure 5.12 shows an example of the finite element discretization of the parametric coupler for certain values of the design parameters. We use a finite element mesh side length of $\lambda / 1.5$, where $\lambda$ is the wavelength of the illuminating inside the respective material. The finite element polynomial degree is set to three. The large size used for the mesh elements is because of computational constraints. Our intention is to analyze couplers with lengths up to $60 \mu \mathrm{~m}$. That means couplers 100 times longer than the wavelength within the core region of the silicon waveguide and the photonic wire bond. Even using this coarse discretization, the simulation of the longer couplers requires memory capacities exceeding 300 GB. Despite the coarse mesh used, a convergence test showed that the error produced in the coupling efficiency with this mesh is lower than three percent. The adiabatic character of these long tapers, which results in smooth field profiles in the transition between the silicon waveguide and the photonic wire bond, is the main reason for this low error.

To obtain the optimal parameters of the coupler, we use the Bayesian optimization as


Figure 5.13: Coupling efficiencies of the different designs evaluated during the optimization process of the linear taper edge coupler. Each figure show the projection of the coupling efficiency values over the different parameters of the design space. The parameters are defined in the schematic of Fig. 5.11.
described in chapter 3. In this case, we do not use shape derivatives in the optimization process. The design parameter space is composed of only four parameters and for this problem we expect the objective function to have a smooth behaviour with respect to the design parameters. Under these conditions, and based on the fact that creating an algorithm that provides the shape derivatives to JCMsuite would be a rather time consuming task for this geometry, the benefit of using the shape derivatives is not clear.

We left the optimization to run for a couple of weeks. Let us note that each three dimensional simulation of a candidate design needs a few hours to run on the available computational infrastructure. The values of the coupling efficiency obtained during the optimization process are shown in Fig. 5.13. The figure shows the projection of the evaluation points into each one of the parameters of the design space. The optimization limits used for the design parameters can be seen in the axis of the different plots. The optimal design couples $99 \%$ of the input power into the fundamental mode of the photonic wire bond. For values of $l_{\text {taper }}$ between 20 and $30 \mu \mathrm{~m}$, the optimizer did not find designs with efficiencies higher than $90 \%$. A strong correlation between the coupling efficiency and $w_{\mathrm{Si}, \text { taper }}$ is also visible. Contrastingly, there is no visible correlation of the coupling efficiency with the parameters $w_{\text {PWB,taper }}$ and $h_{\text {PWB,taper }}$. This lack of correlation can be explained by the fact that at the leftmost side of the taper the field is still strongly confined within the core of the silicon waveguide. Therefore, the field is insensitive to the effect of the dimensions of the photonic wire bond cladding in this region. The optimal


Figure 5.14: Intensity field profile of the optimal linear edge coupler over the planes defined by the equations $y=0 \mu \mathrm{~m}$ and $z=0.11$ $\mu \mathrm{m}$. The shape of the optimal coupler is represented in the figures by the dashed lines. The blue dash line represents the boundary profile of the silicon core waveguide. The orange dash line represents the shape of the photonic wire bond boundary. The design parameters of the optimal coupler are: $l_{\text {taper }}=50.8 \mu \mathrm{~m}, w_{\mathrm{Si}, \text { taper }}=$ $0.06 \mu \mathrm{~m}, w_{\text {PWB,taper }}=1.03 \mu \mathrm{~m}$, and $h_{\text {PWB,taper }}=1.65 \mu \mathrm{~m}$.
value obtained for $w_{\mathrm{Si}, \text { taper }}$ is also an expected result. The decrease of the width along the taper causes the energy to be less and less confined within the silicon core of the waveguide. As a result, the energy is smoothly radiated into the photonic wire bond without producing reflections, which leads to high coupling efficiencies.

The working principle of the coupler can be analyzed in Figs. 5.14 and 5.15. These figures show the intensity of the field profile of the optimal coupler, i.e. the coupler that offers the highest coupling efficiency among all considered devices. Its design parameters are specified in the caption of both figures. Looking at Fig. 5.14, one can see how in the first $30 \mu \mathrm{~m}$ the field is almost entirely confined within the core of the silicon waveguide. As the width is reduced, the energy starts to progressively leak into the photonic wire bond region. The rate of the field profile expansion is also visible in the plots with linear scale color maps of Fig. 5.15. After $20 \mu \mathrm{~m}$ of propagation along the taper, the field is still mainly confined within the silicon core region. After $40 \mu \mathrm{~m}$, the field intensity within the silicon core is almost zero and the field concentrates near the boundary of the core. After the tip of the taper, the field profile matches the field of the fundamental mode of the photonic wire bond shown in Fig. 5.10.

The wavelength dependence of the coupling efficiency for this optimal design is shown in Fig. 5.16. As one can see, the coupler presents a coupling efficiency higher than $97 \%$ in the wavelength window from $1.4 \mu \mathrm{~m}$ to $1.7 \mu \mathrm{~m}$. One can also appreciate some very small ripple in the curve, most likely due to numerical noise.

To further investigate the effect of the taper length on the coupling efficiency a second optimization run is done. This time the lower and upper optimization bounds for the parameter $l_{\text {taper }}$ are $10 \mu \mathrm{~m}$ and $20 \mu \mathrm{~m}$ respectively. The results are shown in Fig. 5.17. The new results confirm the tendency observed in the results of Fig. 5.13. For tapers shorter than $20 \mu \mathrm{~m}$ the maximum efficiency achievable is lower than $85 \%$. Moreover, the coupling efficiency drops below $60 \%$ for tapers with a length of $10 \mu \mathrm{~m}$. The explanation to this behavior is rather simple. The decrease in length of the coupler leads to a higher reduction of the width per unit length. A less smooth change in the dimensions of the waveguide core causes higher reflections, which results into a lower coupling efficiency.


Figure 5.15: Intensity field profile of the optimal linear edge coupler over the planes defined by the equation $x=$ const. The actual values of the $x$ value are indicated in each of the plots. The cross sections of the silicon waveguide and the photonic wire bond are represented in the figures by dashed lines. The blue dashed line represents the boundary of the silicon core waveguide. The orange dashed line represents the boundary of the photonic wire bond. The design parameters of the optimal coupler are: $l_{\text {taper }}=50.8 \mu \mathrm{~m}$, $w_{\text {Si,taper }}=0.06 \mu \mathrm{~m}, w_{\text {PWB,taper }}=1.03 \mu \mathrm{~m}$, and $h_{\mathrm{PWB}, \text { taper }}=1.65 \mu \mathrm{~m}$.

Overall, the results show that linear adiabatic tapers can achieve excellent coupling efficiencies and for wide wavelength bandwidths. However, these efficiencies are linked to structures with considerably large footprints. There is a strong correlation between the length of the taper and the maximum efficiency achievable. For lengths below $30 \mu \mathrm{~m}$, the coupling efficiency decreases rapidly with the reduction of the length. Therefore, if one aims to obtain highly efficient and more compact couplers, further designs must be investigated. To achieve that, the next section proposes the use of freeform edge couplers as possible candidates.

## Freeform waveguide coupler

In the previous section 5.2, we optimized and analyzed the designs for a linear taper. The taper achieves coupling efficiencies greater than $99 \%$ at the desired central vacuum wavelength of $1.55 \mu \mathrm{~m}$. However, the performance of the linear taper drops below $90 \%$ for devices shorter than $30 \mu \mathrm{~m}$. The results show how the maximum efficiencies of the


Figure 5.16: Coupling efficiency of the optimal adiabatic taper as a function of the wavelength of the illuminating waveguide mode. The parameters of the optimal coupler are shown in the caption of Fig. 5.14.


Figure 5.17: Optimization results for the waveguide coupler. Projections of the coupling efficiency over the different parameters of the design space. The parameters are defined in the schematic of Fig. 5.11. Note that the difference with the reuslts shown in Fig. 5.13 is the different search range for the parameter $l_{\text {taper }}$.
optimal linear tapers decrease with the length of the taper. In this section, we study the
performance of a freeform edge coupler. With this design we try to go beyond the coupling efficiencies of the linear taper for compact devices.
The freeform taper can be seen as a natural step forward in the complexity of the shape with respect to the linear taper. As shown in the schematic of Fig. 5.18, its structure also consists of a symmetric device with a silicon core of constant height. The main difference with respect to the linear taper resides on its width profile. The shape of the freeform taper is described using a non-uniform rational basis spline (NURBS) curve [365-367],

$$
\begin{equation*}
\mathbf{c}(t)=\frac{\sum_{i=1}^{d} N_{i, n}(t) w_{i} \mathbf{p}_{i}}{\sum_{i=1}^{d} N_{i, n}(t) w_{i}}, \tag{5.27}
\end{equation*}
$$

where $\mathbf{c}(t)$ gives the $x-y$ points of the coupler's boundary, $N_{i, n}(t)$ are of order $n, w_{i}$ are the weights of each b-spline, and $\mathbf{p}_{i}$ are two dimensional vectors called control points.

For the parametrization of the coupler we set all the weights $w_{i}$ to 1 and we use $\mathbf{b}$-splines of degree 3, as they ensure the continuity of the boundary and of its tangent. Fixing all the other parameters, the shape of the coupler is only governed by the position of its control points. Furthermore, in the design of the coupler, the control points of the curve are spaced at an equidistance in the $x$-direction and they are only allowed to move in the $y$ direction. Based on the results obtained for the linear taper, we also decided to maintain the height of the photonic wire bond constant along the coupler region, as this parameter does not play a crucial role in the coupling efficiency of the device and this simplification results in structures easier to fabricate. Therefore, the only design parameters are the $y$-coordinates of the control points that describe the shape of the taper.


Figure 5.18: Schematic of the freeform waveguide edge coupler. The shape of the coupler is described by a NURBS curve, defined by a series of control points. The control points, shown in the schematic as red dots, are equispaced in the $x$-direction and they are allowed to move only in the $y$-direction.

As we did along this thesis for the different optimizations performed, we also use Bayesian optimization to design the freeform taper. To compute the coupling efficiency of the coupler, we follow the same procedure as described in the previous section for the linear taper. We use a three-dimensional finite element model with a mirror symmetry boundary condition. However, as the design space now contains more complex geometries than in the case of the linear taper, some of them producing large reflections and complex interference patterns, the mesh elements size needs to be smaller than the one used for the linear taper. Specifically, we use a mesh size of $\lambda / 5$ instead of $\lambda / 1.5$.

Because the effective design space is larger when compared to the case of the linear ta-
per, as it contains a much larger number of possible geometries, we first tried to perform the optimization using a two-dimensional simplification of the structure to reduce the calculation times. The results of the optimization using the two-dimensional model are presented in [A2]. There, highly efficient ultra compact designs were achieved. However, we observed that the coupling efficiencies obtained with the two-dimensional model differ considerably from the ones obtained with the three-dimensional model for the same design. The reason for this difference comes from the different height profiles of both the silicon waveguide and the photonic wire bond. The two-dimensional models normally give good approximations when the different structures have similar heights [27, 368-370]. In those cases the vertical distribution of the field profile is similar along the different elements of the device and the mode overlap is mainly determined by the horizontal distribution of the fields. Despite these differences, the results obtained there have been very useful for the three-dimensional model. Among other conclusions, we observed that the use of shape derivatives can significantly reduce the optimization times in this type of structure. Therefore, we decided to provide the shape derivatives of the coupling efficiencies with respect to the coordinates of the control points [371] to the Bayesian optimization. As the height of the coupler remains invariant and the structure can be defined as an extrussion of a two-dimensional profile, the procedure to provide the shape derivatives of the coupler with respect to the design parameters to JCMsuite is simpler than for the case of the helices, described in section 5.1. In this case, the shape derivatives can be directly provided at the same time as one provides the shape of the coupler. Their values are given by

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{c}(t)}{\mathrm{d} \mathbf{p}_{i}}=\frac{N_{i, n}(t) w_{i}}{\sum_{i=1}^{d} N_{i, n}(t) w_{i}} . \tag{5.28}
\end{equation*}
$$



Figure 5.19: Optimization process for the freeform waveguide coupler parametrized with four control points. Cumulative optimum coupling efficiency as a function of the number of iterations ran by the optimizer. The results are shown for couplers with different lengths, $l_{\text {taper }}$. The schematic of the freeform coupler is shown in Fig. 5.18.

The optimization is performed for three different lengths of the coupler, $20 \mu \mathrm{~m}, 10 \mu \mathrm{~m}$,
and $5 \mu \mathrm{~m}$ using four control points to describe the shape with the NURBS. The cumulative maximums of the coupling efficiency obtained during the optimization process for each of the coupler lengths are are shown in Fig. 5.19. As one would expect, the coupling efficiency decreases with the length of the taper. However, the maximum coupling efficiencies obtained with the freeform coupler are significantly higher than the ones obtained with the linear taper. The improvement is especially significant for the case of the taper with a length of $10 \mu \mathrm{~m}$, the maximum efficiency obtained, $\eta_{\text {coupler }}=91 \%$, is 30 absolute percent higher than for the best linear coupler of the same length.


Figure 5.20: Intensity field distribution along the optimal freeform coupler obtained for a coupler length of $10 \mu \mathrm{~m}$. The coupler achieves a performance of $\eta_{\text {coupler }}=91 \%$.

Figure 5.20 shows the shape and the field distribution of the $10 \mu \mathrm{~m}$ long optimal coupler. As one can see in the figure, the shape of the coupler resembles the one of a parabolic adiabatic taper. The use of four control points to parametrize the boundary restricts the shapes to have a rather smooth profile. This restriction probably favours designs that present more canonical shapes [A2]. The field profile shown in Fig. 5.20 shows also similar features to the $50 \mu \mathrm{~m}$ long adiabatic linear taper shown in Fig. 5.14. The width of the taper is smaller than the width of the input silicon waveguide all along the coupler. This reduction prevents the fundamental mode of the silicon waveguide being confined within the silicon core region and it starts to extend towards the photonic wire bond region. An important difference with the adiabatic linear taper is the rate at which this happens. In the case of the linear taper, we saw how the field stays mainly confined within the silicon core for at least half of the coupler length. In the linear taper the transition between a situation where the field is almost completely confined into the silicon core and a field being mainly expanded into the photonic wire bond happens progressively along the taper. Here, for the freeform coupler, one can observe how after a couple of micrometers the intensity distribution is already extended over the whole photonic wire bond region. Despite this faster transition, the design still presents a high coupling efficiency.

Regarding the dependence of $\eta_{\text {coupler }}$ with respect to the excitation wavelength, the results for the wavelength dependency are shown in Fig. 5.21. The coupler present a peak


Figure 5.21: Dependency of the coupling efficiency, $\eta_{\text {coupler }}$, for the optimal freeform edge coupler shown in Fig. 5.20 with respect to the excitation wavelength. The wavelength values are those corresponding to the wavelength in free space. The coupler has been optimized for a wavelength of $1.55 \mu \mathrm{~m}$, which corresponds with the position of the peak for the coupling efficiency.
of $91 \%$ in the coupling efficiency at the design frequency of $1.55 \mu \mathrm{~m}$. As one moves away from the design wavelength, this efficiency declines and it is around $10 \%$ lower at wavelengths separated 150 nm from the central wavelength of 1.55 . We can see that the decay in the efficiency is faster than for the linear taper. Due to the fact that more compact photonic devices are shorter, they can not present smooth adiabatic transitions of the field profile along the coupler. Instead, they require shape profiles that adapt better to the behavior of the specific design wavelength. In some cases, designs for compact photonic devices even use interference effects between forward and back propagating fields to avoid back reflections [85, 358, 368]. These effects are highly sensitive to the wavelength, which leads to shorter bandwidths for the coupling efficiency.

## Conclusions

In this section we analyzed the performance of linear tapers as edge couplers for interchip photonic communication architectures. Despite the considerable size of the tapers, we managed to perform fully three dimensional rigorous simulations of the device. We achieved this by exploiting the $y$ mirror symmetry of the taper. As a result of the optimization of the coupler, we obtained devices with coupling efficiencies higher than $99 \%$ at the design wavelength. Moreover, the efficiency of the optimal linear taper keeps fairly constant along a wide range of wavelengths.

We also analyzed the dependency of the optimal coupling efficiency with respect to the length of the coupler. In an ideal situation, one would like to achieve ultra-compact devices that offer large efficiencies and for a wide wavelength bandwidth. However, we observed how the efficiency of the proposed linear taper considerably drops down when the tapers shorter than $30 \mu \mathrm{~m}$ are considered. For a taper with a length of $10 \mu \mathrm{~m}$, the maximum efficiency obtained was lower than $60 \%$.

With the aim of finding more compact devices that offer coupling efficiencies in the order of $90 \%$, we proposed to optimize freeform edge couplers with a flat vertical profile. For the optimization, we combined the use of the Bayesian optimization method presented
in this thesis, with the use of shape derivative information, and a NURBS representation of the shape profile of the coupler. One of the results obtained was the design of an edge coupler, $10 \mu \mathrm{~m}$ in length, that presents a coupling efficiency of $91 \%$ at the design wavelength. This result represents an improvement of $30 \%$ in the coupling efficiency with respect to the best linear taper of the same length. As we saw, the penalty that one has to pay for this compact and efficient edge coupler is a narrower bandwith.

Regarding possible future work along these lines, one could analyze the impact of using a larger number of control points to represent the shape of the freeform coupler. This increase would lead to the possibility of more complicated shapes, which could lead to more efficient designs. Another option which might be interesting to consider is the use of a quasi periodic grating with a $y$ profile paramerized with a NURBS curve. This model would combine the advantages of having a freeform shape design with the benefits with respect to the vertical coupling provided by the grating edge coupler.

## 6 | Conclusions

This work proposes a series of techniques for the design of photonic nanostructures and presents methods to achieve their optimal designs. Photonic inverse design became a field of research by itself a few decades ago. Despite all the progress done along this time in, e.g., numerical methods, parametrizations of the geometry, or optimization algorithms, all these sub-fields of research are still relevant nowadays and progress achieved along these lines still has a major impact in the development of the field. This thesis covers some of these topics: optimization algorithms, numerical methods for the design of structures, and the use of these methods to optimize photonic structures modeled with, e.g., freeform shape parametrizations.

One of the main difficulties in the design of photonic structures is that the electromagnetic simulation of the structure often requires long computational times. We speak here about tens of minutes or even hours. This fact limits the number of simulations that can be done in a reasonable amount of time, which makes it quite a challenge to find designs with good performances. In the first chapter after the theoretical background, that is in chapter 2, we investigate the use of Bayesian optimization with Gaussian processes and the use of derivative information for the design of these computationally expensive structures. As we discuss in the chapter, this optimization technique shows good convergence rates with respect to the number of simulations. However, one problem of Gaussian processes is that they suffer from scalability problems, which limits their efficient use to only computationally more expensive problems. However, the good convergence rates that the method presents would be interesting also for the optimization of structures able to be simulated within a few minutes or even tens of seconds. In this work, we propose and demonstrate two different methods to mitigate the scalability problems: the use of a matrix update scheme for the decomposition of the covariance matrix and the use of a continuously updated local Gaussian process model.

While this chapter has been focusing on the computational aspects independent of the specific scientific problem, we discuss the aspects important to the scientific domain of their application in a following chapter. That is chapter 3. As we are interested in light-matter-interactions, we present a set of tools to design isolated structures. The tools are based on a dedicated method to expand the scattered field from the structure into a basis of VSWFs. This method does not depend on the shape of the surface across which the integrals for the decomposition are calculated. The method was implemented into the finite element solver JCMsuite, which also allows to compute shape and material derivatives of the expansion. However, the expansion can be easily integrated in most of the numerical methods available to solve Maxwell's equations and is quite general in its formulation. We also show a specific implementation for the fast calculation of the decomposition for cylindrically symmetric objects and an implementation for the calculation of the T-matrix of isolated scatterers. Based on these results, we propose a methodology for the adjoint optimization of the design of metasurfaces composed of individual
scatterers. The scatterers can have complicated shapes and each of these shapes can be different than the others.

Finally, we apply the methods described in chapters 2 and 3 to the design of two different photonic structures: optimal electromagnetically chiral helices and waveguide edge couplers.

Maximal electromagnetically chiral objects are interesting structures because of the extreme difference in their response to illuminations with light of different well defined helicity, such as, e.g., circularly polarized plane waves of different handedness. Helices with high values of electromagnetic chirality had already been shown for illumination wavelengths around $200 \mu \mathrm{~m}$. In this work, we found helices with high em-chirality for wavelengths down to $3 \mu \mathrm{~m}$ and with values above 0.8 for wavelengths down to 800 nm . We also show how the electromagnetic chirality of the helices systematically decreases as one enters the range of optical and near infrared frequencies. We also analyze the properties of one of the optimal helices, showing remarkable differences in its scattering and absorption cross sections for illuminations with circularly polarized plane waves of different handedness. To finalize the study of the optimal electromagnetically chiral helices, we also analyze the performance of angle independent circularly polarized light filters that consists of such extremal scatterers. The results, even if not fully conclusive due to multiple simplifications in the estimation, indicate the potential of such structures for different applications.

The waveguide edge coupler studied in this work is part of an interchip communication architecture for photonic integrated circuits. Its functionality within the architecture is the reduction of energy losses in the interconnection between silicon optical waveguides and photonic wire bonds. The main figure of merit of edge couplers is the power coupling efficiency, although it is also important to obtain designs with small spatial footprints. In this thesis, we optimize linear adiabatic tapers and we also propose and optimize edge couplers with a freeform parametrization. We show designs of linear tapers with efficiencies above $95 \%$ for spectral bandwiths longer than 500 nm for a central operational wavelength of 1550 nm . We also obtain compact freeform couplers with efficiencies above $90 \%$ for structures with lengths down to $10 \mu \mathrm{~m}$. The design at $10 \mu \mathrm{~m}$ represents an efficiency 30 absolute percent higher than the optimal linear tapers of the same length.

With regard to future developments along the lines of research presented in this thesis, one could investigate the use of hybrid techniques for optimizations that allow to exploit the statistical tractability provided by Gaussian processes with other methods for pattern recognition such as, e.g., dimensionality reduction procedures. For the topic of design of isolated structures, one interesting continuation of the work would be the implementation of an iterative solver for the calculation of the scattered field in multi particle systems, presented in section 4.5. This code could also serve, among other things, to do a rigorous analysis of the angle independent circularly polarized filter presented in chapter 5. Another improvement for the design of multi particle systems would be the fully automation of the adjoint procedure including a package for the automatic differentiation of the objective functions.

Regarding the design of chiral objects, a natural extension of the work would be the optimization of freeform chiral wires and the use of topology optimization for the design of different types of chiral objects. Here, it would be interesting to also use constraints that lead to designs easier to implement with current manufacturing technologies. The design of freeform wires could be done using the same procedure as we used in this thesis for the design of the helices.

For the last topic presented in the thesis, the design of edge couplers, the most natural way to continue with the work would be to extend the design optimization of the same proposed freeform structure using a larger number of control points and the experimental demonstration of the different optimal designs obtained.

Overall, the developments presented in this thesis provided us with a number of useful tools to optimize different interesting photonic structures and, at the same time, offer interesting topics for future research.
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## Appendices

## A | Definition of the vector spherical wave functions

This appendix shows the definition of the vector spherical wave functions (VSWFs) $\mathbf{N}_{m, n}^{J}(\mathbf{r})$ and $\mathbf{M}_{m, n}^{J}(\mathbf{r})$, presented in section 2.2. This definition is obtained from [42], appendix C. Using spherical coordinates to represent a vector $\mathbf{E}$

$$
\begin{equation*}
\mathbf{E}=E_{r} \hat{\mathbf{r}}+E_{\theta} \hat{\theta}+E_{\phi} \hat{\phi}=\left(E_{r}, E_{\theta}, E_{\phi}\right), \tag{A.1}
\end{equation*}
$$

the VSWFs can be written as,

$$
\begin{align*}
\mathbf{M}_{m, n}^{J}(\mathbf{r}) & =E_{m n}\left(0, i \pi_{m n}(\theta),-\tau_{m n}(\theta)\right) Z_{n}^{J}(k r) e^{i m \phi}  \tag{A.2}\\
\mathbf{N}_{m, n}^{J}(\mathbf{r}) & =E_{m n}\left(N_{m, n r}^{J}, N_{m, n \theta}^{J}, N_{m, n \phi}^{J},\right) e^{i m \phi} \tag{A.3}
\end{align*}
$$

with the spherical vector components being

$$
\begin{align*}
& N_{m, n r}^{J}(\mathbf{r})=n(n+1) P_{n}^{m}(\cos \theta) \frac{Z_{n}^{J}(k r)}{k r},  \tag{A.4}\\
& N_{m, n \theta}^{J}(\mathbf{r})=\tau_{m n}(\theta) \frac{-n Z_{n}^{J}(k r)+k r Z_{n-1}^{J}(k r)}{k r},  \tag{A.5}\\
& N_{m, n \phi}^{J}(\mathbf{r})=i \pi_{m n}(\theta) \frac{-n Z_{n}^{J}(k r)+k r Z_{n-1}^{J}(k r)}{k r} . \tag{A.6}
\end{align*}
$$

The functions $\pi_{m n}$ and $\tau_{m n}$ are defined as,

$$
\begin{align*}
\pi_{m n}(\theta) & =\frac{m}{\sin \theta} P_{n}^{m}(\cos \theta),  \tag{A.7}\\
\tau_{m n}(\theta) & =\frac{n}{\tan \theta} P_{n}^{m}(\cos \theta)-\frac{(n+m)}{\sin \theta} P_{n-1}^{m}(\cos \theta), \tag{A.8}
\end{align*}
$$

and $P_{n}^{m}(x)$ are the associated legendre polynomials,

$$
\begin{equation*}
P_{n}^{m}(x)=(-1)^{m} \frac{\left(1-x^{2}\right)^{m / 2}}{2^{l} l!} \frac{d^{l+m}}{d x^{l+m}}\left(x^{2}-1\right)^{l}, \tag{A.9}
\end{equation*}
$$

The superscript $J$ denotes solutions with different radial dependence. The radial dependence is given in terms of the different Bessel functions

$$
\begin{align*}
Z_{n}^{(1)}(x) & =j_{n}(x)=\sqrt{\frac{\pi}{2 x}} J_{n+0.5}(x),  \tag{A.10}\\
Z_{n}^{(2)}(x) & =y_{n}(x)=\sqrt{\frac{\pi}{2 x}} Y_{n+0.5}(x),  \tag{A.11}\\
Z_{n}^{(3)}(x) & =j_{n}(x)+i y_{n}(x),  \tag{A.12}\\
Z_{n}^{(4)}(x) & =j_{n}(x)-i y_{n}(x) . \tag{A.13}
\end{align*}
$$

Finally, the values $E_{m n}$ are normalization constants given by

$$
\begin{equation*}
E_{m n}=\sqrt{\frac{(2 n+1)(n-m)!}{4 \pi(n+1)(n+m)!}} . \tag{A.14}
\end{equation*}
$$

## B | Multipole decomposition of a plane wave

The expansion of a plane wave, $\mathbf{E}(\mathbf{r})=\mathbf{A} e^{i \mathbf{k} \cdot \mathbf{r}}$, into regular VSWFs is given by,

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=\sum_{n=1}^{\infty} \sum_{m=-n}^{n} c_{\mathrm{pw}, m, n} \mathbf{N}_{m, n}^{1}(\mathbf{r})+d_{\mathrm{pw}, m, n} \mathbf{M}_{m, n}^{1}(\mathbf{r}) \tag{B.1}
\end{equation*}
$$

with the complex coefficients $a_{\mathrm{pw}, m, n}$ and $b_{\mathrm{pw}, m, n}$

$$
\begin{align*}
& c_{\mathrm{pw}, m, n}=(-1)^{m} 4 \pi \sqrt{\frac{2 n+1}{4 \pi n(n+1)}} \mathbf{A} \cdot\left(-i \pi_{m, n}^{*}(\theta) \hat{\theta}-\tau_{m, n}^{*}(\theta) \hat{\phi}\right) e^{-i m \phi},  \tag{B.2}\\
& d_{\mathrm{pw}, m, n}=(-1)^{m} 4 \pi \sqrt{\frac{2 n+1}{4 \pi n(n+1)}} \mathbf{A} \cdot\left(\tau_{m, n}^{*}(\theta) \hat{\theta}-i \pi_{m, n}^{*}(\theta) \hat{\pi}\right) e^{-i m \phi} \tag{B.3}
\end{align*}
$$

where $\pi_{m, n}(\theta)$ and $\tau_{m, n}^{*}(\theta)$ are defined in Eqns. (A.7)-(A.8) and the angles $\theta$ and $\phi$ define the direction, $\hat{\mathbf{k}}$, of the wave vector,

$$
\begin{equation*}
\hat{\mathbf{k}}(\theta, \phi)=\hat{\mathbf{r}}(\theta, \phi)=(\sin (\theta) \cos (\phi), \sin (\theta) \sin (\phi), \cos (\theta)) . \tag{B.4}
\end{equation*}
$$

The above vector is given in the Cartesian base.
If one defines the transversal electric, $\hat{\mathbf{v}}_{\mathrm{TE}}(\theta, \phi)$, and transversal magnetic, $\hat{\mathbf{v}}_{\mathrm{TM}}(\theta, \phi)$, unitary polarization vectors of a plane wave as

$$
\begin{equation*}
\hat{\mathbf{v}}_{\mathrm{TE}}(\theta, \phi)=\hat{\phi}(\theta, \phi), \quad \hat{\mathbf{v}}_{\mathrm{TM}}(\theta, \phi)=\hat{\theta}(\theta, \phi), \tag{B.5}
\end{equation*}
$$

one obtains that the multipole expansion of the plane wave

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=\left(A_{\mathrm{TE}} \hat{\mathbf{v}}_{\mathrm{TE}}(\theta, \phi)+A_{\mathrm{TM}} \hat{\mathbf{v}}_{\mathrm{TM}}(\theta, \phi)\right) e^{i \mathbf{k}(\theta, \phi) \cdot \mathbf{r}} \tag{B.6}
\end{equation*}
$$

is given by

$$
\begin{align*}
& c_{\mathrm{pw}, m, n}=4 \pi(-1)^{m} \sqrt{\frac{2 n+1}{4 \pi n(n+1)}}\left(-i A_{\mathrm{TE}} \pi_{m, n}^{*}(\theta)+A_{\mathrm{TM}} \tau_{m, n}^{*}(\theta)\right) e^{-i m \phi},  \tag{B.7}\\
& d_{\mathrm{pw}, m, n}=4 \pi(-1)^{m} \sqrt{\frac{2 n+1}{4 \pi n(n+1)}}\left(A_{\mathrm{TE}} \tau_{m, n}^{*}(\theta)-i A_{\mathrm{TM}} \pi_{m, n}^{*}(\theta)\right) e^{-i m \phi} \tag{B.8}
\end{align*}
$$
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