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ABSTRACT 

Video on Demand services generate the Jargest amount of traffic in networks nowadays. Previous works have 
proposed integrating Content Delivery Networks (CON) and Peer-to-Peer (P2P) networks to satisfy this demand. 
However, their analytical methods do not consider al) the factors that affect the performance of these systems. 
Hence, we present a nove) comprehensive framework, based on a fluid mode), to evaluate VoD services over 
hybrid CDN-P2P systems. The proposed framework considers features of the service (e.g., size, coding-rate and 
popularity of the video), network attributes (e.g., upload data-rate capacity of servers and peers) and char
acteristics of the behavior of the users (e.g., sojourn time, cooperativeness and frequency of random-seeks). 
Our framework allows a system to be evaluated under a wide variety of scenarios in terms of network-cost 
and Quality-of-Service (QoS) parameters and is flexible enough to mode) different resource allocation schemes, 
including a nove! scheme to distribute the upload network capacity. Despite the wide variety of considered 
factors, our framework is tractable and as accurate as discrete-models based on Markov chains. 

Currently, video services account for an unprecedented quantity and 
portion oflnternet data traffic. In 2018, video services generated 56% of 
the global data traffic primarily from Video on Demand (VoD) services 
such as Netflix, YouTube and Amazon Prime (The Global Internet Phe
nomena Report, 2019). Moreover, video services are expected to occupy 
an estimated 74% of mobile data traffic by 2024 (Ericsson Mobility 
Report, 2018). Specifically, VoD services have boomed because they 
allow subscribers ubiquitous access to immense content libraries, and 
to initiate a video playback even if this video has not been fully down
loaded. 

Content of VoD systems is stored before distribution, hence, they 
can take advantage of caching strategies implemented through Content 
Delivery Networks (CDNs) and Peer-to-Peer (P2P) networks. In CDNs, 
servers distributed over multiple Internet Service Providers (ISPs) push 
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content close to end users to reduce delay and improve the Quality-of
Service (QoS); unfortunately, with the ever-increasing amount of video 
traffic, CDNs still face significant scalability problems (Zhang et al., 
2015). On the other hand, P2P networks have shown to scale much 
better, but their performance can be degraded by phenomena associated 
with users behaviors such as free-riding (non-cooperative peers) and 
churning (departures of serving peers). In this context, hybrid CDN
P2P systems have proven to be very effective because they exhibit the 
scalability of the P2P networks and the stability provided by the fixed 
infrastructure of the CDNs (Zhang et al., 2015; Li et al., 2015). 

Modeling VoD services over hybrid networks is a challenging task 
because the performance of such systems depends on a wide variety 
of factors. These factors include characteristics of video-files (e.g., pop
ularity, coding rate and size), properties of both CDNs (e.g., upload 
capacity) and peers (e.g., upload and download data rate, sojourn time), 
as well as the implemented schemes to allocate the available resources. 
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Many works have analyzed VoD systems but, in general, have not com

prehensively modeled ail the above enlisted factors (Ciullo et al., 2014; 

Romero et al., 2015; Gramatikov and Jaureguizar, 2016; Hwang et al., 

2016; Sasabe, 2018; Baez-Esquivel et al., 2013; Torres-Cruz et al., 2017; 

Torres-Cruz et al., 2018; Tian et al., 2015; Cong and Shuang, 2015; Zhao 

et al., 2015; Saengarunwong and Sanguankotchakom, 2018). Sorne of 

these works propose schemes to improve the system performance, but 

do not develop analytical tools (Cong and Shuang, 2015; Zhao et al., 

2015). Sorne others do propose analytical models, but are restricted 

to pure P2P networks (Hwang et al., 2016; Baez-Esquivel et al., 2013; 

Torres-Cruz et al., 2018) or, despite analyzing hybrid networks, do not 

consider ail the elements involved in this kind of systems (Ciullo et 

al., 2014; Romero et al., 2015; Gramatikov and Jaureguizar, 2016; Tor

res-Cruz et al., 2017). In Section 2, we provide a more detailed descrip

tion of the restrictions of these works. 

On the basis of the previous arguments, we propose a comprehen

sive analytical framework that is based on a fluid mode!. Our mode! 

considers the population dynamics of a set of peers sharing a particular 

video. The video-file is divided into fragments, numbered according to 

their playing order, which we call windows. Peers are classified by the 

indexes of their current downloading (j) and playing (k) windows. The 

mode! describes the flow of peers among the different (j, k)-groups by 

considering ail the factors listed in the previous paragraph. 

Using our fluid mode!, we can estimate the number of peers in each 

(j, k)-group, which allows us to cakulate the average download data 

rate demanded by each of these groups. Then, given a resource allo

cation scheme, we are able to obtain the amount of upload data rate 

that must be provided by the CDN or by the peers to supply each group 

demand. Notice that these data rates are directly related to both the 

operating cost of the CDN and the amount of resources that must corne 

from the P2P network (e.g., energy and upload bandwidth (Deltouzos 

and Denazis, 2015)). 

The proposed framework also allows us to evaluate the number of 

users experiencing startup delays (i.e., time elapsed between the video 

request and the beginning of the video playing) or stalling events (i.e., 

playback interruptions because the peer has played ail its buffered con

tent), which are relevant QoS parameters for VoD (Hossfeld et al., 

2012). Therefore, our mode! is an effective tool to analyze trade-offs 

between network costs and QoS parameters. 

Leveraging the flexibility of our mode!, we develope a variation that 

incorporates the process of pausing and resuming the downloading pro

cess in terms of the non-played buffer-content. Additionally, we present 

a second variation that considers VCR functions (e.g., pause, fast for

ward, or rewind). These mode! variations allow us to evaluate the costs 

and performance of the network under more realistic scenarios. 

In addition, our mode! enables to evaluate resource allocation 

schemes (which have a major impact over the system performance) by 

defining the upload capacity allocated to supply a particular window 

from the P2P network, and from the CDN. To showcase the capabil

ity of our mode! to evaluate schemes, we propose a nove! one, where 

resources from a particular (j, k)-group are assigned with high prior

ity to peers requesting immediate Iower windows. We call this scheme 

Generalized Prioritized-Windows Allocation (GPWA). Experimental results 

show that GPWA can efficiently distribute the resources from peers, 

thus reducing required server resources in comparison with a represen

tative of the state-of-the-art (Zhao et al., 2016). 

Since the fluid mode! describes the number of peers as a continu

ous variable, we complement our analysis with a Markov chain mode!, 

whose state is defined as the vector containing the number of peers in 

each (j,k) group. Numerical evaluations show consistency between our 

fluid-model at steady-state and the Markov chain mode! when upload 

data rate is equal or Iarger than demanded data rate (a mandatory con

dition to satisfy QoS targets). 

The main contribution of our work is the development of a com

prehensive and tractable framework that allows us to evaluate the per-
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formance of VoD services over CDN-P2P networks in a wide range of 

practical scenarios and in terms of network-cost and QoS parameters. 

Moreover, this framework is flexible enough to study different resource 

allocation schemes, including a nove! proposai to distribute the upload 

network capacity, which is more efficient than previous schemes. 

The rest of this work is organized as follows. In Section 3, we intro

duce our fluid mode! for a basic scenario, where only continuous-and

ordered downloading and playback processes are considered. In Section 

4, we describe our proposed resource allocation scheme, namely, the 

GPWA scheme. In Section 6, we present an extension of the fluid mode! 

to include restrictions over the downloading process in terms of the 

buffer state, and, in Section 7, we further incorporate the effects of 

VCR fonctions. In Section 8, we present the Markov chains associated 

to each mode! variation. In Section 9, we define a set of QoS parameters 

that can be directly obtained from the fluid mode! solution. Lastly, in 

Sections 10 and 11, we present our numerical results and conclusions, 

respectively. 

2. Related work 

There exists a large body of research devoted to analyze VoD ser

vices over P2P or CDN-P2P networks. In works like (Wu et al., 2014; 

Wichtlhuber et al., 2015), the authors propose strategies to incentivize 

cooperation among peers. On the other hand, there are multiple papers 

devoted to design caching policies, i.e., strategies to storage contents in 

order to make them as accessible as possible to end users, some exam

ples of these proposais are (Faiqurahman and Kistijantoro, 2015; Wu et 

al., 2014; Zhou et al., 2015). Furthermore, several strategies to allocate 

resources have been recently proposed, this kind of works can be clas

sified into two main categories: algorithms that define, for a specific 

user, from which peers obtain the required content in order to improve 

his or her QoS (Hwang et al., 2016; Sasabe, 2018; Zhao et al., 2016; 

Bethanabhotla et al., 2015; Dubin et al., 2015), and schemes that spec

ify how to efficiently allocate the available bandwidth among peers or 

groups of peers in the system (Ciullo et al., 2014; Gramatikov and Jau

reguizar, 2016; Torres-Cruz et al., 2017; Jia et al., 2016; Rohmer et al., 

2015; Huang et al., 2014; Chang et al., 2013). In this paper, we propose 

a nove! scheme that belongs to the latter of the previous classifications. 

In addition, several evaluation frameworks have been recently 

developed. In the remaining of this section, we discuss the frameworks 

that are closely related to our work, i.e., those with a focus on fluid and 

Markov chain models. 

De Veciana and Yang (2003) mode! a P2P network using a bi

dimensional Markov chain, where states are defined by the number of 

downloaders and seeders in the network. Following this approach, Qiu 

and Srikant (2004) developed a deterministic (Jluid) mode! of a P2P net

work that provides simple expressions for the number of downloaders 

and seeders. Neither work considers video services, but have inspired 

recent work, e.g., (Ciullo et al., 2014; Romero et al., 2015; Gramatikov 

and Jaureguizar, 2016; Hwang et al., 2016; Sasabe, 2018; Baez-Esquivel 

et al., 2013; Torres-Cruz et al., 2017) discussed in the following. 

Ciullo et al. (2014) propose a modeling framework to compute the 

required server bandwidth that prevents playback interruptions (i.e., 

stalling events) in a hybrid network. Their framework classifies peers 

either as downloaders or seeders and the authors consider scenarios 

such as non-stationary traffic, peer upload bandwidth heterogeneity, 

chuming, and non-sequential chunk delivery. Despite the wide range of 

scenarios that this framework supports, in contrast to our proposai, it 

does not analyze how the strategies to allocate the upload bandwidth 

from peers affect the system performance. 

Romero et al. (2015), evaluate a P2P network assisted by super

peers (i.e., fixed seeders) by means of fluid models. They consider that 

a peer can store multiple videos and their mode! describes the number 

of peers in possession of each one of such videos. The paper proves 

that the proposed mode! is globally stable in the Lyapunov sense. Since 



this work was proposed for a system with multiple videos, it does not 
capture the details on how video fragments are shared among peers. 
The description of such a process is one of our main contributions. 

Gramatikov and Jaureguizar (2016) also analyze a P2P network 
assisted by servers. The authors mode! the system through three inter
dependent Markov chains, whose states are defined in terms of the 
number of peers serving the video, the number of peers receiving it 
and the number of peers not participating in the process, respectively. 
After solving this network in stationary state, they evaluate the portion 
of streamed traffic from bath servers and peers. Despite the relevance 
of this work, it makes some assumptions that restrict the kind of ana
lyzed peers (e.g. it does not consider arrivai and departure processes, 
since the analyzed peers are Set-Top Boxes), whereas in our proposai, 
we develop more general models. 

Building on De Veciana and Yang, 2003, Hwang et al. (2016) 
develop a bidimensional Markov chain to evaluate a pure P2P network. 
The chain state is defined as the number of downloaders and peers in 
the system, and steady state solution is utilized to estimate the network 
download rate in terms of the seeders departure rate and the number 
of cached videos per peer. On the basis of these analyses, Hwang, et al. 
propose a protocol (i.e., Joint-Family) that implements chunk, bit-rate, 
and peer selection policies that minimize occurrence of playback inter
ruptions. By contrast to our proposai, the mode! in Hwang et al. (2016) 
does not consider random seeks and does not specifically describe how 
video fragments are shared among peers. 

Sasabe (2018) presents a discrete mode! which describes the piece 

flow among peers and servers in a Tit-for-tat-based P2P streaming sys
tem. Similar to other proposais, the mode! specifies how leeches tum 
into seeders and how these seeders abandon the system. Through inte
ger linear programming, the mode! is solved in order to minimize the 
average play-out delay (startup delays and stalling events), the maxi
mum play-out delay, and the average file retrieving time. It is important 
to notice that in Sasabe (2018) the system is analyzed on a peer-basis, 
whereas our framework describe it in terms of peers' populations. We 
consider that the latter approximation is more practical when analyzing 
systems with a huge number of peers (which is the case for very popular 
videos). 

In Baez-Esquivel et al. (2013), Baez-Esquivel et al. analyze a pure 
P2P network, where video files are divided into fragments (called 
windows) and peers are grouped exclusively by the window they are 
currently downloading. From this classification, Baez-Ezquivel et al. 
develop a fluid mode! as well as an associated Markov chain whose 
solutions provide the number of peers in each group; however, besides 
these results, no other performance parameters are presented, and the 
mode! is restricted to very specific scenarios. In this article, we over
come such limitations. 

In Torres-Cruz et al. (2017), Torres et al. also develop a fluid mode! 
for a window-based VoD service, but, in contrast with (Baez-Esquivel 
et al., 2013), Torres et al. consider that the P2P network is assisted by 
servers and that the size of the first window is variable. The latter of 
these modifications introduces a trade-off between initial delay (i.e., 
startup delay) and the duration of playback interruptions (i.e., stalling 
events). In addition to the fluid mode!, Torres et al. use probabilistic 
analysis to determine the values of a set of operation parameters that 
guarantee the satisfaction of Quality-of-Experience (QoE) targets in the 
system. It should be notice that, different from this proposal, in Tor
res-Cruz et al. (2017) the fluid mode! does not consider the playback 
process, which restricts the scenarios and performance parameters that 
can be evaluated. 

Inspired by previous work, we leverage fluid models and Markov 
chains to describe the evolution of the number of peers. In contrast 
with previous work, our proposed framework offers a more granular 
classification of peers, a wider range of service features, and a more 
detailed description of network dynamics. Thus, our analytical frame-
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Fig. 1. Video-file divided in N windows, each containing k chunks. 

work offers a holistic view of the interactions among peers and eluci
dates the impact of resource allocation strategies on network-costs and 
QoS in a wide variety of scenarios. 

3. Basic two-dimensional scenario

3.1. Mode! description 

In this section, we describe the dynamics of a set of users that 
request the same video-file. We assume that the whole video is stored in 
content-servers that belong to the CDN infrastructure. Additionally, we 
consider that al! the users can act as peers, i.e., they are capable of stor
ing and uploading the video fragments that they have previously down
loaded for their own consumption.1 We further assume the existence of
tracker servers, whose fonction is to establish connections between two 
peers, or between a peer and a content-server, according to a specific 
resource allocation scheme. 

The shared video-file is divided into N equal-size fragments called 
windows. Windows are numbered according to their playing order and 
used as basic elements to mode! the evolution of the downloading and 
playing processes. Since video-files in VoD services are encoded in small 
fragments known as chunk.s, we propose that windows are composed of 
an integer number of chunks (see Fig. 1). 

In this basic scenario, users can prefetch any number of windows. 
Due to the nature of videos, it is assumed that windows are downloaded 
and played in order. Peers are classified according to the index of the 
windows they are currently downloading and playing. Formally, group 
(i, k) is composed of al! the peers that are currently downloading win
dow j while playing window k where j, k E [0, N] and k :5 j. Peers 
belonging to groups where j < N are known as downloaders or leechers. 

A peer downloading window j and suffering a stalling event (i.e., a play
back interruption because the peer has played ail its buffered windows) 
is classified in group (i,j), for j E [0 : N - 1]. We refer to these peers 
as stalled leechers, and, particularly, those in group (0, 0) are experienc
ing startup delay, which is unavoidable since some buffering is required 
before playback. 

In P2P networks, peers that have downloaded the whole file and 
stay in the system are known as seeders because they can supply the 
file in its entirety to other peers. Particularly, in VoD services, a seeder 
may stay in the system because it has not finished playing the video. A 
seeder that is playing window k belongs to group (N, k), hence, k < N;

while seeders that have finished playing video belong to group (N, N). 
Note that seeders in the latter group have no inherent incentives to stay 
in the system and are considered cooperative seeders. Fig. 2 illustrates 
the peer classification in a Cartesian plane, where coordinates are asso
ciated with groups of peers. 

The presented classification clearly distinguishes which windows are 
required for a peer and which windows it can share to other peers; thus 
eliminating the need to distribute buffer-maps to implement resource 
allocation schemes, as proposed in previous work (e.g., (Tian et al., 
2015; Sheshjavani and Akbari, 2017)). In more complex scenarios, dis
cussed in the following section, additional information is required to 
gain fine granular knowledge of the content required and possessed by 
each peer. 

1 In this paper, we use the terms "user" and "peer" interchangeably.
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Fig. 2. Peer's classification in the basic scenario. 

3.2. Fluid mode! for the basic scenario 

Assume that peers arrive at the system with rate À. The arriva! 
rate depends on the popularity of the video. Additionally, assume that 
downloaders and regular seeders leave the system randomly at rate 0, 
whereas cooperative seeders (which have finished the video playing) 
depart at rater� 0. Ail these processes have, for an extemal observer, 
a random component, because of the uncountable factors that influence 
the arrivai and departure processes to and from such a system. In our 
mode!, however, we will see them as physicists see a fluid, as determin
istic quantities (see below). 

For tractability, consider that video-files have a normalized size 
equal to 1. Denote the average download and upload data rates by 
c and µ files/sec, respectively. These rates depend on the available 
upload/download bandwidth per peer and on the video coding rate 
(because they are given in file/sec), and we assume that ail peers have 
the same characteristics in this regard. 2 Since the video is divided
into N windows, the download and upload rates can also be given by 
cw = Ne and µw = Nµ in windows/sec, respectively. Assume that 
windows are played at rate Pw windows/sec. Last, define xj

,k(t) as the 
number of peers in group (j, k) at time t. 

Considering these definitions, our mode! can account for the net
work dynamics, i.e., the rates at which peers are moving through groups 
or leaving the system. In general, as illustrated in Fig. 2, peers in group 
(j, k) experience the following transitions: 

• As a result of the downloading process, peers transit to group
(j + l,k) at rate "

j
,k· As explained below, the rate "

j
,k depends

on the available download rate for every group.
• Due to the playing process, peers transit to group (j,k + 1) at rate

PwXj,k(t).
• Peers leave the system at rate 0xj

,k(t).

In addition to these general transitions, the following special cases
must be considered: 

2 In our mode!, c and µ are constants because we assume that the video 
coding rate is the same along the downloading process; however, this can be 
easily modified by allowing the possibility of vary these values every window. 
This extension of the mode! will permit analyzing technologies like Dynamic 
Adaptive Streaming over HITP (DASH). 
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• Since we assume that users always play the video from the begin
ning, new peers enter the system exclusively through group (0, 0) at
rate À. This assumption is valid because after a request, VoD appli
cations take the user to the beginning of the video. Even though
skipping the beginning of the video is a very common practice, this
phenomenon must be modeled as a random forward seek, as we
explain in Section 7_1.

• Peers in group (j,j) (i.e., stalled leechers) cannot transit to group
(j,j + 1) since they cannot play the video.

• Peers in group (N, k) cannot transit to group (N + 1, k) since they
have completed the downloading process.

• Peers in group (N, N) cannot transit to another group because they
have completed, both, the playing and downloading processes. Addi
tionally, peers in group (N,N) leave the system at rate rxN,N(t).

From the transitions detailed above, we establish the following set
of differential equations in terms of the number of peers in each group: 

x�.0(t) = À - 0x0,0(t) - "o,o (1) 

(2) 

(3) 

0 <j < N,0 < k <j 

(4) 

x�.o(t) = "N-1,0 - (0 + Pw)xN,o(t) (5) 

(6) 

0<k<N 

(7) 

If ail the peers in group (j, k) achieve the download rate Cw, then 
"

j
,k = CwXj,k(t), which means that the transition rate to group (j + 1, k) 

is limited only by the download demand, and we say that abundance

conditions are satisfied for group (j, k),

ln contrast, if abundance conditions are not satisfied, then transition 
rate to group (j + 1, k) is limited by the allocated upload data rate for 
peers in group (j, k), denoted by U(j, k). In this case, we say that this 
group is under penwy conditions, and "

j
,k = U(j, k). Since we focus on 

hybrid networks, U(j,k) includes upload capacity from both peers and 
content-servers and, as discussed in Section 3.3, also depends on the 
resource allocation scheme. Therefore, "j

,k can be written as 

(8) 

It is important to emphasize that abundance conditions are neces
sary to guarantee appropriate levels of QoS (Torres-Cruz et al., 2018), 
because having smaller upload than download data rates inevitably 
leads to excessive download delays. Hence, we analyze the system 
under such conditions, and, in Section 3-3 we show how to remain 
within them given a specific resource allocation scheme. 

Similar to (Qiu and Srikant, 2004; Ciullo et al., 2014; Romero et 
al., 2015; Baez-Esquivel et al., 2013; Torres-Cruz et al., 2017, 2018; 
Rivero-Angeles and Rubina, 2010), we focus on the steady-state of the 
mode! for two important reasons. First, per (Qiu and Srikant, 2004), 
when the request arriva! rate À is large, the fluid mode! in steady
state is a good approximation of the real system, e.g., when consid
ering very popular videos. Second, Aspirot et al. (2011) demonstrates 
that the stochastic models (Markov chains) describing the system intro
duced in Rivero-Angeles and Rubino (2010) converge to deterministic 



limits (the steady-state of the fluid mode!) when the nurnber of peers in the network is large. By assuming abundance and steady-state conditions, from (1)-(7) we obtain the following system of linear equations: 
À-rwKo,o = 0 (9) 

cwX"j-1,0 - l:wXj,O = 0; 0 < j < N (10) 
(11) 

0<j<N,0<k<j 
PwX'jj-1 -rwKjj = 0;0 <j < N (12) 

(13) 
cwKN-1,k + PwX'N,k-1 - swKN,k = O; 0 < k < N (14) 

(15) 
where rw = 0 + Cw, Sw = 0 + Pw and t,. = 0 + Cw + Pw are introduced to simplify the text, and X

j
,k denotes the value of x

j
,k(t) at equilibrium, narnely, the number of peers in group (j, k) in steady-state. From (9)-(15), the number of peers in each group (j, k) can be obtained as 

À 
Xo,o = r 

w 

X
1
·0= cwX

1
·-1o;O<j<N, t,. , 

xj,k = t [cwKj-1,k + PwX'j,k-il ;
0<j<N,0<k<j. 

X _ Pwx N,N - - N,N-1· 
r 

(16) 
(17) 
(18) 

(19) 
(20) 
(21) 
(22) 

Since (16)-(22) is a lower-triangular system, it can be easily solved by using forward-substitution. For the sake of simplifying subsequent expressions, we refer to peers that are downloading window j, regardless of their playing window, as peers in group j; so, depending on the circumstances, we will speak about group j or group (j, k). The number of peers in group j in steady-state is denoted by Xj and can be calculated as 
j Xj = LXj,k• (23) k=O 

In addition, we denote the total number of peers by X and it can be obtained as 
(24) 
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Define VJ as the nurnber of peers in steady-state whose downloading-window is less than or equal to J E [0 : N - l], that is 
J j J 

vJ = L I.xj,k = L-Xj-j=o k=O j=O (25) 
Note that VJ can also be interpreted as the number of leechers that can be served by peers in group J + 1. As we will see in the following section, such an interpretation is very useful when defining resource allocation schemes. 

3.3. Abundance conditions and Uniform Allocation 
In this section, we consider a simple scheme, where resources from peers in group J are uniforrnly distributed arnong ail the peers downloading previous windows (cf. (Baez-Esquivel et al., 2013)). As a result of this scheme, which we refer to as Uniforrn Allocation (UA), leechers in group (j, k) receive a fraction ::JLvx-.k from the total data rate provided 

J-1 by peers in group J (i.e., µw XJ). Considering this, the upload data ratefrom other peers, allocated to leechers in group (j, k) is given by 
N X 

Uleech(j, k) = L _Jl_µ.)(J . J=j+l VJ-1 (26) 
Note that (26) does not mean that the resources from one peer at group J are divided into ail the leechers at lower groups; what this equation indicates is that the resources from the whole population of peers in group J are uniformly allocated among the leechers in lower groups. In the context of a hybrid CDN-P2P system, we assume that the content-servers contribute with the upload data rate v, and that the UA strategy is also used to allocate these extra resources. Therefore, the total upload data rate assigned to group (j, k) in steady-state can be expressed as 

Uud(j, k) =Xj,k [µw f V
XJ + r], J=j+l J-1 N-1 

and the abundance conditions are guaranteed if 
cwKj,k � Xj,k [µw f XJ + _v_] '

J=j+l VJ-1 VN-1 

(27) 

(28) 

for j E [O : N - l] and k E [O : j], see (8). This inequation can be reduced to 
N � XJ V Cw � LJ µw --+--J=j+l VJ-1 VN-1, (29) 

for j E [O : N - l]. By substituting (16)-(22) in (29), abundance conditions can be explicitly given in terrns of the network pararneters. Severa! strategies may be implemented to guarantee abundances conditions. For exarnple, the service provider could reserve enough upload data rate from the CDN (v) in order to satisfy (29) for any j, given the remaining network pararneters. In Section 4 we propose a scheme to facilitate operating in abundance. 
4. Prioritized-windows allocation scheme

The UA scheme asyrnmetrically distribute resources among peers, since leechers in the first few windows, which can access plenty of resources from other leechers, may also be served by seeders or servers; while leechers in the last few windows may be experiencing penury. The Prioritized Windows Allocation (PWA) scheme (Torres-Cruz et al., 2017) avoids this asyrnrnetry by assigning a priority to the peers depending on the window they are currently downloading. Thus, peers downloading higher index windows have a higher priority to access 



resources from servers. In this section we propose a generalized version of PWA (GPWA), where prioritization is used to distribute not only resources from servers but also resources from peers. 
4.1. GPWA description 

In GPWA, the upload data rate from peers in group J, (i.e., µwXJ), is distributed among peers in groups j < J. The fraction of µwXJ that is allocated to group j is proportional to X
j
0 + l)E , where t: � 0 is a tuning parameter that allows us to control the priority level that a window receives. The fraction of µ0J allocated to group j, denoted by UJ0), can be defined as 

X0 + 1)' U 0) = " v 1 (30) J ...,,.J V* ' J-1
where v;_1 is given by

J-1
v;_1 = L,Xm(m+l)'.

m=O 

(31) 
Note that v;_1 is required to guarantee that LjUJ0) 11wXJ and can be interpreted as a weighted sum of leechers that can access resources from group J. As mentioned, t: can be used to tune the priorities assigned to the peers. E.g., if t: = 0, GPWA tums into UA, i.e., no prioritized windows exist, and if t: -> oo, UJ(J - 1) -> UwXJ and UJ0) -> 0 for j < J - l, then resources from group J will be exclusively allocated to group 
J - l. t: can be used to optimize different performance metrics, and in Section 4.3 we focus on tuning it to minimize the upload data rate from the CDN. From (30), (31), and recalling that resources from servers are also allocated according to GPWA, we can express the total upload data rate allocated to group j in steady-state as 
U 0)=X-0+1)'( � µwXJ +-v-) gpwa J � V* V* ' 

J=J+l J-1 N-1
and the abundance conditions are given by 
C <0+1)'(� µwXJ+_V_) w- � V* V* 'J=J+l J-1 N-1 

(32) 

(33) 
for j E [0 : N - 1]. Note that this implies that (16)-(22) are valid only if (33) holds for ail j. 
4.2. Minimum upload data rate from the CDN 

Since we are not addressing the problem of improving the cooperation level from peers, we assume that parameters modeling such a cooperation (i.e., leechers and seeders departure rates) are fixed. Additionally, we assume that in the hybrid network, resources from the CDN are allocated only if the system runs out of resources from peers. With these assumptions we can estimate how much upload data rate must be provided by the CDN to satisfy abundance conditions in the GPWA scheme. From (33), we can re-write the abundance conditions as 
v > vmin = max {o V* [� - � µwXJ]} - J ' N-1 0 + l)' � V* ' 

J=J+l J-1 (34) 
for j E [O : N - 1]. The right side of this inequation can be interpreted as the minimum value of v that satisfies abundance for group j, and is denoted by vtin· The max{•,•} function is introduced to impede 
vtin of potentially being negative when a large upload data rate from peers exists. The minimum upload data rate from the CDN that satisfies abundance in the whole system, vmin , is given by 

(35) 
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Notice that vmin is in terms of the number of peers in steady-state; however, during the system operation, this parameter may suffer variations, since the number of peers is not a constant. According to this, the exact amount of resources from the CDN to satisfy abundance is a dynamic parameter; therefore, it could be provided through Cloudbased CDN, as suggested in Haghighi et al. (2018). This approximation permits dynamically using bandwidth, virtual machines, and storage from programmable, general purpose hardware in distributed cloud sites; hence reducing the costs to maintain abundance. Despite this dynamism, (35) represents a very useful expression to estimate the scale of the required resources from the CDN. The previous arguments are also valid for the abundance conditions in terms of vmin that we present in the remaining of this paper. 
4.3. Heuristic for selecting t: 

We now describe a simple yet effective heuristic for selecting t: in order to minimize vmin. Recall that choosing t: = 0 makes GPWA behave exactly like UA, i.e., a small fraction of the resources from seeders are assigned to leechers in group N - l, creating the need of a strong support from the CDN. On the other hand, if an excessively large value of t: is selected, leechers in low index windows have limited access to resources from other leechers, hence, they require a lot of server bandwidth. Fig. 3 illustrates such requirements in terms of t:. Particularly when t: = 0 and t: = 2, vmin reaches high values at the expected crit-ical windows (j = N - l and j = 0, respectively). Fig. 3 also shows that intermediate values of t: are better options to minimize the value of vmin (e.g., E = l). To intuit our heuristic, observe that vmin would be minimal if vtin 

is constant for ail j, i.e., the upload data rate from peers is perfectly distributed among ail the leechers. Note that vmin is a constant if the J difference n0) = vmin
1 

- vm in = 0 for j E [0 : N - 2]. In order to ana-J+ J lyze n0) for small values ofj, in this section we omit the max operation from the definition of vmin (cf. in Fig. 3 where negative values of vminJ J are shown). As a result of the GPWA definition, the possible shapes of vmin areJ restricted and it is not possible to achieve a constant behavior by sim-ply selecting the value of t:; however, a good approximation can be obtained by fixing n(0) = O. Therefore, we select t: in order to satisfy 
n(0) = vfin - v;;'in = O 

By substituting (35) in (36), we obtain 
[ N ] [ N ] C - � µ0J - Cw - � µ0J = 0 

w � V* � � V* ' J=l J-1 J=2 J-1 
which can be reduced to 
c - Cw - µ01 = 0. 
w 2• v; 

(36) 

(37) 

(38) 
According to (31), vi = X0 • In addition, from (16), (17) and (19) we can obtain X0 = Xo,o and X1 = X1,o + X1,1 as 

(39) 
(40) 

Then, by substituting (39) and ( 40) in (38), we find an approximated value of Eopt• denoted by t:
app

, as 
E

ap
p =log2 (�) rw µw 

(41) 
In Fig. 3, we also show vtin(t:

0p1) (obtained through exhaustive eval
uation) and we compared it with vtin(E

app
). Note that vm in(E

0pt) = 1.28 
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c = 0.00407, µ = 0.002544 andp = 0.002035. 
24, S 12, R 8, ,1. 0.04, 0 0.006, r = 0.06, 

and vmin(E
app) = 1.14, i.e., similar values. 

In Section 10, numerical evaluations support our daim that the 
approximated solution provides a way to distribute the resources of 
the peers that effectively reduces the upload data rate required from 
the CDN to satisfy abundance conditions. 

5. Immediate-neighbors Uniform Allocation scheme

In this section, we briefly describe a resource allocation scheme pro
posed by Zhao et al. (2016), and evaluate its performance using our 
framework. Our propose is twofold. First, to show that our framework 
is expressive enough to capture a variety of schemes, and to provide 
a comparative performance of GPW A against a representative of the 
state-of-the-art. 

In their paper, Zhao et al. analyze a VoD system and propose a 
peer-selection strategy to share content. In this strategy, every user 
randomly selects its serving peers from the first M = QX peers with 
superior downloading progress (immediate upper neighbors), where 
0 < Q < Q = XN /X. We refer to this scheme as Immediate-Neighbors 
Uniform Allocation (INUA). To evaluate the INUA scheme with our 
framework, we mode! its behavior in terms of peer populations. 

Since every peer in window j has the same downloading progress, 
ail of them select their serving peers from the same set of windows. 
Now, let Q.Jj be this set of windows and M

j 
= ILijl be its cardinality, 

then, Q.J
j 

= U + 1, ... ,j + M
j
), where M

j 
must satisfy that 

j+Mrl j+Mj 

L, Xm <XQ� L, Xm . (42) 

Since each peer randomly selects its serving peers from all the win
dows in Q.J

j
, the number of peers in group j that are served by a window 

J E Q.Jj is given by 

Yi(j) = 1S L 

X
J X mEIJj m 

(43) 

and, as a consequence, the upload bandwidth from group J that is 
assigned to peers in group j is µwXJ :E Y,(i� ( ); where [)J is the set of

nEOJ J n 

windows that are served by group J and it is implicitly defined in ( 42). 
Then, by assuming a pure P2P network, the upload bandwidth assigned 
to peers in group j can be written as 

(44) 
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As in previous analysis, we consider that resources from servers may 
be required in order to achieve abundance conditions; furthermore, we 
consider that such resources are uniformly distributed among peers in 
all the windows. We must point out that this policy is not explicit in 
Zhao et al. (2016); however, we consider that it represents the natu
ral extension to INUA when adding resources from servers. Then, the 
servers' resources allocated to window j are v __::i_vx. • By repeating the

N-1 analysis developed in Subsection 4.2, we obtain the abundance condi-
tion for window j as 

V> v"'in 
= max {o. VN-1 [cw - [f. l}. 

- J mua (45) 

Lastly, the minimum upload bandwidth required from the servers to 
satisfy the abundance condition can be obtained through (35). 

Notice that the previous analysis illustrates how to incorporate the 
effects of INUA in our framework. Moreover, in Section 10 we present 
numerical evaluations of this scheme and it is compared with GPWA. 

6. Tridimensional classification with download restrictions

ln VoD services, users applications prefetch content as a way of 
reducing the frequency and duration of stalling events; however, unre
stricted prefetching of content has the disadvantage that the non-played 
buffer content will be discarded if the user aborts the video playing 
(Ramos-Mufioz et al., 2014). For this reason, VoD applications employ 
download restrictions (DR), i.e, pause the downloading process if the 
size of the non-played buffer becomes larger than a threshold S (i.e., 
excessive pre-buffering), and resumes downloading if the non-played 
buffer becomes smaller than a second threshold R < S. In this section, 
we propose an extension to our basic mode! which enables us to ana
lyze the more practical scenario where devices (e.g., mobile) have these 
download restrictions. 

In order to incorporate DR into our mode!, we assume that thresh
olds S and R are given in term of numbers of windows and S � N.

We include the binary classification parameter h, for which h = 0 
when the peer is allowed to download or h = 1 when downloading 
is paused due to excessive pre-buffering. Accordingly, peers are classi
fied into groups that are identified by a tridimensional label (h,j, k). We 
use �� to denote the number of peers in steady-state in each of these 
groups. In this mode!, j and k have, in general, the same meaning as in 
the basic mode!; but for groups (l,j, k), j indicates that window j - 1 
was completely downloaded. In Fig. 4, we represent the tridimensional 
classification with one plane for every value of h. 
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6.1. Fluid model with download restrictions 

In addition to the transitions of the basic mode!, described in 3.2, for the tridimensional mode! we also consider the following transitions: 
• Since at the beginning peers arrive at the system with an emptybuffer, they are initially classified in group (0, 0, 0).• Peers in group (0,j, k) that satisfy S - 1 � j < N and

k = j - (S - 1) have accumulated S - 1 non-played windows;hence, if they finish the downloading of an additional window, theywill transit to group (1,j + 1, k), rather than to group (0,j + 1, k).Therefore, these peers transit from plane h = 0 to plane h = 1. Asa consequence, for S � j < N and k < j - (S - 1) as well as 
j = N and k < N - S, we have x°

k 
= O. 

), • Since peers in plane h = 1 are not allowed to download additionalwindows, they can not increasej; hence, they transit to other groups only by increasing k. • Peers in plane h = 0 retum to plane h = 1 when the numberof non-played windows becomes R. In other words, peers in group(1,j,k)transits towards group(0,j,k + l)whenk = j - (R + 1).
Under these considerations, the steady state of the fluid mode! inabundance can be obtained through the following set of equations: 

J.-r�.o =0 
c�_1 0 - �o = 0; 1 �j < S

J ' ), 

1 <j<S,0<k<j

PwXJj-l - rwXJ
j 

= 0; 1 �j < N
cwXJ_lj-S+l -t..Xfj-S+l = 0;S �j < N

S�j<N,j-S+l <k<j,kf.j-R 

(46) 
(47) 
(48) 

(49) 
(50) 
(51) 

(52) 
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-v<t-R = 0;S �j < N
cwXJ_l

j-S -s.XL-s = 0;S �j < N
p.)(lk-1 -s.)(l

k 
= 0; 

), ), 

S � j < N,j -S < k < j -R;

c�-1,N-S -s�,N-S = O;
c�-1,k +Pw�.k-1 -Sw�,k = O;

N-S<k<N

(53) 

(54) 

(55) 

(56) 

(57) 
Note that ( 46)-( 49), (55)-(57) are analogous to (9)-(15); whereas (50)-(54) represent flows of peers that do not exist in the basicbidimensional mode!. This set of equations is also a lower-triangular system, hence, we also solved it by using forward-substitution. Note that the limits for j and k in ( 46)-(57) are valid for S < N. If 

S = N then there are no download restrictions and the system should be analyzed with the basic mode!. 
6.2. Abundance condition, download restrictions, and GPWA 

We now focus on determining the required upload data rate from the CON to guarantee the abundance condition under the GPWA scheme. First define xJ and X/ as the number of peers in planes 0 and 1, respectively, that have downloaded window 0 to window j - 1. These values can be computed as 
�h 

= L,Xj\· 
k;Q 

(58) 

for h E [0, 1]. The weighted sum of leechers that can access resources from group J is defined as 
J-1 

v
0• = � x° (m+ 1)'.J-1 LJ m 

(59) 
m;Q 



Note that this sum does not include leechers in plane 1 because they are not consuming download resources. By using the definition of GPWA, i.e. (32), the upload data rate allocated to group j can be computed as 
uDR (j)=J<°(j+l)'( � µw(xJ+Xj) _v_) 

gpwa J L, yO• + yü• · J;J+l J-1 N-1 
for j E (0 : N - 1). 

(60) 

Since abundance conditions for group j are satisfied when c vO < 
w"j -

ug�a' we can determine the minimum upload data rate, from the CDN, required to maintain abundance as 
vmin = max { 0 yO• [---5!'._ _ � µw(xJ + XJ)] } J ' N-1 (j+l)' L, yO• J;J+l J-1 

(61) 
for j E (0 : N - 1). Therefore, to maintain abundance in the whole system, the upload data rate must be greater than or equal to v min = mjax { v7in }- Last, since xg and xf can also be expressed by (39) and
( 40), we can also select E according to the criteria described in Section 4.3. 
7. Tridimensional classification with interaction functionalities 

In this section we further extend our mode! to consider that users can interact with the video playback through what is known as VCR fonctions (Choi et al., 2012). Such a general mode! can capture the effects of forward and backward random-seeks (i.e., instantaneous jumps in the playback position). Since introducing intentional pauses is equivalent to increasing the playback time (cf. (Zhao et al., 2013)), our mode! could describe the effect of such pauses by reducing the playback rate Pw· We refer to this scenario as with Interaction Functionalities (IF). For clarity and simplicity, in this section we do not consider download restrictions. One of the main challenges introduced by interaction functionalities is that users could download or play the video in random order, thus invalidating the assumption that a peer downloading window j necessarily has buffered ail the previous windows. This can significantly increase the complexity of the system analysis as well as the implementation of resource allocation schemes. Thus, we propose implementing resource allocation schemes that only considers the last set of sequentially downloaded windows by a peer. Meaning peers will only be able to supply sets of windows with continuous indexes from i to j - 1. Note that i = O for new peers and that it changes only after a random-seek outside the buffered content, and recall that j is the current downloading window. While such a consideration reduces the amount of available resources from peers, the consideration also simplifies the state information at the tracker because it only has to main tain the values of i and j, rather than the whole map of downloaded windows. Furthermore, we can classify peers in terms of three window-indexes, (i,j, k) and we can establish the relations among groups in our fluid mode!. 
7.1. Fluid model with interaction functionalities 

In this subsection, group (i,j, k) is composed of peers that resumed the downloading process in window i, are downloading window j(hencej :5 i) and are playing window k, for k < j. Similar to previous mode! variations, k = j is used to classify stalled leechers; therefore, k E [i: j].We use the tridimensional representation to depict how peers transit between groups, i.e., each plane corresponds to a value of i. Fig. 5 shows the representation of an arbitrary plane if. O. Notice that plane i = O corresponds to the groups defined in the basic scenario (see Fig. 2). In addition to the transitions defined in the basic mode!, in the scenario with IF a peer can also transit from one group to another as a 
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result of a random forward (backward) seek. A peer in group (i,j, k)that jumps forward (backward) to window l is re-classified as (i,j, l), if! E [i : j]; since the peer jumps to a buffered window and only its playback classification is affected. If 1 t [i : j], the peer halts playing window k and downloading window j, and becomes a stalled lecher downloading window l; since the set of continuously buffered windows for the peer is reduced to l the peer transits to plane land is re-classified as (1, l, l). As a consequence of such a change of planes, peers will permanently loose its previously buffered windows; therefore, seeders in planes i > 0 do not store the whole video and are named partial-seeders(see Fig. 5). In order to integrate the transitions resulting from random-seeks, we denote by qk,l the rate at which users playing window k jump to window 
l, for k E (0 : N] and l E (0 : N - 1). Then, the rate at which users playing window k jump to any other window, qk

> 
is given by 

N-1 

qk = L qk,n· (62) 
n;Q 

The probability distribution of qk,l can be obtained through field measurements, cf. (Chen et al., 2014). Now, let �.k be the rate of peers that arrive at group (i,j, k) as aresult of random-seeks. It is given by 
à k = � qm kX i 7, L, , J,m 

m=i 

m# 

(63) 
if i :5 k :5 j, because in this case, only inter-plane random-seeks contribute to this rate. Note that �.i can be interpreted as the rate of peersarriving at plane i from groups where window i is not buffered and is given by 

i-1 i-1 j N N-1 j 

�.i = L L L qk,ixJ,k + L L L qk_ixf.k·
/;Q j;/ k;/ /;i+l j;/ k;/ (64) 

where the first term is the contribution from peers in a plane I < i that still have not downloaded window i, whereas the second is the contributions from peers in a plane I > i. By incorporating (62)-(64) in the fluid mode! under abundance conditions and in steady-state, we can establish the following set of equations: 
(65)



cwXi_l . + oi. - (½v + q;)Xi. = 0; 
} ,, 7,1 J,1 

0 � i � N -2, i < j < N 

0 � i � N - 3, i < j < N, i < k < j 

0 � i � N - 2, i < j < N 

cwXNi -1 . + QNi . - (sw + q;)XNi . = 0; 
,I ,l ,l 

0�i�N-1 

0 � i � N - 2, i < k < N

where, Xi
k 

is the number of peers in group (i,j, k).
], 

(66) 

(67) 

(68) 

(69) 

(70) 

(71) 

(72) 

Observe that (65) and (66) are analogous to (9), except that in the former equations we include transitions rates resulting from randomseeks, i.e., we add QJ,k and subtract qkxJ,k· The same is true when comparing (67)-(72) with (10)-(15), respectively. If qk,l = 0, for ail k, l, the fluid mode! with IF becomes the basic mode!. Unlike previous extensions, the system of equations for the scenario with IF cannot be solved by simply using forward-substitution. However, we solve this system through LU factorization with partial pivoting, for N � 24 (see Section 10). For larger values of N, iterative methods are recommended (e.g., Gauss-Seidel). 
7.2. Abundance conditions with IF and GPWA 

Let xJ be the number of peers in plane i downloading window j, and 
Xj be the total number of peers downloading this same window. These variables can be expressed as 

(73) 
N-1xj 

= rx;. (74) 

i=O Additionally, let Vj".'_1 be the weighted sum of leechers that canbe served by peers in possession of windows I to J - 1. Particularly, the weighted sum of this kind of leechers in plane n is given by 
I,;,,-=� X::,(m + 1)'; therefore, by summing over ail the planes, we have N-1 J-1v5�1 = L rx::.<m+l)'. (75) 

n=O m=I Similar to previous analyses, the ratio Xj(j + 1)' ;v5�
1 

represents the proportion of upload data rate from µwXJ that is allocated to peers downloading window j. Hence, by assuming that resources from both 
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Table 1 

Markov chain transitions for the scenario with DR. 

Trans. Rate ,1 0Yj�k 
r�.N 
'rj�k 

Pw��-R-1 

New state ! ··· • 11.o + l, ··· l{ ... 'Yj\-1, ... )
{ .•. '�,N -1, ... ) 
{ .. , 'YJ'.k -1, Yf'+l,k + l, ... } { ... '11,;-S+l -l, ��lJ-S+l + l, '.'} 
{····YJ'.1<-1,11k+l+l, ... } 
{ ... ,Yj\-1, Yj\.,+1, ... }
{ ·· · 'Yj�-R-1 -l, 1'-R +1, ... ) 

Restrictions 

1/(h,j,k), except (O,N,N) 
0$j<S&O$k$j S $ j < N& j-S<k$jS-1$j<N
1$j<S&O$k<j 
S $ j < N& j-S+l$k<jj = N& j-S$k<NS $ j < N& j-S$k<j-R- 1  
S $ j < N 

peers and the CON are allocated according to the GPWA, the total upload data rate assigned to download window j is 
( j N µ,.}(I

) uIF (j) =X-(j+ l)' � � _J + _v_ .gpwa J � � vI• 0.)• 
1=0 J=J+l J-1 N-1 (76) 

Recall that abundance holds if cwX
j 
� UJ;

wa
(j). Thus, we can express the minimum upload data rate from the CON that satisfies this condition as 

vmm - max O v.J• __ w_ - __ J . { [ c j N µMAI ] } j - , N-1 (j + l)' L L vi. 
l=O J=J+l J-1 

8. Markov chains associated to fluid models 

(77) 

In order to validate our fluid models, as in Baez-Esquivel et al. (2013), Torres-Cruz et al. (2017) and Rivera-Angeles and Rubino (2010), we develop Markov-chain models for the scenarios of interest. Markov chain models have the advantage of providing performance results even in penury conditions, but, unlike the fluid models, have the disadvantage that, except in very special cases, we do not get closedform expressions. For brevity, we only present the scenarios of the most practical interest, namely, those with DR and IF. For the scenario with DR, we define a multidimensional Markov chain, whose state is a vector V, containing the elements Yj�k(t) � 0, 
h E [0, 1], j E [0 : N] and k E [0 : j], defined as the number of peers in group (h,j, k) at time t. We consider the standard "exponential assumptions" (plus independence); therefore, V is a continuous-time homogeneous Markov chain, and we also consider that its initial state is y-O

k
(0) = 0, for ail (j, k).

], We use { ... , yh
k 

± 1, ... } to denote a vector containing the same 
), elements as vector V, with the same values, but with the exception that the value of component yh

k
(t) bas been increased (or decreased) by one. 

], This notation allows us to express transitions in the chain, e.g., we can write that the chain transits from state V to state { Y[?,0 + 1, ... } , at rateÀ, as a result of a new peer arrivai. Ail possible transitions from an arbitrary state V, and their corresponding rates are summarized in Table 1. These transitions include the effects of arrivais and departures of peers and the downloading and playback processes. Note that -.0
k 

depends on the resource allocation scheme and is given 
J, by -r

j
�
k 
= min { cw 1,k 

(t), 1f(j, k)}; where 1f(j, k) can be obtained by sub-



Table 2 

Markov chain transitions for the scenario with IF. 
Trans. rate 

,! 

01. 
yY�.N 
rJ,k 
PwY],1c 
q •• ,YJ .. 
qk;Yf.k 

New state 

{ ... ,Y8.o+l, ... } 
{ ... 'YJ,. -1, ... ) 
{ ... , Y�.N

-1, ... ) 
{ ... 'YJ,k -1, Yf+l,k + 1, ... } 
{ ... , Y;,.-1, Yf,>+1 +1, ... } 
{ ... , YJ,k -1, YJ_1 + 1, ... } 

{ ... , Yf.k -1, Y/_1 + 1, ... } 

Restrictions 

'v(i,j, k), except (i,N,N) 

i5j<N&i5k5j 
i<j<N&i5k<j 
i 5 l 5 j 
l< iorl>j 

stituting x°
k 

by yO
k
(t) in the equations that define the resource alloca-

J, ], 

tian schemes (e.g., (60) describes the GPWA scheme for the scenario 
with DR). 

Table 2 defines the Markov chain associated with the mode! in 
Section 7 (i.e., IF). For the IF scenario, we make the same assumptions 
as in the case of the chain for the DR scenario. In this case, V must 
contain al! the elements Yj/t) � 0 for i E [0 : N - 1], j E [i : N] 
and k E [i : j].

Lastly, it is important ta mention that the mathematical relations 
between these Markov-chain models and the fluid models are out of the 
scope of this paper. In this regard, we recommend (Ethier and Kurtz, 
1986), for some fundamentals, and (Aspirot et al., 2011), where the 
relations between such models are analyzed for the P2P system pro
posed in Rivera-Angeles and Rubina (2010). 

9. Performance parameters 

In this section we derive expressions for relevant network perfor
mance metrics from the solutions of the fluid mode!. We focus on the 
scenario with DR but an analogous analysis can be carried out for other 
scenarios. 

The first performance metric we consider is average network down

load data rate per window j E [0 : N - 1], which is defined as 

(78) 

where xJ is given by (58). The average download data rate for the 
whole network (C) is obtained by summing Cj'v j. 

Since content is supplied by bath the CDN and the P2P network, 
it is relevant to calculate the amount of upload data rate provided by 
each. We assume that the primary source of content is the P2P network; 
hence, resources from the CDN are utilized only if the system runs out 
of resources from peers. Assuming GPW A is used, the upload data rate 
from peers ta supply window j is given by 

(79) 

where X} and vt 1 are given by (58) and (59), respectively.
The min{·,•} operation in (79) indicates if the demanded data rate 

for window j can be entirely supplied by peers or if the CDN must pro
vide additional resources. In the latter case, the upload rate needed 
from the CDN to supply window j is 

�=�-� � 
} } } 

The entire upload data rate from peers (µ) and from the CDN (v) 

can be obtained by summing (79) and (80), respectively, over j E [O : 
N - 1]. 

We now emphasize the importance of the network parameters thus 
far considered. For instance, let us assume a given wireless P2P network 
which is complemented by a CDN infrastructure. In such scenario, (78) 
and (79) are directly related to the upload and download bandwidth 
required in the wireless network; moreover, (79) can be used to esti
mate the peers energy consumption ta upload video fragments, which 
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Table 3 

Numerical values for the 
input pararneters. 

Parameter Value 

,! 0.04 
0 0.006 
y 0.006 

0.00407 
µ 0.00254 
p 0.Sc 
N 24 

is a cost that does not exist in traditional client-server networks. Addi
tionally, (80) can be used with (61) to determine the cost of the CDN 
infrastructure required to supply the video of interest. 

In order to evaluate QoS parameters, we calculate the proportion 
of peers experiencing stalling events at the different windows. Recall 
that the number of stalled leechers in each window is simply given by 
x° .. Therefore, the total number of stalled leechers denoted by Xst , is 

]J 

computed as 
N-1 

Xst = LxJj · (81) 
j;Q 

The total number of peers currently playing the video-file, denoted by 
Xplay, is computed as 

Xplay = I, (xJ +x} )-�,N-
1;0 

(82) 

Then, the proportion of stalled leechers, a, is given by 
Xa= _st_,

Xplay 
(83) 

and the probability distribution of the number of stalled leechers in 
terms ofj is 

a-= _H_ 
J X,r' 

(84) 

for j E [O : N 1]. Notice that a0 is the portion of leechers experi-
encing startup delay. 

10. Numerical evaluation 

Our numerical evaluations use the following statistics, which are
reported in Ramos-Mufioz et al. (2014) and Dimopoulos et al. (2013), 
and correspond to YouTube services: average video-file length = 490 s, 
codification rate = 200kbits/s, chunk size = 64/cBytes, average down
load rate= 400kbits/s and peer sojoum time = 172 s. From this data, 
we can directly obtain the following input parameters of the system: 
normalized download data rate c = 0.00407 files/s, playback rate 
p = 0.5c, peer abandon rate 0 = y = 1/172 (we approximate it 
ta 0.006) and maximum number of windows N = 192, though, for 
practical considerations, we use N = 24 (8 chunks per window). To 
select the upload data rate, we consider that usually it is smaller than 
the download rate; hence, we use µ = 0.00254.files/s (equivalent ta 
250kbits/s). We arbitraly choose ,1, = 0.04, but this parameter only 
scales the size of the peers' populations (because of the scalability prop
erty of P2P networks). In Table 3, we summarize the selected values. 

10.1. Resul.ts for the DR scenario 

Fig. 6 shows the number of peers in plane O for the scenario with 
DR. We observe that the numerical results from the fluid mode! and its 
associated Markov chain are highly consistent. In this figure we also 



observe that there exist a high concentration of peers in groups (0, 0, O) 
and (0, N, N). This occurs because we consider that ail peers arrive at the 
system with empty buffers and because peers tend to become seeders. 
As a result, the rest of the peers are dispersed in the remaining groups 
(including those in plane 1 ). 

Figs. 7 and 8 show the minimum upload rate from servers that 
guarantee abundance conditions in the whole system (vmin), for two 
levels of peers cooperation (y = 0.006 and y = 0.6, respectively). 
In each case, we evaluate three resource-allocation schemes, namely, 
UA (Baez-Esquivel et al.,  2013), INUA (Zhao et al., 2016) and GPWA. 
To obtain these results, the tuning parameter of GPWA, t:, is selected 
according to the method described in Section 4.3; whereas, for the 
INUA scheme, we select Q = 0.001 (a value that guarantees a high 
performance, according to exhaustive evaluations). 

o-S:! 

�� 

c::J Markov chain simulation 
- Fluid mode!

0.4 

0.35 

0.3 

0.25 

0.2 

0.15 

0.1 

0.05 

0 

0 

10 
12 

k 141s 
18 

20 
22 

24 24 

In these figures, we observe that small values of S significantly 
reduce vmin, for all the analyzed scenarios, because peers are allowed 
to download only the windows they are about to play, therefore, reduc
ing the downloading demand. From this, we conclude that even though 
non-played windows can be useful to serve other peers, the load that 
they add to the network is larger than the benefits they may provide. 

From Figs. 7 and 8, we also observe that the UA scheme is quite 
inefficient, because some resources are unnecessary allocated to peers 
in the first windows, as we discussed earlier. On the other hand, GPW A 
and INUA significantly reduce vmin and exhibit similar performances 
for large values of S and non-cooperative scenarios (Fig. 8). However, 
under cooperative scenarios (i.e., small values of y) GPWA achieves a 
more efficient use of the P2P-network resources, since it permits con
trolled allocation of upload bandwidth from seeders even to low win
dows, whereas in INUA this is not possible (only immediate neighbors 

0 

j 

Fig. 6. Nwnber of peers in plane 0 for every (j, k) group, considering N = 24, S = 12, R 
andp = 0.5c. 
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can share content). In addition, for small values of S the demand of 
very low windows is not reduced, as a result, in INUA these windows 
maintain a high dependence on servers to achieve abundance, whereas 
GPWA is directly benefitted from downloading restrictions. From the 
previous comparisons, we conclude that GPWA efficiently operates in a 
wider variety of scenarios than recent previous proposais. 

Additionally, by contrasting the evaluation of GPWA for y = 0.006 
and r = 0.6 (Figs. 7 and 8, respectively), we observe that this scheme 
is fairly insensitive to the level of cooperation of the seeders, because it 
efficiently distributes resources from leechers and regular seeders which 
do not require incentives, other than their own download and/or play
back processes, to stay in the system. 

In Fig. 9, we depict the data rate C
j
. We also show how much of 

these rates is supplied by the peers (µj) and how much by the CDN (v
j
). 

As expected, C
j 

is monotonically decreasing, as a result of peers aban
doning the system. Also notice that low windows are almost exclusively 
supplied by the P2P network, however, even for high windows, this 
network is the main supplier. This cornes as a result of considering the 
P2P network as the primary source and efficiently using its resources. 

In Fig. 10, we present the download rate C as well as the upload rates 
from each source: µ (from the P2P network) and v (from the CDN). As 
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expected, small amounts of prefetched windows (small values of S and 
R) decrease the download data rate in the network, and this reduction
primarily benefit the CDN.

Despite the advantages of reducing S, this cornes with a QoS degra
dation, as we illustrate in Fig. 11, where the proportion of stalled peers 
(a,t) is depicted. We observe that a,t is degraded as S and R decrease; 
hence, the values for S and R should be selected as a trade-off between 
a,t and C. 

From Fig. 11 we also observe that the playback rate to download rate 

ratio (p/c) has a significant effect on a,t· This is expected, since if p 
approximates c the probability of suffering a stalling event increases. 

10.2. Results for the IF scenario 

According to measurements reported in Chen et al. (2014), the 
playback positions after a random-seek are not necessarily uniformly 
distributed along the video length; however, for the sake of simplic
ity, in this section, we assume that qk,l = q holds, for all k, l. We 
select q according to the average random-seek rate reported in the 
same reference. The authors identified that in short videos there are 
approximately 4.76 random-seeks per playback which is equivalent to 
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a random-seek rate of q = 0.00097 in our framework. Considering this, 
we evaluate our system for O :5 q :5 0.001. 

Fig. 12 shows the behavior of the number of peers in the system 
as a function of q. As expected the number of peers in plane O (x°) 
decreases as q increases, however, in spi te of the large number of planes 
(N = 24), there are high concentrations of peers in this plane. This is 
true even for the largest evaluated value of q, because peers that do not 
experience random-seeks tend to stay in the system for longer periods 
of time (while playing the video). However, resources from the P2P 
network are affected by random-seeks, as evidenced by the decreasing 
number of seeders in plane O (�) in terms of q (recall that these are 
the only peers in possession of the whole video). 

In Fig. 12 we can also appreciate that the fluid mode! defined in 
(65)-(72) and the Markov chain described in Table 2 converge to the 
same solution. 

On the other hand, in Fig. 13, we present the data rates demanded 
by each window, for q = 0.008. It is interesting to notice that, in this 
scenario, the upload data rate provided by servers is very small (or even 
zero) for the highest windows (e.g, 21 :5 j :5 23). This is a result of 
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the existence of partial seeders, which can only serve peers in those 
windows. 

As we show in Fig. 14, moderate increases of q have little effect 
on the upload from servers. This is a consequence, again, of the exis
tence of partial seeders, whose contributions substitute the reduction of 
resources from regular seeders, as we observe in Fig. 12. Notice that this 
substitution is possible because we are considering a scheme (GPWA) 
that is capable of distributing resources in terms of the downloading 
progress. 

Lastly, in Fig. 15, we show a
5t 

as a function of q. As expected, 
this performance parameter is largely affected by increasing the rate 
of random-seeks. However, we must highlight that it also consid
ers the unavoidable playback interruptions after random-seeks outside 
buffered windows. 

11. Conclusions and future work 

In this paper, we first review, in Section 3, a basic window-based 
mode! that abstracts the dynamics of a population of peers playing, 
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downloading and sharing a video file of common interest. This mode! 

provides us with expressions to estimate the number of peers in each 

window, (16)-(22), as well as the abundance conditions when the UA 

scheme is implemented, (29). In Section 4, we extend our mode! to 

the case where resources are assigned according to the GPWA scheme 

(which avoids that leechers in high windows starve due to the lack 

of resources), and we provide expressions to calculate the amount of 

resources from servers that guarantee abundance in the system, (34). In 

Section 6, we further develop the basic mode! to consider the practical 

case where peers can only download and maintain in the buffers a cer

tain number of chunks; in this case, we also obtain expressions for the 

number of peers per group, ( 46)-(57), and the amount of resources from 

servers to achieve abundance, (61); moreover, similar expressions are 

obtained in Section 7 for the scenario where interaction functionalities 

(pause, forward and backward seek) are enabled, (65)-(72) and (77). 

Through this analysis, we showed that the proposed analytical 

framework is expressive enough to accurately describe the performance 

of VoD services over hybrid CDN-P2P systems under a wide range of 

scenarios, including different resource allocation schemes, and differ

ent assumptions about end-users behavior as well as about restrictions 
of the end devices. 

15 

In addition, we show that the closed-form expressions derived from 

our models allowed us to characterize the conditions needed to guar

antee an abundance in the whole system. This is particularly important 

because abundance conditions are needed to guarantee that the system 

will achieve targets of QoS. 

The numerical results derived from the analytical models also 

revealed a number of relevant insights about the behavior of this kind 

of systems. Among them, we would like to highlight the following: 

• The prefetching strategies in P2P networks must be a trade-off

between the efficient utilization of network resources and the sat

isfaction of QoS parameters (e.g. start-up delay and stalling events).

• The amount of resources from servers can be effectively reduced by

distribution schemes based on the current progress of the download

ing processes. This is true even for moderate random-seek rates.

As future work, we plan to tackle a number of problems related to

finding optimal operation parameters of the system. In particular, we 

are interested in determining resource allocation schemes that minimize 

the amount of resources from servers or from peers. We also plan to 

extend this framework to incorporate details about mobile networks 

with particular focus on minimizing upload-bandwidth cost and energy 

consumption. 
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Lastly, we identified some limitations of our analysis that also can 

be considered future work: 

• We do not consider variable video-coding rates, which is a basic

component of the DASH scheme. This can be solved by permitting

variations in the values of the downloading and uploading rates (c

and µ) at the beginning of every window.

• We consider the existence of a unique swarm of peers interested in

the same content; however, it is possible to mode! swarms interac

tion by defining the rates at which peers transit from one swarm

to another (peers that switch from one video to another) and the

upload rate that one swarm can provide to another (e.g. when peers

download and share content that they are not playing).

• Even though, this paper is focused on VoD, other services, e.g.

live video, can also be analyzed with our framework. This can be

achieved by modifying the set of windows that can be shared among

peers.
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