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Lyapunov-Krasovskii functional for discretized homogeneous

systems

D. E�mov, A. Aleksandrov*

April 8, 2021

Abstract

The paper is devoted to stability analysis of discrete-time time-delay systems, obtained after explicit Eu-
ler discretization of (locally) homogeneous continuous-time models. The results are derived by applying the
Lyapunov-Krasovskii theory. A generic structure of the functional is given that suits for any homogeneous
system of non-zero degree (and it can also be used for any dynamics admitting a homogeneous approx-
imation). The obtained conditions are utilized to demonstrate stability for a discretized delayed locally
homogeneous planar system with negative and positive degrees.

1 Introduction

Presence of delays in the modern interconnected plants is hard to neglect, especially for networked and dis-
tributed large-scale systems. Delays and lags may in�uence the system stability, as well as quality of transients,
see [1, 2, 3]. Synthesis of control and estimation algorithms, which take into account uncertain or time-varying
delays, is a popular subject of research [4, 5, 6]. For stability analysis of time-delay systems, a Lyapunov-
Krasovskii functional or a Lyapunov-Razumikhin function can be used [7], and there are plenty of results in the
domain, e.g., [8, 9], mainly related with linear dynamics [10]. The popularity of the latter is based on a wide
choice of available Lyapunov-Krasovskii functionals and Lyapunov-Razumikhin functions, which is also the case
for some classes of nonlinear plants, as port-Hamiltonian systems [11], for instance.

Another promising class of canonical nonlinear dynamical models, which disposes a variety of tools, is
composed by homogeneous systems that take an intermediate place between linear and nonlinear ones [12].
The theory of homogeneous dynamical systems has been established, �rst, for ordinary di�erential equations
[13, 14, 15, 16], and next extended to di�erential inclusions [17, 18, 12], time-delay systems [19, 20], discrete-time
systems [21] and partial di�erential equations [22]. The main feature of a homogeneous nonlinear model is that
its local behavior is the same as the global one, the homogeneous stable/unstable systems admit homogeneous
Lyapunov/Chetaev functions [16, 23, 24, 25, 26, 27] and possess robustness properties with respect to external
inputs and delays [28, 29, 20, 30]. Using the concept of local homogeneity [16, 31, 25, 32] a generic dynamical
system may be locally approximated by a homogeneous one, which allows the set of methods developed for this
class of dynamics to be applied at large.

It has been shown that homogeneous systems have certain robustness of stability with respect to delays
[33, 34, 35, 36, 37, 20, 30]. In particular, for the case of positive degree it has been proven that homogeneity
and global asymptotic stability in the delay-free case imply local asymptotic stability for any value of delay. For
the case of negative degree, under similar restrictions, for any delay, global asymptotic stability with respect
to a compact set containing the origin is obtained. The latter results have been obtained in [20, 30] using
Lyapunov-Razumikhin theory, and in [38, 39] by applying Lyapunov-Krasovskii approach.

In the present work, following the results of [40, 38, 39], we consider a discrete-time system obtained after
discretization (using the explicit Euler method) of a (locally) homogeneous system with non-zero degree, which is
asymptotically stable in the delay-free case. The stability conditions are derived by proposing a generic structure
of Lyapunov-Krasovskii functional for this class of dynamics. The presented approach allows the convergence
rates and the domain of stability/attraction to be evaluated. It is demonstrated that for a homogeneous time-
delay system (asymptotically stable for zero delay) the Euler discretization preserves the rates of decay, which
is not the case for non-delayed homogeneous dynamics [41].

The outline of this paper is as follows. The preliminary de�nitions and the homogeneity for delay-free
systems are given in Section 2. The problem statement and the main results are presented in Section 3, their

*D. E�mov is with Univ. Lille, Inria, CNRS, UMR 9189 - CRIStAL, F-59000 Lille, France and ITMO University, 49 av.
Kronverkskiy, 197101 Saint Petersburg, Russia. A. Aleksandrov is with Saint Petersburg State University, 7-9 Universitetskaya
nab., 199034 Saint Petersburg, Russia. This work was partially supported by the Ministry of Science and Higher Education of
Russian Federation, passport of goszadanie no. 2019-0898, and by the Russian Foundation for Basic Research (grant no. 19-01-
00146-a).



extension to locally homogeneous systems is developed in Section 4. An illustrative example is considered in
Section 5.

2 Preliminaries

In the sequel, R denotes the �eld of real numbers, and Rn is the n-dimensional Euclidean space; R+ = {s ∈ R :
s ≥ 0}. The Euclidean norm |x| will be used for vectors x ∈ Rn.

A continuous function σ : R+ → R+ belongs to class K if it is strictly increasing and σ(0) = 0; it belongs to
class K∞ if it is also unbounded.

2.1 Convergence conditions

We will need the following results estimating the rate of convergence for discrete-time scalar nonlinear systems:

Lemma 1. [40] If a sequence {vk}+∞k=0 satis�es the condition

0 ≤ vk+1 ≤ vk − αv1+%
k

with α > 0, % > 0, v0 ∈ [0, α−%
−1

(1+%)%−1 ], then

vk ≤
v0

(1 + α%v%0k)%−1

for k = 0, 1, . . .

In a similar way, it can be proven that the following lemma is valid:

Lemma 2. If a sequence {vk}Nk=0 with N > 0 satis�es the condition

0 ≤ vk+1 ≤ vk − αv1−%
k ,

for k = 0, 1, . . . , N , where α > 0, % ∈ (0, 1), v0 ≥ α%
−1

, then

vk ≤ v0(1− α%v−%0 k)%
−1

for k = 0, 1, . . . , N with N ≤ N0 =
v%0−α
α% .

Proof. Let us use the same arguments as in the proof of Lemma 1 [40].

Note that the restriction vk+1 ≥ 0 follows vk ≥ α%
−1

for all k = 0, 1, . . . , N , then the upper estimate veri�es

this condition for
v%0−α
α% ≥ k.

By induction, the estimate obviously holds for k = 0, and assuming that it is satis�ed for all k ≤ l for some
integer l ∈ [1, N0 − 1) let us demonstrate that it is valid in such a case for k = l + 1. Hence,

vl+1 ≤ vl(1− αv−%l ) ≤ v0(1− α%v−%0 l)%
−1

(
1− αv−%0

1− α%v−%0 l

)
= v0(1− α%v−%0 (l + 1))%

−1

g(z, l),

where z = α%v−%0 and

g(z, l) =

(
1− zl

1− z(l + 1)

)%−1 (
1− 1

%

z

1− zl

)
.

It is necessary to establish the conditions providing g(z, l) ≤ 1 for any z > 0 and l ∈ [1, N0 − 1). Note that the

restriction on l and N0 implies that (α%(l + 1))%
−1

< v0, and we have 1 − z(l + 1) > 0 for any l ∈ [1, N0 − 1)

(thus, 1 − zl > 0 also). For g(z, 0) =
(

1
1−z

)%−1 (
1− z

%

)
we get that g(z, 0) ≤ 1 (indeed, g(0, 0) = 1 and

∂g(z,0)
∂z = z

%2
%−1

(1−z)
1+%
%

< 0 for z ∈ (0, 1), which is the case for v0 > α%
−1

> (%α)%
−1

), then

∂g(z, l)

∂l
= − z3(1− %)

%2(1− zl)2(1− z(l + 1))

(
1− zl

1− z(l + 1)

)%−1

and it is always negative for l ∈ [1, N0 − 1), which implies the desired result.

In the conditions of this lemma, we have that from any initial value v0 satisfying the introduced restrictions,
the corresponding sequence converges to the zone

vk ≤ α%
−1

for k ≤ N0, and it stays there if additionally 0 ≤ vk+1 ≤ vk for all k = 0, 1, . . .
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2.2 Homogeneity

For any ri > 0, i = 1, n and λ > 0, de�ne the dilation matrix Λr(λ) = diag{λri}ni=1 and the vector of weights
r = [r1, ..., rn]>, rmax = max1≤j≤n rj and rmin = min1≤j≤n rj .

For any r and x ∈ Rn the homogeneous norm can be de�ned, for example, as follows

|x|r =

(
n∑
i=1

|xi|ϑ/ri
)1/ϑ

, ϑ ≥ rmax.

For all x ∈ Rn, its Euclidean norm |x| is related with the homogeneous one:

σr(|x|r) ≤ |x| ≤ σr(|x|r)

for some σr, σr ∈ K∞ [27]. The homogeneous norm has an important property that is |Λr(λ)x|r = λ|x|r for all
x ∈ Rn.

De�ne Sr = {x ∈ Rn : |x|r = 1} and Br = {x ∈ Rn : |x|r ≤ 1} as the unit sphere and the unit ball in the
homogeneous norm, respectively.

De�nition 1. [16, 13] The function g : Rn → R is called r�homogeneous if for any x ∈ Rn the relation

g(Λr(λ)x) = λdg(x)

holds for some d ∈ R and all λ > 0.
The vector �eld f : Rn → Rn is called r�homogeneous if for any x ∈ Rn the relation

f(Λr(λ)x) = λdΛr(λ)f(x)

holds for some d ≥ −rmin and all λ > 0.
In both cases, the constant d is called the degree of homogeneity.

A system ẋ = f(x) is called homogeneous if f is r�homogeneous. An advantage of homogeneous systems
is that any its solution can be obtained from another solution under the dilation and a suitable time re-
parametrization, and that homogeneous asymptotically stable system admits a homogeneous Lyapunov function
[16, 13]. If f(x) = Ax for some A ∈ Rn×n, then it is r�homogeneous of zero degree for r = [1, ..., 1]>, and
the properties of scalability of solutions and existence of a homogeneous (quadratic) Lyapunov function are
well-known for linear systems, then homogeneity allows these useful features to be extended on a wider class of
dynamics.

Lemma 3. Let h : Rn → R be χ-Hölder continuous on Br with constant L > 0 and r�homogeneous function of
degree ν ≥ χrmin, then

|h(x)− h(z)| ≤ Lmax{1, |x|ν−χrmin
r , |z|ν−χrmin

r }|x− z|χ

for all x, z ∈ Rn.

Proof. By de�nition of homogeneity h(Λ(λ)x) = λνh(x) for any x ∈ Rn and λ > 0. Take any x, z ∈ Rn and
introduce λ = max{|x|r, |z|r}. If λ ≤ 1, then

|h(x)− h(z)| ≤ L|x− z|χ

by the properties of L, and the required estimate holds. Let λ > 1, then there exist ξ, ζ ∈ Br such that
x = Λ(λ)ξ and z = Λ(λ)ζ, hence

|h(x)− h(z)| = |h(Λ(λ)ξ)− h(Λ(λ)ζ)| = λν |h(ξ)− h(ζ)|
≤ L|ξ − ζ|χλν = L|Λ−1(λ)x− Λ−1(λ)z|χλν ≤ L|Λ−1(λ)|χ|x− z|χλν ,

and recalling that

|Λ−1(λ)| ≤

{
λ−rmin λ > 1

λ−rmax λ ≤ 1

we obtain the desired result.

This lemma shows that if a homogeneous function is Lipschitz or Hölder continuous in Br with a constant
L, then it possesses this property on any compact set X ⊂ Rn with the constant

Lmax{1, sup
x∈X
|x|ν−χrmin

r }.
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2.3 Useful inequalities

Finally, Young's inequality claims that for any a, b ∈ R+ and γ > 0, δ > 0:

aγbδ ≤ 1

p
aγp +

p− 1

p
b
δp
p−1

for any p > 1. Jensen's inequality for any convex κ∪ : R→ R or concave κ∩ : R→ R function reads:

κ∪

(∑n
i=1 xi
n

)
≤
∑n
i=1 κ∪(xi)

n
, κ∩

(∑n
i=1 xi
n

)
≥
∑n
i=1 κ∩(xi)

n

for any x1, . . . , xn ∈ R. In addition, (
n∑
i=1

xi

)γ
≤

n∑
i=1

xγi

for any x1, . . . , xn ∈ R+ and γ ∈ [0, 1).
Another related result can be obtained using the properties of homogeneous functions and a specially de�ned

homogeneous norm:

Lemma 4. [39] Let a, b ∈ R+ and ` > 0, α > 0, β > 0, γ > 0, δ > 0 be given, then

aα + bβ − `aγbδ ≥ 0

provided that

1) max{aα, bβ} ≥ `
1

1− γ
α
− δ
β and γ

α + δ
β < 1,

2) max{aα, bβ} ≤ `
1

1− γ
α
− δ
β and γ

α + δ
β > 1.

3 Main Results

In this section, �rst, the system of interest will be introduced with the basic hypotheses. Next, two cases will
be analyzed with positive and negative homogeneous degrees.

3.1 Problem statement

Consider the di�erence system
x(k + 1) = x(k) + hF (x(k), x(k −m)), (1)

where x(k) ∈ Rn and x(k) =
(
xT (k), xT (k − 1), . . . , xT (k −m)

)T ∈ Rn(m+1) is the augmented state vector, m
is a nonnegative integer representing delay; h > 0 is a discretization step, k = 0, 1, . . . is the discrete time; the
vector function F : R2n → Rn is locally bounded in R2n. Denote by x

(
k, x(0)

)
a solution of (1) with initial

conditions x(0) ∈ Rn(m+1), and x(k)(x(0)) as the corresponding state trajectory.
The system (1) is a discrete-time counterpart of the continuous-time system

ż(t) = F (z(t), z(t−mh)) (2)

obtained by applying the explicit Euler discretization method with the step h.

Assumption 1. The vector �eld F is r�homogeneous of degree ν ∈ (−rmin, 0) ∪ (0,+∞):

F (Λ(λ)ξ,Λ(λ)ζ) = λνΛ(λ)F (ξ, ζ) ∀ξ, ζ ∈ Rn, ∀λ > 0,

and uniformly continuous with respect to the �rst argument in Br: for any L > 0 there exists χ > 0 such that

|F (φ+ ϕ,ψ)− F (φ, ψ)| ≤ L

for any φ, ψ ∈ Br with |ϕ| ≤ χ.

This continuity hypothesis is satis�ed if, for example, F is continuous in R2n. We will need also stability of
the corresponding delay-free system:

Assumption 2. The zero solution of
ż(t) = F (z(t), z(t))

is asymptotically stable.
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Following [16, 13], let V (z) be a twice continuously di�erentiable r�homogeneous Lyapunov function of the
degree µ > rmax constructed for the delay-free (homogeneous) system from Assumption 2 and satisfying the
conditions of the Lyapunov asymptotic stability theorem [13].

Hence, it is assumed that a dynamical system (2) is given, which is asymptotically stable and homogeneous
with non-zero degree for the delay-free case in continuous time (assumptions 1 and 2). Under these restrictions
and for any mh ≥ 0, the origin is asymptotically stable for (2) with ν > 0 and there is a vicinity of the origin
that globally attracts all trajectories of (2) with ν < 0 [19, 30]. Let us consider its discretization (1) obtained
by the explicit Euler method, and the objective is to determine the conditions and the kind of the discrete-time
system (1) stability under introduced hypotheses. To this end, the Lyapunov-Krasovskii theory will be used.

Note that the case of ν = 0 is excluded by Assumption 1, hence, in the sequel the case of linear dynamics in
(1), which is well studied already [10], is not addressed. Recall that in the delay-free continuous-time setting,
an asymptotically stable homogeneous system has a faster converge rate than any linear dynamics close to
the origin (�nite-time stability) for a negative degree and at in�nity (nearly �xed-time stability) for a positive
degree [12].

3.2 Lyapunov-Krasovskii functional

Choose a Lyapunov-Krasovskii functional candidate for the system (1) as follows

W
(
x(k)

)
= V (x(k)) + h

(
∂V (x(k))

∂z

)T m∑
i=1

F (x(k), x(k − i))

+h

m∑
i=1

βi|x(k − i)|ρr , (3)

where ρ, β1, . . . , βm are positive parameters, whose values will be de�ned later. It is a functional of the complete
type [42], which is based on the Lyapunov function V of the delay-free continuous-time counterpart of (1), and
its feature consists in the introduction of a sign-inde�nite middle term, whose advantages can be e�ectively
utilized due to the homogeneity [39]. We will use the following norm in the sequel:

‖x(k)‖ = max{|x(k)|r, |x(k − 1)|r, . . . , |x(k −m)|r}.

Using the homogeneity of V and F we obtain:

h

m∑
i=1

βi|x(k − i)|ρr − a3h

n∑
j=1

|x(k)|µ−rjr

m∑
i=1

(|x(k)|ν+rj
r + |x(k − i)|ν+rj

r )

+a1|x(k)|µr ≤W
(
x(k)

)
≤ a2|x(k)|µr + h

m∑
i=1

βi|x(k − i)|ρr (4)

+a3h

n∑
j=1

|x(k)|µ−rjr

m∑
i=1

(|x(k)|ν+rj
r + |x(k − i)|ν+rj

r ),

where a1, a2, a3 are the positive constants, which may be evaluated as follows:

a1 = inf
y∈Sr

V (y), a2 = sup
y∈Sr

V (y),

a3 = sup
φ,ψ∈Br

∣∣∣∣∣
(
∂V (φ)

∂φ

)T
F (φ, ψ)

∣∣∣∣∣ .
Consider the di�erence ∆W = W

(
x(k+1)

)
−W

(
x(k)

)
of W along the solutions of (1):

∆W = h

(
∂V (x(k) + hθ1kF (x(k), x(k −m)))

∂z

)T
F (x(k), x(k −m))

+h

m∑
i=1

βi|x(k − i+ 1)|ρr − h
m∑
i=1

βi|x(k − i)|ρr

+h

(
∂V (x(k) + hF (x(k), x(k −m)))

∂z

)T m∑
i=1

F (x(k + 1), x(k − i+ 1))

−h
(
∂V (x(k))

∂z

)T m∑
i=1

F (x(k), x(k − i)),
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where θ1k ∈ (0, 1) comes from application of the Mean Value Theorem to the di�erence V (x(k+ 1))− V (x(k)).
Further,

∆W = h

(
∂V (x(k))

∂z

)T
F (x(k), x(k −m))

+h

(
∂V (x(k) + hθ1kF (x(k), x(k −m)))

∂z
− ∂V (x(k))

∂z

)T
F (x(k), x(k −m))

+hβ1|x(k)|ρr − hβm|x(k −m)|ρr + h

m−1∑
j=1

(βj+1 − βj)|x(k − j)|ρr

+h

(
∂V (x(k) + hF (x(k), x(k −m)))

∂z
− ∂V (x(k))

∂z

)T m∑
i=1

F (x(k + 1), x(k − i+ 1))

+h

(
∂V (x(k))

∂z

)T ( m∑
i=1

F (x(k + 1), x(k − i+ 1))−
m∑
i=1

F (x(k), x(k − i+ 1))

)

+h

(
∂V (x(k))

∂z

)T ( m∑
i=1

F (x(k), x(k − i+ 1))−
m∑
i=1

F (x(k), x(k − i))

)
and making a direct sum of the �rst and the last terms we obtain:

∆W = h

(
∂V (x(k))

∂z

)T
F (x(k), x(k))

+hβ1|x(k)|ρr − hβm|x(k −m)|ρr + h

m−1∑
j=1

(βj+1 − βj)|x(k − j)|ρr

+h

(
∂V (x(k) + hθ1kF (x(k), x(k −m)))

∂z
− ∂V (x(k))

∂z

)T
F (x(k), x(k −m))

+h

(
∂V (x(k) + hF (x(k), x(k −m)))

∂z
− ∂V (x(k))

∂z

)T m∑
i=1

F (x(k + 1), x(k − i+ 1))

+h

(
∂V (x(k))

∂z

)T ( m∑
i=1

F (x(k + 1), x(k − i+ 1))−
m∑
i=1

F (x(k), x(k − i+ 1))

)
.

Hence, due to the homogeneity of V and F the following estimate can be substantiated:

∆W ≤ −a4h|x(k)|µ+ν
r + hβ1|x(k)|ρr − hβm|x(k −m)|ρr + h

m−1∑
j=1

(βj+1 − βj)|x(k − j)|ρr

+ha5

n∑
l=1

∣∣∣∣∂V (x(k) + hθ1kF (x(k), x(k −m)))

∂zl
− ∂V (x(k))

∂zl

∣∣∣∣ (|x(k)|ν+rl
r + |x(k −m)|ν+rl

r )

+ha5

n∑
l=1

∣∣∣∣∂V (x(k) + hF (x(k), x(k −m)))

∂zl
− ∂V (x(k))

∂zl

∣∣∣∣ m∑
i=1

(|x(k + 1)|ν+rl
r + |x(k − i+ 1)|ν+rl

r )

+ha6

n∑
l=1

|x(k)|µ−rlr

m∑
i=1

|Fl(x(k + 1), x(k − i+ 1))− Fl(x(k), x(k − i+ 1))| ,

where a4, a5, a6 are positive constants, which may be derived as

a4 = − sup
y∈Sr

(
∂V (y)

∂y

)T
F (y, y), a5 = sup

φ,ψ∈Br
|F (φ, ψ)| ,

a6 = sup
y∈Sr

∣∣∣∣∂V (y)

∂y

∣∣∣∣ .
Note that in such a case a3 ≤ a5a6.
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For brevity of notation denote λ = ‖x(k)‖ and recall that Λ(λ) = diag{λr1 , . . . , λrn} (we assume that λ 6= 0).
Then, applying again the Mean Value Theorem we obtain:∣∣∣∣∂V (x(k) + hθ1kF (x(k), x(k −m)))

∂zl
− ∂V (x(k))

∂zl

∣∣∣∣ (|x(k)|ν+rl
r + |x(k −m)|ν+rl

r )

≤ a5h

n∑
s=1

∣∣∣∣∂2V (x(k) + hθ2klF (x(k), x(k −m)))

∂zl∂zs

∣∣∣∣
×(|x(k)|ν+rs

r + |x(k −m)|ν+rs
r )(|x(k)|ν+rl

r + |x(k −m)|ν+rl
r )

= a5h

n∑
s=1

λµ−rl−rs
∣∣∣∣∂2V (Λ−1(λ)x(k) + hθ2klλ

νF (Λ−1(λ)x(k),Λ−1(λ)x(k −m)))

∂zl∂zs

∣∣∣∣
×(|x(k)|ν+rs

r + |x(k −m)|ν+rs
r )(|x(k)|ν+rl

r + |x(k −m)|ν+rl
r )

≤ 4a5hλ
2ν+µ

n∑
s=1

∣∣∣∣∂2V (Λ−1(λ)x(k) + hθ2klλ
νF (Λ−1(λ)x(k),Λ−1(λ)x(k −m)))

∂zl∂zs

∣∣∣∣
≤ 4a5h

m∑
p=0

|x(k − p)|2ν+µ
r

n∑
s=1

∣∣∣∣∂2V (Λ−1(λ)x(k) + hθ2klλ
νF (Λ−1(λ)x(k),Λ−1(λ)x(k −m)))

∂zl∂zs

∣∣∣∣ ,
where θ2kl ∈ (0, 1).

In a similar way, we obtain for θ3kl ∈ (0, 1):∣∣∣∣∂V (x(k) + hF (x(k), x(k −m)))

∂zl
− ∂V (x(k))

∂zl

∣∣∣∣ m∑
i=1

(|x(k + 1)|ν+rl
r + |x(k − i+ 1)|ν+rl

r )

≤ 2a5hλ
ν+µ−rl

n∑
s=1

∣∣∣∣∂2V (Λ−1(λ)x(k) + hθ3klλ
νF (Λ−1(λ)x(k),Λ−1(λ)x(k −m)))

∂zl∂zs

∣∣∣∣
×
(
mλν+rl

∣∣Λ−1(λ)x(k) + hλνF (Λ−1(λ)x(k),Λ−1(λ)x(k −m))
∣∣ν+rl

+

m∑
i=1

|x(k − i+ 1)|ν+rl
r

)

≤ 2ma5h

m∑
p=0

|x(k − p)|2ν+µ
r

n∑
s=1

∣∣∣∣∂2V (Λ−1(λ)x(k) + hθ3klλ
νF (Λ−1(λ)x(k),Λ−1(λ)x(k −m)))

∂zl∂zs

∣∣∣∣
×
(∣∣Λ−1(λ)x(k) + hλνF (Λ−1(λ)x(k),Λ−1(λ)x(k −m))

∣∣ν+rl
+ 1
)
.

De�ne ω = max{|x(k + 1)|r, λ}, recall that λ 6= 0 and that due to imposed restrictions on F we get

n∑
l=1

|x(k)|µ−rlr

m∑
i=1

|Fl(x(k + 1), x(k − i+ 1))− Fl(x(k), x(k − i+ 1))|

=

n∑
l=1

|x(k)|µ−rlr ων+rl

m∑
i=1

|Fl(Λ−1(ω)x(k + 1),Λ−1(ω)x(k − i+ 1))

−Fl(Λ−1(ω)x(k),Λ−1(ω)x(k − i+ 1))|

=

n∑
l=1

|x(k)|µ−rlr ων+rl

m∑
i=1

|Fl(Λ−1(ω)x(k) + Λ−1(ω)hF (x(k), x(k −m)),Λ−1(ω)x(k − i+ 1))

−Fl(Λ−1(ω)x(k),Λ−1(ω)x(k − i+ 1))|

=

n∑
l=1

|x(k)|µ−rlr ων+rl

m∑
i=1

|Fl(Λ−1(ω)x(k)

+hλνΛ−1(ω)Λ(λ)F (Λ−1(λ)x(k),Λ−1(λ)x(k −m)),Λ−1(ω)x(k − i+ 1))

−Fl(Λ−1(ω)x(k),Λ−1(ω)x(k − i+ 1))|
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≤ Lm
n∑
l=1

|x(k)|µ−rlr ων+rl ≤ Lm
n∑
l=1

|x(k)|µ−rlr max{|x(k) + hF (x(k), x(k −m))|ν+rl
r , λν+rl}

≤ Lm
n∑
l=1

|x(k)|µ−rlr λν+rl
(
|Λ−1(λ)x(k) + hλνF (Λ−1(λ)x(k),Λ−1(λ)x(k −m))|ν+rl

r + 1
)

≤ Lm
m∑
p=0

|x(k − p)|ν+µ
r

n∑
l=1

(
|Λ−1(λ)x(k) + hλνF (Λ−1(λ)x(k),Λ−1(λ)x(k −m))|ν+rl

r + 1
)

where the �rst inequality is satis�ed since Λ−1(ω)x(k),Λ−1(ω)x(k − i + 1) ∈ Br for any L > 0 and provided
that

hλν |Λ−1(ω)Λ(λ)F (Λ−1(λ)x(k),Λ−1(λ)x(k −m))| ≤ χ

for some χ > 0 using the uniform continuity of F from Assumption 1 (we select a gain L > 0 su�ciently small
as we need, then we can �nd χ > 0 corresponding to this L). The latter property is valid if

ha5λ
ν ≤ χ. (5)

Therefore, combining all obtained estimates we conclude that

∆W ≤ −a4h|x(k)|µ+ν
r + hβ1|x(k)|ρr − hβm|x(k −m)|ρr + h

m−1∑
j=1

(βj+1 − βj)|x(k − j)|ρr

+4a2
5h

2
m∑
p=0

|x(k − p)|2ν+µ
r

n∑
l=1

n∑
s=1

∣∣∣∣∂2V (Λ−1(λ)x(k) + hθ2klλ
νF (Λ−1(λ)x(k),Λ−1(λ)x(k −m)))

∂zl∂zs

∣∣∣∣
+2ma2

5h
2
m∑
p=0

|x(k − p)|2ν+µ
r

n∑
l=1

n∑
s=1

∣∣∣∣∂2V (Λ−1(λ)x(k) + hθ3klλ
νF (Λ−1(λ)x(k),Λ−1(λ)x(k −m)))

∂zl∂zs

∣∣∣∣
×
(∣∣Λ−1(λ)x(k) + hλνF (Λ−1(λ)x(k),Λ−1(λ)x(k −m))

∣∣ν+rl
+ 1
)

+Lma6h

m∑
p=0

|x(k − p)|ν+µ
r

n∑
l=1

(
|Λ−1(λ)x(k) + hλνF (Λ−1(λ)x(k),Λ−1(λ)x(k −m))|ν+rl

r + 1
)
.

Recall that Λ−1(λ)x(k),Λ−1(λ)x(k − m) ∈ Br, then the following upper estimate on the increment of W is
derived:

∆W ≤ −a4h|x(k)|µ+ν
r + hβ1|x(k)|ρr − hβm|x(k −m)|ρr + h

m−1∑
j=1

(βj+1 − βj)|x(k − j)|ρr

+4n2a2
5h

2g1(λ)

m∑
p=0

|x(k − p)|2ν+µ
r

+2mna2
5h

2g1(λ)

m∑
p=0

|x(k − p)|2ν+µ
r

n∑
l=1

(
gν+rl

2 (λ) + 1
)

+Lma6h

m∑
p=0

|x(k − p)|ν+µ
r

n∑
l=1

((
σ−1
r (g2(λ))

)ν+rl
+ 1

)
where

g1(λ) = max
1≤l,s≤n

sup
φ,ψ∈Br

∣∣∣∣∂2V (φ+ hλνF (φ, ψ))

∂zl∂zs

∣∣∣∣ ,
g2(λ) = sup

φ,ψ∈Br
|φ+ hλνF (φ, ψ)| ;
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and �nally

∆W ≤ −a4h|x(k)|µ+ν
r + hβ1|x(k)|ρr − hβm|x(k −m)|ρr (6)

+h

m−1∑
j=1

(βj+1 − βj)|x(k − j)|ρr

+h2g3(λ)

m∑
p=0

|x(k − p)|2ν+µ
r + hg4(λ)

m∑
p=0

|x(k − p)|ν+µ
r ,

where

g3(λ) = 2na2
5g1(λ)

[
2n+m

n∑
l=1

(
gν+rl

2 (λ) + 1
)]
,

g4(λ) = Lma6

n∑
l=1

((
σ−1
r (g2(λ))

)ν+rl
+ 1

)
.

Call back that L can be chosen arbitrary small by decreasing the value of λν due to (5).

3.3 Stability results

Now we are in position to formulate the main results of this section.

3.3.1 Positive degree

Theorem 1. Let assumptions 1, 2 be valid with ν > 0, βj+1 < βj for all j = 1, . . . ,m − 1, β1 ≤ a4
4 and

ρ = µ + ν. Then for any h > 0 and integer m ≥ 0 there exists D > 0 such that for the Lyapunov-Krasovskii
functional (3) and the system (1) the relations

a1

2
|x(k)|µr +

h

2

m∑
j=1

βj |x(k − j)|ν+µ
r ≤W ≤ (a2 + 2a3hnm)|x(k)|µr

+h

m∑
j=1

(βj + 2a3nm)|x(k − j)|ν+µ
r ,

∆W ≤ −εh
2

m∑
p=0

|x(k − p)|ν+µ
r , ε > 0

are satis�ed for all ‖x(k)‖ ≤ D.

Proof. Note that µ
(

ν
rmax

+ 1
)
> ν + µ since we selected µ > rmax, and ρ < µ

(
ν

rmax
+ 1
)
due to the selection

of ρ. Thus, using estimates (4) we obtain that

a1

2
|x(k)|µr +

h

2

m∑
j=1

βj |x(k − j)|ρr ≤W ≤ a2|x(k)|µr + h

m∑
j=1

βj |x(k − j)|ρr

+2a3hnm

m∑
p=0

|x(k − p)|ν+µ
r

for ‖x(k)‖ ≤ D1 with

D1 ≤ min
1≤j≤n


(

a1

4a3hnm

)ν−1

,

2na3h
ρ−ν−rj

ρ

min{ a12m , βj}


µ−1

1−
µ−rj
µ
−
ν+rj
ρ

,

h−ρ
−1

2na3h
ρ−ν−rj

ρ

min{ a12m , βj}


ρ−1

1−
µ−rj
µ
−
ν+rj
ρ

 ,

9



where the computations for the upper estimate are straightforward (it holds without a restriction on ‖x(k)‖)
and Lemma 4 was used for the lower one. Note that for ν > 0, for any D2 > 0 the functions g1(λ) and g2(λ)
admit an upper bound for all λ = ‖x(k)‖ ≤ D2 and

g1(λ) ≥ a7 = max
1≤l,s≤n

sup
φ∈Br

∣∣∣∣∂2V (φ)

∂zl∂zs

∣∣∣∣ , g2(λ) ≥ a8 = sup
φ∈Br

|φ| ,

then

a9 ≤ g3(λ) ≤ g3(D2), a10 ≤ g4(λ) ≤ g4(D2),

a9 = 2na2
5a7

[
2n+m

n∑
l=1

(
aν+rl

8 + 1
)]
,

a10 = Lmaχ5a6

n∑
l=1

((
σ−1
r (a8)

)ν+rl
+ 1

)

for all ‖x(k)‖ ≤ D2 (and additionally L > 0 can be made arbitrary small by decreasing the value of D2 using
(5)), where g3(D2) and g4(D2) are the respective upper bounds for g3 and g4. For ρ = ν + µ and any D2 > 0,
the estimate (6) can be rewritten as follows:

∆W ≤ −h
2

a4|x(k)|µ+ν
r + βm|x(k −m)|ρr +

m−1∑
j=1

(βj − βj+1)|x(k − j)|ρr


for all ‖x(k)‖ ≤ D2, which is a solution of the inequality

D2 ≤
(

min{a42 , βm, β1 − β2, . . . , βm−1 − βm}
4hg3(D2)

)ν−1

,

and for

β1 ≤
a4

4
, g4(D2) ≤

min{a42 , βm, β1 − β2, . . . , βm−1 − βm}
4

.

These inequalities always have a solution with respect to D2 since for D2 → 0 the right-hand side of the former
stays separated from zero converging to

(
min{a42 , βm, β1 − β2, . . . , βm−1 − βm}

4ha9

)ν−1

,

while g4(D2) can be made as small as needed with D2 → 0 recalling (5). Thus, with D = min{D1, D2} and
ε = min{a4, βm, β1 − β2, . . . , βm−1 − βm} the statements of the theorem are veri�ed.

An approach to evaluate the values of D (the bound on domain of positive de�niteness of W and negative
de�niteness of ∆W ) and ε (the convergence rate) is suggested in the proof of Theorem 1.

Remark 1. As we can conclude from the proof of Theorem 1, if h → +∞ or m → +∞, then D → 0 (since
1− µ−rj

µ − ν+rj
ρ < 0), which corresponds to the results obtained in [20, 39] that with the growth of the delay,

the domain of convergence is shrinking.

Remark 2. If we assume that F is χ′-Hölder continuous on Br with constant L′ > 0 with respect to the �rst
argument, χ′ ∈ (0, 1], and for µ > (1 + χ′)rmax (see also Lemma 3), then the conclusion of Theorem 1 can be
obtained for µ+ ν < ρ < (1 + χ′)ν + µ and without a restriction on β1.

Using the result of Lemma 1 the following time estimate on decay of solutions in (1) can be obtained:

Corollary 1. Let all conditions of Theorem 1 be valid, then there exist δ > 0 and α > 0 such that

W
(
x(k)(x(0))

)
≤W

(
x(0)

)(
1 + α

ν

µ
W

ν
µ

(
x(0)

)
k

)−µν
for all k ≥ 0 and all ‖x(0)‖ ≤ δ.
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Proof. Consider the Lyapunov-Krasovskii functional (3) constructed for the system (1) in Theorem 1. Since all
conditions of the theorem are valid, there exists D > 0 such that for all ‖x(k)‖ ≤ D:

W 1+ ν
µ ≤ c

|x(k)|µ+ν
r +

m∑
j=1

|x(k − j)|
(ν+µ)2

µ
r


≤ c′

m∑
p=0

|x(k − p)|ν+µ
r ,

where

c = (2m+ 2)
ν
µ

(
max{a2, h max

1≤j≤m
βj}+ 2a3hnm

)1+ ν
µ

,

c′ = cmax{1, Dν+ ν2

µ },

and Jensen's inequality was used on the �rst step, while simple relation sη+$ ≤ D$sη, which is true for any
s ∈ [0, D] and η,$ > 0, was utilized on the last one. Therefore,

W (x(k+1)) ≤W (x(k))− αW 1+ ν
µ (x(k)),

where α = ε h2c′ . Choose δ > 0 such that if ‖x(0)‖ ≤ δ, then ‖x(k)(x(0))‖ ≤ D for k ≥ 0 and α(1+ ν
µ )W

ν
µ (x(0)) ≤ 1,

and with the aid of Lemma 1 we obtain the required estimate.

Note that a1
2 |x(k)|µr ≤ W (x(k)), then the time rate of convergence of x(k) is of order k−ν

−1

, which is the
same as for the continuous-time delay-free system.

3.3.2 Negative degree

For this part we introduce an additional restriction on V and assume that µ > max{rmax, 1 + rmin}.

Theorem 2. Let assumptions 1, 2 be valid with −rmin < ν < 0, βj+1 < βj for all j = 1, . . . ,m − 1, β1 <
a4
4

and ρ = µ+ν. Then for any h > 0 and integer m ≥ 0 there exists D > 0 such that for the Lyapunov-Krasovskii
functional (3) and the system (1) the relations

a1

2
|x(k)|µr +

h

2

m∑
j=1

βj |x(k − j)|ν+µ
r ≤W ≤ (a2 + 2a3hnm)|x(k)|µr

+h

m∑
j=1

(βj + 2a3nm)|x(k − j)|ν+µ
r ,

∆W ≤ −εh
2

m∑
p=0

|x(k − p)|ν+µ
r , ε > 0

are satis�ed for all ‖x(k)‖ ≥ D.

Proof. Note that µ
(

ν
rmax

+ 1
)
< ν + µ since we selected µ > rmax and ν < 0, and ρ > µ

(
ν

rmax
+ 1
)
due to the

selection of ρ. Thus, using (4) the upper estimate can be derived in the same way as in Theorem 1, and the
lower estimate holds provided that

min{a1, βmin}max{|x(k)|µr , h
m∑
i=1

|x(k − i)|ρr}

≥ 2a3h

nm|x(k)|ν+µ
r +

n∑
j=1

|x(k)|µ−rjr

m∑
i=1

|x(k − i)|ν+rj
r

 ,

where βmin = min{β1, . . . , βm}. De�ning d1 = 4a3h
min{a1,βmin} this inequality can be decomposed on

max{|x(k)|µr , h
m∑
i=1

|x(k − i)|ρr} ≥ d1nm|x(k)|ν+µ
r ,

max{|x(k)|µr , h
m∑
i=1

|x(k − i)|ρr} ≥ d1

n∑
j=1

|x(k)|µ−rjr

m∑
i=1

|x(k − i)|ν+rj
r .
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This former can be resolved directly, and Lemma 4 can be used for the latter since

m∑
i=1

|x(k − i)|ν+rj
r ≤ m1−

ν+rj
ρ

(
m∑
i=1

|x(k − i)|ρr

) ν+rj
ρ

by applying Jensen's inequality for µ > rmax. Hence, these inequalities are valid for

max{|x(k)|µr , h
m∑
i=1

|x(k − i)|ρr} ≥ max
1≤j≤n

{
(d1nm)

−ν−1

,

(
2d1nm(hm)−

ν+rj
ρ

) 1

1−
µ−rj
µ
−
ν+rj
ρ , (d1nm)

−µν
}
,

and there exists D1 > 0 such that ‖x(k)‖ ≥ D1 is included in the above domain. Note that for ν < 0, for any
D2 > 0 the functions g1(λ) and g2(λ) admit an upper bound for all λ = ‖x(k)‖ ≥ D2 and

g1(λ) ≥ a7, g2(λ) ≥ a8,

then

a9 ≤ g3(λ) ≤ g3(D2), a10 ≤ g4(λ) ≤ g4(D2),

for all ‖x(k)‖ ≥ D2, where g3(D2) and g4(D2) are the respective upper bounds for g3 and g4, and the constants
a7, a8, a9 and a10 are de�ned in the proof of Theorem 1 (similarly, g4(D2) is proportional to L that can be made
arbitrary small by increasing the value of D2 using (5)). For any D2 > 0, the estimate (6) can be rewritten as
follows:

∆W ≤ −h
2

a4|x(k)|µ+ν
r + βm|x(k −m)|ρr +

m−1∑
j=1

(βj − βj+1)|x(k − j)|ρr


provided that

1

2

a4|x(k)|µ+ν
r + βm|x(k −m)|ρr +

m−1∑
j=1

(βj − βj+1)|x(k − j)|ρr

 ≥ β1|x(k)|ρr

+hg3(D2)

m∑
p=0

|x(k − p)|2ν+µ
r + g4(D2)

m∑
p=0

|x(k − p)|ν+µ
r .

Since ρ = ν + µ, verifying the terms with the same powers leads to:

β1 + g4(D2) ≤ a4

4
, g4(D2) ≤ min{βm, β1 − β2, . . . , βm−1 − βm}

4
,

which can be ensured by increasing the value of D2 as it was explained above. Then the last property to
establish is

m∑
p=0

|x(k − j)|ν+µ
r ≥ d2

m∑
p=0

|x(k − p)|2ν+µ
r

for

d2 =
4hg3(D2)

min{a4, βm, β1 − β2, . . . , βm−1 − βm}
.

Applying Jensen's inequality we get

m∑
p=0

|x(k − p)|2ν+µ
r ≤ (m+ 1)−

ν
ν+µ

(
m∑
p=0

|x(k − j)|ν+µ
r

) 2ν+µ
ν+µ

due to ν + µ ≥ 1 for µ > 1 + rmin, then

m∑
p=0

|x(k − j)|ν+µ
r ≥ (m+ 1)d

− ν+µν
2

is the condition to check, and using again Jensen's inequality we can show that there exists D2 > 0 such that
the above relation is satis�ed for ‖x(k)‖ ≥ D2 (as in the proof of Theorem 1, increasing the value of D2 will push
g3(D2) to its lower bound a9). Thus, with D = max{D1, D2} and ε = min{a4, βm, β1−β2, . . . , βm−1−βm} the
statements of the theorem are veri�ed.
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Remark 3. For h→ +∞ or m→ +∞ the constants d1 and d2, whose values are given in the proof of Theorem
2, will also grow to in�nity implying the same property of D (it is a function of d1 and d2). This result for the
continuous-time systems was established in [30, 39]. Similarly to the continuous-time case, in theorems 1 or 2,
h→ 0 implies the growth of D to in�nity (ν > 0) or its decay to zero (ν < 0).

Corollary 2. Let all conditions of Theorem 2 be valid, then there exist positive numbers δ1, δ2 and α such that

W
(
x(k)(x(0))

)
≤ max{δ2,W

(
x(0)

)(
1 + α

ν

µ
W

ν
µ

(
x(0)

)
k

)−µν
}

for all k ≥ 0 and all ‖x(0)‖ ≥ δ1.

Proof. Consider the Lyapunov-Krasovskii functional (3) constructed for the system (1) in Theorem 2. Since all
conditions of the theorem are valid, there exists D > 0 such that for all ‖x(k)‖ ≥ D:

W ≤ c

|x(k)|µr +

m∑
j=1

|x(k − j)|ν+µ
r

 ≤ c(m+ 1) max{‖x(k)‖µ, ‖x(k)‖ν+µ},

W 1+ ν
µ ≤ c1+ ν

µ

|x(k)|µ+ν
r +

m∑
j=1

|x(k − j)|
(ν+µ)2

µ
r

 ≤ c′ m∑
p=0

|x(k − p)|ν+µ
r ,

where

c = max{a2, h max
1≤j≤m

βj}+ 2a3hnm,

c′ = c1+ ν
µ max{1, D

ν(ν+µ)
µ },

and inequality sη−$ ≤ D−$sη was used in the second case, which is true for any s ≥ D and η,$ > 0. Therefore,

W (x(k+1)) ≤W (x(k))− αW 1+ ν
µ (x(k)),

where α = ε h2c′ . Choose δ1 > 0 such that W (x(0)) > max
{
c(m+ 1) max{Dµ, Dν+µ}, α−

µ
ν

}
for ‖x(0)‖ ≥ δ1,

then with the aid of Lemma 2 we obtain the estimate

W
(
x(k)(x(0))

)
≤W

(
x(0)

)(
1 + α

ν

µ
W

ν
µ

(
x(0)

)
k

)−µν
for all k = 0, 1, . . . , N , where N ≤ N0 = − ν

µ
W
− ν
µ (x(0))−α
α . From another side, W (x(k+1)) ≤ W (x(k)) while

W (x(k)) > c(m+ 1) max{Dµ, Dν+µ} = δ2, which leads to the proposed estimate.

Remark 4. The obtained results in this section can be extended to a homogeneous system with multiple delays:

x(k + 1) = x(k) + hF (x(k), x(k − 1), x(k − 2), . . . , x(k −m)).

Due to properties of the Lyapunov-Krasovskii functional (3), the results of corollaries 1 and 2 imply asymp-
totic stability of the zero solution of (1) with the domain of attraction ‖x(0)‖ ≤ δ and convergence of all
trajectories of (1) with initial conditions in {ξ ∈ Rn(m+1) : ‖ξ‖ ≤ δ1} to the set {ξ ∈ Rn(m+1) : W (ξ) ≤ δ2}
[2, 3], respectively.

4 Perturbed System

Consider a perturbed version of the system (1):

x(k + 1) = x(k) + hF (x(k), x(k −m)) + hQ(k, x(k)), (7)

where Q : R+ × Rn(m+1) → Rn is a locally bounded function, which satis�es the condition:

Assumption 3. For all x(k) ∈ Rn(m+1), k ≥ 0 and i = 1, . . . , n,

|Qi(k, x(k))| ≤ c
m∑
p=0

|x(k − p)|σ+ri
r

for some c > 0 and σ ≥ −rmin.
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Since as in theorems 1 or 2, the analysis will be performed either for ‖x(k)‖ ≤ D (ν > 0) or for ‖x(k)‖ ≥ D
(ν < 0), then the above hypothesis we will not need globally, and this formulation is given for all Rn(m+1) for
brevity only.

Remark 5. Under Assumption 3, the system (7) admits homogeneous approximations at the origin or at in�nity
in the form of (1) for σ > ν > 0 or σ < ν < 0, respectively. These scenarios will be analyzed in the sequel of
the section.

To study the stability of (7), the Lyapunov-Krasovskii functional (3) can again be applied. The lower and
upper estimates (4) save their meaning. Hence, consider the increment of the functional W along the solutions
of (7):

∆W = h

(
∂V (x(k) + θ1k∆x(k))

∂z

)T
(F (x(k), x(k −m)) +Q(k, x(k)))

+h

m∑
j=1

βj |x(k − j + 1)|ρr − h
m∑
j=1

βj |x(k − j)|ρr

+h

(
∂V (x(k) + ∆x(k))

∂z

)T m∑
i=1

F (x(k + 1), x(k − i+ 1))− h
(
∂V (x(k))

∂z

)T m∑
i=1

F (x(k), x(k − i))

= h

(
∂V (x(k))

∂z

)T
F (x(k), x(k)) + h

(
∂V (x(k))

∂z

)T
Q(k, x(k))

+h

(
∂V (x(k) + θ1k∆x(k))

∂z
− ∂V (x(k))

∂z

)T
(F (x(k), x(k −m)) +Q(k, x(k)))

+hβ1|x(k)|ρr − hβm|x(k −m)|ρr + h

m−1∑
j=1

(βj+1 − βj)|x(k − j)|ρr

+h

(
∂V (x(k) + ∆x(k))

∂z
− ∂V (x(k))

∂z

)T m∑
i=1

F (x(k + 1), x(k − i+ 1))

+h

(
∂V (x(k))

∂z

)T ( m∑
i=1

F (x(k + 1), x(k − i+ 1))−
m∑
i=1

F (x(k), x(k − i+ 1))

)
,

where ∆x(k) = h
(
F (x(k), x(k −m)) +Q(k, x(k))

)
, θ1k ∈ (0, 1) and we used the same tricks as before. Applying

Assumption 3 and since (as previously, denote λ = ‖x(k)‖ for brevity)∣∣∣∣∣
(
∂V (x(k))

∂z

)T
Q(k, x(k))

∣∣∣∣∣ ≤ a6c

n∑
i=1

|x(k)|µ−rir

m∑
p=0

|x(k − p)|σ+ri
r

≤ a6c

n∑
i=1

λµ−ri
m∑
p=0

λσ+ri ≤ a6c(m+ 1)n

m∑
p=0

|x(k − p)|σ+µ
r

we obtain:

∆W ≤ −a4h|x(k)|µ+ν
r + hβ1|x(k)|ρr − hβm|x(k −m)|ρr + h

m−1∑
j=1

(βj+1 − βj)|x(k − j)|ρr

+ha6c(m+ 1)n

m∑
p=0

|x(k − p)|σ+µ
r

+hmax{a5, c}
n∑
l=1

∣∣∣∣∂V (x(k) + θ1k∆x(k))

∂zl
− ∂V (x(k))

∂zl

∣∣∣∣ (|x(k)|ν+rl
r + |x(k −m)|ν+rl

r +

m∑
p=0

|x(k − p)|σ+rl
r )

+ha5

n∑
l=1

∣∣∣∣∂V (x(k) + ∆x(k))

∂zl
− ∂V (x(k))

∂zl

∣∣∣∣ m∑
i=1

(|x(k + 1)|ν+rl
r + |x(k − i+ 1)|ν+rl

r )

+ha6

n∑
l=1

|x(k)|µ−rlr

m∑
i=1

|Fl(x(k + 1), x(k − i+ 1))− Fl(x(k), x(k − i+ 1))| .
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Repeating the same operations as in the previous section and using the equality

Q(k, x(k)) = λσΛ(λ)ςk

with ςk ∈ Γ = {z ∈ Rn : |z| ≤ (m+ 1)c} we derive:∣∣∣∣∂V (x(k) + θ1k∆x(k))

∂zl
− ∂V (x(k))

∂zl

∣∣∣∣ (|x(k)|ν+rl
r + |x(k −m)|ν+rl

r +

m∑
p=0

|x(k − p)|σ+rl
r )

≤ hw1

(
m∑
p=0

|x(k − p)|2ν+µ
r +

m∑
p=0

|x(k − p)|σ+ν+µ
r +

m∑
p=0

|x(k − p)|2σ+µ
r

)

×
n∑
s=1

∣∣∣∣∂2V (Λ−1(λ)x(k) + hθ2kl[λ
νF (Λ−1(λ)x(k),Λ−1(λ)x(k −m)) + λσςk])

∂zl∂zs

∣∣∣∣ ,
∣∣∣∣∂V (x(k) + ∆x(k))

∂zl
− ∂V (x(k))

∂zl

∣∣∣∣ m∑
i=1

(|x(k + 1)|ν+rl
r + |x(k − i+ 1)|ν+rl

r )

≤ mmax{a5, c}h

(
2

m∑
p=0

|x(k − p)|2ν+µ
r + (m+ 1)

m∑
p=0

|x(k − p)|σ+ν+µ
r

)

×
n∑
s=1

∣∣∣∣∂2V (Λ−1(λ)x(k) + hθ3kl[λ
νF (Λ−1(λ)x(k),Λ−1(λ)x(k −m)) + λσςk])

∂zl∂zs

∣∣∣∣
×
(∣∣Λ−1(λ)x(k) + h[λνF (Λ−1(λ)x(k),Λ−1(λ)x(k −m)) + λσςk]

∣∣ν+rl
+ 1
)
,

n∑
l=1

|x(k)|µ−rlr

m∑
i=1

|Fl(x(k + 1), x(k − i+ 1))− Fl(x(k), x(k − i+ 1))|

≤ Lm
m∑
p=0

|x(k − p)|ν+µ
r

n∑
l=1

(
|Λ−1(λ)x(k) + h[λνF (Λ−1(λ)x(k),Λ−1(λ)x(k −m)) + λσς]|ν+rl

r + 1
)
,

where θ2kl, θ3kl ∈ (0, 1),
w1 = max{a5, c}max{4, 4(m+ 1), (m+ 1)2},

and for any L > 0 the latter inequality is satis�ed under the constraint

h[a5λ
ν + λσ(m+ 1)c] ≤ χ (8)

with some χ > 0 due to uniform continuity of F from Assumption 1. Combining with the estimates calculated
in the previous section we conclude:

∆W ≤ −a4h|x(k)|µ+ν
r + hβ1|x(k)|ρr − hβm|x(k −m)|ρr + h

m−1∑
j=1

(βj+1 − βj)|x(k − j)|ρr (9)

+ha6c(m+ 1)n

m∑
p=0

|x(k − p)|σ+µ
r + hg9(λ)

m∑
p=0

|x(k − p)|ν+µ
r + h2(g7(λ) + 2g8(λ))

m∑
p=0

|x(k − p)|2ν+µ
r

+h2(g7(λ) + (m+ 1)g8(λ))

m∑
p=0

|x(k − p)|σ+ν+µ
r + h2g7(λ)

m∑
p=0

|x(k − p)|2σ+µ
r ,

where

g5,l(λ) = sup
φ,ψ∈Br

sup
ς∈Γ

n∑
s=1

∣∣∣∣∂2V (φ+ h[λνF (φ, ψ) + λσς])

∂zl∂zs

∣∣∣∣ ,
g6(λ) = sup

φ,ψ∈Br
sup
ς∈Γ
|φ+ h[λνF (φ, ψ) + λσςk]| ,

g7(λ) = max{a5, c}w1

n∑
l=1

g5,l(λ), g8(λ) = a5mmax{a5, c}
n∑
l=1

(
gν+rl

6 (λ) + 1
)
g5,l(λ),

g9(λ) = La6m

n∑
l=1

((
σ−1
r (g6(λ))

)ν+rl
+ 1
)
.
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Thus, in (9) with respect to (6), there are three additional terms containing the powers proportional to σ (their
appearance is related with the disturbing term Q).

Theorem 3. Let assumptions 1, 2 and 3 be valid for σ > ν > 0. Then for any h > 0 and integer m ≥ 0 there
exists D > 0 such that the zero solution of (7) is asymptotically stable for all ‖x(0)‖ ≤ D.

Proof. The proof of this result, �rst, follows the steps of the proof of Theorem 1 to establish the same properties
of W with βj+1 < βj for all j = 1, . . . ,m− 1, β1 ≤ a4

4 and ρ = µ+ ν (the terms containing the powers with σ,
since σ > ν, can be treated as ones with µ + 2ν previously). Second, the result of Corollary 1 can be used to
prove asymptotic convergence to the origin.

Theorem 4. Let assumptions 1, 2 and 3 be valid for −rmin ≤ σ < ν < 0. Then for any h > 0 and integer m ≥ 0
there exists D > 0 such that all trajectories of (7) with ‖x(0)‖ ≥ D converge to the set {ξ ∈ Rn(m+1) : ‖ξ‖ ≤ D}.

Proof. The proof is based on application of the arguments used in the proof of Theorem 2 (forW with βj+1 < βj
for all j = 1, . . . ,m− 1, β1 <

a4
4 and ρ = µ+ ν) and on Corollary 2.

5 Simulations

Consider a double integrator nominal system:

ẋ1(t) = x2(t) +Q1(t, x(t), x(t− h), . . . , x(t−mh)),

ẋ2(t) = u(t) +Q2(t, x(t), x(t− h), . . . , x(t−mh)),

where x1(t), x2(t) ∈ R, x(t) = [x1(t), x2(t)]>, u(t) ∈ R is the control, t ≥ 0, Q1, Q2 : Rm+2 → R are the
disturbances. This system can be stabilized by a feedback [14]:

u(t) = −k1|x1(t−mh)|1+2νsign(x1(t−mh))− k2|x2(t−mh)|
1+2ν
1+ν sign(x2(t−mh)),

where k1 > 0 and k2 > 0 are the control gains, ν ∈ (−0.5, 0) ∪ (0,+∞) is a tuning parameter. In the
delay-free case with m = 0, and without perturbations Q1 and Q2, this control makes the closed-loop system

r�homogeneous of degree ν with the weights r = [1, 1+ν]> (then we select |x|r = |x1|+ |x2|
1

1+ν ), and the system
is globally �nite-time stable for ν ∈ (−0.5, 0) or globally nearly �xed-time stable for ν > 0. Appearance of the
delay m > 0 models the information measurement and processing lags in the control feedback. Obviously,

F (φ, ψ) =

[
φ2

−k1|ψ1|1+2νsign(ψ1)− k2|ψ2|
1+2ν
1+ν sign(ψ2)

]
,

the assumptions 1 and 2 are satis�ed (the control is continuous for ν > −0.5), and discretization of this controlled
dynamics leads to the system of interest (7).

For simulations let

k1 = 1, k2 = 2, h = 0.01, m = 10,

σ =

{
2ν ν > 0
ν−rmin

2 ν < 0
,

Q1(k, x(k)) = c sin(kh)

m∑
p=0

|x(k − p)|σ+r1
r , Q2(k, x(k)) = c cos(2kh)

m∑
p=0

|x(k − p)|σ+r2
r ,

then for such a choice of Q1 and Q2 Assumption 3 is valid. Thus, all conditions of theorems 3, 4 are veri�ed. For
ν = −0.2 and c = 0.1 the behavior of the norm |x(k)|r for three di�erent initial conditions (they are assumed
to be constant for negative values of the time) is presented in Fig. 1 in logarithmic scale. For ν = 0.2 and
c = 10−2 the respective behavior of |x(k)|r is given in Fig. 2. As we can see from these plots, the convergence
of the trajectories is faster than exponential (�nite-time) in Fig. 1 and slower in Fig. 2, which con�rms the
results of corollaries 1, 2.

To apply our results it is enough to check assumptions 1 and 2, which are essential. Indeed, if we drop
Assumption 1 by considering in the above system

u(t) = −k1|x1(t−mh)|1+2νsign(x1(t−mh))− k2|x2(t−mh)|
1+2ν
1+3ν sign(x2(t−mh)),

where the power for the variable x2 was slightly modi�ed, ν > − 1
3 , then the closed loop dynamics is still

globally asymptotically stable with m = 0 and Q1(·) = Q2(·) = 0 (to verify this claim, a Lyapunov function
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Figure 1: Trajectories of |x(k)|r for ν < 0

Figure 2: Trajectories of |x(k)|r for ν > 0

Figure 3: Trajectories of |x(k)|r for non-homogeneous case
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V (x) = k1
2+2ν |x1|2+2ν + 1

2x
2
2 can be utilized together with the LaSalle invariance principle). However, for

ν = −0.2 and the rest values of parameters being unchanged, the system (7) admits a locally asymptotically
stable oscillating trajectory with unbounded solutions for su�ciently large initial conditions, see Fig. 3. Similar
unstable behavior can be obtained by considering a homogeneous system with ν = 0 (the scenario not studied
in this work) and a big enough discretization step h, since it is well-known that for linear systems the explicit
Euler discretization method can be applied for a su�ciently small h only.

6 Conclusion

The problem of stability analysis for a discrete-time time-delay system, which is derived from Euler discretization
of homogeneous continuous-time model, was studied by applying the Lyapunov-Krasovskii theory. A generic
structure of the Lyapunov-Krasovskii functional was proposed that can be utilized for any homogeneous system
of non-zero degree. An extension of this results to the class of dynamics admitting a homogeneous approximation
was developed. The obtained stability conditions were illustrated by simulation of a discretized delayed locally
homogeneous planar system of negative and positive degrees. The presented results demonstrate that the explicit
Euler method preserves stability properties for the selected class of homogeneous systems with non-zero degree
for any value of the discretization step. Extension of this approach to the case of in�nite dimensional systems
with m→ +∞ can be a direction of future research.
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