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Optimal Estimation of the Centroidal Dynamics of Legged Robots

Frangois Bailly ®>*, Justin Carpentier® and Philippe Souéres?

Abstract— Estimating the centroidal dynamics of legged
robots is crucial in the context of multi-contact locomotion
of legged robots. In this paper, we formulate the estimation
of centroidal dynamics as a maximum a posteriori problem
and we use a differential dynamic programming approach for
solving it. The soundness of the proposed approach is first
validated on a simulated humanoid robot, where ground truth
data is available, enabling error analysis, and then compared
to other alternatives of the state of the art, namely an extend
Kalman filter and a recursive complementary filter. The results
demonstrate that, compared to other approaches, the proposed
method reduces the estimation error on the centroidal state
in addition to ensuring the dynamics consistency of the state
trajectory. Finally, the effectiveness of the proposed method
is illustrated on real measurements, obtained from walking
experiments with the HRP-2 humanoid robot.

I. INTRODUCTION

One challenge in legged robots control is the estimation
of the state variables involved in the implementation of
efficient and reactive closed-loop control laws. Among them,
is the so-called centroidal state which expresses the under-
actuated part of the system dynamics projected at its center
of mass (CoM) (namely, the CoM position, the linear and
angular momenta of the poly-articulated system) [1]. In
humanoid locomotion, where predictive control approaches
are essential for ensuring the robot balance [2], it is one of
the main reduced yet exact models used to make this control
problem computationaly tractable [3].

Several methods have been proposed to estimate all
or part of the centroidal state. They exploit kinematics
measurements, kinetics ones or a combination of both,
as discussed in [4], and they rely on three elementary
approaches. A first method is to compute the CoM from
the kinematics of the motion with the knowledge of the
inertial parameters of each link [5]. A second approach
consists in using the contact forces which give access to the
linear momentum of the system and to the CoM position,
after double integration [5], [6]. A third idea is to rely
on the relationship between the zero-moment point, the
CoM and the angular momentum, in order to complete
the coverage of the centroidal state vector [7], [8], [9].
Based on these three blocks, several filtering methods have
been developed to enhance the quality of the estimation by
trying to get rid of the undesirable effects of the different
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Fig. 1: HRP-2 robot in simulation (left). The measured
quantities are depicted in light blue (kinetics and kinematics
data). The estimated centroidal state is depicted in
orange. The estimation is performed over a trajectory of
measurements and then compared to ground truth thanks to
simulation data. HRP-2 robot (right) used in the experiments.

noises (model or measurements). They can be grouped into
two main categories: the Kalman filtering methods and the
complementary filtering ones. Kalman filtering methods are
based on the well-known extended Kalman filter (EKF) [6],
[71, [9], [10] whereas complementary filtering consists in
selecting the best possible bandwidth for each measurement
signal in the spectral domain and then fuse them together [4],
[11]. In particular, the recursive complementary approach
presented in [4] has demonstrated its superiority over
standard Kalman filtering for estimating the combination of
the CoM position and the angular momentum.

In this work, we introduce a novel formulation for
estimating the centroidal dynamics of a humanoid robot in
contact, from both kinematics and Kkinetics data. Given a
set of noisy input measurements and the expression of the
system dynamics, the problem is formulated as a maximum
a posteriori estimation (MAPE) one, ending up with the
minimization of a quadratic cost function. Then, a differential
dynamic programming (DDP) algorithm is used to minimize
this quadratic function, with an additional step, implemented
for estimating the initial conditions of the state, inspired
by the work of [12]. The estimated optimal state trajectory
follows as closely as possible the system dynamics while
being the most consistent with the sensors measurements.
Thus, our formulation (MAPE-DDP) acts as a filter on the
data enforcing the respect of the dynamics, and is therefore
a new type of approach with regard to the aforementioned
works. Unlike previous approaches, this framework acts on a
measurement trajectory and thus benefits from the recursivity
of the DDP algorithm which exploits the information of past
and future measurements at one particular instant, improving
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the estimation of the whole state trajectory.

The paper is organized as follows: first, the state transition
and observation equations are presented. Then, the maximum
a posteriori formulation and the DDP algorithm are detailed,
followed by a brief presentation of two other approaches to
solve this centroidal estimation problem (EKF and recursive
complementary filtering). Next, the three approaches are
applied to the estimation of simulated walking motion of
the HRP-2 robot, and a comparative analysis of the errors
is provided. Finally, in order to illustrate its efficiency
in experimental conditions, our MAPE-DDP estimator is
applied to a real walking motion of the HRP-2 robot.

II. MATHEMATICAL FRAMEWORK

The centroidal dynamics of a system is the under-
actuated part of its dynamics projected at its CoM [1].
This projection can be seen as a change of basis, from
the contact space, where physical interactions occur, to the
CoM space. The underlying motivation comes from the
fundamental principle of dynamics (Newton-Euler’s laws of
motion) which states that the derivatives of angular and
linear momentum expressed at the CoM are equivalent to
the external contact wrench, which encompasses all the
external interactions of the system with its environment. The
equations of the system’s centroidal dynamics are:

P=f=) fi+me, (1a)
£=>(pi—c)xf, (1b)
where P = m¢ is the linear momentum of the system;

c, ¢ and ¢ are the system’s CoM position, velocity and
acceleration; £ is the angular momentum of the system
expressed at its CoM; f; and p; are the contact forces and
their points of application; f is the sum forces acting on
the system, including the weight; m is the total mass of the
robot; g is the gravitational acceleration.

A. State and measurements of the system

The state of the system’s centroidal dynamics (x) and the
set of chosen measurements (y) are: :

x=[c7>7')c,ér, )

y=[em g emLm ] 3)

where ¢™ is the position of the CoM measured via forward
kinematics; ™ and 74" are the resulting force and torque of
the external wrench measured with embedded force sensors
and expressed at 0; £™ is the angular momentum at the CoM
deduced from the measurements of the joints velocities and
mass distributions.

B. State transition and observation equations
The dynamics of the state representation (2)) is of the form:
x = f(x,w), )

with w the control input. The first-order approximation of
the discretized state transition equation yields:

X1 = f(Xk, wi) = Axy + Bwg, 5
_ ) i} _ _
11X ]12T—® 0 17%/(6m) 0
m = 2m 2
01 1T 00 17*/2 ¢
A4=loo 1 00| B=| 1T 0 |,
00 0 11T 0 17%)2
00 0 01| 0 1T |
where wp = {wfwﬂ, with wf and w,‘; random

samples drawn from A/(0,3%) and N(0, %) respectively,
representing unknown second derivatives of the linear and
angular momenta (further combined into wyg drawn from
N (O,Eak)). T is the time between two samples. 0 and 1
are the null element and the identity of R3*3 respectively.
The discretized observation equation for this model is:

Vi = 9(xx) + M =C(x1) Xk + N, (6)
10 0 0 0
~ 0 0 czx 0 1
Cr= 19 ¢ 1 0 0]
0 0 1

where 1, = [, n7,nf,nF]7 are random samples drawn
from AN(0, Zflk) representing noises on the measurements.
ci % denotes the skew-symmetric matrix associated with the
vector product of ci. The second line of the vector Eq. [6]
comes from the fact that:

L=10+fxc. (7)

It is important to notice at this stage that the dynamics f is
linear and only the observation model g is nonlinear. More
precisely, this observation function is bilinear (as a generic
property of the cross product operator).

III. DIFFERENTIAL DYNAMIC PROGRAMMING FOR
MAXIMUM A POSTERIORI ESTIMATION (MAPE-DDP)
A. Problem formulation

In the following developments, let us assume that x; €
RX, and that y; € RY . The estimation problem is formulated
as a MAPE one. Solving it amounts to maximizing the
likelihood L of the joint probability p(x,y) on a horizon
of N time steps:

N
L(x,y) = ( ) [T pvelxiop Xk|Xk1)>7 ()
k=1

x* = arg max L(x,y). 9



Then, the optimal solution x* is the state trajectory that
most likely yielded the measurements y, limiting how far
each state xi can be from the known dynamics of the
previous one, xx—1. Under the Gaussian assumption on the
jerk of the state and on the noise of the measurements, the
conditional probabilities in (8) are:

p(x0) ~ N(%o,%%,), (10a)
p(xi|xK_1) ~ N (Axk, B2), (10b)
p(yiclxic) ~ N(C(xi)xi, 7). (10c)

The mean values of the probability density functions in
Egs. (I0B) and represent the deterministic parts of
Egs. (3) and Egs. (6). This implies that the random part
of the dynamics is null on average, which is a reasonable
physical assumption. Indeed, over a sufficient time horizon,
a non-zero mean value of the concerned physical quantities
(P and £) would result in a diverging dynamics of the
CoM through forward integration. Injecting into (8) and
taking the negative natural log of this expression changes our
generic maximization problem into an equivalent quadratic
minimization one:

1 5
—log(L(x,y)) < 5 llxo0 — X0||22;01

N
1 2 2
5 (leoeliZos + llgaa) = yal21)
1 N
= Sllxo - iollfS;Ol + ;lk(){k,wk). (11)
In the running cost I, two different contributions can
be found. ||<.uk||;,1 is the cost which limits the norm of

the random part of the dynamics. ||g(xk) — ka;,l is the

cost which limits the discrepancy between the prlédiction
and the measurements. These costs imply a tuning flexibility
for the end user, contained in the covariation matrices X,
and X, . They enable to adjust the belief that one has on
the quality of a given measurement, with regard to another
one, as well as the relative penalty to apply on the norm
of the unknown dynamics with regard to the one applied on
the measurement discrepancy. Starting from this point, this
estimation problem can be viewed as an equivalent control
problem. The system’s dynamics is driven by the unknown
dynamics wyg, and the measurements can be considered as
attraction points that must be yielded at best by the optimal
trajectory, through matrix C' (see Eq. (6))). This problem can
efficiently be solved by using DDP, the cost-to-go being Ji,
from state x, the unknown dypamics wy, being applied:

T (Xae,wk) = Y 1 (X, k). (12)
k=1
The optimal value function at time k is denoted by V:

Vk(xk,wk) = HulJlkn Jk(xk,wk). (13)

Recursively, through the Hamilton-Jacobi-Belman

equation, (13) can be expressed as:

Vk(xk,wk) = Hul)Ln lk(Xk,wk) + Vk-i—l (f(xk,wk)) . (14

Let @) denote the unoptimized value function given by:

Qr (%1, wr) = U (X1, wi) + Vw1 (f(xi,wi)) - (15)

A second order Taylor expansion of this function is
computed, in order to determine a cost change accordingly:

AQk = Qr(xx + 60Xk, Wi + dwi) — Qr (XK, wWik) (16)
1] 0 V@l Vo0l 11

~ - 5Xk kaQk Ving kakag Jxk

dwg vkak v“’kkuZ; visz oW

The optimal change dwj, for this quadratic approximation
of Qi (xy,wr) is:

Swi, = =V, Qr Vi Qk - 0xx — e VE, Q1 ' Ve, Qi
(5(.0;; = — Kk(SXk — Oékk’k, (17)

where «j is the line search step size, ki and Kj
are feedback gains. The partial derivatives of @y
(VaeQis Ve Qir V2,Qus V2 Quo V2, Qp) are
reported in [13].

B. DDP algorithm with initial state retrieval

The update equations used for computing the value of the
cost function derivatives V, and V,, after optimization are:

Ve = Quk — QuirQy) 1 Quak (18)
Viz = me,k - sz,kQ;j)7kacc,k (19)

Recursively computing the local quadratic models of V
and the optimal estimation changes dwy,, from k = N —
1 down to £ = 1, constitutes the backward pass. In the
following, we introduce a method, inspired from [12], for
estimating the initial conditions of the state variables that
depends on the integration of higher order variables once
the backward pass is achieved. In our case of application
this step retrieves the initial value of the state vector.

In the sense of optimal estimation, the best initial
conditions dp* of the problem are the ones that lead to a
minimal cost to go at step 0. This amounts to perform a last
step at the end of the backward pass that computes a locally
optimal increment in the initial conditions. In the forward
pass, this leads to an impulse dynamics of the system at
time zero that can be formulated as:

Xl = %o + P 6p*, (20)

where P maps a change in the initial conditions to a change
in the state. In our case, as the objective is to estimate the
initial conditions of the whole state, P is the identity of
RX*X_ Similarly to dwj but including only one open loop
term yields:

6p* = —(PTV,.P)"'PV,. (21)

Note that this termination step is original, inspired from
the Parameter-dependent DDP algorithm [12]. Once the
backward pass is completed, a forward pass computes a new
state trajectory. It is the result of the locally optimal changes



in the control variables computed throughout the backward
pass (Alg.[I). Then, the DDP algorithm consists in iteratively
chaining the backward and forward passes until ||V, Qk|| oo
is small enough according to a desired precision.

Algorithm 1 Forward pass of the DDP algorithm, including
a first step for estimating the initial state. ’ denotes the
update of a variable during the forward pass.

X( < X0 + P op*
for k€0: N do
Wy, — wi + ki + Kipdxy

)A(kJrl — f(XAkawAk)

o .
OXpp1  Xpp g — Xkt1

IV. ALTERNATIVE ESTIMATION METHODS

This section briefly introduces two other estimation
approaches, the EKF and the complementary filtering. They
will be compared to the MAPE-DDP estimator in Sec[V]

A. Extended Kalman Filter approach

When it comes to estimation of nonlinear system
dynamics, the Extended Kalman Filter is still one of the most
commonly estimator used today [14]. In this section, in order
to benchmark the algorithm presented in Sec. |[[II] against the
standard approach, we set up the EKF formulation starting
from Egs. (3) and (6). Unlike in the MAPE-DDP approach,
for estimating the current state xy, the EFK algorithm only
needs the estimation of the previous state xx_1 and the
current measurement vector yk.

The Kalman gains are computed using the Jacobians of
the state transition equations with respect to the state and the
process noise, and the Jacobians of the observation equations
with respect to the state and to the measurement noise. The
covariance of the process noise, and the covariance of the
measurement noise need to be tuned according to sensors
quality, experimental conditions, etc.

It is important to notice that contrary to DDP, the EKF
approach does not back-propagate information from future
to past, as performed by the backward pass of the DDP.
Consequently, if the initial condition are noisy (as usually
in robotics), it is then hard to retrieve a correct estimate of
the state trajectoire. On contrary, our DDP-based approach
allows to correctly estimate the initial state condition.

B. Recursive Estimation by Complementary Filtering

In a former work, we proposed an original method which
exploits the complementary accuracy between kinetic and
kinematic measurements in the spectral domain and fuses
them together using a recursive algorithm (REC, [4]). The
core of that method relies on:

o the coupling between the derivative of the angular

momentum and the position of the CoM which yielded
the recursivity of the approach:

Le=7"+fxec, (22)

« the geometrical link between the CoM position and the
central axis of the contact wrench [15],

o the complementary filtering of kinematic and kinetic
data ([11]) for the CoM and the angular momentum
derivative.

When tested against the EKF approach, the CoM
estimation was improved by this method, especially in the
low-frequency domain (bias correction).

V. ESTIMATION COMPARISON IN SIMULATION

This section presents an application of the three different
estimation algorithms (MAPE-DDP, EKF, REC) to a
centroidal state retrieval problem on a simulated walking
motion of the HRP-2 robot. Starting from a simulated
walking motion in an ideal environment (no noise, perfect
model, exact dynamics), the exact state trajectory was
extracted and then used as a ground-truth value for evaluating
the different estimation methods. Then, for the same motion,
the model and the measurements were purposefully noised
in order to simulate realistic experimental conditions (mass
distribution errors, force/torque sensors noise, kinematic
defects). The estimators were run on this noised dataset
and their outputs were compared to the ground-truth data.
The segments CoM positions and masses of the model
where biased by addition of random values (centered normal
distribution, with standard deviation of lcm and 1kg,
respectively). For introducing noise in the inertia matrices
of each segment, their singular value decomposition (SVD)
were computed and random values where added to their
singular values (centered normal distribution, with standard
deviation of 1kg.m?), before applying the inverse SVD, to
retrieve the noised inertia matrices.

The values of the a priori standard deviations of the
process and measurement noises for the EKF and the MAPE-
DDP (X, , ,,) were first initialized in accordance with the
dynamics of the system and the power of the noise added in
simulation. These values were then empirically tuned in order
to obtain the best possible performances for each method
(Tab. [).

To compare the estimations to the true state, the Frobenius
norm of the time residuals was computed for each component
x; (i = 1..15). For better readability, log(1 + ||x;||r) are
plotted in Fig.

TABLE I: A priori standard deviations on the measurements
and process noises, tuned for the MAPE-DDP and EKF
algorithms.

cm g ™ LY P £
MAPE-DDP std  0.01 1 5 0.1 0.01  0.001
EKF std 0.01 1 0.5 0.1 0.01 0.005

VI. RESULTS AND DISCUSSION

In the following, the results of the MAPE-DDP are
analyzed. Then, the three estimators are compared. Finally,
the MAPE-DDP estimator is tested on an experimental
dataset.
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Fig. 2: MAPE-DDP estimates of the centroidal state for a walking motion of the HRP-2 robot in simulation. The ground
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A. MAPE-DDP

The convergence of the proposed algorithm is depicted in
Fig. f] For the sake of readability, the termination criterion
for generating this plot was ||V, Qkllcc < le™3. In our
tests, this threshold was reached in 6 iterations. The results
of the MAPE-DDP estimation for a walking motion of the
HRP-2 robot are displayed in Fig[2] This representation gives
a visual insight into the signal to noise ratio of the input
measurements of the estimation problem (in blue). These
results also illustrate the performance of the MAPE-DDP
algorithm in terms of noise canceling. For instance, the noise
included into the CoM measurements, was filtered (Fig[2}
rows 1-3) to the exception of a remaining offset on the z
component, which comes from its non-observability [11].
Concerning the angular momentum (Fig. rows 10-12),
both the low-frequency noise (coming from mass distribution
errors) and the high-frequency noise (coming from numerical
differentiation involved in the computation of L) are well
filtered. Interestingly, even the parts of the centroidal state
for which no measurement is directly available (P and
E', @ rows 4-6 and 13-15) are accurately retrieved. For a
12.5s motion, the convergence of the MAPE-DDP estimator
was achieved in about 4.5s (non-optimized Python code),
which is promising for real-time applications using a moving
horizon implementation.

B. MAPE-DDP vs EKF

Overall, the MAPE-DDP outperformed the EKF and the
recursive approach. An emphasis must be put on the choice
of the noise for simulating this study. Both the EKF and the
MAPE-DDP are derived under the hypothesis of additive
Gaussian noise on the process and measurements. However,
in order to model real conditions, noise was also added to
the model which, through the equations of the dynamics,
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conditions.

results in non-additive and non-Gaussian noises both on the
measurements and on the state transition equation. Therefore,
we claim that the comparison between EKF and our approach
is valid, as the differences in performance are not the result
of unfair hypotheses about the noise. They rather come from
the structure of the MAPE-DDP estimator which exploits a
bigger set of measurements (n, arbitrarily big, versus 1 for
the EKF), and thus is able to exploit the equations of the
dynamics in a more accurate way.

C. MAPE-DDP vs REC

Compared to the recursive complementary approach, in
addition to providing the complete centroidal state versus
only two components, the proposed method yields a better
estimation of the derivative of the angular momentum (at
least one order of magnitude). The accuracy of the estimation
of the position of the CoM is better on the Y and Z axes
using the MAPE-DDP. However, it is worth mentioning that
the REC estimator, leveraging the coupling between the
derivative of the angular momentum and the position of the
CoM, performs better at estimating the CoM on the X axis.

D. Application to robot experimental data

To complete the analysis performed in simulation, the
MAPE-DDP and the EKF algorithms were used on real
kinematic and kinetic data obtained during a 20 cm-wide
locomotion lasting for 12.5 seconds with the HRP-2 robot
taken from [16]. The values of the encoders and of the 6-
axis forces and torques sensors located in the ankles of the
robot were collected at 200 Hz. The kinematic estimation
of the CoM was performed by implementing an odometry
algorithm which assumed that, when a foot is in contact, it
cannot slip. Fig. [§] displays the estimation of the centroidal
state for this experiments. It shows that both the EKF and the
MAPE-DDP provide a consistent estimation of the centroidal
state. The estimation profiles are similar to the ones obtained
in simulation (for an approximately same gait), apart from a
trend to smaller values of £ coming from a less dynamical

motion with the real robot. However, the estimates provided
by the EKF are less smooth ( 757 L, and ﬁ), with a trend to
drifting (Py) while sometimes being off-phase with regard
to the MAPE-DDP estimation (75y). The same behavior was
observed on the simulated dataset, leading to larger RMSEs
obtained with the EKF, as reported in Fig. 3]

VII. CONCLUSIONS AND FUTURE WORK

This work was first carried out in simulation, to compare
the different estimators to ground-truth data. In this context,
the MAPE-DDP estimator was proven to be more accurate
than other methods. Then, we successfully tested the MAPE-
DDP and the EKF estimators on real experimental data,
confirming the superiority of MAPE-DDP over EKF. As
a future work, we plan to embed this estimation block
into our control architecture of biped [17] and quadruped
robots [18], for closing the loop on the control of the
centroidal state (better stability, push recovery, etc.). To
do so, a moving horizon estimation scheme should be
implemented in optimized C/C++ in order to make the
convergence time fit inside the control loop. In this case, the
speed/accuracy trade-off should be thoroughly investigated
in order to maintain an accurate estimation while going
real-time [19]. Next, the presented approach should be
compared to Kalman smoothing algorithms both in terms
of accuracy and performances, as they present similarities
(back-propagation of measurement information), and the
theoretical link between them should be investigated. Also,
one promising extension of this work should be to include the
complementary filtering approach into the MLE formulation,
in order to get the best of both worlds.
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