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ABSTRACT

Yadav, Avinash. M.S.E.C.E., Purdue University, December 2020. Multi-Threshold
Low Power-Delay Product Memory and Datapath Components Utilizing Advanced
FinFET Technology Emphasizing the Reliability and Robustness. Major Professor:
Dr. Maher Rizkalla.

In the era of high-speed circuits and systems, CMOS technology has reached its

limits. The balance of power, performance, and area trade-off is the base of current

digital systems. Industries are designing chips at the cutting-edge technologies using

3nm, 5nm, 7nm, and 10nm processes. These advanced node technologies allow to

efficiently direct the flow of electrons making the high-performance low-power devices

physically possible. The aforementioned Power Performance Area (PPA) trade-off

varies significantly for different applications. Moreover, semiconductor device param-

eters vary with the process and environmental variations that are modeled under term

Process, Voltage, and Temperature (PVT). A satisfactory PVT operating conditions

ensure the good behavior of the circuit for the desired application.

In this thesis, we investigated the 7 nm FinFET technology for its delay-power

product performance. In our study, we explored the ASAP7 library from Arizona

State University, developed in collaboration with ARM Holdings. The FinFET tech-

nology was chosen since it has a subthreshold slope of 60mV/decade that enables cells

to function at 0.7V supply voltage at the nominal corner. An emphasis was focused

on characterizing the Non-Ideal effects, delay variation, and power for the FinFET

device. An exhaustive analysis of the INVx1 delay variation for different operating

conditions was also included, to assess the robustness.

The 7nm FinFET device was then employed into 6T SRAM cells and 16 func-

tion ALU. The SRAM cells were approached with advanced multi-corner stability

evaluation. The system-level architecture of the ALU has demonstrated an ultra-low
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power system operating at 1 GHz clock frequency. The ALU design introduces an

Intellectual Property (IP) characterized by different PVT corners suitable for Low

power, machine learning, embedded systems, and other complex computer arithmetic

applications. Each of the circuit and system represents significant speedup over pla-

nar CMOS technologies and contributes to the field of Ultra Large Scale of Integrated

Circuit (ULSI) design.

The 7 nm FinFET device explored as the minimum threshold voltage of 207mV,

maximum effective current of 18.26 µA, and maximum power consumption of 14.75

µW with high speed measured via multi-corner simulation. A comparative study

between the various advanced technologies was introduced to designate the unique

features of the FinFET system technology.

The successful design and simulation of the SRAM cells led to a robust design for

the L2/L3 caches that may feature high-performance microprocessors. A complete

FinFET CPU integrating more instructions is reserved for future considerations.



1

1. INTRODUCTION

High performance-low power designs are the basic need of current microprocessors

for applications like data centers, scientific researches, machine learning, and artifi-

cial Intelligence. Integrated circuits are designed specifically for their application.

Data center and scientific Researches need a multi-core multi-threaded microproces-

sor to exploit parallelism at different levels (instruction, data, and thread) [1] whereas

machine learning and artificial intelligence need powerful Application-Specific Inte-

grated Circuit (ASIC) accelerators along with CPU to boost the dynamic, complex,

and unique computational power. Computer arithmetic components such as ALU de-

cides the limitations on boosting power. Developing the design from the lowest levels

of the circuit to the system level provides a potential improvement in the concurrent

power, performance, and area optimization. Modern industry-standard CAD tools

run on NP-Complete algorithms to solve this optimization problem with heuristic

approaches [2].

Current customized ASICs are set to be the next step in providing AI compute.

One such evolving computational unit is Tensor Processing Units (TPU, introduced

by Google) [3] that are built specifically for machine learning models. They show

significantly less power dissipation than GPUs and CPUs while achieving trillions

of operation per second [4]. These hardware accelerators explore the power of cir-

cuit design from transistor to system level to achieve exceptional memory bandwidth

and computational power. To fulfill this requirement, the highly optimized computer

arithmetic and memory components come into the picture. In summary, CPUs,

GPUs, and TPUs are becoming more optimized for their purpose. However, the

circuit level optimization on sub-nanometer processes for various parameters (sup-

ply voltage, power consumption, area, and delay) provides a bound on application

selection for implementation.
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1.1 Motivation

The Power, performance and area trade-off is the key strategy to market current

generation microprocessors. Performance of a processor is judged on the execution

time that can be denoted using following equation [5]:

ExecutionT ime = IC ∗ CPI ∗ Tc

where, IC= Instruction Counts;

CPI= Cycle Per Instruction;

Tc= Clock Period

Instruction counts and cycle per instruction are two parameters that depend on the

architectural specification of any system. To reduce execution time and increase per-

formance these parameters can merely be controlled by using techniques like pipelines

and parallelism. These techniques reduce the aforementioned parameters but they

also encounter limitations of basic circuit design. For example, increasing pipelining

causes sequencing overhead of flip-flops to increase and hence not useful. Moving

to the third term of the equation: Clock period Tc or inversely clock frequency is

the parameter that defines the performance constraint on any system from a circuit

design perspective and states that: How fast a circuit can switch? The only answer

to this question is “by designing faster transistors”. To achieve this switching speed,

advanced transistor processes like 5nm Nano-Sheet Transistors and 7nm FinFETs

are developed [6]. They allow circuit designers to optimize a design for power con-

sumption, speed, and area. Keeping this in mind, this thesis presents circuit and

system-level designs that are highly optimized for better Quality of Results (QoRs).

1.2 ASAP7 PDK Overview

In the past few decades, Moore’s law has resulted in significant improvement in

computing performance. The submicron transistor chips are being fabricated using

multi-patterning that shows a gesture of immersion lithography limitations. This is
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the most challenging phase for design makers [7]. The 7nm ASAP kit provides an

access to realistic designs that are not yet accessible from the industry. This library

comes with the feature required for transistor-level design and simulation, layout

design rule checks, logic synthesis, and placement & routing (APR) [8].

1.3 Custom and Digital Design Methodology

Design Methodology or Design Flow deals with how a design is implemented using

multiple steps through different tools [9]. They process the design to get the imple-

mentation done most cost-effectively. Every design flow has its limitations. Currently,

two types of design flow are considered to be matured to implement the design: Cus-

tom Design Flow and Digital Design Flow. Custom Design methodology is used to

capture a mixed-signal design that includes transistor-level schematic design, layout

optimization, and spice simulation to analyze the behavior of the circuit. Advanced

Custom Design Flow uses complex tools such as Cadence Quantus for parasitic ex-

traction for the post-layout simulation that mimics actual process and environmental

variation [10]. This ensures the reliability and robustness of the circuit before fabri-

cating it.

The Digital Design Methodology or ASIC Design Methodology or Behavioral Syn-

thesis Design Methodology is the one that specifies the functionality on RTL level

using HDLs like System Verilog, Verilog, and VHDL. It is considered as the most

popular tool dependent flow that provides freedom of optimizations to the tools, and

modern tools use NP-Complete algorithms to solve the implementation problem uti-

lizing a heuristic approach. During the design cycle, the design is processed through

multiple verification steps:

• Assertion-based Functional Verification (OVM, UVM, etc.)

• Design for Test Checks (BITs, Scan Chains, etc.)

• Static Timing Analysis (Min/Max Delay, etc.)

• Formal Verification for Logical Equivalence Check

• Physical Verification (LVS, DRC, etc.)
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1.4 Proposed Implementation

In this dissertation, the aforementioned library is utilized to assess the capability

of 7nm FinFET transistors on circuit and system levels. The analysis started with an

NMOS transistor to characterize it for non-ideal IV effects, threshold voltage effects,

and leakages present at the subnanometer level. All multi-corner characterizations

are performed on Cadence Virtuoso ADE Assembler and Explorer. Further, this char-

acterization is extended on an INV cell where the multi-corner VTC is produced for

different PVT conditions. This also includes the delay calculation of a FO4 inverter

and introduces a new term called “FO6” delay to achieve equal effective NMOS and

PMOS currents [11]. The 6T SRAM cells are well known for providing robust, low

power, and high area-efficient caches for microprocessors. This thesis also assesses the

capability of a 7nm 6T SRAM cell for its hold margin, writability, and readability.

Advanced techniques are also proposed to achieve exceptional writability and read-

ability. Lastly, this thesis presents a high power optimized 32-bit ALU using Design

Ware components provided by Synopsys as part of their synthesis tools. To imple-

ment the design, a methodology was developed to integrate the tools from Synopsys

and Cadence. This involved various industry standard file generation from one tool

and use them on another. Completing this task and extracting useful data manually

was quite tedious. Hence, scripting languages TCL and Perl are coded for file han-

dling and flow automation. The physical implementation of the ALU is executed on

the Cadence Innovus tool with advanced techniques presented further in this thesis.

The list of tools used in this thesis are as follows:

• Custom Design: Cadence Virtuoso ADE Suite (Explorer & Assembler)

• Library Development: Synopsys Library Compiler

• RTL Synthesis: Synopsys Design Compiler

• Formal verification: Synopsys Formality

• STA: Synopsys Primetime

• Physical Design: Cadence Innovus
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2. NANOMETER DEVICES AND CAD TOOLS

The 7-nm predictive process design kit (PDK) is also known as ASAP7 PDK [8].

This library was developed by Arizona State University in collaboration with Arm

Holdings. It models 7nm technology-node based on current industrial assumptions

and developed for academic purposes. Hence, it does not possess real design rules

that are associated with any foundry for fabrication. However, developers assume

EUV lithography for cost-effectiveness and simpler design rules for BEOL and FEOL

metal layers. The PDK includes spice models for transistor level modeling, standard

cell timing, and physical view for digital design implementation for the parasitic

aware design for highly accurate delay calculations. We explored the library to every

possible extent and presented designs on the advance node. This dissertation covers

from analysis of an NMOS for non-ideal effects to the implementation of datapath

elements to present exceptional timing, area, and power QoR numbers.

The library is developed to support the realistic power and performance of various

corner models provided in PDK. Table 2.1 shows all possible combinations of BSIM-

CMG spice and liberty timing files [12]. Typical-Typical (TT) corner has nominal

transistor parameters presented in Section 3.2 at 0.7V supply voltage. Slow-Slow

(SS) and Fast-Fast (FF) corners work at 0.63V and 0.77V respectively to model the

environmental variation in supply voltage. It also comes with Design rule checks

(DRC) and Layout vs. schematic (LVS) files supported by Mentor Caliber. The

parasitic aware design is another feature of this library to estimate proper parasitic

resistance and capacitance numbers.
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2.1 Library Structure

The entire PDK is structured in two parts: transistor-level spice models and

standard cell’s timing and physical view. The spice models are used to implement

transistor-level circuits on Cadence Virtuoso whereas the digital part of the library

supports Cadence RTL Compiler (Logic Synthesis) and Cadence Innovus (Physical

Design). The timing view comes in liberty nonlinear delay model (NLDM) that uses

tables and interpolation to compute the delay in correlation with the delay modeling

schemes [12]. In this thesis, a methodology was developed to integrate Synopsys front-

end and Cadence backend tools to aggressively optimize using advanced techniques

like boundary optimization, ungrouping hierarchies, adaptive retiming, etc. for the

ALU design. All optimizations covered multi-corner implementation to propose a

robust approach.

Table 2.1.
Transistors and liberty PVT corners description

Transistor SLVt LVt RVt SRAM

SS slvt ss0p63v100c lvt ss0p63v100c rvt ss0p63v100c sram ss0p63v100c

TT slvt tt0p70v25c lvt tt0p70v25c rvt tt0p70v25c sram tt0p70v25c

FF slvt ff0p77v0c lvt ff0p77v0c rvt ff0p77v0c sram ff0p77v0c

2.2 Variability

Variability considers the circuit behavior at different operating conditions [13].

These three sources of variation: Process, Voltage, and Temperature. They are also

known as PVT corners. Any designed circuit must be checked on all extreme corners

for better yield and robustness. Table 2.1 presents the all possible PVT conditions for

transistor’s spice and standard cell’s timing models. This thesis presents the designs
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Fig. 2.1. Statistical distribution of process corners.

on the aforementioned operating conditions to consider the variability and reliability

in the designs.

2.2.1 Process

Process variation is caused by manufacturing defects and can be divided as Sys-

tematic and Random process variation. The systematic process variation can be

corrected by improving the manufacturing process but random process variations are

modeled using Gaussian Random Variable statistically. Modern standard cell libraries

come with the delay variation parameter to assist timing closure at different corners

using techniques like On-Chip Variation (OCV) [14]. The 7nm FinFET library comes

with multiple corners that are used to create the best or worst timing scenario for

STA. Figure 2.1 shows the Normal Distribution function to depict process variation.

The deviation from the mean is 3σ on either side. In Static Timing Analysis, the

global process variations are modeled statistically using this distribution function.
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The fastest corner FF refers to the -3σ point on the horizontal axis whereas +3σ

models the slowest corner SS. To perform timing analysis more accurately, the pro-

cess corners define the precise scenarios on which a design needs to be closed for

desirable performance.

2.2.2 Supply Voltage

Supply Voltage used for CMOS transistors was too high in comparison with Fin-

FET devices. The nominal supply voltage for FinFET is 0.7V that changes to 0.77V

and 0.63V for FF and SS corners of all multi-threshold cells. Variability also affects

the supply voltage due to the tolerance of voltage regulator, static and dynamic IR

drops. This makes the nominal voltage to vary for each logic gate present in the

design.

2.2.3 Temperature

The temperature on a chip is the sum of the junction and ambient temperature.

Variation in temperature affects the mobility and threshold voltage of a transistor

(including temperature inversion effect). Any hotspot on the chip also increases the

temperature that eventually disturbs the delay of the circuit components and has a

strong dependence on spatial power dissipation. Temperatures are picked differently

for various application purposes like Military, Space, and Commercial. The library

comes with 25◦C nominal temperature and can be extremely analyzed on 0◦C and

100◦C for multi-corner analysis.

2.3 Reliability

A single modern integrated circuit has billions of transistors. At this level, inter-

connect metals and via structures dominates tiny transistors and hence require equal

effort in designing. The gate oxide has shrunk to a few angstroms thickness that is
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subjected to the various amount of stress during device operation. Metals and gate

oxide materials possess failures called Interconnect and Oxide Wearout respectively.

These failures have more importance in subnanometer technologies like 7nm. The

mechanism of oxide wear out includes:

• Hot Electron Effect

• Negative Bias Temperature Instability(NBTI)

• Time-Dependent Dielectric Breakdown(TDDB)

• Self Heating Effect(SHE)

If the power supply (VDD) is not scaled properly and the transistor gate length

decreases, the generated electric field increases the impact ionization. The electrons

generated by this impact ionization can damage the gate oxide. This phenomenon is

called Hot Electron Effect [15]. NBTI takes place when the holes get trapped inside

the gate oxide due to the electrical stress. FinFET devices are also affected by the

Self-Heating Effect. The dielectric at the base of a fin in a Fin-FET device forces

the heat flow into the metalization. Self-heating also increases NBTI degradation

because more traps are created. Hence, self-heating will significantly increase the

chance of electromigration and TDDB failures [16]. Moreover, when a high current

flows through a thin wire, it eventually causes a void or hillock on the surface of the

metal wire. This issue in interconnects is known as Electromigration [17]. This puts a

specification for each metal layer’s width to flow current efficiently. Process derating

factors are utilized to models the parameters involved in ensuring the reliability of

the device.

2.4 Layout Design Rules

PDK utilizes a 1nm grid to draw the standard cell’s layout [8]. It supports drawing

fins manually but can be copied as they occupy the same area in every cell. This helps

to produce equal height standard cells. SRAM cells have different design rules and

follow the same fin pitch in the entire layout [18]. These rules are much tighter than
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usual standard cell rules to provide a dense SRAM array. For this library, the actual

design rules are shown in Table 2.2. The fins have a width of 7nm and spacing of

27nm [11].

Table 2.2.
Width and pitches for 7nm FinFET layers.

Layer Drawn Width (nm) Pitch (nm)

Fin 7 27

Active 16 108

Gate 20 54

LISD 24 54

VIA0-VIA3 18 25

M1-M3 18 36

M4 & M5 24 48

VIA4 & VIA5 24 34

M6 & M7 32 64

VIA6 & VIA7 32 45

M8 & M9 40 80

VIA8 40 57

2.5 Standard Cell Physical Views

The physical library is used as the input to the physical design tool that comes in

form of Layout Exchange Format (LEF) for the Cadence Innovus tool [19]. In general,

the physical library of any technology contains the following necessary components:

• Technology File in tech LEF or .tf format

• Table Look Up RC file or Interconnect technology file

• Standard Cell Layout and Abstract Views
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The .tf contains all the physical rules related to a specific technology [20]. It

has rule defined for all metals and vias comes with the technology that includes the

min width, min spacing, pitch, default width, and min area of each layer. It also

specifies the colors of each physical component with varying intensity of R, G, and B.

Same information also comes with the tech LEF file. An example of a metal ”M1”

specification is shown below:

LAYER M1

TYPE ROUTING ;

DIRECTION VERTICAL ;

PITCH 0.144 ;

WIDTH 0.072 ;

SPACING 0.072 ;

AREA 0.010656 ;

SPACING 0.072 RANGE 0.144 4.000 ;

PROPERTY LEF58_PITCH "PITCH 0.144 FIRSTLASTPITCH 0.180;" ;

PROPERTY LEF58_EOLKEEPOUT "EOLKEEPOUT 0.073 EXTENSION 0 0 0.124 ;"

PROPERTY LEF58_CORNERSPACING "CORNERSPACING CONVEXCORNER

CORNERONLY 0.040 WIDTH 0.072 SPACING 0.072 ;" ;

OFFSET 0.0 ;

END M1

Resistance and capacitance values are picked from the TLU plus file to calculate

the actual delay through the specific metal layer [21] [22]. For this purpose, the

values of resistance for each metal layer are defined depending upon the metal width.

Standard cell layouts are abstracted to have less information inside it and hence it

has merely pin location and name utilized during the place and route step in physical

design. This physical view of the cell is called CELL View or Abstract View in

physical design terminology [19]. Below is the description of an INVx1 cell in the low

threshold voltage flavor. The origin of the cell is 0,0 that means it starts from the

origin, Similarly the metal M1 shapes are defined using coordinates.
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MACRO INVx1_ASAP7_75t_L

CLASS CORE ;

ORIGIN 0 0 ;

FOREIGN INVx1_ASAP7_75t_L 0 0 ;

SIZE 0.648 BY 1.08 ;

SYMMETRY X Y ;

PIN A

DIRECTION INPUT ;

USE SIGNAL ;

PORT

LAYER M1 ;

RECT 0.072 0.504 0.312 0.576 ;

RECT 0.072 0.9 0.22 0.972 ;

RECT 0.072 0.108 0.22 0.18 ;

RECT 0.072 0.108 0.144 0.972 ;

END

END A

PIN VDD

DIRECTION INOUT ;

USE POWER ;

SHAPE ABUTMENT ;

PORT

LAYER M1 ;

RECT 0 1.044 0.648 1.116 ;

END

END VDD

PIN VSS

DIRECTION INOUT ;

USE GROUND ;
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SHAPE ABUTMENT ;

PORT

LAYER M1 ;

RECT 0 -0.036 0.648 0.036 ;

END

END VSS

PIN Y

DIRECTION OUTPUT ;

USE SIGNAL ;

PORT

LAYER M1 ;

RECT 0.376 0.9 0.576 0.972 ;

RECT 0.504 0.108 0.576 0.972 ;

RECT 0.376 0.108 0.576 0.18 ;

END

END Y

END INVx1_ASAP7_75t_L

The Layout of the INVx1 cell is shown below in Layout View. This view depicts

all the FEOL layers and their shapes that were used to generate the layout of the

inverter cell. The layout can be elaborated using the design rules defined in Table

2.1.

2.6 Delay Modellings

To calculate the delay efficiently, tools like Design Compiler and Primetime need

three things: input transition, RC network, and the load capacitance. An ideal model

calculates the same delay as the spice simulation does at the output of the driver and

the input of each receiver. The aim is to calculate the delay through the timing arc of
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Fig. 2.2. Layout of 7nm FinFET inverter cell.

the cell using input transition and output load. In Liberty files, the delay is presented

in various formats using two delay models: Non Linear Delay Model (NLDM) and

Composite Current Source Models (CCS) [23]. The ASAP7 library provides liberty

files in both NLDM and CCS formats. The NLDM liberty files contain delay in form

of a table lookup format shown as following:

cell_rise (delay_template_7x7_x1) {

index_1 ("5, 10, 20, 40, 80, 160, 320");

index_2 ("0.72, 1.44, 2.88, 5.76, 11.52, 23.04, 46.08");

values ( \

"5.24229, 7.7059, 12.5427, 22.1258, 40.998, 78.7789, 154.412",

"6.51537, 8.97441, 13.7234, 23.2133, 42.2041, 79.9212, 155.651",

"8.47472, 11.5102, 16.3901, 25.7893, 44.5842, 82.435, 158.021",

"11.3152, 15.2242, 21.3684, 31.1729, 50.1506, 87.8989, 163.351",

"15.452, 20.6384, 28.7201, 41.1577, 60.8187, 98.6121, 174.247",
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"21.9571, 28.6233, 39.2669, 55.6909, 81.0657, 120.103, 195.528",

"31.9914, 41.0045, 55.0162, 76.5121, 109.767, 160.399, 238.709"

);

}

2.7 Logical Design Rules

Logical Design Rules reflects technology specific limitations that the design must

meet to achieve indented functionality [12] [24]. They are specified in logical libraries

for each cell. While synthesizing any design advance libraries specify the default values

for the synthesis process and generate the gate-level netlist based on that. Typically,

design rule constraints contain input transition, load capacitance, and fanout for a

cell [25]. Yet additional logical design rules can be specified manually to achieve the

desired performance. Tools make sure not to violate the design rules in order to

complete optimization constraints. Optimization constraints are described in Section

6.4.1. The utilized logical design rules for the various drive of multi-threshold inverter

cells are tabulated in further subsections.

2.7.1 Max Transition

The maximum transition time is a logical design rule constraint that limits the

transition value accepted by the input pin of the cell.

max_transition : 320;

2.7.2 Max Fanout

The maximum output fanout limits the cells to drive the specific number of the

cells at the output. Driving large results in large output load capacitance which

again causes the cell delay and the output transition to get worst. This can either
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cause functionality failures or large short circuit power dissipation. The 7nm FinFET

library uses the default fanout number as 1 for all the cells..

default_fanout_load : 1;

2.7.3 Max Capacitance

The maximum capacitance is the value of the max output load capacitance that

the cell can drive. It is mentioned in the library as below:

max_capacitance : 368.64;
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3. FINFET TRANSISTOR CHARACTERIZATION

The rapidly growing electronic industry presented new multi-gate transistors to

scale down the device to the sub-nanometer regime. This was possible due to tech-

nological advancement in the past few decades that achieved astonishing speed [26].

Planar CMOS devices have fundamental material and process technology limits and

exhibit challenging issues like leakage power, supply voltage, and variability. More-

over, shrinking planar CMOS to 10nm and below is difficult due to non-ideal IV effects

and realistic manufacturing limits. Non-planar transistor and its variant devices show

great potential in manufacturability, package density, and device-stability [27]. Fin-

FET devices, which was proposed as double-gate device, have decades of research

and after long ignorance from industries, they are adopted as a standard device for

integrated electronics. This kept Moore’s law alive [28].

This thesis presents data from 7nm FinFET transistors and describes how the

aforementioned challenges are mitigated in FinFET transistors with experimental

results. The results include multi-corner simulation with multiple threshold voltage

flavors as defined in Section 2.1.

3.1 NMOS Characteristics

This section presents DC characteristics of nMOS LVt transistor in all corner.

Figure 3.1 shows the schematic of the test bench for variable sweeping. The Ids vs.

Vds for every 0.1V increment in Vgs and Ids vs. Vgs are shown in Figure 3.2 and Figure

3.3. The gate capacitance (Cgg) has significant importance in delay calculation of any

circuit and is is the sum of gate to source (Cgs), gate to drain (Cgd) and gate to body

(Cgb) capacitance. Figure 3.4 shows gate capacitance for different values of Vgs.

Cgg = Cgs + Cgd + Cgb (3.1)
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Fig. 3.1. NMOS LVt schematic.

3.2 Multi-threshold Parameters

Table 3.1 compares the threshold voltage (Vth), drain current (Ids), gate capac-

itance (Cgg) and dc power with different values of Vgs and Vds for TT transistors

available in the library. The simulation was performed on ADE Explorer by saving

the dc operating point for every Vt cell.
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Fig. 3.2. Ids vs. Vds for TT corner.

Fig. 3.3. Ids vs. Vgs in all three corners.
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Fig. 3.4. Gate capacitance of NMOS.
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Table 3.1.
Comparison of Vth, Ids, Cgg, and power

Transistor Ids (uA) Cgg (aF) Vth (mV) Power (uW)

SLVt: TT 50.697 60.47 207 35.42

LVt: TT 45.143 50.11 267 31.5

RVt: TT 37.76 40.29 327 26

3.3 Leakage

Leakage current flows when the chip is not switching and aggressively limits the

number of the transistor can be integrated on the chip. Before 90nm, the leakage

power was negligible as compared to dynamic power. However, as the process node

reduced to a subnanometer, the leakage significantly increased and contributes to

one-third of total power consumption. The leakages can be categorized into three

parts: subthreshold leakage, gate leakage, and junction leakage. Collectively, these

leakage components cause electrons to leak through the ground during the cut-off

mode. Individually, subthreshold leakage causes the thermal emission of electrons due

to Drain Induced Barrier Lowering (DIBL) [29]. It affects the dynamic circuits and

DRAMs as they store charge on capacitance. Gate leakage is a quantum mechanical

tunneling (Fowler-Nordheim tunneling and direct tunneling) through the extremely

thin (15-20 angstrom) gate oxide [30]. Junction leakage is due to the current in reverse

p-n junction formed by source/drain and the substrate of a transistor. The 7nm

FinFET tratsitor model was developed under BSIM-CMG (common gate model) and

is the industry’s first FinFET compact model [31]. The spice model straight-forward

assumes the technology trend presented in [32], [33], [34], and [35] to derive the values

from BSIM-CMG models based on historical technology trends.

The subthreshold leakage comes into the picture when the transistor is weakly

inverted i.e., Vgs < Vth and it increases with Vds due to the DIBL effect. In the

subthreshold regime, the current is measure in the semilog scale and the inverse of
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Table 3.2.
Comparison of subthreshold slope

Transistor S(mV)/decade

SLVt: TT 62.96

LVt: TT 62.60

RVt: TT 62.38

the slope of the line is called Subthreshold Slope (S). It gives an idea about the

amount of drop in the gate voltage required to reduce the leakage current. The 7nm

FinfET BSIM-CMG models presents the subthreshold equation in [31]. Figure 3.6

depicts the leakage power consumption of low threshold voltage cells for multiple

corners. CMOS devices had shown a subthreshold slope of 90mV/decade that was

improved by Silicon-on-insulator devices up to 78mV/decade. The subthreshold slope

for FinFET devices are shown in Figures 3.5 and Table 3.2 presents the comparison

of the same among different threshold voltages. Similarly, the leakage current and

power are compared in Table 3.3 for multi-corner LVt cells.

Table 3.3.
Comparison of leakage current and power for LVt cell at Vgs =0V

Transistor Ioff (pA) Poff (pW)

SS 162.01 5.62

TT 276.22 9.28

FF 424.94 13.80

3.4 Layout

The layout of the P-type FinFET transistor is shown in Figures 3.7 and 3.8. Figure

3.7 shows the N-well, active region, and fins according to the design rule shown in
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Fig. 3.5. Ioff of LVt cells on SS, TT, and FF process corners.

Fig. 3.6. Power of LVt cells on SS, TT, and FF process corners.



24

Fig. 3.7. PMOS Layout: Well, Fins, and Active (drawn).

Table 2.1. All the drawn fins are of 7nm width and 27nm pitch as shown in the figure.

The poly gate is drawn above the active region to form the transistor and later it

is connected to LISD form shape to connect upper metal wires. Similarly, N-type

FinFET can be drawn using the rule defined [11].
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Fig. 3.8. PMOS Layout: Poly gates forming transistor.
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4. DELAY AND POWER ANALYSIS

Inverter cell delay is considered as a delay metric in terms of ”fanout-of-4 delay”

to normalize the process technology. The FO4 delay is the delay through an inverter

cell seeing output load capacitance as the sum of four identical inverter’s input pin

capacitance. The FO4 metric was unchanged for almost all CMOS processes. Ad-

vanced FinFET cells do not require the balancing widths and show an equal effective

current for NMOS and PMOS transistors. Hence, it introduces the optimal delay at

the fanout-of-6 (FO6) delay. Moreover, equal rise and fall transition can be achieved

for the clock inverters, unlike CMOS clock repeaters.

The propagation delay is one of the most crucial performance parameters in digital

circuit design that requires complex timing models for accurate estimation. Spice

models the transistor parameters and are used for the delay computation. In some of

the models, the RC circuit approach is used to calculate the delay of the gate. Some

of the models are linear delay model, nonlinear delay model, and composite current

source model. The linear delay model is based on logical effort (g), electrical effort

or fanout (h), and the parasitic delay (p). Normalized delay (d) in the linear delay

model is expressed as:

d = gh+ p

The nonlinear delay models add the effect of input transition to the output load

capacitance of the linear delay model. Depending upon the polarity of input transi-

tion, the propagation delay is calculated separately for the rise and fall transitions.

All the pre-calculated values are stored in form of the table look-up format inside the

liberty timing files. As the feature size shrunk, the effective metal interconnects resis-

tance started showing highly inaccuracy. Further, to avoid the limitations of NLDM

assuming the output load purely capacitive and ignoring the resistance of the inter-
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connect, the composite current source (CCS) model is developed. CCS timing model

provides additional accuracy by expressing the drivers as a voltage dependent current

source. The output DC current is integrated to find the voltage in terms of time into

an RC network. The energy of any system can be minimized for the specific desired

performance. The power consumption in any logic gate can be broadly classified into

two components: Dynamic/Active Power and Static/Leakage Power. Active power

is consumed when the logic gates are switching and leakage power is consumed when

the logic ages are on standby mode. There are different approaches to model power

for the logic gate. The NLDM models store the power numbers in form of a table

look-up for different input slope and output capacitance. The following equations

show the various powers:

Pstatic = VDD ∗ Ileak

Pdynamic = Ptransient + Pswitching

This chapter introduces the model for the evaluation of the transient response,

propagation delay, and power consumption for the FinFET inverter cell. An exhaus-

tive multi-corner dc analysis of the inverter cell is also mentioned in the further section

that models the sub-nanometer effects. Based on the analysis the experimental results

are compared for different threshold voltage cells.

4.1 INV Cell DC Analysis

Figure 4.1 shows the schematic of an inverter cell created on Virtuoso Schematic

Editor for single fin LVt NMOS and PMOS transistors. First, the dc analysis was

performed to plot the voltage transfer characteristic of the INV cell. This analysis

was also used to plot other parameters of each transistor. Figure 4.2 depicts the

voltage transfer characteristic of the inverter cell on the TT corner with 0.7 supply

voltage. In the later Figures from 4.3 to 4.5, the static power consumption is shown

for NMOS and PMOS respectively. Table 4.1 describes the low threshold voltage

inverter parameter comparison for the different corners.
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Fig. 4.1. INVx1 LVt schematic

Moreover, inverter parameters threshold volatge (Vht), gate capacitance (Cgg),

nmos current (In), pmos current (Ip) and dc power (Pdc) is compared exhaustively

multi-corner for each threshold voltage inverter cell i.e, SLVt, LVt, and RVt. Table

4.7 and 4.8 show the variation in aforementioned parameters for same voltage and

temperature for NMOS and PMOS respectively for all threshold voltage transistors.

4.2 INV Transient Analysis

Transient analysis is the most fundamental way of delay calculation. It allows us

to develop a physical model of a circuit and write the output voltage as the function

of input voltage and time. A typical definition of delay is the time taken from 50%
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Fig. 4.2. VTC INXx1 TT LVt cell

Fig. 4.3. Ids INXx1 TT LVt cell
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Fig. 4.4. Power INXx1 TT LVt cell

Fig. 4.5. Total Power INXx1 TT LVt cell



31

Fig. 4.6. INVx1 LVt multi-corner VTC.

Fig. 4.7. INVx1 LVt multi-corner In.
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Fig. 4.8. INVx1 LVt multi-corner Ip.

Fig. 4.9. INVx1 LVt multi-corner DC Pn.
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Fig. 4.10. INVx1 LVt multi-corner DC Pp.

Fig. 4.11. INVx1 RVt multi-corner VTC.
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Fig. 4.12. INVx1 RVt multi-corner In.

Fig. 4.13. INVx1 RVt multi-corner Ip.
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Fig. 4.14. INVx1 RVt multi-corner DC Pn.

Fig. 4.15. INVx1 RVt multi-corner DC Pp.
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Fig. 4.16. INVx1 SLVt multi-corner VTC.

Fig. 4.17. INVx1 SLVt multi-corner In.
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Fig. 4.18. INVx1 SLVt multi-corner Ip.

Fig. 4.19. INVx1 SLVt multi-corner DC Pn.
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Fig. 4.20. INVx1 SLVt multi-corner DC Pp.
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Table 4.1.
INVx1 LVt cell NMOS parameters

INV Lvt NMOS VDD(V) Temp Vth (V) In (uA) Cgg (aF) Pdc (uW)

SS 0.63 100 255.4 3.62 55.85 1.54

TT 0.7 25 267 5.41 66.88 2.83

FF 0.77 0 272.7 10.80 82.76 5.70

Table 4.2.
INVx1 LVt cell PMOS parameters

INV Lvt PMOS VDD(V) Temp Vth (V) Ip (uA) Cgg (aF) Pdc (uW)

SS 0.63 100 -193.2 -3.62 21.13 2.23

TT 0.7 25 -233.4 -5.41 22.57 4.11

FF 0.77 0 -247.2 -10.80 24.05 8.33

Table 4.3.
INVx1 RVt cell NMOS parameters

INV RVt NMOS VDD(V) Temp Vth (V) In (uA) Cgg (aF) Pdc (uW)

SS 0.63 100 320.4 1.23 54.99 0.65

TT 0.7 25 332 2.28 65.81 1.14

FF 0.77 0 337.7 4.76 81.31 2.56

Table 4.4.
INVx1 RVt cell PMOS parameters

INV RVt PMOS VDD(V) Temp Vth (V) Ip (uA) Cgg (aF) Pdc (uW)

SS 0.63 100 -251 -1.23 21.12 0.86

TT 0.7 25 -291.3 -2.28 22.56 1.51

FF 0.77 0 -305.4 -4.76 24 3.65
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Table 4.5.
INVx1 SLVt cell NMOS parameters

INV SLVt NMOS VDD(V) Temp Vth (V) In (uA) Cgg (aF) Pdc (uW)

SS 0.63 100 195 6.67 56.50 2.95

TT 0.7 25 206.6 10.86 67.66 5.0

FF 0.77 0 212.2 18.26 83.79 9.25

Table 4.6.
INVx1 SLVt cell PMOS parameters

INV SLVt PMOS VDD(V) Temp Vth (V) Ip (uA) Cgg (aF) Pdc (uW)

SS 0.63 100 -133.2 -6.67 21.20 4.40

TT 0.7 25 -173.4 -10.86 22.63 7.50

FF 0.77 0 -187.2 -18.26 24.56 14.75

Table 4.7.
INVx1 cell TT corner NMOS parameters

INV NMOS TT VDD(V) Temp Vth (V) In (uA) Cgg (aF) Pdc (uW)

SLVT 0.7 25 206.6 10.86 67.66 5.0

LVT 0.7 25 267 5.41 66.88 2.83

RVT 0.7 25 332 2.28 65.61 1.14

Table 4.8.
INVx1 cell TT corner PMOS parameters

INV PMOS TT VDD(V) Temp Vth (V) Ip (uA) Cgg (aF) Pdc (uW)

SLVT 0.7 25 -173.4 -10.86 21.20 7.50

LVT 0.7 25 -233.4 -5.41 22.57 4.11

RVT 0.7 25 -291.3 -2.28 22.56 1.51



41

of input voltage to reach 50% of the output voltage. The differential equation of the

delay calculation is based on the equation:

I = C(dV/dt) (4.1)

The logic gates driving other logic gates in a digital system can be represented

in three parts: driver, interconnect, and the load. NLDM models the drivers as a

voltage source in series with a resistance. The interconnect driven by the driver can

be modeled as L, T, and Pi models. The Pi models are highly accurate as compared to

the other models and need fewer segments to present a big interconnect in distributed

form. Delay through any wire is the multiplication of the wire’s resistance R and the

coupling capacitance C from the parallel wire running on the chip. The third part

of the representation is the load capacitance (CL) that counts the gate capacitance

of the next stage logic. Equation 3.1 in the previous chapter of this dissertation

explains all about the gate capacitance of any transistor. The schematic in Figure

4.30 depicts the test-bench created on the Cadence Virtuoso. In the next figure, the

analysis results are shown. An inverter driving no capacitance at the output suffers

the problem of the bootstrapping caused by the gate to drain capacitance of the cell

and can be seen as the overshoot and undershoot at every logic change. The inverter

cell driving a variable capacitance (for 0.2 to 0.1fF) is analyzed for the propagation

delay at multiple corners for all available threshold voltage transistor variants. The

comparisons are shown in Table 4.9, 4.10 and 4.11.

Table 4.9.
INVx1 LVt cell multi-corner variable capacitance tpd (ps)

INV LVt VDD(V) Temp CL = 0.2(fF) CL = 0.5(fF) CL = 0.7(fF) CL = 1(fF)

SS 0.7 100 4.25 7.00 8.74 11.37

TT 0.7 25 4.11 6.72 8.38 10.84

FF 0.77 0 3.96 6.39 7.91 10.18
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Fig. 4.21. INVx1 LVt TT transient analysis set-up without load capacitance.

Fig. 4.22. INVx1 LVt TT corner transient waveform.
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Fig. 4.23. INVx1 LVt multi-corner transient output.

Fig. 4.24. INVx1 LVt multi-corner propagation delay.
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Fig. 4.25. INVx1 LVt multi-corner variable capacitance set-up.

Fig. 4.26. INVx1 LVt multi-corner variable capacitance transient analysis.
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Fig. 4.27. INVx1 LVt multi-corner variable capacitance propagation delay.

Fig. 4.28. INVx1 SLVt multi-corner variable capacitance transient analysis.
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Fig. 4.29. INVx1 SLVt multi-corner variable capacitance propagation delay.

Fig. 4.30. INVx1 RVt multi-corner variable capacitance transient analysis.
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Fig. 4.31. INVx1 RVt multi-corner variable capacitance propagation delay.
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Table 4.10.
INVx1 SLVt cell multi-corner variable capacitance tpd (ps).

INV SLVt VDD(V) Temp CL = 0.2(fF) CL = 0.5(fF) CL = 0.7(fF) CL = 1(fF)

SS 0.7 100 3.43 6.01 7.56 9.90

TT 0.7 25 3.83 5.83 7.30 9.50

FF 0.77 0 3.39 5.61 6.94 8.96

Table 4.11.
INVx1 RVt cell multi-corner variable capacitance tpd (ps)

INV RVt VDD(V) Temp CL = 0.2(fF) CL = 0.5(fF) CL = 0.7(fF) CL = 1(fF)

SS 0.7 100 5.31 8.47 10.56 13.66

TT 0.7 25 5.10 8.08 10.02 13.00

FF 0.77 0 4.85 7.60 9.38 12.11

4.3 Robust Clock Repeaters

The interconnects play important roles in modern systems and are key to the

performance. A wire connecting two transistors is consisted of metal and has some

specific width. Each wire geometry has resistance in it that is given by the following

equation:

R = ρL/A (4.2)

Equation 4.2 shows the importance of the length and the cross-sectional area in

the resistance estimation. In digital design, every metal used for the routing has

some specific width and hence resistance. Routing of wires in the physical design

implementation exhibit capacitance as well. The capacitance term is contributed by

some individual components: fringing field and parallel plate capacitances. Overall

capacitances are given by the following equation:

C = εoA/d (4.3)
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Modern designs with sub-nanometer processes carefully consider the interconnect

length and width while driving some load capacitance [36]. The delay through the

wire, flight time (RC), has the value in the order of a cell delay. Hence to drive

the cell sitting on the far end, the repeaters are required. In physical design, the

clock tree synthesis is one of the applications that neutralizes the delay through

the long interconnect connecting the clock pins of sequential elements using clock

repeaters. There are following well-known methodologies for clock implementation in

a design [37].

• H Clock Tree

• Clock Three Mesh

• Binary Clock Tree

The first two methods are used in a block-level design and ensure that the clock

skew requirement is met with the desirable performance [38]. System on Chip (SoC)

clocks are implemented using global clock distribution methodology [39]. This method

uses a binary clock network to drop the clock until physical blocks inside the SoCs.

Routing resources and latencies are the main targets to achieve during implement ion.

Each of the clock implementation methods uses the clock repeaters to regenerate the

distorted clock signal. Hence, the inverter cells presented in the previous two sections

of this chapter propose a robust clock repeater for the high-performance designs.

Before investigating the reason for performance and robustness, it is important to

understand a CMOS inverter capacitances and sizing. Figure 4.32 depicts a CMOS

inverter with width sizing to achieve equal rise and fall transitions. The obvious

reason for the twice width of the PMOS is its lower mobility.

The FinFET technology does not require width matching and provides symmetric

rise and fall transitions with an equal number of fins [11]. This assists in the per-

formance of clock repeaters picked for reducing the delay of a long wire. To test the

switching speed of INV as clock repeaters, a test-bench was created to examine the

FO6 delay. Figure 4.36 shows the schematic created on Cadence Virtuoso. The third

inverter with drive strength 36 is under analysis for the delay calculation.
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Fig. 4.32. CMOS inverter sizing.

Figure 4.34 and 4.35 shows the difference input pin capacitance of a CMOS driv-

ing FO4 and FinFET driving FO6 inverters. The load capacitance is equal to the

CMOS inverter seeing at its output. Hence, a FinFET inverter drives the same load

capacitance for FO6 delay to achieve the smallest possible delay for minimum path

effort. The results are compared in table 4.12 for LVt transistors on the TT corner.

Table 4.12.
INVx36 LVt cell TT corner FO6 tpd (ps)

INV LVt VDD(V) Temp tpdFO6(ps)

SS 0.63 100 13.40

TT 0.7 25 11.01

FF 0.77 0 9.76
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Fig. 4.33. FinFET inverter sizing.

Fig. 4.34. CMOS driving FO4.
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Fig. 4.35. FinFET driving FO6.

Fig. 4.36. FinFET driving FO6 schematics.
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Fig. 4.37. FO6 PMOS current.

Fig. 4.38. FO6 NMOS current.
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5. MEMORY DESIGN

Semiconductor memories are capable of storing a vast amount of digital infor-

mation. Memory components are ubiquitous in modern integrated circuits. Modern

microprocessor’s caches are one such example of its extensive presence in ICs. Caches

are categorized under on-chip memory that shares the same die with microprocessor

cores. The area efficiency of the memory array is one of the key design criteria that

determines the storage capacity. Speed is another key design feature of the memory

and signifies the time required to store or retrieve information. Finally, static and

dynamic power consumption is considered as another significant factor in memory

design. Random Access Memories is the memory arrays that are accessed using the

address and they are divided into two parts: Read Only Memory (ROM) or Non-

volatile Memory and Volatile Memory [29]. There are two different kinds of volatile

RAMs based on the operation type of individual data storage cells.

• Static RAM

• Dynamic RAM

The static RAM cell can retain the data indefinitely as long as the power supply is

provided. However, the dynamic SRAM cell needs to be refreshed periodically so that

its contents do not leak. Both the SRAM store data differently. Static SRAM cell

stores the data in feedback look to maintain its state whereas a dynamic SRAM cell

stores data as a charge on a capacitor [29]. The feedback loop in a static SRAM cell is

consists of a simple latch formed using inverter cells and stores 1-bit of operation. This

retention capability can also be achieved by a flip-flop but flop implementation takes

more area as compared to SRAMs. The standard 6T SRAM cell provides a denser

layout and better performance than a normal flip-flop cell. It achieves compactness

at the expense of complex circuitry involved in designing. For these aforementioned
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Fig. 5.1. INVx1 SRAM Vt schematic.

reasons, static SRAMs are used in myriad applications from microprocessor caches to

register files. In this dissertation, the focus is to present a robust six-transistor (6T)

static RAM cell and characterize it on multiple corners.

5.1 ASAP7 SRAM Vt Transistors

The 7nm FinFET library comes with ”sram” transistor flavor that is high thresh-

old voltage transistors characterized by low leakage power and high efficiency [18].

5.2 6T SRAM Cell

The 6T SRAM cell retains the data in weak cross-coupled inverters forming a

latch with two NMOS transistors providing read and write facility to the cell. The
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Fig. 5.2. VTC INXx1 SRAM Vt cell.

Fig. 5.3. INXx1 SRAM Vt In.
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Fig. 5.4. INXx1 SRAM Vt Ip.

Fig. 5.5. INXx1 SRAM Vt Pn.
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Fig. 5.6. INXx1 SRAM Vt Pp.
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Table 5.1.
INVx1 SRAM cell NMOS parameters

INV SRAM NMOS VDD(V) Temp Vth (mV) In (uA) Cgg (aF) Pdc (uW)

SS 0.63 100 395.6 0.38 19.14 0.20

TT 0.7 25 406.2 0.50 20.45 0.29

FF 0.77 0 410.7 1.36 21.75 0.81

Table 5.2.
INVx1 SRAM cell PMOS parameters.

INV SRAM PMOS VDD(mV) Temp Vth (V) In (uA) Cgg (aF) Pdc (uW)

SS 0.63 100 -294.1 -0.38 52.40 0.24

TT 0.7 25 -339.1 -0.50 63.70 0.35

FF 0.77 0 -358.8 -1.36 80.38 1.05

positive feedback in the latch corrects the stored value from the disturbances caused

by the noise or leakage. The new data is written by the bit and bit bar lines. Figure

5.7 depicts a 6T-SRAM cell with its components Word Line (WL), Bit Line (BL),

Bit Bar Line (BB), Inverters, and NMOS Access transistors. When the new data

is written, it overpowers the stored information inside the cross-coupled inverters.

The reading operation is achieved by charging the bit line voltage up to VDD and

then measuring the difference between the BL and BB lines. However, there are two

requirements that dictate the operations are [40]:

• The read operation should not destroy the stored information in the SRAM.

• The cell should allow modification during the data write operation.

The aforementioned requirements put the strict sizing ratio among inverter’s

pullup and pulldown transistors and access transistors. For FinFET transistors, the

sizing ratio is in terms of the number of fins. The design presented in this thesis

possesses the number of fins ratio Pullup:Access:Pulldown to be 1:2:3. The schematic
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Fig. 5.7. 6T SRAM bit cell.
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Fig. 5.8. Pre-charge transistors.

was designed on Cadence Virtuoso. The body of each transistor is grounded. All the

PMOS sources are connected to VDD and NMOS sources are connected to GND.

Access transistors are driven by the word line connected to the gate of the transis-

tors whereas other terminals of access transistors are connected to Bit lines and the

outputs of the cross-coupled inverters. Further sections explain the other circuitries

needed to create a test bench for Read and Write operation.

5.2.1 Clocks

The SRAM operations write, read and hold require two phase clock φ1 and φ2

for the synchronization, and these can be generated by clock clk and its complement

clkb.

5.2.2 Column Circuitry

The column circuitry consists of the bitline pre-charge circuitry, the write driver,

the column multiplexers, and the bit-line sensing circuitry. Before beginning, the

read or write operation the bit lines are pre-charged using pre-charge circuitry to

avoid failures. Charging bit lines provides voltage to the access transistor’s terminal

connected to it and that begins the read/write operation. The pre-charge circuitry

consists of two PMOSs FinFET transistors and is connected to the power to charge the

bitline capacitances. The figure shows the pre-charge circuitry used in the analysis.
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Fig. 5.9. Differential amplifier design.

Another part of the column circuitry is column multiplexers. They are required

to extract the bits from each row of the SRAM array. To read bits associated with

each column are considered as the inputs to the multiplexer. The select line of

the multiplexer chooses the data from multiple column addresses. Generally, muxes

can be implemented using the tri-state inverter and the transmission gates. The

sensing circuitry is attached to the bit lines to capture the drop in either of the line

and flag the output depending upon the voltages on the bit and bitbar lines. The

bitline capacitance is the sum of the long wire capacitance and the access transistor

capacitance on the same column address. This big capacitance is an issue in large

SRAM arrays during the read operation due to the large time required to discharge

this capacitance to zero. To avoid this slow discharge issue, a sense amplifier is added

to column sensing circuitry. Figure 5.9 depicts the FinFET based differential amplifier

circuit.
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Fig. 5.10. AND gate design.

5.2.3 Row Circuitry

The row circuitry is designed using two main components: the row address decoder

and the word line drivers. The AND gates are used to assert the word line and

available in both true and complement versions. Figure 5.10 shows the schematic

of AND gate used to design the address decoder for the design tested in this thesis.

The addresses for some specific cell is ANDed with the clk to raise the word line of

that SRAM cell. During the read operation, the clk and read enable (RD En) are

raised and kept at logic 1 to fetch the value stored in the cell. The write operation

also requires clk and write enable (WR En) to be at logic 1 to achieve successful

modification to the stored information in the cell.
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5.3 6T SRAM Functionality

SRAM working consists of three operating modes: hold, read, and write. The

hold state keeps the data inside the positive feedback with the help of a weak cross-

coupled inverter. The cross-coupling provides immunity to the external world noise

that can cause stored information to flip. To achieve stability and writability, the

noise margins are defined for all the modes of operation. These are known as hold

margin, read margin, and write margin. The static noise margin (SNM) determines

the amount of noise voltage that can be applied before the stable state is lost. In

this thesis, the main focus was to analyze the read and right margin of the SRAM

cell operating on a high frequency. The aforementioned margins were compared for

multi-threshold and a multi-corner transistor to present the robustness of the designed

SRAM bit cell [41].

The read operation starts with pre-charging the bit line (BL) and bit bar line

(BB) by using pre-charge transistors shown in figure 5.14. Assuming Q is initially at

logic ”0” before the operation starts and this operation is read ”0” operation. The

word line (WL) is raised to VDD that eventually turns on both the access transistors

M7 and M3 shown in figure 5.7. The current starts flowing through the left access

transistor M7 and the voltage at the internal node Q begins to change. Due to the

presence of logic ”1” at the internal node QB the pull down transistor M1 turns

and starts discharge the bitline (BL) pre-charged voltage. During the pulling down

process, the transistor M1 was found to be in the linear region of operation while the

access transistor M7 is in saturation mode. As the voltage decreases at the bitline

node, the bitline and bitbar line voltages are sensed by the sense amplifier. The sense

amplifier detects the change in the bitline voltage and compares it to bitbar line

voltage. In the read ”0” operation, the bitline voltage decreases due to the discharge

through the pull down transistor while the bitbar line voltage remains the same. This

difference in the voltage of the pre-charge nodes is detected as the stored logic ”0”

information inside the cell. The constrain for the read operation is not to flip the
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stored logic level in the bit cell. This condition is ensured by making the pull down

transistor stronger than the access transistors that avoid another pull down transistor

M0 to turn on. Figure 5.12 shows the read margin circuit used to evaluate the read

SNM for multiple corners specified in table 5.3, 5.4, 5.5, and 5.6 for different threshold

voltage flavors.

The write ”1” operation is not possible by forcing Q through the access transistor

M7 on the account of the read stability. Hence, this operation is achieved by pulling

the Q bar to logic ”0” through the access transistor M3 as shown in figure 5.7. The

operation starts by forcing the bitbar line to low voltage. The logic ”1” stored at the

internal node Q bar is forced to a logic ”0” by turning off the pull up transistor M6.

The transistor M6 opposes this operation; thus, M6 must be weaker than the access

transistor M3. The writability constraint requires the pullup: access of 1:2 sizing

ratio. Figure 5.13 presents the testbench used for the SNM simulation and Figure

5.15 depicts the simulated write margin curve on the Cadence Spectre simulator

tool. Further, tables from 5.3 to 5.6 compare the write SNM on various operating

conditions. Also, figure 5.11 shows the functionality simulation of 6T SRAM cell with

the rise and fall time of 1ps.

Table 5.3.
Read & Write SNM for SLVt transistors

SLVt VDD(V) Temp SNMRD(mV) SNMWR(mV)

SS 0.63 100 0.3381 0.6038

TT 0.7 25 0.1864 0.3000

FF 0.77 0 0.4173 0.2958
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Fig. 5.11. 6T SRAM read and write operations.
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Fig. 5.12. Read SNM circuit.
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Fig. 5.13. Write SNM circuit.
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Fig. 5.14. Read static noise margin.

Fig. 5.15. Write static noise margin.
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Table 5.4.
Read & Write SNM for LVt transistors

LVt VDD(V) Temp SNMRD(mV) SNMWR(mV)

SS 0.63 100 0.1983 0.6143

TT 0.7 25 0.2277 0.6127

FF 0.77 0 0.2446 0.6033

Table 5.5.
Read & Write SNM for RVt transistors

RVt VDD(V) Temp SNMRD(mV) SNMWR(mV)

SS 0.63 100 0.2263 0.6368

TT 0.7 25 0.2679 0.6307

FF 0.77 0 0.2899 0.6212

Table 5.6.
Read & Write SNM for SRAM Vt transistors

SRAM Vt VDD(V) Temp SNMRD(mV) SNMWR(mV)

SS 0.63 100 0.3428 0.6761

TT 0.7 25 0.0150 0.6761

FF 0.77 0 0.4025 0.3470
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6. SYSTEM LEVEL DESIGN

The datapath elements are the most quantifying designs to judge the performance

of any chip. As the technology advanced and moved towards the sub-micron processes,

the control over the parameters’ speed, power, and area became more complex. In

the last few years, ASIC chips showed high productivity but delay and power became

the concerning factors of designs. The FinFET is another advancement in transistor

technology. This thesis model a 32 bit ALU design that is optimized on 1 GHz

with 16 functions based on the 7nm FinFET process from ASAP 7nm process design

kit [7]. The design is targeted for low power applications through ASIC methodology

and achieved an overall average power of 1 mW per sq. mm. The design flow was

developed for cutting edge 7nm FinFET by integrating the industry standard tools

from vendors Synopsys and Cadence for frontend and backend design respectively.

This article presents the delay and power values including pre-layout and post-layout

phases with noble 7nm FinFET technology.

6.1 Digital Design Methodology

Digital circuits usually consist of datapath elements, memory elements, and con-

trol structures. The datapath elements are involved in arithmetic and logic operations

inside CPUs. Another important part of the CPU is the memory element, that is also

addressed array subsystems and involved in load and store operations to access the

data. Lastly, control structures are synthesized by writing behavioral HDL. The dat-

apath components are one of the important parts of any design and they decide the

maximum frequency on which a design is functional. They are also important during

delay calculation and power estimation of any system. Generally, datapath operators

include adders, multipliers, shifters, and comparator circuits. Application Specific
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Integrated Circuits (ASICs) designs are synthesized by writing a behavioral descrip-

tion that facilitates the implementation flow. ASIC design flow allows designers to

model the RTL description efficiently and provides freedom of choice in implementa-

tion techniques considering the rules of HDL description [42]. The term ASIC simply

refers to an IC that has been designed for a particular application and this kind of ICs

currently defines a portion of the semiconductor market. The semiconductor market

also includes memories, microprocessors, and field programmable gate arrays (FP-

GAs). The ASIC tool vendors such as Synopsys and Cadence offers complete design

flows know as Digital Design Flow. There is some requirement to fulfill to achieve a

highly efficient design. They are ASIC tools integration, standard cell libraries for the

process, and a particular design implementation technique. Collectively, they come

with an ASIC design kit. ASICs are designed at the register-transfer level (RTL) in

Verilog or VHDL, specifying the flow of data between registers and the state to store

in registers. Commercial EDA tools are used to map the higher level RTL description

to standard cells in an ASIC library, and then place the cells and route wires [22]. It is

much easier to migrate ASIC designs to new process technology, compared to custom

designs that have been optimized for a specific process at the gate or transistor-level.

6.2 Design Description

The ALU was designed for 16 operations that are defined in Table 6.1. This ALU

takes two 32 bit operands as inputs, performs an operation on the operands selected

by select line func, and gives outputs at alu out port of the design. The design is

valid for integer values as the goal of the design was to estimate the power and delay

values. Figure 6.3 shows the module level schematic of the design.

6.3 Library Development

Library characterization data can be stored in a text file in the Liberty (.lib)

format [25]. The Library Compiler tool reads the description of an ASIC library from
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Table 6.1.
Functions of arithmetic and logic unit

Function Name Expression

Addition a+b

Subtraction a-b

2’s complement ∼ a + 1’b1

Multiplication a*b

Bitwise Left Shift a << 1

Bitwise Right Shift a >> 1

Bitwise OR a|b

Bitwise AND a&b

Bitwise XOR aˆb

Bitwise XNOR ∼ (aˆb)

Bitwise NAND ∼(a&b)

Bitwise NOR ∼(a|b)

Rotate Left a[30:0],a[31]

Rotate Right a[0],a[31:1]

Greater Than a>b

Equivalence Check a=b

the .lib file and compiles the description into an internal database (.db file format)

as shown in figure 6.1. The compiled library database can then be used for timing,

power, and noise analysis with compatible synthesis, place and route, static timing

analysis, and verification tools. A logical library contains mainly two things:

• Cell descriptions define each individual component in the ASIC technology.

• Environment descriptions contain information about the technology node that

is not unique to individual components. This section also contains information

about the effects of operating conditions on the technology, values of the com-
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Fig. 6.1. Library Compiler to generate db files.

ponents of delay scaling equations, statistical data of interconnect estimation,

and default cell attributes.

Optimization tools use the timing parameters and environment attributes de-

scribed in a logic library to calculate the timing delays for your designs. The timing

parameters and environmental attributes depend on the delay model. The following

TCL script is written to convert liberty files to Synopsys database (.db) format.

#Read all liberty files to a TCL list my_lib.

set my_lib [glob ./NLDM/asap7sc7p5t_*]

#Interate over each .lib of list to read and write a .db file.

foreach ele $my_lib {

set lwr_idx [string last / $ele]

set upr_idx [string last .lib $ele]

set str [string range $ele [expr $lwr_idx + 1] [expr $upr_idx - 1]]

echo "$str"

read_lib $ele

write_lib $str -format db -output ./NLDM_db/${str}.db

}
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Fig. 6.2. RTL synthesis approach.

6.4 Logic Synthesis

Generally, logic synthesis can be expressed as a combination of translation, map-

ping, and optimization [24]. This step mapped all behaviors description into a struc-

tural gate-level netlist [43]. The RTL synthesis approach is shown in figure 6.2.

Synthesis can be executed in different types depending upon our requirements. The

Design Ware (DW) datapath elements were automatically picked up from the tool’s

library for each operation and optimized on provided design constraints [44].

6.4.1 Synopsys Design Constraints (SDC)

The SDC format is utilized to specify the design intent, including the area, power,

and timing constraints for the design [45]. The design constraints are broadly divided
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into two parts: Logical Design Rule Constraints and Optimization Constraints. The

logical DRCs are defined in the liberty file and limit the cells during the logical synthe-

sis to achieve correct functionality. In this design, these constraints are automatically

picked from the NLDM liberty file during synthesis [12]. On the other hand, the

optimization constraints start from defining a clock for the design and further adding

more complicated constraints on the basis of the defined clock period.

Time budgeting is the start point of the optimization constraints development

process. The whole design is divided into three path groups: Input to Reg, Reg to

Reg, and Reg to Output [24]. The constraint set input delay was used to constrain all

the input ports of the design with an input arrival time of 600 ps for the setup timing

analysis. The concept of a virtual clock was used to associate the input delay to the

ports. Input transition models the propagated signal transition during Logic Synthesis

and is assigned to all the input ports using set input transition command. Moreover,

to constraint all the output ports with 2fF load capacitance, set load command was

used. Below is the set of SDC commands that were used to constrain the ALU design

for synthesis. Command set clock uncertainty is used to model the clock jitter and

clock skew effects to the ideal clock during the synthesis [46]. It also includes some

margin that is considered to deal with any unexpected change in the later design

implementation stages. As the design uses a single clock for implementation, the clock

latency terms will cancel each other and can be ignored for a single clock design [47].

After applying these constraints, the following two clocks were generated. The

clock CLK is a master clock with periodicity 1000 ps (1 ns) and associated with the

CLK port of the design whereas the virtual clock V CLK with the same period as the

master clock to set the input delay for the design.

create_clock -period 1000 -name CLK [get_ports clk]

set_clock_uncertainty -setup 15 [get_clock CLK]

set removed_ports [remove_from_collection [all_inputs] \

[get_ports clk]]

set data_input_ports [remove_from_collection $removed_ports \
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Fig. 6.3. Schematic design.

Fig. 6.4. Timing paths in design.
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[get_ports func[*]]]

create_clock -period 1000 -name VCLK

set_input_delay -max 600 $data_input_ports -clock VCLK

set_input_transition -max 8 [get_ports $data_input_ports]

set_load -max 2 [get_ports [all_outputs]]

****************************************

Report : clocks

Design : ALU32

Version: O-2018.06-SP5-2

Date : Tue Oct 13 16:53:06 2020

****************************************

Attributes:

f - fix_hold

p - propagated_clock

G - generated_clock

g - lib_generated_clock

Clock Period Waveform Attrs Sources

---------------------------------------------------------------------

CLK 1000.00 {0 500} {clk}

VCLK 1000.00 {0 500} {}

---------------------------------------------------------------------

6.4.2 Optimization Approaches

Design compiler uses various optimization techniques. The techniques used in this

design is listed below:

• Prioritizing Logical DRCs

• Uniquification

• Datapath Sharing
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• Synthetic Operators

• Automatic Ungrouping

6.4.3 LVt TT Synthesis Results

The logic synthesis was performed on all possible threshold voltage and corner

combinations. The exhaustive synthesis captured the timing and power QoRs that

are compared in further tables. First, the Lvt TT corner synthesis result is elaborately

presented for timing and power reports generated from the Design Compiler. It starts

with the operating condition report used for this synthesis run followed by the timing

and power reports for the same operating condition.

Operating Condition Name : PVT_0P7V_25C

Library : asap7sc7p5t_22b_SEQ_LVT_TT_170906

Process : 1.00

Temperature : 25.00

Voltage : 0.70

The following reports show the input to the reg path of the design.

****************************************

Report : timing

-path full

-delay max

-max_paths 1

Design : ALU32

Version: L-2016.03-SP1

Date : Wed Oct 21 01:54:10 2020

****************************************

Operating Conditions: PVT_0P7V_25C
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Library: asap7sc7p5t_22b_OA_LVT_TT_170906

Wire Load Model Mode: top

Startpoint: a[31] (input port clocked by VCLK)

Endpoint: a_in_reg[31]

(rising edge-triggered flip-flop clocked by CLK)

Path Group: CLK

Path Type: max

Point Incr Path

------------------------------------------------------------------

clock VCLK (rise edge) 0.00 0.00

clock network delay (ideal) 0.00 0.00

input external delay 600.00 600.00 f

a[31] (in) 0.00 600.00 f

U2745/Y (INVxp33_ASAP7_75t_L) 7.82 607.82 r

a_in_reg[31]/D (DFFHQNx1_ASAP7_75t_L) 0.00 607.82 r

data arrival time 607.82

clock CLK (rise edge) 1000.00 1000.00

clock network delay (ideal) 0.00 1000.00

clock uncertainty -15.00 985.00

a_in_reg[31]/CLK (DFFHQNx1_ASAP7_75t_L) 0.00 985.00 r

library setup time -6.96 978.04

data required time 978.04

-------------------------------------------------------------------

data required time 978.04

data arrival time -607.82

-------------------------------------------------------------------

slack (MET) 370.22
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The following report describes the max path in the design for the setup analysis and

ensures that the design work on the 1GHz clock frequency. The value of the slack for

this report is positive 0.51 ps and hence met.

****************************************

Report : timing

-path full

-delay max

-max_paths 1

Design : ALU32

Version: L-2016.03-SP1

Date : Wed Oct 21 01:50:44 2020

****************************************

Operating Conditions: PVT_0P7V_25C

Library: asap7sc7p5t_22b_OA_LVT_TT_170906

Wire Load Model Mode: top

Startpoint: b_in_reg[11]

(rising edge-triggered flip-flop clocked by CLK)

Endpoint: alu_value_reg[63]

(rising edge-triggered flip-flop clocked by CLK)

Path Group: CLK

Path Type: max

------------------------------------------------------------------

Point Incr Path

------------------------------------------------------------------

clock CLK (rise edge) 0.00 0.00

clock network delay (ideal) 0.00 0.00
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b_in_reg[11]/CLK (DFFHQNx1_ASAP7_75t_L) 0.00 0.00 r

b_in_reg[11]/QN (DFFHQNx1_ASAP7_75t_L) 47.81 47.81 f

U1602/Y (XNOR2xp5_ASAP7_75t_L) 21.38 69.20 r

U1605/Y (NOR2xp33_ASAP7_75t_L) 9.93 79.13 f

U1004/Y (HB1xp67_ASAP7_75t_L) 61.32 140.45 f

U1606/Y (NAND2xp33_ASAP7_75t_L) 22.50 162.96 r

U1607/Y (OAI21xp33_ASAP7_75t_L) 19.87 182.83 f

U1616/Y (INVxp33_ASAP7_75t_L) 15.36 198.19 r

U1617/Y (AND2x2_ASAP7_75t_L) 14.52 212.71 r

U1618/Y (AND2x2_ASAP7_75t_L) 12.88 225.59 r

U1619/Y (AND2x2_ASAP7_75t_L) 12.13 237.73 r

mult_x_1/U1087/CON (FAx1_ASAP7_75t_L) 8.42 246.14 f

U2700/Y (INVxp67_ASAP7_75t_L) 12.21 258.35 r

mult_x_1/U1078/SN (FAx1_ASAP7_75t_L) 32.63 290.98 f

mult_x_1/U1075/CON (FAx1_ASAP7_75t_L) 23.93 314.90 r

mult_x_1/U1075/SN (FAx1_ASAP7_75t_L) 13.81 328.71 f

mult_x_1/U1073/CON (FAx1_ASAP7_75t_L) 14.48 343.19 r

mult_x_1/U1073/SN (FAx1_ASAP7_75t_L) 7.19 350.38 f

U1154/Y (INVxp33_ASAP7_75t_L) 11.19 361.57 r

U3253/Y (NOR2xp33_ASAP7_75t_L) 12.55 374.13 f

U3293/Y (NOR2xp33_ASAP7_75t_L) 10.61 384.74 r

U3295/Y (AOI21xp5_ASAP7_75t_L) 8.10 392.84 f

U776/Y (OAI21xp5_ASAP7_75t_L) 13.57 406.40 r

U1237/Y (AOI21xp5_ASAP7_75t_L) 14.55 420.96 f

U771/Y (OAI21x1_ASAP7_75t_L) 13.25 434.20 r

U770/Y (AOI21x1_ASAP7_75t_L) 10.41 444.62 f

U1366/Y (OAI21x1_ASAP7_75t_L) 12.07 456.68 r

U3417/Y (AOI21x1_ASAP7_75t_L) 10.41 467.10 f

U3431/Y (OAI21x1_ASAP7_75t_L) 12.07 479.16 r



83

U3453/Y (AOI21x1_ASAP7_75t_L) 10.42 489.58 f

U1365/Y (OAI21x1_ASAP7_75t_L) 12.09 501.67 r

U3486/Y (AOI21x1_ASAP7_75t_L) 10.47 512.14 f

U3504/Y (OAI21x1_ASAP7_75t_L) 12.08 524.22 r

U3511/Y (AOI21x1_ASAP7_75t_L) 10.47 534.69 f

U758/Y (OAI21x1_ASAP7_75t_L) 12.08 546.77 r

U780/Y (AOI21x1_ASAP7_75t_L) 9.23 556.00 f

U779/Y (OAI21xp5_ASAP7_75t_L) 13.49 569.48 r

U927/Y (AOI21xp5_ASAP7_75t_L) 14.63 584.11 f

U757/Y (OAI21x1_ASAP7_75t_L) 13.26 597.37 r

U778/Y (AOI21x1_ASAP7_75t_L) 10.47 607.83 f

U777/Y (OAI21x1_ASAP7_75t_L) 12.08 619.92 r

U761/Y (AOI21x1_ASAP7_75t_L) 10.47 630.38 f

U760/Y (OAI21x1_ASAP7_75t_L) 12.08 642.47 r

U763/Y (AOI21x1_ASAP7_75t_L) 10.47 652.93 f

U762/Y (OAI21x1_ASAP7_75t_L) 10.61 663.54 r

U915/Y (AOI21xp5_ASAP7_75t_L) 13.71 677.25 f

U773/Y (OAI21x1_ASAP7_75t_L) 13.13 690.37 r

U772/Y (AOI21x1_ASAP7_75t_L) 10.47 700.84 f

U781/Y (OAI21x1_ASAP7_75t_L) 12.08 712.92 r

U756/Y (AOI21x1_ASAP7_75t_L) 10.47 723.39 f

U766/Y (OAI21x1_ASAP7_75t_L) 10.20 733.59 r

U911/Y (AO22x1_ASAP7_75t_L) 16.47 750.06 r

U910/Y (AO22x1_ASAP7_75t_L) 15.90 765.95 r

U775/Y (NAND2xp5_ASAP7_75t_L) 5.66 771.61 f

U774/Y (NAND2xp5_ASAP7_75t_L) 10.30 781.91 r

U765/Y (AO22x2_ASAP7_75t_L) 15.38 797.29 r

U908/Y (AO22x1_ASAP7_75t_L) 14.89 812.18 r

U1493/Y (AO22x1_ASAP7_75t_L) 16.07 828.25 r
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U3611/Y (AO22x2_ASAP7_75t_L) 14.66 842.91 r

U711/Y (INVx1_ASAP7_75t_L) 5.31 848.22 f

U3614/Y (OAI21x1_ASAP7_75t_L) 9.19 857.41 r

U764/Y (NAND2xp5_ASAP7_75t_L) 6.03 863.44 f

U736/Y (NAND2xp5_ASAP7_75t_L) 10.35 873.79 r

U3619/Y (AO22x2_ASAP7_75t_L) 15.68 889.47 r

U3622/Y (AO22x2_ASAP7_75t_L) 13.89 903.36 r

U3625/Y (AO22x2_ASAP7_75t_L) 13.64 917.01 r

U1492/Y (AO22x1_ASAP7_75t_L) 15.40 932.40 r

U3630/Y (AO22x2_ASAP7_75t_L) 14.63 947.03 r

U735/Y (AOI22xp5_ASAP7_75t_L) 7.55 954.58 f

U3637/Y (XOR2xp5_ASAP7_75t_L) 12.86 967.44 f

U782/Y (AOI21xp5_ASAP7_75t_L) 7.94 975.39 r

alu_value_reg[63]/D (DFFHQNx1_ASAP7_75t_L) 0.00 975.39 r

data arrival time 975.39

clock CLK (rise edge) 1000.00 1000.00

clock network delay (ideal) 0.00 1000.00

clock uncertainty -15.00 985.00

alu_value_reg[63]/CLK (DFFHQNx1_ASAP7_75t_L) 0.00 985.00 r

library setup time -9.10 975.90

data required time 975.90

-------------------------------------------------------------------

data required time 975.90

data arrival time -975.39

-------------------------------------------------------------------

slack (MET) 0.51
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The report shown below is the min report generated for the hold analysis. This

also shows positive slack value means met the requirement for the contamination

delay through the combinational logic sitting between flop to flop path.

****************************************

Report : timing

-path full

-delay min

-max_paths 1

Design : ALU32

Version: L-2016.03-SP1

Date : Wed Oct 21 01:50:57 2020

****************************************

Operating Conditions: PVT_0P7V_25C

Library: asap7sc7p5t_22b_OA_LVT_TT_170906

Wire Load Model Mode: top

Startpoint: func_in_reg[3]

(rising edge-triggered flip-flop clocked by CLK)

Endpoint: alu_value_reg[0]

(rising edge-triggered flip-flop clocked by CLK)

Path Group: CLK

Path Type: min

-------------------------------------------------------------------

Point Incr Path

-------------------------------------------------------------------

clock CLK (rise edge) 0.00 0.00

clock network delay (ideal) 0.00 0.00

func_in_reg[3]/CLK (DFFHQNx1_ASAP7_75t_L) 0.00 0.00 r

func_in_reg[3]/QN (DFFHQNx1_ASAP7_75t_L) 34.03 34.03 r
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U3007/Y (AOI21xp33_ASAP7_75t_L) 8.78 42.82 f

alu_value_reg[0]/D (DFFHQNx1_ASAP7_75t_L) 0.00 42.82 f

data arrival time 42.82

clock CLK (rise edge) 0.00 0.00

clock network delay (ideal) 0.00 0.00

alu_value_reg[0]/CLK (DFFHQNx1_ASAP7_75t_L) 0.00 0.00 r

library hold time 1.14 1.14

data required time 1.14

-------------------------------------------------------------------

data required time 1.14

data arrival time -42.82

-------------------------------------------------------------------

slack (MET) 41.67

The following report shows the power consumption in the ALU design that in-

cludes static and dynamic power. The static power consumed by design is total power

consumption is 0.4867 mW

Operating Conditions: PVT_0P7V_25C

Library: asap7sc7p5t_22b_OA_LVT_TT_170906

Wire Load Model Mode: top

Global Operating Voltage = 0.7

Power-specific unit information:

Voltage Units = 1V

Capacitance Units = 1.000000ff

Time Units = 1ps

Dynamic Power Units = 1mW (derived from V,C,T units)

Leakage Power Units = 1pW
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Cell Internal Power = 256.1146 uW (53%)

Net Switching Power = 227.7242 uW (47%)

---------

Total Dynamic Power = 483.8388 uW (100%)

Cell Leakage Power = 2.8704 uW

Internal Switching Leakage Total

Power Group Power Power Power Power (%)

------------------------------------------------------------------

io_pad 0.0000 0.0000 0.0000 0.0000 (0.00%)

memory 0.0000 0.0000 0.0000 0.0000 (0.00%)

black_box 0.0000 0.0000 0.0000 0.0000 (0.00%)

clock_network 0.0000 0.0000 0.0000 0.0000 (0.00%)

register 0.1211 2.2041e-02 2.9219e+05 0.1434 (29.46%)

sequential 0.0000 0.0000 0.0000 0.0000 (0.00%)

combinational 0.1351 0.2057 2.5782e+06 0.3433 (70.54%)

------------------------------------------------------------------

Total 0.2561mW 0.2277mW 2.8704e+06 pW 0.4867 mW

The following report presents the area reported for the design after technology

mapping and optimization.

****************************************

Report : area

Design : ALU32

Version: L-2016.03-SP1

Date : Sun Nov 1 16:48:45 2020

****************************************
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Library(s) Used:

asap7sc7p5t_22b_SIMPLE_LVT_TT_170906

asap7sc7p5t_22b_OA_LVT_TT_170906

asap7sc7p5t_22b_AO_LVT_TT_170906

asap7sc7p5t_22b_INVBUF_LVT_TT_170906

asap7sc7p5t_22b_SEQ_LVT_TT_170906

Number of ports: 134

Number of nets: 3568

Number of cells: 3211

Number of combinational cells: 3079

Number of sequential cells: 132

Number of macros/black boxes: 0

Number of buf/inv: 423

Number of references: 44

Combinational area: 4939.004072

Buf/Inv area: 297.665284

Noncombinational area: 615.859177

Macro/Black Box area: 0.000000

-----------------------------------------------

Total cell area: 5554.863249

-----------------------------------------------

6.4.4 Multi-corner Synthesis Results Comparison

The ALU behavioral RTL description was synthesized on various corners that

come with the library. To compare results accurately, the same design constraints were

applied during the synthesis with the same optimization approaches. Each threshold
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voltage flavor was constrained for three PVT conditions specified in table 6.2, 6.3, and

6.4. The tabulated results show the hold timing slack (Min Slack), setup timing slack

(Max Slack), and the total power consumption. The current version of the library

contains only a single physical view in GDSII format for physical implementation

purposes. Hence, the post-layout area of each corner must be the same. This is

the reason for not comparing areas in tabulated synthesis results. The performance

optimization trades with the area and power to achieve positive slack for timing

closure. The timing and power QoRs are compared also compared with the 15nm

Nan-Gate library in table 6.5. Synthesis results show the power consumed by 7nm is

almost one-third of the power consumed by 15nm.

Table 6.2.
Comparison of synthesis results for multi-corner LVt libs

LVt Libs VDD(V) Temp MinSlack(ps) MaxSlack(ps) Ptotal(mW)

SS 0.63 100 43.86 1.10 0.4108

TT 0.7 25 41.67 0.51 0.4867

FF 0.77 0 31.64 0.07 0.6828

Table 6.3.
Comparison of synthesis results for multi-corner RVt libs

RVt Libs VDD(V) Temp MinSlack(ps) MaxSlack(ps) Ptotal(mW)

SS 0.63 100 63.43 0.29 0.3425

TT 0.7 25 44.34 0.41 0.4390

FF 0.77 0 37.23 0.08 0.6020
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Table 6.4.
Comparison of synthesis results for multi-corner SLVt libs

SLVt Libs VDD(V) Temp MinSlack(ps) MaxSlack(ps) Ptotal(mW)

SS 0.63 100 34.77 0.04 0.7375

TT 0.7 25 32.49 0.13 0.6238

FF 0.77 0 28.46 1.21 0.8739

Table 6.5.
Comparison of synthesis results for multi-corner 15nm Nan-Gate libs

Process VDD(V) Temp MinSlack(ps) MaxSlack(ps) Ptotal(mW)

SS 0.72 100 274.00 12.58 2.8512

TT 0.80 25 247.62 12.10 1.3140

FF 0.88 0 261.02 14.77 1.6696

6.5 Formal Verification

This step was executed on Synopsys Formality and this process is also known as

Logic Equivalence Check. In this phase of the design flow, the gate-level netlist is

considered as an implemented design/container whereas the behavioral description

is considered as a reference design/container. Formality does not guarantee meeting

the design specifications but it assures the Boolean Equivalence from the reference

design. During this check, the ALU design went through the steps match, verify, and

debug. As the design did not show any functional issues after synthesis, the gate-level

netlist was considered to be correct for physical implementation [48].

6.6 Physical Design

Any ASIC design implementation required different kinds of libraries during physi-

cal implementation. Most libraries are consist of a physical database, timing database,
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Fig. 6.5. Physical design approach.

transistor-level spice description, and functional models. They are generated using

tools from Synopsys and Cadence. Libraries are considered as one of the most critical

parts of the ASIC design. They decide the accuracy of downstream physical design

steps, level of optimization, and success in fabrication. The physical implementation

approach is shown in figure 6.5.

6.6.1 Floorplan

Floorplanning is the art of any physical design. A well-planned floorplan increases

the feasibility of further downstream physical design steps while maintaining higher

performance and optimum area. Floorplanning deals with challenging tasks such

as placement of I/O pads and macros as well as the creation of power and ground
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structures. The proper technology database preparation is required before starting

the floorplan. Entire floorplanning converts the logical blocks into physical form and

assigns silicon real-state to them. In this design, the floorplan is created with a 1.0

aspect ratio (square) and core to die difference of 10um from all sides. The utilization

is a term that leads to some serious issues like congestion. Power routing should be

implemented on higher metal layers to avoid congestion problems and the utilization

should be 0.7 as it explained efficiently in terms of wire length used in the design.

The logical design rule constraints are also required in physical design that comes

with the logical libraries of standard cells [49]. There are three types of logical design

rule constraints: Maximum fanouts, Maximum transitions, Maximum capacitance.

They are defined in section 2.7. These logical design rule constraints are mainly

achieved by performing physical synthesis at various stages of physical design.

6.6.2 Placement

The aim of the standard cell placement step is to map ASIC design standard cells

to positions of the created core area that is defined by site array generated during

floorplan. The standard cells must be placed on the site rows such that the signal

routing can be performed efficiently by taking care of overall timing and congestion

requirements [50]. Standard cell placement of a design has always been a major step

to achieve optimum area usage, less routing congestion, and good timing behavior in

any physical implementation. Almost all of today’s physical design tools form various

EDA vendors use various NP-complete algorithms to place standard cells automati-

cally and route them [49]. The placement algorithms are very complex and are being

modified frequently to converge design at better QoR. In modern sub-nanometer

processes, the routing channels are extremely dense and need extra cautious signal

routing to eliminate the congestion problem. During placement, the global route cell

mechanism is used to estimate the overflow of tracks in a specific region to present the

congestion maps in front of designers. The overall objective of most place-and-route
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Fig. 6.6. Placement of the standard cells.

tools is to use core area efficiently and provide enough space for signal routing. The

placed standard cells are depicted in Figure 6.6.

6.6.3 Clock Tree Synthesis

In modern systems, the performance is directly proportional to its clock frequency.

Clock nets need to be routed on higher metal layers to avoid reliability issues. This

is achieved by designing them with great precision. There are multiple clock method-

ologies are for clock implementation such as H-tree and Clock-tree mesh. All method-

ologies use clock repeaters in the clock path to avoid distortion in the clock signal.

As the clock is one of the high activity net on-chip, the clock router needs to include

the resistance and capacitance of the metal layers, the noise glitch and cross talk in

parallel running interconnects, and the driving load while routing them [51].
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6.6.4 Routing

Routing algorithms are mainly classified as channel or feed-through based routers.

These algorithms perform routing in three steps: Global routing, Track assignment,

and Detailed routing. Global routing deals with the creation of global route cells.

After the global route estimation is completed, all the metals are assigned with the

available tracks in that GRC. The detailed routing deals with the actual layout of

the metal interconnect for the assigned metal layer. Modern semiconductor processes

utilize more than 10 metal layers in technology specification that increases the number

of routing tracks and its density in the core area. Each place and route tool comes

with advanced inbuilt routers and are utilized for high-performance cross-talk aware

routing. Cadence Innovus uses NanoRouter for its design and based on advanced

routing techniques to route the design with minimum wire length [19]. The routed

cell and design are shown in Figure 6.7. The post routing power is calculated on

Innovus. Internal power, switching power, and leakage power are reported to be 2705

mW, 7599 mW, and 0.00743 mW respectively. The clock tree power is the most

active net of a design and has huge power consumption as compared to other nets

in the design. In this design, the power is found to be 87.86mW which shows the

efficiency of the 7nm FinFET design.

6.6.5 Final Layout

The post-routed design of the ALU is depicted figure 6.8. This design contains

all the standard cell abstract physical views with the interconnects connecting them.

Apart from the routes, the cell coordinates, orientation, metal tracks, via locations

and PG net shapes can be written out in design exchange format (DEF). The abstract

view contains the pins information of the cells and can be seen by streaming-in the

GDSII format in Cadence Virtuoso Layout XL tool. The interconnect parasitic format

can be extracted to perform further timing and physical verification of different tools

as a part of future work.
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Fig. 6.7. Routing.

Fig. 6.8. Layout of the ALU design.
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7. RESULTS AND DISCUSSION

In this thesis, the 7nm FinFET designs were successfully implemented using cus-

tom and digital design methodologies. The implementation was done on different

tools. For custom design methodology, spectre simulator was utilized with the Analog

Design Environment (ADE) Explorer and Assembler. The digital design methodol-

ogy uses multiple tools from different vendors. A design methodology was developed

to integrate the Synopsys front-end and Cadence back-end tools. The designs were

proposed for various applications with power, performance, and area as a figure of

merits.

The 7nm NMOS transistor was characterized on Cadence Virtuoso for the thresh-

old voltage, gate capacitance, effective current, dissipated power, subthreshold leak-

age current, and the subthreshold slope. The minimum slope was achieved to be

62 mV/decade that shows its leakage control capability over other accessible silicon

transistor models. In modern SoCs, clock distribution is one of the most challenging

parts of the design implementation. It considers the effect of variability, minimum

pulse width requirement, latencies, and skews. The clock repeaters need to provide

symmetry for every rise and fall transitions. This thesis proposes a clock inverter

that can be used efficiently without balancing PMOS and NMOS width. Further,

the sizing problem for the optimized stage effort was also accounted for by charac-

terizing the FO6 delay for the nonlinear delay model and composite current source

timing models. The 7nm ASAP library also comes with the special SRAM transistors

that are considerably high threshold voltage transistor models. This thesis presents

the characterization of SRAM Vt inverter cell for the power and effective current

that shows the VTC of an individual cross-coupled inverter. The functionality of

6T SRAM was also verified with the multi-corner analysis of read and write noise
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margin for robustness. The static noise margin for read and write operation was also

compared for the different threshold voltage transistors.

To assess the robustness of the library further, a system-level design was also

presented that was synthesized on different operating conditions. The implementation

was executed using the digital design methodology. The design was also checked for

formal verification for logic equivalence check on Synopsys Formality. In the physical

implementation part, the design was imported on Cadence Innovus for automatic

place & route. The design proposes a 32-bit ALU for the complex computational

application on 1 GHz clock frequency and can be instantiated as a soft or hard IP in

integer execution units of the ASIC system.
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8. CONCLUSION AND FUTURE WORK

The 7nm library characterizes circuits and systems efficiently to achieve enough

robustness for good power, delay, and area QoRs.

The variability can be estimated using probabilistic approaches. Advanced tech-

niques like On-Chip Variation, Advance On-Chip Variations, and Parametric On-

Chip Variation can be added to the library with Liberty Variation Format (LVF)

to increase the robustness significantly [52]. These approaches are part of statistical

approximation for delay calculation. The presented design in this dissertation covers

from SS to FF corners, which usually covers from -3σ to +3σ on a Gaussian statistical

distribution. The overall rejection rate for this approach is 0.26%. That means if the

number of transistors is 1 billion, the 2.6 million will get affected by the variation

and may not perform at the desired speed. The real-world designs are closed on

4-5σ to achieve phenomenal robustness. However, memory designs are highly dense

and require timing sign-off at 7-8σ to perform desirably at the worst possible condi-

tion. This robustness can be achieved by considering statistical modeling of timing

variation with the LVF file and it is reserved as a part of future work.
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