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Abstract
A one-dimensional boundary layer model was used to study the effects of uncertain input data on 2-m
temperature and 10-m wind. Based on a very large number of numerical results, it can be demonstrated, that
even a small degree of ambiguity can have significant implications, especially for temperature. In 50 % of all
6,000 simulations for flat terrain and randomly chosen sets of input data within narrow limits, temperature
uncertainty was more than 2 K, and in 14 % of all cases more than 4 K, with a maximum of 9 K. Effect on
wind speed is much smaller and depends mostly on surface roughness length. For a forest scenario, the results
for temperature of 18,000 simulations are in the same order, with 25 % of the ensemble show temperature
uncertainties of more than 2 K, and 6 % of more than 4 K, while wind speed above a forest is much more
affected than for the bare soil case. In addition, the contribution of uncertainties of individual input data was
estimated.
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1 Introduction
Boundary-layer phenomena with typical length scales in
the order of metres to kilometres and time scales be-
tween seconds and hours dominate and affect the ap-
pearance of the atmosphere near the ground. The main
features of such phenomena are well-understood by
the results of numerous observations in areas of differ-
ent complexity, ranging from simple terrain (e.g. Dyer
et al., 1971) to extremely heterogeneous environments
like a city (e.g. Scherer et al., 2019). In addition, sup-
plementary or alternative numerical models, which are
suitable and specifically designed for the relevant scale,
can be used (Früh et al., 2011; Gross, 2012; Hoff-
mann et al., 2018; Maronga et al., 2019).

Although these models deliver a wide variety of ex-
tremely helpful and valuable results, all models are al-
ways a simplification and imperfect abstraction of the
real system, and thus involve inherent uncertainties.
Such uncertainties largely result from incorrect model
assumptions, different options for parameterisations and
solution algorithms, or inadequate or erroneous informa-
tion about input data. However, before apply any model,
it will be carefully tested by developers and users with
respect to numerical aspects (Jacob and Podzun, 1997;
Ziemanski et al., 2011), model physics (Zhao et al.,
2016; Demuzere et al., 2017) and input data (Liu et al.,
2004; Diermeyer and Halder, 2016; Marzban et al.,
2018).

Pertaining to the latter point, such a sensitivity analy-
sis procedure explores and quantifies the impact of pos-
sible errors and uncertainties in input data on predicted
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outputs. In order to apply a numerical model, one must
acknowledge that a large number of input data has to
be specified, which may not be known with appropriate
accuracy, and for lack of better information, published
data from the literature are often adopted. However, al-
though such data estimated from field experiments are
representative of the specific site and the local condi-
tions during the observations, they are hardly generaliz-
able or transferable to other sites. Therefore, a specific
input data is usually given in literature with a greater or
lesser bandwidth. Model users decide to adopt a value
out of this range that best agrees with their opinion or
the most commonly used value.

A simple example demonstrates the possible con-
sequences of selecting a specific value out of a set of
uncertain data. Using a logarithmic wind profile to es-
timate the wind distribution in the lowest atmosphere
near the ground, only friction velocity u∗ and rough-
ness length zo represent necessary input data. For a fixed
value of u∗ (u∗ = 0.3 m/s), a variation of zo between
0.6 cm and 4 cm, which is representative for short grass
(Etling, 2002), calculated wind speed at 10 m height
differs by 1.4 m/s. However, roughness length especially
is the input parameter, with a large number of published
values for identical or similar land use, and so the user
may be spoilt for choice (Hansen, 1993; Sozzi and
Favaron, 1998; Pelletier and Field, 2016).

This example underlines the necessity of accurate
input data, or, at least, based on a sensitivity study
the expected range of the results for uncertain input
information. The reaction of the model system to the
simultaneous variation of a number of input data is even
more complex as parameters of different uncertainty
may interact in various ways.
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In most published sensitivity studies, one parameter
is changed and the resulting reaction of the model out-
puts is studied. In contrast, in this paper several parame-
ters were changed simultaneously. However, in order to
guarantee that nearly all possible combination options
were captured and the entire parameter space was cov-
ered, several thousand numerical simulations with a sim-
plified model were undertaken. This investigation was
conducted for a flat terrain covered with low vegetation,
and for a forest canopy with a higher stand.

2 The model

2.1 Model equations

Numerical simulations are restricted to horizontal ho-
mogeneous grassland and forests, and therefore model
equations of a boundary layer model are simplified to
a one-dimensional version with respect to the vertical z
(Yamada, 1982; Gross, 1993). In order to limit the pa-
rameter space in this study, the effects of moisture and
humidity are not considered in detail here. Model de-
scription is limited to the equations and parts of the
model whereby the parameters considered here are in-
cluded in the calculation. Further details may be found
in Gross (1993) and Gross (2012).
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In the equations u and v are wind components in
W–E and S–N direction, ug and vg components of the
geostrophic wind, f Coriolis parameter, θ potential tem-
perature, R is longwave radiation flux over unforested
ground and RN net radiation flux within the stand, E tur-
bulence kinetic energy, la mixing length, Km and Kh are
eddy diffusivities for momentum and heat (Km = Kh is
used here), g acceleration due to gravity, ρ air density,
η fraction of an area covered with trees, cd drag coeffi-
cient for a forest canopy and b leaf area density.

The effects of thermal stability on turbulent mixing
in the boundary layer will considered by a stratification
dependent mixing length

l = la/Φ (2.7)

Φ represents the local universal function which may
according to Wippermann (1973) be expressed as

Φ = (1 − 15z/L)−1/4, z/L ≤ 0 (2.8)

Φ = 1 + 4.7z/L, z/L > 0

L denotes the Monin-Obukhov stability length.
The longwave radiation flux R from the sky above

has been calculated for a given water vapour profile
(Pielke, 2001) while at height ht, the top of the canopy,
RN is given by

RN(ht) = (1 − at)S + R(ht) − RL⇑(ht) (2.9)

The direct solar radiation S is estimated according to
location and time and the outgoing longwave radiation
is computed from (Yamada, 1982)

RL⇑(ht) = εtσT (ht)
4 + (1 − εt)R(ht) (2.10)

at and εt are albedo and emissivity of the forest respec-
tively. Vertical changes in the net radiation in the stand
from the crown down to ground level are approximated
by an exponential decrease:

RN(z) = RN(ht)e
−k LAI(z) (2.11)

k denotes an extinction coefficient and LAI leaf area
index:

LAI(z) =

∫ ht

z
b(z′)dz′ (2.12)

The equations are solved on a staggered numerical grid
(Arakawa C) and integrated forward in time. A grid
interval of 2 m up to 30 m height and an expanded grid
above up to 2,000 m is used.

2.2 Boundary conditions

At the upper boundary at a height of 2,000 m, an undis-
turbed situation is assumed with given values of wind
(ug = 7 m/s, vg = 0 m/s), zero turbulence kinetic energy
and a potential temperature of 297 K. The boundary con-
ditions for wind at the ground are zero and turbulence ki-
netic energy Eo is proportional to local friction velocity
squared

Eo =
u2
∗

ao
=

κ2u(z1)2

ao

(
ln z1

zo
− Ψ(z/L)

)2
(2.13)

with the height z1 of the first grid level in the atmosphere
and a relation between Φ and Ψ as described by Stull
(1988). For ao, a value of ao = 0.4 is used here.

Temperature at the ground To is determined by a sur-
face energy budget that includes short-wave radiation:

QS = (1 − a)Io sin(h) (2.14)
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Table 1: Input data and range used in this study for flat terrain.

Input data range mean equation reference

zo (m) 0.03–0.06 m 0.045 13 Etling, 2002
a 0.12–0.24 0.180 14 Pielke, 2001
λ (W/m/K) 0.7–1.0 0.85 16 Pielke, 2001, sand <10 % liquid water
Bo day: 0.4 to 0.7 0.55 17 Stull, 1988

night: −1 to −4 −2.5
ε 0.95–0.98 0.955 15 Hupfer/Kuttler, 2006
Tsoil (K) 290–293 291.5 16

with albedo a, solar irradiance Io and zenith angle h,
outgoing long wave radiation

QL = εσT 4
o (2.15)

with emissivity ε and heat flux into the soil

QB = λ
∂TS

∂zS
(2.16)

with λ thermal conductivity, TS temperature in the soil
and zS depth in the soil. TS will be calculated at nine
levels inside the soil at depths of 2, 5, 10, 15, 20, 30, 50,
70 and 100 cm. It is assumed, that diurnal temperature
variation is subsided at 1 m depth and here a constant
value Tsoil is adopted. Sensible heat flux QH is calculated
by a flux-gradient relationship and latent heat flux QV is
approximated by the Bowen ratio Bo:

Bo = QH/QV (2.17)

This crude approximation is used here for simplicity and
to restrict the number of input parameters that need to
vary. QV is an essential part of the surface energy budget,
but it depends on a wide range of additional and mostly
unknown parameters such as soil moisture content or
evaporation from trees.

3 Examination concept
Nearly all input data for the numerical simulations are
accompanied by inherent uncertainties. Even small un-
certainties may result in large differences in simulated
outcomes. Here, the ensemble concept is adopted, where
the results of a large number of simulations are used to
estimate the quality and the uncertainties of the calcu-
lated distribution of meteorological variables in a statis-
tical sense. Each member of the ensemble uses a slightly
different configuration of a set of input data, albeit one
falls within a realistic bandwidth.

For a flat terrain with low vegetation, selected surface
characteristics are systematically modified according to
the typical values listed in Table 1. The range is pre-
scribed by small to moderate deviations around a char-
acteristic mean found in the literature. The equation in-
dicates, where a particular parameter enters the model.

Other ranges could of course have been chosen, but
the intention of this study is to demonstrate the sensitiv-
ity of the results to moderate changes of uncertain input
data.

Table 2: Input data and range used in this study for a forest canopy.

Input data range mean equation reference

ht (m) 15–18 16,5 9 Giftthaler, 2017
η 0.6–0.9 0.75 1–4
εt 0.93–0.96 0.945 10 Hupfer/Kuttler, 2006
at 0.17–0.20 0.185 9 Hupfer/Kuttler, 2006
cd 0.1–0.4 0.25 1, 2, 4 Yamada, 1982, cd = 0.2
k 0.5–0.8 0.65 11 Yamada, 1982, k = 0.6
fb 0.9–1.1 1.0

For the forest canopy case, the mean values of the
parameters listed above are used, and only the modifica-
tions of forest characteristics are adopted (Table 2).

A typical deciduous canopy is used here with a flat-
topped crown and the majority of the leaf mass found
in the uppermost part of the crown with the amount de-
creasing rapidly downwards. As depicted in Fig. 1, this
vertical distribution is modified by the factor fb in order
to consider the uncertainty in the vertical distribution of
leafs. When varying the height of the stand, leaf area
index LAI was fixed.

A large number of numerical simulations for differ-
ent parameter combinations were performed each for a
10-day period in the summer in order to attain represen-
tative results with a nearly steady diurnal variation of the
meteorological variables. The internal day-to-day varia-
tion for the final days of the period was less than 0.2 K
for temperature and less than 0.02 m/s for wind speed.
For the selection of the parameter values within the spec-
ified range, a random number generator providing uni-
form deviates between 0.0 and 1.0 was used. In order
to guarantee the complete coverage of the parameter
space, numerous simulations were required. To estimate
this necessary number N, the range of each parameter
is divided into three sections of equal length, e.g., zo:
0.03–0.04 m, 0.04–0.05 m and 0.05–0.06 m. A complete
coverage of the parameter space is given when all n = 3m

elements (m = number of parameter) are filled at least
with one combination. For six parameters, n is 729, and
for seven parameters, n is 2,187. The total number N
may be calculated by (Croucher, 2006)

N = nHn. (3.1)
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Figure 1: Vertical profiles of leaf area density.

with an approximation formula for the harmonic se-
ries Hn

Hn = ln(n) + 0.5772 (3.2)

For the approach adopted here with randomly chosen
data, it follows, that for the flat terrain scenario, in which
six input parameters are modified, a total number of
more than 5,000 simulations are necessary to cover the
complete parameter space, while this number increases
for the forest scenario, with seven parameters at more
than 18,000.

Evaluation of the calculations performed in this study
demonstrates that such large numbers are necessary in
order to capture, on average, all possible parameter
combinations. The number of unfilled combinations in
the parameter space decrease slowly with an increasing
number of simulations, and only from 1,000 simulations
is a strong decrease evident (Fig. 2). The final numbers
(given in the lower right-hand corner of the figure) for
the open field and the forest scenario are very compara-
ble to the theoretically expected results.

4 Results

For each ensemble member with a slightly different
set of input parameters, a ten-day summer simulation

Figure 2: Number of unfilled parameter combinations with increas-
ing number of simulations.

with constant synoptic forcing was performed, and the
diurnal variation of the temperature and wind speed of
the final day was used for evaluation. The focus in this
study is the temperature at 2 m height and wind speed
at 10 m height. However, for the forest canopy scenario,
wind speed above the forest at a height of 20 m is used.

4.1 Results for flat terrain

The aim of this investigation was to study the complete
combinations of the six parameters, hence more than
6,000 one-dimensional numerical simulations have been
performed.

The typical and characteristic results for wind and
potential temperature as a function of time and height
are given in Fig. 3, for which the final day of the simula-
tion period is displayed. During the day, a large amount
of solar radiation warms up the ground, resulting in a
near-neutrally stratified atmosphere up to a height of
more than 1,000 m. In the afternoon hours, the energy
budget becomes negative and the temperature decreases.
This cooling of the ground continues into the night until
the morning of the following day. During this period, an
inversion forms, which is most pronounced around sun-
rise. Subsequently, the onset of solar radiation rapidly
destroys this stable stratification. For this specific simu-
lation, the temperature difference between night and day
at a height of 2 m is in the order of 17 K. The varia-
tion of the temperature during the day and the associ-
ated modification of thermal stratification of the bound-
ary layer also affects the mean wind significantly. Dur-
ing the day, enhanced turbulent mixing caused by the
near surface unstably stratified atmosphere transports
momentum from the layers above to the near surface
region, resulting in high wind speeds. This transport is
suppressed during stable stratification in the night-time
hours, and the near surface wind is decoupled from the
higher levels. Wind speed in this period near the sur-
face is significantly lower than during the daytime. At a
height of 100–200 m exists a shallow region with high
wind speeds, known as the night-time low-level jet LLJ
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Figure 3: Exemplary result for flat terrain. Diurnal variation of potential temperature in K (top) and wind speed in m/s (bottom).

(Gross, 2012). This LLJ is especially prevalent in the
second half of the night-time. After sunrise, the heating
of the ground rapidly destroys the nocturnal inversion,
while enhanced turbulent mixing ends the LLJ.

For each ensemble member, a ten-day simulation for
a random combination of the parameters given in Ta-
ble 1 was performed. All of the aforementioned param-
eters are of importance for the surface energy budget
and surface temperature, and consequently for 2-m tem-
perature as well. For the complete ensemble with more
than 6,000, members night-time minimum temperatures
and daytime maximum temperatures show a large band-
width of values. Minimum temperature varies in the or-
der of 10–16 °C and maximum temperature from 24 °C
to 33 °C, with a nearly Gauss-shape of the frequency dis-
tribution (Fig. 4)

The diurnal variation of the differences within the
ensemble are given in Fig. 5. For 2-m temperature the
largest effect for different sets of input parameters is

around 14 h with 8.8 K. A statistical evaluation results
in a standard deviation of σ = ±1.5 K at the time of the
temperature maximum around 14 h, and of σ = ±1.1 K
before sunrise. In order to estimate the individual con-
tribution of the selected parameter, 50 numerical sim-
ulations have been performed in which only one pa-
rameter was changed within the range given in Table 1,
while for the remaining parameters the mean values are
adopted. In order to minimise the uncertainty in temper-
ature, surface roughness, albedo, thermal conductivity
and Bowen-ratio all need to be available with very high
accuracy. If these parameters are only known within the
narrow bandwidth given in Table 1, a temperature uncer-
tainty of around 3 K cannot be avoided. Emissivity and
temperature in the soil are not insignificant, but have a
smaller influence. Wind speed at 10 m height seems to
be less sensitive than 2-m temperature and is largely
affected by surface roughness. Maximum differences
for all ensemble members are approximately 0.5 m/s
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Figure 4: Scatter plot and frequency distribution of minimum (Tmin) and maximum (Tmax) 2-m temperature.

Figure 5: Below: Diurnal variation of maximum (δTmax) and mean differences (σ) within the ensemble for 2-m temperature and 10-m wind.
Above: maximum differences for individual parameters only.
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Figure 6: Exemplary result for a forest canopy. Diurnal variation of potential temperature in K (top) and wind speed in m/s (bottom). Vertical
distribution of leaf area density is given on the right.

during the daytime for a mean wind at this time of
around 4.5 m/s. The standard deviation is σ = ±0.08 m/s
during the daytime and σ = ±0.05 m/s at night.

It should be pointed out, that the assumption of hori-
zontal homogeneity (1D) underestimates horizontal and
vertical mixing. If such processes are substantial they
have the potential to reduce the very large temperature
uncertainties. But there is also a risk, that simulated poor
meteorological information from regions with imprecise
input data will be advected in 3D to areas, where, in
presence of very good input data, otherwise much bet-
ter results would be calculated.

4.2 Results for a forest canopy

The evaluation has been extended to a more complex
situation for a deciduous forest canopy. The effects

of inaccurate seven input parameters, as given in Ta-
ble 2, are studied. This results in more than 18,000 one-
dimensional simulations in order to completely cover
the parameter space. Again, the simulated characteristic
features of wind and temperature as functions of time
and height for a summer day are presented first (Fig. 6).
The input parameters for this simulation are the mean
values listed in Tables 1 and 2.

During the daytime, the dense canopy shields the
ground from direct insolation. Direct solar radiation is
mostly absorbed by the stand elements in the upper third
of the canopy, resulting in an elevated temperature maxi-
mum within the crown. The location of this maximum
depends strongly on the assumed vertical distribution
of leaf area density and extinction coefficient k. During
the night, the cooling of the air near the top of the
canopy due to long-wave radiation is the reason for
the elevated temperature minimum, with an unstably
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Figure 7: Below: Diurnal variation of maximum (δTmax) and mean differences (σ) within the forest ensemble for 2-m temperature and 20-m
wind. Above: maximum differences for individual stand parameters only.

stratified atmosphere within the stand and an inversion
above. Due to the protective properties of the crown,
a diurnal variation of 2-m temperature is much smaller
than for the bare soil case presented above. A prominent
characteristic of the wind climate within the stand is
a very low wind speed with small diurnal variations.
Above this calm zone, a strong increase in wind speed is
simulated with a well-developed low-level jet during the
night-time at a height of 300–400 m. The location of this
LLJ is higher and wind speeds are stronger than in the
flat terrain case. Similar findings have been published by
Yamada (1982) and Gross (1993).

The diurnal variations of the differences within the
ensemble, consisting of 18,000 members, are given in
Fig. 7. The largest 2-m temperature effect around 14 h
is 8.7 K. The statistical analysis results in a standard de-
viation during the day of σ = ±1.4 K and of σ = ±0.3 K
around the time of the temperature minimum during the
night. Again, in order to estimate the individual contri-
bution of the selected parameter, 50 numerical simula-
tions have been performed, whereby only one parame-
ter was changed within the range given in Table 2. For
temperature, an inaccurate value of tree height and stand
density may result in an error of 2.4–2.8 K, of k and
fb of around 1.5 K and of albedo and drag coefficient
of 0.7 K. Only the emissivity of the tree is of minor im-
portance. The evaluation for wind speed is not at a height
of 10 m, which is inside the crown of the canopy, but
well above the treetop at a height of 20 m. The height

of the trees, stand density and drag coefficient largely
determine the wind uncertainty and represent the most
important parameters. The maximum difference for all
ensemble members is approximately 1.3 m/s during the
daytime for a mean wind at this time of around 1.5 m/s.
The standard deviation is σ = ±0.20 m/s during the day
and σ = ±0.13 m/s at night.

4.3 Probability of uncertainty

The easiest means of acquiring information regarding
the probability of specific uncertainties from the ensem-
ble is by simply counting the occurrence of certain re-
sults of the ensemble members. Such frequency distri-
butions for wind and temperature are given in Fig. 8.
For instance, a temperature uncertainty of 4 K implies
a range of ±2 K. Small modifications in the parameters
given in Table 1 and 2 may cause uncertainties in tem-
perature in various magnitudes of up to nearly 9 K. For
the open field case, the specified or expected accuracy
of e.g. 2 K is given only in 50 % of the results of the en-
semble and for 86 % of the ensemble members temper-
ature uncertainties are smaller than 4 K. Inside the for-
est canopy with the damped diurnal variation the corre-
sponding values are 75 % and 94 %. For wind speed the
uncertainties caused by inaccurate input parameters are
not as significant as for temperature, and in more than
95 % of the ensemble are usually smaller than 0.4 m/s
for the open field and below 0.6 m/s above the forest.
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Figure 8: Relative and cumulative frequency distribution of temperature (left) and wind speed uncertainty (right) for an open field and a
forest canopy.

5 Conclusions

A simple one-dimensional boundary layer model was
used to study the effects of inaccurate input data on
the simulated 2-m temperature and 10-m (20-m) wind.
Two different land-use scenarios have been adopted for
which different sets of input data must be prescribed. For
the flat terrain with grass, the focus is on the variation of
surface and soil parameter, while forest characteristics
are modified for the scenario with high vegetation. Input
data have been varied randomly within described lim-
its, and for further evaluation they are divided into three
discrete segments (nominal, high and low). Via a large
number of numerical simulations it is guaranteed that
the complete parameter space with all possible combi-
nations of the input data is covered.

Statistical evaluation of a large number of calculated
information (here: more than 6000) clearly highlights
that even slightly inaccurate input data may cause sub-
stantial differences in the results. Although the varia-
tion of the input data for the flat terrain was narrow,
in 50 % of the results the maximum temperature differ-
ence within a diurnal course was larger than 2 K, and
in 14 % of the ensemble the temperature difference was
larger than 4 K, with a maximum of around 9 K. The
results permit the conclusion that all parameters con-
sidered here significantly contribute to temperature un-
certainty. Only the emissivity of the ground and initial
soil temperature are of minor importance. The effects
on 10-m wind speed is less pronounced and dominated
by the surface roughness length.

Beneath the forest canopy, the diurnal temperature
variation and the effects of input data modification are
smaller relative to the open field. For 25 % of the ensem-
ble of 18,000 members the temperature effect is larger
than 2 K, and in only 6 % of the cases the uncertainty is

above 4 K. None of the seven selected parameters con-
sidered here is unimportant, with each contributing to
some extent to the temperature uncertainty. Wind speed
above the canopy is more significantly affected than the
10-m wind above grass, and it turns out, that tree height,
stand density and the specification of a drag coefficient
are of particular importance.

Only a certain selection of input data has been varied
in this study. Depending on the specific subroutine and
scheme used to calculate surface temperature, it is pos-
sible that many more parameters need to be prescribed.
This is especially the case when soil moisture and evapo-
ration from the vegetation are introduced into the model.
These factors have not been considered in this study for
purpose of simplicity. But if these processes are consid-
ered in the model in detail, a wealth of new input data
with specific uncertainties are necessary.

The main finding of this study is the large range in
simulated results of up to several degrees if the input
data contain a small to moderate degree of inherent un-
certainty. The results presented here are rough estimates
which indicate the magnitude of the possible uncertain-
ties and are no hard physical limits for temperature and
wind forecast since a number of other factors like 3D
instead of 1D or other input data, not considered here,
may have significant effects as well. It is important to ac-
knowledge that a comparison and verification of a model
with observations can only succeed if the complete set
of input data is available with extreme precision.

The user of a model is always confronted with the
fact of more or less inaccurate input data. Here an en-
semble prediction with different sets of data, cover-
ing the bandwidth of the uncertainties, can be recom-
mended. However, for practical use of a mesoscale or
microscale model, such an approach is usually limited
by the resources available.
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