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Knowledge-Intensive Processes (KIPs) are processes whose execution is heavily dependent on knowledge 
workers performing various interconnected knowledge-intensive decision-making tasks. Among other charac-
teristics, KIPs are usually non-repeatable, collaboration-oriented, unpredictable and, in many cases, driven 
by implicit knowledge, derived from the capabilities and previous experiences of participants. Despite the 
growing body of research focused on understanding KIPs and on proposing systems to support these KIPs, the 
research question on how to define performance measures thereon remains open. In this paper, we address this 
issue with a proposal to enable the performance management of KIPs. Our approach comprises an ontology 
that allows us to define process performance indicators (PPIs) in the context of KIPs, and a methodology 
that builds on the ontology and the concepts of lead and lag indicators to provide process participants with 
actionable guidelines that help them conduct the KIP in a way that fulfills a set of performance goals. Both the 
ontology and the methodology have been applied to a case study of a real organization in Brazil to manage 
the performance of an Incident Troubleshooting Process within an ICT (Information and Communications 
Technology) Outsourcing Company.
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1 INTRODUCTION
Knowledge-Intensive Processes (KIPs) have been defined as a type of process that comprises 
sequences of activities based on intensive acquisition, sharing, storage, and (re)use of knowledge, 
whereby the amount of value added to the organization depends on the knowledge of the actors 
involved. These processes are complex, less repeatable than conventional processes, and require a 
lot of creativity [Isik et al. 2013]. Based on an extensive literature review, Di Ciccio et al. [Di Ciccio 
et al. 2015] affirmed that KIPs are processes “whose conduct and execution are heavily dependent on 
knowledge workers performing various interconnected knowledge-intensive decision-making tasks”. 
Furthermore, they derived eight key characteristics typical of KIPs: knowledge-driven; collaboration-
oriented; unpredictable; emergent; goal-oriented; event-driven; constraint-and rule-driven; and 
non-repeatable. Additionally, in [Little and Deokar 2016], the authors investigated the relevance 
of knowledge creation in KIPs, and sustained that the expansion and use of knowledge across 
organizations rely on both formal and informal social processes through effective communication. 
Customer support, design of new products/services, marketing, management of data quality, IT 
governance, and strategic planning are cited as examples of KIPs [Marjanovic and Freeze 2011]. 
Developing a scientific experiment, performing medical diagnosis, and controlling air traffic are 
other areas in which KIPs are present [Hull et al. 2016]. They observed that the way organizations 
deal with these kinds of processes has changed over time, for example, customer support processes 
in several organizations have evolved from being highly structured to being knowledge-intensive, 
personalized, and flexible cases.

All types of business processes, knowledge intensive or not, need to be measured, in order to 
evaluate and continuously improve their performance [Massey et al. 2002]. The process performance 
is usually measured through the identification, definition, computation and evaluation of process 
performance indicators (PPIs). These indicators are quantifiable metrics that allow the evaluation of 
efficiency and effectiveness of a business process, and can be obtained from data generated within 
the process flow [del Río-Ortega et al. 2013, 2010; Rosenberg et al. 2010].
Performance management has been widely analyzed in the context of structured business 

processes. Proposals such as [Korherr and List 2007; Momm et al. 2007; Pedrinaci et al. 2008; 
Popova and Sharpanskykh 2010; Wetzstein et al. 2008] and [del Río-Ortega et al. 2013], provide 
mechanisms for the definition and monitoring of PPIs in business processes whose expected 
behavior is predefined. These proposals for the assessment of process performance in traditional 
processes provide the opportunity to recognize problems and to take corrective actions before 
these problems increase, while also facilitating the comparison between an organization and its 
competitors [Kueng 2000]. The use of general approaches for the definition of performance measures 
also reduces the risk of introducing differences into the operationalization of the performance 
information, thus avoiding erroneous analyses during decision-making tasks and inconsistencies 
during information exchange. In addition, these approaches also allow the automation of PPI 
calculation as well as easier maintenance, which are time-consuming and error-prone tasks in their 
absence [del Río-Ortega et al. 2017b].

However, the aforementioned proposals cannot be used “as is” in KIPs for one main reason: the 
different nature of these processes. Those existing proposals were developed to measure structured 
business processes, with a predefined order in their control flow, and a set of characteristics known
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a priori for the various business process elements involved. Unlike structured processes, in KIPs,
new information arises at runtime, such as the explicit knowledge used in process activities or the
constraints and rules that have driven actions and decision-making throughout process execution.
Therefore, existing proposals need to be extended to take all this information into account during
the definition of performance measures and to be able to refer to specific KIP concepts, such as
performance measures related to collaboration between process participants, for example, the
measurement of the interaction and messages exchanged among the team members in the context
of an IT customer-support process.
Certain proposals, [Chen et al. 2009; Lee et al. 2005], attempt to address the measurement of

KIP information by proposing specific metrics for the assessment of knowledge management
performance in specific organizations. However, to the best of our knowledge, no general proposal
is available for the definition of performance measures in KIPs that can be used independently of the
context and that addresses the issues described above. Furthermore, in KIPs, there are performance
improvements that cannot be hard-wired into the business process model but, rather, must be
translated to the participants in the form of performance goals that must be taken into account
during process execution. Therefore, a performance management solution for KIPs should help
to come up with useful guidelines that enable process participants to meet and improve those
performance goals.

In this paper, we aim to improve the performance management capabilities in KIPs. To this end,
we present a twofold contribution. First, we introduce the KiPPINOT ontology, which allows the
formal definition of performance indicators in this type of process. KiPPINOT is built on the basis
of two ontologies, namely the Knowledge-Intensive Process Ontology (KIPO), which provides a
complete and precise understanding and representation of KIPs [Santos França et al. 2015], and the
PPINOT ontology [del Río-Ortega et al. 2013, 2010], which is unambiguous, highly expressive and
amenable to the automation of PPI definitions. The second contribution is the MPG-K methodology,
a methodology that relies on KiPPINOT and the concepts of lead and lag indicators [McChesney
et al. 2012] in order to provide process participants with actionable guidelines that help them
to conduct the KIP in a way that fulfills a set of performance goals. Both the ontology and the
methodology have been applied to a case study of a real organization in Brazil to manage the
performance of an Incident Troubleshooting Process within an ICT Outsourcing Company.

The structure of this paper is as follows. Section 2 presents the related work. In Section 3, the two
ontologies, KIPO and PPINOT, are described. Section 4 explains the KiPPINOT ontology. Section 5
describes our proposed MPG-K methodology. The application of MPG-K and KiPPINOT in an ICT
Outsourcing Company in Brazil is presented in Section 6. Finally, Section 7 concludes the paper.

2 RELATEDWORK
2.1 Performance Measurement in Business Processes
Performance measurement is an active research field in management science, which has attracted
interest from both academia and business [Popova and Sharpanskykh 2010]. Substantial work has
been performed on the identification and classification of key performance indicators in general
settings [Kaplan and Norton 1992] and those relevant for specific domains, such as logistics,
production, and supply chains [Brewer and Speh 2000; Chan 2003; Krauth et al. 2005; Vaidyanathan
2005]. In the context of Process Performance Measurement, great effort has been made in the
formalization of PPI definitions. These indicators are a particular case of key performance indicators
that aim to specify performance requirements of business processes [del Río-Ortega et al. 2013]. As
a result of this effort, a number of notations and frameworks for the description and monitoring of
PPIs have been proposed [Costello and Molloy 2009; del Río-Ortega et al. 2013; González et al. 2009;



Korherr and List 2007; Momm et al. 2007; Pedrinaci et al. 2008; Popova and Sharpanskykh 2010; 
Saldivar et al. 2016; Wetzstein et al. 2008], which differ from each other in their expressiveness, that 
is, the different types of PPIs that can be defined, and their features that directly support monitoring. 
In addition, [Van Looy and Shafagatova 2016] identified weaknesses and inadequacies concerning 
the definition of PPIs in a structured literature review regarding performance measurement in the 
business process field. Nevertheless, none of them considers the particularities of KIPs: neither in 
terms of other aspects of KIPs that need to be measured, such as the collaboration between process 
participants and the constraints and rules that drive decision making in a process execution, nor in 
terms of how to use these PPIs to improve process performance.

2.2 Performance Measurement of Knowledge Workers
Measuring the process productivity is, in general, not trivial, but in the case of KIPs, there are even 
more challenges to be faced. These processes are typically based on human resources and how they 
perform their activities, and the result of their work is often invisible [Sturm et al. 2011]. A few 
approaches in the literature discuss this topic.

A classification of performance indexes is proposed in [Richter von Hagen et al. 2005] to evaluate 
process improvement, where knowledge performance is a category addressed from four measuring 
views: time, value (cost), quantity, and quality. However, this proposal recognizes the calculation of 
performance indexes as a challenge since although there are indexes that are directly quantifiable 
(time, cost, and quantity), others related to quality require different techniques to obtain their 
values. The alignment of knowledge indicators with an organization’s goals is highlighted [Little 
and Deokar 2011]. According to their proposal, internal and external sources influence knowledge 
indicators. The former could involve human resources (e.g. experiences, training, and education 
level) and infrastructure (e.g. legal mechanisms and technology); while the latter may consider the 
general public’s reaction to the company, brand reputation and loyalty, and customer loyalty. The 
framework proposed aids in the identification of knowledge-asset indicators. Nevertheless, as the 
authors point out, how to measure these indicators has been postponed for future works. Knowledge-
intensive services are addressed in [Sturm et al. 2011] as elements with a high level of complexity 
(high in number and with interrelated sub-tasks), variability (high rate of change in activities) and 
uncertainty (limited availability of resources). The proposal identifies the requirements for the 
measurement of productivity of those services, and the example provided allows us to infer that 
those services are normally the result of KIPs.

The need for a flexible evaluation system that considers multiple criteria is argued in [Rannacher 
et al. 2013]. They investigate which variables interact with each other and influence productivity. 
Since the production of knowledge is the key of KIPs, the authors propose ways of measuring the 
cycle of knowledge management: creation, sharing, capturing, and distribution of knowledge. They 
relate them to the qualifications of each employee, to their training and working abilities. Further-
more, they also indicate the autonomy of the employees, which could be related to motivation, 
performance readiness, and a lower rate of absence. Similarly, Lee et al. [Lee et al. 2005] propose a 
metric for knowledge-management performance. Therefore, they assume that knowledge circulates 
within the organization, creating assets and influencing performance. They investigate the knowl-
edge circulation process for organizational performance. The components of the index proposed are 
the measures for knowledge creation, accumulation, sharing, utilization, and internalization. Both 
these studies agree that measuring performance related to processes where the main concern is 
knowledge is complex and involves diverse variables. Isik et al. [Isik et al. 2013] pointed out the lack 
of methods on how to measure effectiveness and improve KIPs. Based on results obtained through 
a survey, the authors argued that traditional BPM methods and techniques may be inadequate for



the management and/or improvement of value creation in KIPs; however, there is a need to focus
on managing human interaction.

In general, the aforementioned proposals agree that knowledge management issues are essential
to determine the performance of KIPs. Several suggestions of variables have been discussed and
there is a consensus that a simple system would be unable to address all of these variables. Proposals
identified in the literature fail to present a conclusive approach on how to measure KIPs.
From another perspective, the literature on Knowledge Management advocates the relevance

of considering how workers deal with knowledge to establish relationships with performance
indicators [Henttonen et al. 2016; Oyemomi et al. 2016; Wang et al. 2016]. Based on an empirical
study, Henttonen et al. [Henttonen et al. 2016] argue that knowledge sharing has a strong relation
with improved performance in the contemporary organizational context, which is mostly based on
knowledge and on how it is used within companies. They highlight that, in a knowledge-based
economy, the capacity to create, transfer, and adopt knowledge, rather than simply look at efficiency
indicators, might regulate the long-term performance of companies.

According toWang et al. [Wang et al. 2016], knowledge sharing can convert individual knowledge
into organizational knowledge, and therefore improve the performance of a company. The authors
investigated innovation and intellectual capital issues as critical drivers of performance in the
context of knowledge sharing. Oyemomi et al. [Oyemomi et al. 2016] also empirically tested
the contribution of knowledge sharing and business processes on organizational performance.
For those authors, the concept of business-knowledge processes belongs within the scenario of
activities for the improvement of organizational performance. Their study took organizational
performance as a measurement of productivity in view of the employees’ knowledge contributions.
They investigated three organizational operation factors: leadership support, learning and training,
and communication.

Although there is a vast literature that investigates the relations between knowledge work and
performance, no specific proposal exists for the definition of performance indicators in the context
of KIPs.

3 BACKGROUND ON ONTOLOGIES: KIPO AND PPINOT
An ontology is defined as “a formal explicit description of concepts in a domain of discourse" [Noy and
McGuinness 2001], which includes properties to describe features or attributes of the concepts and
a set of restrictions to indicate how those elements are interrelated. In this section, we introduce
two ontologies, KIPO and PPINOT, which are later integrated to allow the definition of PPIs for
KIPs.

3.1 KIPO: the Knowledge-Intensive Process Ontology
KIPO is a task ontology that comprises the key concepts and relationships, which are relevant
for understanding, describing, and managing a KIP, as proposed by França et al. [Santos França
et al. 2015]. It aims to provide a common, domain-independent understanding of KIPs and, as
such, it may be used as a meta-model for the structure of KIP concepts. KIPO is founded on UFO
(Unified Foundational Ontology) [Guizzardi et al. 2008], which is a foundational ontology based
on a number of theories from Formal Ontology, Philosophical Logics, Philosophy of Language,
Linguistics, and Cognitive Psychology [Guizzardi 2005]. UFO has been used “to evaluate, re-design
and integrate (meta) models of different conceptual modeling languages as well as to provide
real-world semantics for their modeling constructs" [Guizzardi et al. 2008]. It is organized into three
main sections: UFO-A is the core of the ontology, focusing on endurants; UFO-B is concerned with
events; and UFO-C deals with social and intentional concepts [Guizzardi 2005]. Each KIPO concept



is founded on one of the UFO constructs, which are formally defined in terms of meta-properties 
(sortability and relational dependency, among others).

In short, KIPO argues that a KIP execution is driven by the agent intentions towards achieving 
the process objectives, and that the flow of activities (especially decision-making) within a KIP 
execution is deeply influenced by tacit elements from its stakeholders, such as Beliefs, Desires, 
Intentions, and Perceptions [Cardoso et al. 2010; Rao and Georgeff 1995]. KIPO is structured into 
5 sub-ontologies, which reflect the main perspectives that characterize a KIP. Business Process 
Ontology (BPO) comprises elements encompassed within traditional business processes (such as 
activities, event flows, input/output data objects), which describe traditional parts of a KIP and 
serve as the basis from which specific KIP elements are specialized and enriched. Collaboration 
Ontology (CO) depicts concepts that explain how knowledge artifacts are exchanged between 
process participants, and how collaboration takes place. Decision Ontology (DO) aims to analyze 
the rationale of the decisions made by the process agents (i.e., the “why” and “how” decisions were 
made by the people involved in the process), thus allowing the motivation and outcome of each 
decision to be tracked. Business Rules Ontology (BRO) provides the means to describe some parts 
of the KIP from a declarative perspective, since describing the rules that govern a KIP execution 
is especially useful for describing parts of the process which are very flexible and not subject to 
predefined event flows. Finally, Knowledge-Intensive Process Core Ontology (KIPCO) comprises 
the core concepts of a KIP, mainly agents, knowledge-intensive activities, and contextual elements 
involved in their execution.

The case study of this paper analyzes the impact of collaborative issues within a KIP execution. 
These issues reflect the high degree of interaction and knowledge exchange among agents, and how 
process evolution takes place along its timeline. The loss of this information decreases the awareness 
of when and how a collective action is performed, thus preventing any common understanding and 
effective collaboration between agents, as well as blocking adequate monitoring and improvement 
of a KIP.

3.2 PPINOT Ontology (PPINOT)
PPINOT Ontology [del Río-Ortega et al. 2010] (hereinafter referred to as PPINOT) is an ontology 
for the definition of PPIs with a  number of features. It has high expressiveness. It enables the 
definition of PPIs in a precise and unambiguous manner, thus allowing their automated processing 
in the different activities of the process l ifecycle, including their computation and analysis. It 
also facilitates traceability between the business process elements and PPIs, because PPIs must 
be explicitly connected to business process elements during their definition, thus preventing 
inconsistencies and promoting their co-evolution [del Río-Ortega et al. 2017a, 2013]. The business 
process elements considered are those presented in an abstract business process modeling language, 
so that PPINOT can be integrated with any specific notation used to model structured business 
processes.
In PPINOT, a PPI is related to a business process and it is defined by means of the following 

attributes: id and name, to identify the PPI; goals, indicating the relevance of the PPI; scope, which 
defines the subset of instances to be considered during the PPI calculation; a target value to be 
reached; a measure definition that specifies how the PPI is computed; the person responsible 
for the PPI, and people informed about it. For instance, the main attributes of the PPI “Average 
time spent in solving an incident" could take the following values. Goal: “to reduce the average time 
required to solve an incident"; scope: “all instances (all incidents) solved in a period of time (e.g., 
one month”); target: “less than 6 hours”; measure definition: “it is calculated as the total time 
from the moment when an incident is received, to the final resolution of the incident (successful or 
not)”; responsible: “the worker that solves the incident", and informed: “the area manager".



PPINOT distinguishes between three different types of measure definitions, namely: base mea-
sures, which represent a measure definition over a single process instance; aggregated measures,
which are defined by aggregating one base measure over several process instances using an aggre-
gation function, such as sum or average; and derived measures, which represent single-instance
or multi-instance measures whose value is obtained by calculating a mathematical function over
other measures.

Furthermore, PPINOT defines four types of base measures: Time measure measures the duration
of time between two instants; Count measure measures the number of times something happens;
State condition measures whether the process instance is in a certain state; and Data measure
measures the value of a certain part of a data object. The first three types of base measures are
connected with business process elements by means of Conditions. Time and count measures
are connected using TimeInstantConditions. which represent time instants. The former uses it to
indicate the starting and ending of a period of time to be considered in the calculation of a measure.
The latter uses it to define what to count. State conditions are connected using StateCondition to
specify the state that a business process element must achieve. Finally, Data measures are connected
to data objects using DataContentSelection [del Río-Ortega et al. 2013].

4 ONTOLOGY INTEGRATION: KIPPINOT
KiPPINOT is the ontology we propose in this paper to define PPIs in the context of KIPs. The
merging of pre-existing ontologies is no trivial task. An in-depth analysis of each involved ontology
is required to identify potential overlaps or joint concepts between them, or to determine new
concepts that should be included with the aim of providing new functionalities for the resulting
ontology. In addition, it is not only a question of fitting certain pre-existing concepts with others
(for example, the PPINOT Goal concept corresponds to the KIPO:ProcessGoal concept), but also
of analyzing which KIP elements can be measured and which types of measures can be applied.
Methodologies such as [Ganter and Stumme 2003; Stumme andMaedche 2001] and [Suárez-Figueroa
et al. 2012] have been proposed for the merging of ontologies.
KiPPINOT has been built on the basis of KIPO and PPINOT (see Section 3) following the NeOn

Methodology [Suárez-Figueroa et al. 2012]. This methodology provides various scenarios for the
integration of ontologies. In order to build KiPPINOT, we followed scenario 6, “Reusing, merging,
and re-engineering ontological resources", which is focused on merging two or more ontologies to
build an ontology network. Specifically, we performed the activities described below.

(1) Ontology search and assessment: The first activity involves searching existing ontologies
that can be used for our purpose. Although there are numerous options for defining and
managing PPIs and KIPs separately, none is able to measure performance in the context of
KIP. Therefore, we opted to integrate two existing ontologies. PPINOT was selected because
it allows us to define PPIs in an unambiguous and complete way, it has high expressiveness,
it facilitates traceability with the business process, and is independent of the language used
to model the business process [del Río-Ortega et al. 2013]. The ontology known as KIPO has
been selected because it is a complete ontology that comprises concepts and relationships of
KIPs by means of its 5 sub-ontologies, which reflect the main perspectives that characterize
KIPs; and also because it was based on the Unified Foundational Ontology (UFO). Both
proposals have been previously used and validated in real scenarios, which makes them good
options for the integration.

(2) Ontology comparison: An analysis is required to find similarities between concepts of the two
ontologies, which represent joint points. This is described in Section 4.1.



Fig. 1. KiPPINOT-CORE: Core of the ontology. The figure shows the relationship between a PPI, its attributes
(measure definition, process instance filter, goal, etc,) and how KIPO elements are related to them, with the
aim of extending the range of application of a PPI.

(3) Selection and Integration: Since PPINOT measures performance of structured business pro-
cesses, not all KIPO concepts can be measured “as is" with its measures. Section 4.2 analyzes
how PPINOT measures can measure KIPO concepts and also identifies new measures, their
behavior, restrictions, and characteristics.

(4) Ontologies aligning and merging: This activity is described in Section 4.3 and involved three
main steps: (i) Extending the application range of current PPINOT measures; (ii) describing
how a new PPINOT measure can help to measure KIPO concepts; and (iii) adding new
elements into KiPPINOT to allow the definition of measures and a set of rules to be adopted,
derived from the PPI value evaluation.

KiPPINOT is presented in Figures 1, 2 and 3 as UML diagrams. White classes represent original
PPINOT elements. White classes with underlined names represent business process elements
involved in the definition of PPIs: Process, DataObject and BPElement (activities, events, etc.).
Dark gray classes with white letters are original KIPO concepts. Light gray classes represent
new elements that do not come from the ontologies involved, but are required to connect other
components or they have a new functionality in the ontology.

4.1 Comparison of Ontologies
The goal of this activity is to identify possible overlap or joint points between concepts of the two
ontologies. In this case, we have found the following similarities.

• Process: In PPINOT, a PPI is related to a structured business Process. In KiPPINOT, the
Process class is generalized by distinguishing between two types of processes where a PPI
can be defined: traditional structured processes using the BusinessProcess class, and KIPs
using the KIPO:KnowledgeIntensiveProcess class.

• Goal: In PPINOT, the Goal is an attribute that indicates the relevance of the PPI and KIPO
defines two types of goals. In KiPPINOT, Goal is extended as a class to consider the two



Fig. 2. KiPPINOT-MEASURES. The figure describes in detail the complete set of measures that the ontology
uses to define how a PPI needs to be calculated. A measure is related to a specific type of condition and each
condition is applied over a BPElement or KIPO element.

Fig. 3. KiPPINOT-ELEMENTS. The figure shows two hierarchies of concepts on which conditions are defined:
KnowledgeIntensiveConcepts related to measures of time, cost and state condition and DataConcept used by
DataMeasure and CountAttributeMeasure to take information from attributes of concepts.

types of goals: goals related to processes, KIPO:ProcessGoal; and goals related to activities
involved in PPI definitions, KIPO:ActivityGoal.

• Restrictions: In PPINOT, the Target attribute can be seen as a restriction that indicates the
PPI value to be reached, while KIPO defines different types of restrictions. In KiPPINOT,
target is replaced by the RestrictionOnMeasure class that agglutinates the target value and
the KIPO:IntegrityRule, which is a restriction that must be true in order to achieve a goal.



• Human resources: Responsible and Informed are two PPINOT attributes that represent
human resources involved in PPI definitions, while KIPO considers human resources as Agent.
In KiPPINOT, Responsible and Informed attributes are considered subtyps of KIPO:Agent.

4.2 What to measure in Knowledge-Intensive Processes
In this section, we perform the Selection and Integration activity of the NeOn methodology. We
analyze how PPINOT measures can be used to measure KIPO concepts. PPINOT defines four types
of base measures. Time and count measures can be applied to BPElements whose state changes
at a specific point in time. State measures can be applied to elements that have a certain state.
Lastly, data measures can be applied to elements that contain any kind of information that can be
queried. For instance, time, count and state measures can be applied to activities because the state
of an activity changes at specific points in time during the execution of the process, for example, it
goes from inactive, to active, to completed. Similarly, data measures can be applied to data objects
because the information they contain can be queried.

Our aim is to analyze and identify which KIPO concepts are related to state changes at a specific
point in time or whether they contain information that can be queried. This enables us to ascertain
which of the four types of base measures can be applied to each KIPO concept, if any. For this
analysis, we leverage the fact that KIPO concepts are founded on UFO constructs, which specify
their essence and are identified as stereotypes in KIPO concepts. Therefore, instead of focusing on
each KIPO concept separately, we focus on the UFO construct that characterizes it.

Table 1. Relationship between KIPO Concepts - UFO and PPINOT Measures (Part I)

UFO
Construct UFO Hierarchy KIPO Concepts PPINOT base measures OtherTime Count State Data

event Event
✶ Contingency
✶ Question
✶ Foundational event

✓ ✓ ✓

action → Event

✶ Flow
✶ Message Flow
✶ Activity
✶ Decision

✓ ✓ ✓

atomic action → Action→ Event ✶ Knowledge Intensive Activity ✓ ✓ ✓

communicative act → Atomic action
→ Action→ Event ✶ Communication ✓ ✓ ✓

complex action → Complex event & Action
→ Event

✶ Knowledge Intensive Process
✶ Communicative Interaction ✓ ✓ ✓

interaction → Complex action
→ Action→ Event

✶ Informal Exchange
✶ Collaborative Session
✶ Socialization

✓ ✓ ✓

action
contribution

→ Action & Participation
→ Event

✶ Perception
✶ Innovation ✓ ✓ ✓

resource → Object ✶ Data Object
✶ Resource ✓ ✓ ✓ ✓ NM

normative
description

→ Social object
→ Object

✶Knowledge Structure
✶ Assertion
✶ Business Rule
✶ Restriction
✶ Integrity Rule
✶ Foundational Business Rule
✶ Foundational Integrity Rule
✶ Derivation Foundational Rule
✶ Reaction Foundational Rule
✶ Reaction Rule
✶ Derivation Rule

✓ ✓ ✓ ✓ NM



For instance, UFO events “are possible transformations from a portion of reality to another, e.g.,
changing affairs from one (pre-state) situation to a another (post-state) situation" [Guizzardi et al.
2008]. This characteristic allows us to relate an UFO event to a PPINOT event. For that reason,
all KIPO concepts stereotyped as an UFO event, or as its specializations (in that there is another
concept dependent on it), are considered KIPO elements that can be measured by one of the current
PPINOT measures that uses a condition. Interaction and complex actions are stereotyped as an event
construct; it is therefore possible to measure the number of times that an interaction occurs, or
the total execution time of a complex action. A similar situation occurs with objects. According to
UFO, an object is a complex concept that involves physical objects, such as books and cars, and
social objects, such as normative descriptions, which may describe rules or norms. We relate UFO
objects to PPINOT data objects, because although the former are more general than the latter, it is
possible to define the attributes and characteristics that are required to define a DataMeasure over
them. For example, if a normative description is a manual procedure of an organization, then this
object may have attributes such as activities to be performed, departments involved, and period of
validity.

Table 2. Relationship between KIPO Concepts - UFO and PPINOT Measures (Part II)

UFO
Construct UFO Hierarchy KIPO Concepts PPINOT base measures OtherTime Count State Data

proposition Proposition
✶ Message
✶ Disadvantage
✶ Advantage

✓ ✓ ✓ ✓ NM

goal → Proposition ✶ Process Goal
✶ Activity Goal ✓ ✓ ✓ ✓ NM

situation → Endurant→ Concrete Particular
→ Particular

✶ Fact
✶ Risk
✶ Alternative
✶ Discarded Alternative
✶ Chosen Alternative
✶ Foundational Condition
✶ Foundational Conclusion
✶ Foundational

Post-Condition
✶ Evidence

✓ ✓ ✓ ✓ NM

relation → Universal→ Entity ✶ Association ✓ ✓ ✓

agent → Substantial ✶ External Agent ✱

physical
agent

→ Agent
→ Substantial

✶ Agent
✶ Innovation Agent
✶ Impact Agent

✱

role → AntiRigid Sortal→ Sortal Universal
→ Substantial Universal→ Universal

✶Sender
✶Receiver ✱

mental
moment → Intentional moment

✶ Experience
✶ Specialty
✶ Feeling

intention →Mental moment
→ Intentional moment

✶ Makes to solve
✶ Intention

belief →Mental moment
→ Intentional moment

✶ Mental Image
✶ Belief

desire →Mental moment→ Intentional moment ✶ Desire

The result of this analysis is depicted in Tables 1 and 2. The first column lists the 20 UFO
constructs related to KIPO. The second column describes the hierarchy of UFO constructs. For
example, event is a main construct and does not depend on any other construct; action is defined as
a particular type of event; an atomic action is a particular type of action, which in turn is a particular
type of event. The third column shows KIPO concepts associated with each UFO construct. Time,



Fig. 4. Example of PPI calculated over an Activity (Registered Incident) using a CountMeasure and a TimeIn-
stantCondition (when).

Count, State and Data columns indicate whether PPINOT measures can be used to measure KIPO
concepts (✓) or not. Finally, Other column represents KIPO concepts that cannot be measured using
current PPINOT measures and takes the values NM and ✱ as described below.

• Option NM indicates KIPO concepts that may provide performance information using a
new measure CountAttributeMeasure. It is included in KiPPINOT to count attributes of
KIPO concepts without the triggering of an event. This measure takes information from a
DataConcept of the process (see details in Figure 3) by means of a DataContentSelection.
CountAttributeMeasure can be used, for instance, to measure the number of messages
exchanged between two agents.

• Option ✱ represents KIPO concepts that, by themselves, do not provide relevant information
from the performance point of view, but which can be involved in the definition of other
concepts. For example, they can be used as an attribute of the CountAttributeMeasure to
measure the number of agents involved in a communication. This can be valuable information,
performance-wise, if they correspond to the number of agents required to solve an incident
in an incident troubleshooting process, since they influence the spending on resources for
the process.

Those KIPO concepts without marks in the table represent concepts that do not provide perfor-
mance information by themselves and are non-quantifiable concepts, and therefore they cannot be 
measured using KiPPINOT measures.

4.3 Aligning and merging of ontologies
This activity involves three steps: extending the application range of PPINOT measures; adding a
new measure and new elements into KiPPINOT to allow the definition of measures; and rules to be 
adopted, derived from the evaluation of a PPI value.

4.3.1 Extending the range of application of PPINOT measures. PPINOT measures require a Condition
and DataContentSelection to link measures with business process elements. TimeInstantCondition 
and StateCondition are types of Condition that allow the definition of T imeMeasure, CountMeasure 
and StateConditionMeasure over a BPElement; and DataContentSelection class allows the use
of a DataMeasure over an attribute of a DataObject. For example, if a PPI measures the number of 
incidents registered, its measure definition is defined as a CountMeasure whose attribute when is a 
TimeInstantCondition with attribute stateConsidered set to ‘activityCompleted’ and applied
to the activity ‘Register incident.’ This PPI is shown graphically in Figure 4.

With the aim of including KIP concepts in KiPPINOT, Condition is divided into BaseCondition
and KnowledgeCondition. BaseCondition includes original PPINOT conditions: TimeInstantCondition 
and StateCondition, which now are applied over GeneralMeasurableElement instead of BPElement. 
GeneralMeasurableElement is divided into: BPElement, which represents traditional business 
process elements; and KnowledgeIntensiveConcept, which represents KIP elements to which 
PPINOT time, count, and state measures can be applied. Figure 3 shows KIPO concepts, which
are those identified in the analysis made on Tables 1 and 2. An example of a PPI defined over a



Fig. 5. Example of PPI to measure the elapsed time of an open ticket using a TimeMeasure over a Knowl-
edgeIntensiveActivity.

KnowledgeIntensiveActivity is depicted in Figure 5. In this PPI, a TimeMeasure is defined and
two time instant conditions define the start and end point of the measure.

The second type of Condition, KnowledgeCondition, defines conditions over DataObjects or
other KIP concepts where one or more attributes need to be used in order to extract certain informa-
tion from them. In PPINOT, a DataMeasure uses a DataContentSelection to specify the attribute
of the DataObject from which the information is taken. In KiPPINOT, DataContentSelection
can be applied to a more generic DataConcept, which includes the traditional DataObject for
all the KIPO concepts over which a DataMeasure can be applied or a criterion by which an
AggregatedMeasure can be grouped. Figure 3 shows these KIPO concepts, which are those identi-
fied in the analysis shown on Tables 1 and 2.
Finally, a PPI is related to two types of human resources: Responsible and Informed. These

human resources have been defined as a particular type of KIPO:Agent (See Figure 1). However, an
Agent can also be an External agent, Innovation agent, Impact agent, Sender, or Receiver, depending
on the role of the agent in the process. This information is omitted from the KiPPINOT diagrams
for the sake of readability and due to space limitations.

4.3.2 Incorporating a new measure definition. As stated earlier, certain performance information
cannot be taken from KIPO concepts using PPINOT measures. For example, a KIPO:Message can be
defined by means of a large number of attributes: the sender and the set of receivers of the message,
the content of the message or dates, among many others. Let’s take the number of receivers as
an example. It may indicate the number of resources involved in the resolution of an incident. It
could be assumed that a CountMeasure or a DataMeasure could be used for its definition. However,
a CountMeasure requires an event to define when to take information from the process. Since
receiver is an attribute of an object, a change in the number of receivers involved is not a process
event that can be measured. If we look at DataMeasures, they take values from an object’s attribute,
but do not count the number of changes in the value of that attribute. Therefore, none of these
off-the-shelf PPINOT measures can be employed to define the number of receivers of a message.
In order to cope with this limitation, the CountAttributeMeasure is included in KiPPINOT as

a new type of BaseMeasure that can be applied over KIPO elements, marked in Tables 1 and 2
with NM. Three new classes are also included and associated with the DataContentSelection
class with the aim of specifying restrictions to take information from KIPO concepts using
PPINOT measures: AttributeProperty, KnowledgeState; and KnowledgeProperty (See Fig-
ure 3). CountAttributeMeasure is used in conjunction with the AttributeProperty class to spec-
ify the attribute and the attribute value, that will be considered in themeasurement. KnowledgeState
and KnowledgeProperty classes can be used to specify restrictions in the aggregation of values
when the measure is defined over KIPO elements. In Figure 6, the AttributeProperty allows us
to count messages whose ‘sender’ attribute was equal to ‘agent_a’. It shows a PPI that calculates
the number of messages sent by the user ‘agent_a’ to report an incident. This example uses an
AggregatedMeasure over a CountAttributeMeasure. The measure takes data from a Message (a



Fig. 6. Example of PPI that calculates the total of incident messages sent by the user ’agent_a’.

KIPO concept), specifically messages with state ‘messageSent’, and two restrictions are defined by 
means of an AttributeProperty: the property set as ‘sender’; the person that sends the message; 
and the restriction set as the value of the property equal to ‘agent_a’.

4.3.3 Adding new functionalities. In addition to the extension of the set of elements where PPINOT 
measures can be applied, and the definition of a new type of measure, KiPPINOT also integrates 
PPIs as elements that can be used during the decision-making tasks of a KIP. To this end, the class 
PPIEvaluation is added. This represents the evaluation of a PPI, and two possible outcomes are 
possible: MetPPI, if the value of the measure complies with target, and NotMetPPI, otherwise.
As depicted in Figure 1, these classes can be connected to concepts of KIPO. For instance, an 

unplanned or ad-hoc activity may occur (KIPO:Contingency), causing a PPI to be unfulfilled. As a 
consequence, a set of rules or instructions may be triggered to re-conduct the process execution. 
These rules and instructions are related to the concept of KIPO:ReactionRule.

5 MEETING PERFORMANCE GOALS WITH KIPPINOT, THE MPG-K METHODOLOGY
In structured processes, many performance improvements are implemented by changing the 
business process model such that some particular behaviors are enforced [Dumas et al. 2013]. 
Instead, KIPs are usually unstructured and their participants have a high degree of freedom during 
process execution [Di Ciccio et al. 2015]. This means that, in many cases, it is not possible to 
hard-wire performance improvements into the process model, but they must be translated to the 
participants as guidelines that should be taken into account during process execution in order to 
comply with the established performance goals. In this respect, questions should be addressed, such 
as: Which guidelines should be provided to participants to help them meet the performance goals?
What format should these guidelines be in? Or how can these guidelines be based on data rather 
than solely on the intuition of the participants? This section proposes a methodology based on 
the KiPPINOT ontology that helps process owners to come up with those guidelines and provides 
answers to the questions posed.
The methodology is based on the concept of lag and lead indicators [McChesney et al. 2012]. 

A typical approach for process performance management involves the definition of a set of PPIs 
linked to the strategic goals of the organization [del Río-Ortega et al. 2013]. For instance, if an 
IT department has customer satisfaction as a strategic goal, then one could have a PPI P-1 for its 
incident management process that specifies that “its cycle time should be less than 3 working days.” 
PPIs like P-1 are useful because they tell the organization whether the goal has been achieved (i.e., 
what we want to achieve), but they do not state how to do it since they are not directly influenceable 
by the performers of the process: P-1 do not state what has to be done in order to keep the cycle 
time within 3 working days. For this reason, they are called lag PPIs because by the time they 
can be evaluated, the result has already happened [McChesney et al. 2012]. However, for each lag 
PPI, it is possible to define PPIs that state how to achieve it. They are called lead PPIs and they 
must have two characteristics: (1) They must be predictive in the sense that if the lead PPIs are



Fig. 7. Relationship between strategic goals, lag indicators, and lead indicators.

achieved, then it is likely the lag PPI is achieved as well [McChesney et al. 2012]; and (2) they
must be influenceable by the performers of the process, meaning that they must be something that
the performers of the process can actively do or not do. For instance, if a major issue that usually
prevents P-1 from being fulfilled is missing information from the customer when the incident is
created, then “double-checking the incident with the customer within the first 24 hours” could be a
lead PPI because: (1) fulfilling it would help to achieve P-1 since it removes a major cause of cycle
time delay; and (2) it is something the process participant can easily do. Therefore, the approach
involves focusing on fulfilling lead PPIs, which are actionable, and this will enable the fulfillment
of lag PPIs, which, in turn, will enable the fulfillment of the strategic goal as depicted in Figure 7.

Based on these ideas, in our methodology, we propose that the performance goals defined by lead
PPIs be used as the guidelines that participants should take into account during process execution.
Note that these performance goals can be seen as guidelines because, unlike performance goals
of lag PPIs, they were defined to measure specific behavior that can be performed by the process
participants, and hence, they are actionable by said participants. Furthermore, these performance
goals are particularly suited for KIPs because they do not prescribe process behavior as in structured
processes. Instead, performance goals set soft goals that suggest to process participants how they
should behave in order to improve performance. The biggest challenge is, therefore, to find a
good set of lead PPIs that are both predictive and influenceable by process participants. This
should not be viewed as a trivial task, but as a complex one that should be analyzed and evaluated
repeatedly throughout the life of the process in order to verify whether the established objectives
are being achieved. In addition, it must be carried out by domain experts who have both the strategic
knowledge of the company and the technical knowledge of the process. Our methodology strives
to address this challenge by following a divide-and-conquer approach. We split the problem of
finding good lead PPIs for lag PPIs into two smaller problems, namely:

• Defining a set of KIP measures that identify various ways of executing a KIP. For instance,
in our previous example, the KIP measures could include whether and when the process
performer double checks the incident with the customer.

• Finding correlations between this set of KIPmeasures and the lag indicators. The KIPmeasures
for which correlations are found constitute a set of potential lead indicators that could be
used to guide the behavior of process participants.

Based on this idea, our methodology takes the set of strategic goals that the organization has
defined as input and includes the following steps. Figure 8 shows the seven steps of the methodology
and the main inputs and outputs related to these steps.
(1) Use KiPPINOT to define a set of lag PPIs that define the expected performance of the KIP so that it

satisfies the strategic goals established for this process. Lag PPIs are usually defined by domain
experts based on their experience in the process. However, there are several frameworks
that can help in this task like [Neely et al. 1997] and [del-Rey-Chamorro et al. 2003]. The
first framework provides a sheet that seeks to specify what constitutes a good performance
measure and to ensure that it is clearly defined. The second framework provides a set of
templates to guide the identification of performance measures for knowledge-management



Fig. 8. The MPG-K Methodology workflow.

solutions. Lag PPIs can also be defined based on the PPIs that are defined together with
reference processes in reference frameworks developed by the industry for specific domains,
such as SCOR for supply chains and ITIL for IT management.

(2) Use KiPPINOT to define a set of KIP measures that are useful in the identification of different ways
of executing a KIP. Alternatives of execution are common in KIPs due to unpredictable events
and decisions made by users [Di Ciccio et al. 2015]. This step proposes searching for the
variability in the execution of a process and determining how to measure it. For example, the
communication between two participants can be carried out by means of an email or a phone-
call. The way this variability can be found differs little in the way a process can be discovered.
The main difference is that instead of discovering the whole process, in this case we are
just interested in finding out the differences between the ways process participants perform
the process. Therefore, the three classes of discovery techniques described in [Dumas et al.
2013], namely evidence-based, interview-based, workshop-based, or a combination of these
techniques can be applied in this step. Evidence-based techniques are based on exploiting
evidence such as process documentation, direct observation of process participants, and
information system event logs for the identification of this variability. If event logs are used,
one can use process mining techniques designed for non-structured processes, such as [Maggi
et al. 2012], or those that discover configurable process models [Buijs et al. 2013]. Interview-
based and workshop-based techniques refer to gathering information by interviewing process
participants or organizing workshops with process stakeholders, respectively. Regardless of
the technique, since in a KIP the process variability can be significant, one good approach is
to focus on good and bad performers in terms of the lag PPIs defined in the previous step,
and then to try to find the differences between them.

(3) Compute the set of lag PPIs and the KIP measures and discard those that cannot be computed.
The use of KiPPINOT to define the lag PPIs and the KIP measures provide precise and
unambiguous definitions. From these definitions, the computation of these PPIs and measures
can be carried out in different ways. If an event log of the information system that supports
the KIP is available, it is possible to use the KiPPINOT definition to directly automate its
computation [del Río-Ortega et al. 2017b]. A proof-of-concept of this automation is available
at the PPINOT Tool Suite1. If the event log is not available, then other mechanisms can be
used. For instance, the lag PPIs and the KIP measures can be translated into SQL queries
that are executed against the database of the information system. If there is no information
system that supports the KIP or that contains the information necessary for the computation
of the PPI or the KIP measure, then the process participants can be asked to collect this
information [McChesney et al. 2012]. Finally, if it is not possible to gather the information
required to compute a PPI or a KIP measure, or the effort necessary to gather this information
is too great, then the lag PPI or KIP measure must be discarded.

1http://www.isa.us.es/ppinot

http://www.isa.us.es/ppinot


(4) Perform data analysis to find correlations between them. We propose the use of correlation as
the mechanism to identify relationships between the KIP measures and the lag PPIs proposed.
Correlation has been widely used in the literature for similar purposes. For instance, Richard
et al. [Richard et al. 2009] present a number of studies related to organizational performance
measures that rely on correlations to empirically find similarities between indicators and
suggest that these indicators may hold similar internal factors. In Grigori et al. [Grigori et al.
2004], correlation is used as a form of analysis of behaviors and taxonomies in Business Process
Intelligence scenarios. However, correlation cannot be considered a sufficient condition to
ensure the causal relationship between the KIP measures and the lag PPIs. Therefore, this
correlation can be seen as a first filter that helps us to discard those KIP measures that cannot
be used as lead PPIs.

(5) Choose a subset of the measures that are correlated to a number of the lag PPIs as lead PPIs
and define a target value for each measure. The set of KIP measures that are correlated to
certain of the lag PPIs conform a set of potential lead PPIs. These potential lead PPIs must be
reviewed by domain experts to analyze whether the relationship between the potential lead
PPI and the lag PPI makes sense from a domain perspective. If there is an agreement that the
relationship does not make sense, then the potential lead PPI should be discarded. It may also
happen that there is not enough data to find correlations between a KIP measure and a lag
PPI. For instance, this could be the case where the behavior we are measuring using the KIP
measure is very unusual among the process participants. In this case, the KIP measure could
be added as a lead PPI if there is an agreement between the domain experts that the KIP
measure can be a suitable lead PPI. Once lead PPIs have been identified, a target value must
be defined for them. To this end, one can use simple statistical metrics such as mean, median,
and mode, or more elaborate techniques that have been proposed for the identification of
thresholds in the software engineering area [Herbold et al. 2011] or in the business process
area [del Río-Ortega et al. 2017a].

(6) Deploy the lead PPIs as performance goals to guide the behavior of process participants during
KIP execution. The deployment of lead PPIs includes three aspects: first, the process partici-
pants must be fully aware of the performance goals defined and they must agree with their
usefulness; second, the value of the lead PPIs must be continuously monitored (e.g. following
the techniques discussed in Step 3) so that process participants know whether they are fulfill-
ing the goals or not; and third, the fulfillment of the lead PPIs must be reviewed periodically
so that it creates a cadence of responsibility between the process participants [McChesney
et al. 2012]. The specific mechanisms for the implementation of these three aspects are
organization-specific.

(7) Continuously monitor whether fulfilling the lead indicators is moving the related lag indicators
towards the desired goals. If not, then repeat from Step (2). For this continuous monitoring, the
use of dashboards facilitates the information analysis and the specification of alerts depending
on obtained and expected PPI values. In addition, an appropriate time-window should be
defined for the evaluation period before considering whether PPIs are working or not. The
size of the time-window depends heavily on the domain. Finally, the same techniques as in
Step 3 can be used to compute both lead and lag PPIs. This step is included to account for
the fact that the lead indicators that have been selected may turn out not to be predictive of
the lag indicator (this could happen because correlation does not imply causation) or that
something in the context changes that stops the lead indicator from being predictive of the
lag indicator. In this case, a new set of lead indicators should be defined.



6 CASE STUDY
The goal of this section is to understand the impact of the proposal, both of the KiPPINOT ontology
and the MPG-K methodology, in a real scenario. Specifically, the following two research questions
were assessed. The first question is related to the KiPPINOT ontology and the second is related to
the methodology.

• RQ1: How does the ontology proposed help towards improving the definition and monitoring
of PPIs found in real KIP scenarios?

• RQ2: How does the proposed methodology help to make evidence-based decisions for process
improvement?

Our objective is to demonstrate that the proposed methodology works and how it can be used in 
a real scenario. The case study was conducted in a real-life scenario of a Brazilian ICT outsourcing 
company, which has approximately a hundred contracts with various firms to provide ICT support. 
One of their main business processes is to solve incidents related to clients’ ICT assets, such as 
email server outages or network connection problems. This kind of work involves the application of 
technical skills, troubleshooting abilities, collaboration, and information exchange between different 
teams including the client. Moreover, ad-hoc decisions may be made since most of the problems 
are situational and, despite a number of recurring problems, there is no structured process to be 
followed. All these points characterize KIP aspects in such way that it would be more appropriate 
to manage this process as being knowledge intensive, instead of a traditional control-flow-oriented 
business process. The company periodically evaluates the performance of their processes and then 
splits the results for each client with an active contract, to generate client reports and take actions 
according to their service level agreements; in this way, all indicators are aggregated to the client 
level. The following sections describe our real scenario: an incident-troubleshooting process within 
an ICT Outsourcing Company. They also show how each step of the methodology is applied in this 
scenario.

6.1 Incident-Troubleshooting Process Characterization
In order to represent the mainstream behavior of the process, Case Management Model and Notation 
(CMMN) was employed since problem resolution in call centers is a known application of Case 
Management [(OMG) 2014]. The process model is presented in Figure 9. As incident tickets can be 
viewed as Cases, CMMN offers sufficient flexibility to present the major case plan of the incident-
troubleshooting process and abstracts lower-level tasks that are too technical to be considered on a 
high-level process view.
The process starts when a client informs, either via email or telephone, the ICT support team 

about a problem; the support team then opens an incident ticket, where all initial information 
about the problem is registered. A new stage then starts where a technical team is assigned and/or 
contact with the client is made in order to obtain more details about the incident. The next step 
is the troubleshooting itself, where the assigned technical team works with freedom to make 
decisions and to employ any action that is allowed by the company, to solve the problem. In this 
step, the client usually collaborates and gives feedback to the support team. Due to the many 
possible combinations of actions to be taken during troubleshooting, this activity is represented in 
CMMN as a manual collapsed stage with repetitions. If the problem remains unsolved, then another 
technical team can be assigned and more information can be extracted from the client prior to a 
new troubleshooting round. On the occurance of successful troubleshooting, the process ends with 
ticket closure and the case is terminated.



Fig. 9. High-level CMMN model with mainstream behavior of the process.

6.2 Existing Implemented PPIs (Lag Indicators)
The first step of our methodology consists of defining a set of lag PPIs that defines the expected
performance of the KIP. In the performance monitoring of the KIP at hand, the following four lag
PPIs are tracked. The set of lag PPIs has been modeled using the KiPPINOT ontology. For further
details, see Figures 12, 13, 14, and 15 in the Appendix.

• Average work time spent per ticket (Work Time AVG): every member of the technical teams
reports how much time he or she has spent working on a ticket. This PPI allows those clients
who demand more technical team effort, measured in terms of time spent, to be verified,
thereby identifying those clients with a more expensive service than the average.

• Average duration of tickets (Duration AVG): this measures the time from a ticket opening to
its closure. This PPI considers waiting times and delays that may occur during the resolution
of a ticket, and not only the effective working time of technical teams. From the customer’s
point of view, it measures the time since the customer made the first contact until the final
message formalizing the ticket closure.

• First contact resolution ratio (First Cont. Res. %): this measures the ratio of tickets that were
solved directly in the first contact with the support teams. This behavior is desired, since
it implies less work time spent on the resolution of a ticket than regular tickets, thereby
reflecting less costly services than the average.

• Total tickets opened (Total Tickets): this PPI measures the total amount of tickets opened for
each client, given a period of time. It helps management quantify resources for technical
teams and negotiate with client contract values.

6.3 KIP Indicators Proposal (Lead Indicators)
Following the second step (Define KIP measures) of the methodology, four KIP measures based on
the concepts of the Collaboration Ontology of KIPO are proposed. These indicators are all derived
from Moura et al. [Moura et al. 2015], where a collection of axioms were defined to specify which
collaborative activities are present in a KIP. They were defined so that they represent different
aspects of the variability that is present in collaborations. Furthermore, interview-based techniques
were used to select the KIP measures that were more relevant in the determination of how a
collaboration takes place. Finally, these KIP measures are good candidates for lead indicators, since
they can be directly influenced by process participants. Figure 10 shows a KIPO instance of the
process, where it is possible to identify the concepts related to the following proposed indicators.
The set of lead PPIs has also been modeled using KiPPINOT ontology. For further details see
Figures 16, 17, 18, and 19 in the Appendix.

• Average amount of interlocutors per case (Interlocutor AVG): this denotes how many agents
executed Communicative Acts during a Communicative Interaction. The information system
stores all incoming and outgoing messages for each ticket registered. In this way, it is possible



Fig. 10. KIPO instance of the Incident-Troubleshooting Knowledge-Intensive Process.

to count how many agents exchanged messages during a troubleshooting session. A high
number of agents involved in solving a problem may point towards complex problems and to
cost-related issues because, with the increase of people involved, the costs are also likely to
increase.

• Average amount of messages exchanged per case (Messages Exch AVG): interlocutors may
communicate by observing any of the following relations: one-to-one, one-to-many, and
many-to-many. In order to provide means to numerically evaluate this statement, we propose
counting the number of messages exchanged during each ticket resolution. This can help the
company to figure out whether a higher number of messages may result in complex situations
and longer duration times, since each message usually denotes some kind of analysis or
action taken by an interlocutor.

• Average message size per case (Message Size AVG): messageSize is an attribute of Message and
denotes the extent of information present in a Message. The bigger the message is, the longer
it takes to understand it, and the later the troubleshooting will start. Higher message sizes
may point to verbose clients who may need some special attention, or to problems that turned
complex and will therefore take more time and effort than expected. For the scope of this
work, messageSize is defined as the count of characters contained in a message.

• Incoming customer phone-call ratio (Phone Call Ratio): all Messages are associated with Com-
municative Acts, which are their Propositional Content. Audio, video and text are proposed
as types of Communication Language, which is a property of a KIP message [Moura et al.
2015]. For the scope of this case study, there are no video messages involved, although text
messages can be retrieved by incoming emails and audio messages by phone calls made by
customers and registered in the information system of the company. This indicator may help
managers to identify clients who use the audio channel most, which is a more expensive
channel than that of text.

6.4 Computation and analysis of measures and indicators
In Step three, the indicators are calculated. Since the company information system is not process-
aware, the dataset for computing the indicators was extracted by directly querying the system 
database. The extracted data was preprocessed by applying a data selection step to filter the incident 
tickets opened in a pre-defined period of analysis (the second semester of 2015) and were already 
solved at the time of data extraction (with a closed status); moreover, we only considered messages 
originating from human resources (that is, automatic messages generated by the system were 
discarded, since they do not involve any human effort and knowledge to be sent).
The data frame analyzed comprises a total of 8,432 incident tickets, and a total of 228 distinct 

clients. The company experts explained that the number of clients seemed higher than the number



Fig. 11. Pearson correlation coefficient of Lead (KIP indicators) and Lag (existing PPIs) indicators

of contracts because on some tickets, the client name is incorrectly written with the individual
email of client’s contact person, resulting in noisy information in the database. They asked only
clients with the highest amounts of tickets opened to be considered, since they hold the most
expensive contracts. Therefore, only the top-40 clients with the highest quantity of tickets opened
in the period, which corresponded to 80% (6,781 tickets) of all tickets retrieved, were analyzed.
Existing (lag) and our proposed (lead) PPIs were calculated on the basis of this information.
Following the fourth step of our methodology, we considered the description of the strength

of correlations using the guide proposed in [Evans 1996] for absolute values of the coefficients
as 0.00-0.19: “very weak”; 0.20-0.39: “weak”; 0.40-0.59: “moderate”; 0.60-0.79: “strong”; 0.80-1.00:
“very strong”. Both their existing (lag) and our proposed (lead) PPIs were compared by calculating
Pearson’s correlation coefficient between each pair of indicators. Figure 11 shows the Pearson
correlation coefficient for a pairwise combination of all PPIs. In order to verify whether the identified
correlations represent possible influences of KIP lead indicators over existing lag PPIs, the indicators
and correlation results were discussed with two company managers, who are domain experts and
directly involved in the process. Furthermore, the analysis of lead-lag indicators, and correlations
between lead-lead and lag-lag PPIs were calculated for a better understanding of the behavior of
the existing PPIs and the proposed PPIs. As an initial suggestion of target values (Step 5) the global
average was used in order to provide a benchmark from among all the indicators calculated at
clients level. The following interpretations were considered relevant by the experts:

• A very strong positive correlation (0.92) between Messages Exch AVG and Interlocutor AVG.
This makes sense, since an increase in the people involved is likely to result in an increase of
the messages exchanged.

• A moderate negative correlation from Messages Exch AVG to Phone Call Ratio (-0.51). This
may be explained by the fact that, during a single phone call, more information is exchanged,
and sometimes not recorded, than in a single mail message. During a call, one can ask several
things and immediately obtain answers and then ask again based on these answers.

• A moderate negative correlation from Messages Exch AVG to First Cont. Res % (-0.52). Since
the problem is solved in the first contact, there is no need to extra messages to be exchanged.

• A moderate negative correlation between Interlocutor AVG and First Cont. Res % (-0.44). Since
the problem is solved in the first contact, there is no need for extra people to become involved.

• A moderate negative correlation between Phone Call Ratio and Duration AVG (-0.41). The
experts agreed that customers whose companies communicate most by phone take less time
to have their problems solved than those who communicate by email. They confirmed this
behavior by citing two example clients who have dedicated technicians and the company
always calls them directly. This specific contract variant bypasses the first level support
contact and does not rely on email messages exchanged. In a scenario where the global



average among all clients of Phone Call Ratio is 32.45% and Duration AVG is 84.00 hours,
clients with a Phone Call Ratio of 78.23% and 91.26% presented a Duration AVG of 39.79 and
19.47 hours respectively.

• A moderate positive correlation between Phone Call Ratio and First Cont. Res % (0.53). Since
more information can be exchanged during a call than during an email, it is likely that the
chance to solve non-complex problems arises in the first contact. In addition, technical teams
can solve a problem more efficiently by calling the client or by directly troubleshooting the
problem during a client’s first call than by sending emails. Looking at the client with the
highest First Cont. Res % score, 86.23%, the experts recognized the same behavior for Phone
Call Ratio as that explained above for Duration AVG, where in the situations when the client
has direct phone contact to a specific technician, incidents are more likely to take less time
to be solved. In the example of the client with the highest First Cont. Res % score, the Phone
Call Ratio is 91.26%.

• Total Tickets and Work Time AVG indicators presented only weak or very weak correlations.
This may indicate that the teams have enough resources to deal with the amount of tickets
or there is an opportunity to reduce costs by downsizing teams.

6.5 Deployment and continuous monitoring
After having analyzed the correlations between lag and lead indicators, experts found advantages in 
a phone-call-oriented service desk in comparison to an email-oriented service desk. They reported 
that, despite the high costs of the former, it caused the reduction in the duration to solve and close 
tickets and the increase in first-contact resolutions, which are significant indicators of improvements 
in client satisfaction and retention.
From the perspective of lead and lag indicators, the set of lead PPIs of Interlocutor AVG, Phone 

Call Ratio and Messages Exch AVG can be monitored and used to promote actions that may improve 
the results of the set of lag PPIs of First Cont. Res % and Duration AVG. Since the implementation 
of the lead indicators depends only on integrating database queries to the existing dashboard of 
company indicators, they can be operationalized in practice to help guide the behavior of the 
process participants. Generating actions to improve call-center scripts to be more assertive, training 
the first-level support team to deal with problems of a more complex nature, and reducing the 
number of interlocutors and messages exchanged, all provide examples of this (Step 6). The last 
step of the methodology can be exemplified by lead PPIs that have not been predictive to any lag 
indicator, for example, the Message Size AVG PPI, which did not contribute towards explaining the 
behavior of the lag PPIs analyzed. In this case, this PPI should be discarded, and in a new round of 
definition and revision of lead indicators for lag indicators, new KIP measures should be analyzed 
together with the previously selected ones.

6.6 Case Study Results Discussion
The conduct of the case study and the results obtained allow us to draw conclusions related to the 
research questions posed in Section 6.1. With regard to RQ1, our proposed KiPPINOT ontology 
did provide the necessary elements and concepts to define, implement, and monitor collaboration-
related performance indicators found in a real KIP scenario. KiPPINOT inherited its characteristic 
of precision from PPINOT and allows the definition of PPIs in an unambiguous and precise way in 
a KIP scenario, it also provides the possibility of automated processing of PPI values in lifecycle 
phases such as computation and analysis.

Finally, with regards to RQ2, we collected several pieces of evidence, perceived by experts, that 
showed the significance of the proposed methodology in helping them monitor lag indicators 
with the support of quantitative lead indicators. The experts had a feeling about this behavior,



but had never been presented with data that supported their theory until the execution of this
case study. The previous practice applied by the company was to monitor the existing four lag
indicators without the support of quantitative lead indicators that were capable of considering KIP
aspects of the process. In this way, after the analysis of the lag indicators, the process managers
then based their decisions on personal observations and intuitive estimations of possible causes of
undesired performance. Two limitations have been identified. First, due to the type of information
registered by the company, it was not possible to define lead PPIs related to concepts such as goals
and risks, because they could not be computed. Hence, we only considered communication issues
in lead PPIs. These other aspects of KIPs, therefore, could not be evaluated in the case study. Finally,
the application of the methodology in only one scenario constitutes the second limitation of our
study. However, it also provides an opportunity to conduct future work with a long-term period of
evaluation and to apply the methodology in several companies from different domains. This would
allow us to compare results of several scenarios. It is also worth noting that the purpose of this
paper is not to come up with new conclusions concerning the case study, but to demonstrate that
the proposed methodology works. Furthermore, the advantage of this approach is that it validates
this intuition with actual data, and hence enables managers to make evidence-based decisions
instead of “gut”-based decisions.

7 CONCLUSIONS
In this paper we propose a new mechanism to define PPIs in KIPs. Our contribution in this regard
is twofold. First, we present the KiPPINOT ontology, which is the result of the alignment and
integration of two existing ontologies, KIPO and PPINOT. This allows the definition of both
traditional indicators, also present in structured business processes, and those specific to KIPs.

The main contribution of this new ontology involves ascertaining which elements of a KIP can
be measured and which type of measures can be applied to these processes (Tables 1 and 2). This
provides highly useful knowledge for other researchers and practitioners that want to develop their
own models or ontologies to define PPIs. As advantage, KiPPINOT can be applied to both structured
processes and KiPs, as well as to scenarios for which both kinds of processes can be found, such as
in healthcare [Lenz and Reichert 2007]. Secondly, we propose a new methodology (the MPG-K)
that builds on the KiPPINOT ontology and is based on the concepts of lead and lag indicators. This
methodology provides process participants with actionable guidelines that assist them in the KIP
execution in order to comply with the established performance goals. The usefulness of these two
new artifacts, the ontology and the methodology, has been validated through their application in
a real scenario in a Brazilian company. The insights provided by our approach were considered
highly valuable by the company, which is already taking them into consideration to implement
changes in the process and its execution.

As a direction for future work, we plan to extend KiPPINOT to measure KIP concepts beyond the
scope of the current proposal (e.g. beliefs and desires). We would also like to carry out a long-term
evaluation in various scenarios in order to compare their results; and we would also consider the
development of tools for the automation in the calculation and evaluation of PPIs in KIPs.
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ONLINE APPENDIX TO:
MEASURING PERFORMANCE IN KNOWLEDGE INTENSIVE PROCESSES
A MODELING OF EXISTING PPIS IMPLEMENTED BY AN ICT COMPANY USING

KIPPINOT.
The set of PPIs considered in this section are:

• Average work time spent per ticket (Work Time AVG) - Figure 12.
• Average duration of tickets (Duration AVG) - Figure 13.
• First contact resolution ratio (First Cont. Res. %) - Figure 14.
• Total tickets opened (Total Tickets) - Figure 15.

Fig. 12. Average work time spent per ticket (Work Time AVG). The PPI calculates the time spent by technical
teams on solving a ticket incident.



Fig. 13. Average duration of tickets (Duration AVG). This PPI measures the time from a ticket opening to its
closure. The whole process is measured because waiting times and delays are considered.

Fig. 14. First-contact resolution ratio (First Cont. Res. %). This PPI measures the ratio of tickets that were
solved directly in the first-contact support teams.%)



Fig. 15. Total tickets opened (Total Tickets). PPI that calculates the amount of tickets opened for each client.
An aggregated measure is employed to consider all process instances.



B MODELING OF PPIS BASED ON KIP, USING KIPPINOT. 
The set of PPIs considered in this section are:

• Average amount of interlocutors per case (Interlocutor AVG) - Figure 16.
• Average amount of messages exchanged per case (Messages Exch AVG) - Figure 17.
• Average message size per case (Message Size AVG) - Figure 18.
• Incoming customer phone-call ratio (Phone Call Ratio) - Figure 19.

Fig. 16. Average amount of interlocutors per case related to ticket resolution (Interlocutor AVG). This PPI
measures how many agents participate in communicative acts. Those participants are directly related to
Tickets.



Fig. 17. Average amount of messages exchanged per case (Message Exch AVG). The PPI measures the number
of messages exchanged during each ticket resolution.



Fig. 18. Average message size per case (Message Size AVG). The PPI calculates the average size of messages
exchanged between customer and members of the technical team. Messages could be in the form of either
emails or phone calls.

Fig. 19. Incoming customer phone-call ratio (Phone Call Ratio).




