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ABSTRACT First-principles modeling of dynamical systems is a cornerstone of science and engineering and
has enabled rapid development and improvement of key technologies such as chemical reactors, electrical
circuits, and communication networks. In various disciplines, scientists structure the available domain
knowledge into a system of differential equations. When designed, calibrated, and validated appropriately,
these equations are used to analyze and predict the dynamics of the system. However, perfect knowledge
is usually not accessible in real-world problems. The incorporated knowledge thus is a simplification of
the real system and is limited by the underlying assumptions. This limits the extent to which the model
reflects reality. The resulting lack of predictive power severely hampers the application potential of such
models. Here we introduce a framework that incorporates machine learning into existing first-principles
modeling. The machine learning model fills in the knowledge gaps of the first-principles model, capturing
the unmodeled dynamics and thus improving the representativeness of the model. Moreover, we show that
this approach lowers the data requirements, both in quantity and quality, and improves the generalization
ability in comparison with a purely data-driven approach. This approach can be applied to any first-principles
model with sufficient data available and has tremendous potential in many fields.

INDEX TERMS Differential equations, dynamical systems, first-principles modeling, hybrid modeling,
machine learning.

Differential equations are ubiquitous for modeling dynam-
ical systems based on first-principles [1], [2]. In physics,
chemistry, biology, and other fields, scientists try to structure
domain knowledge in a system of differential equations [3].
The parameters of these equations are subsequently estimated
from relatively few observations. The resulting model can
then be integrated by a numerical solver to reproduce the
dynamics of the system and make predictions. As the esti-
mated parameters are limited in number and have a physical
meaning, the model is interpretable and can improve under-
standing of the system. However, the available knowledge of
the system is usually not perfect, as it is incomplete, a simpli-
fication, and subject to certain assumptions. This uncertainty
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of the model structure propagates and worsens the extent to
which the model reflects the real system.

When domain knowledge of the dynamical system is lack-
ing, the model structure can be learned from data. Sym-
bolic regression attempts to find the model structure in the
space of mathematical expressions to find the model that
best fits the dataset, balancing complexity and accuracy
[4]–[6]. Symbolic regression, usually performed through
genetic programming [7], [8], can potentially retrieve any
structure, but is computationally expensive and scales poorly
to larger systems. Alternatively, the underlying structure can
be discovered through sparse regression over a library of can-
didate functions, often polynomials [9], [10]. This approach
intrinsically balances complexitywith accuracy in a computa-
tionally efficient manner, but is obviously limited by the can-
didate functions present in its library. When the underlying
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structure cannot be expressed as a sum of these functions,
sparse regression fails.

Other techniques can be used to learn the structure from
the available data in a black-box manner, such as radial basis
functions [11], Gaussian processes [12], [13], equation-free
models [14], or nonlinear autoregressive models [15]. Here,
we use neural networks [16]–[19], as these can approxi-
mate any arbitrary function [20], [21] and can be trained
through gradient descent. This concept is known under var-
ious names such as continuous-time recurrent neural net-
works [22], [23] and dynamic neural networks [24], but
is currently mostly known under the name of neural dif-
ferential equations [25].These neural differential equations
can approximate any underlying dynamics and thereby make
highly accurate predictions. However, their approximation
capabilities make them prone to overfitting to noise. In com-
parison to first-principles models, neural differential equa-
tions need a large and representative dataset and therefore
fail to extrapolate to regions not seen before. Furthermore,
as their parameters have no physical meaning, they lack
interpretability. Similarly, data-driven discovery of nonlin-
ear partial differential equations, incorporating a spatial
component, can be done with Physics Informed Neural
Networks [26].

In reality, knowledge of the system is often available
to a certain extent. This domain knowledge has been con-
structed from theory and empirical knowledge of the sys-
tem but is often a simplification, incomplete, and subject
to certain assumptions. Here, we introduce a framework
that incorporates both (incomplete) knowledge and data into
a hybrid model. Dynamics that are not modeled explic-
itly by the first-principles component are captured by the
machine learning component, thereby filling in knowledge
gaps. This improves the representativeness of the model.
From a machine learning perspective, incorporating domain
knowledge has a certain regularizing effect that improves
the generalization ability of the model and lowers the data
requirements, both in quantity and quality.

I. METHOD
We consider a first-principles model consisting of a system
of differential equations of the form

dkX(t)
dtk

= f (X(t);p), (1)

where X(t) ∈ Rn is an n-dimensional vector representing the
state at time t and f (X (t);p) : R → Rn is function param-
eterized by vector p capturing the dynamics of the system.
This form can be extended straightforwardly to include time
dependency, forcing, or spatial dynamics. In first-principles
models, this right-hand side would be constructed from the-
ory and empirical knowledge, e.g., mass balances or mea-
sured reaction rates.

In a neural differential equation, the structure is not prede-
fined but rather discovered from data. We consider a neural

differential equation model of the form

dkX(t)
dtk

= n(X(t);w), (2)

where n(X(t);w) : R → Rn is a neural network parameter-
ized by a weight vector w.

Lastly, we consider a hybrid model, integrating both
first-principles and neural components of the form

dkX(t)
dtk

= f (X(t);p)+ n(X(t);w). (3)

Here, we limit ourselves to the above additive form, but
other possibilities such as multiplicative or nested forms
are of course possible [27]–[29]. Central to the proposed
approach is that the parameter vectors p and w are estimated
simultaneously. As a consequence, there is a tight coupling
between both components allowing for synergies. This is
in contrast to other approaches where a data-driven com-
ponent is trained on the residual error of the solution of a
first-principles model [30]. Incorporating domain knowledge
into the model through a first-principles component restricts
the solution space to a desired subset, reducing overfitting
through a regularization effect. When (a piece of) domain
knowledge is incorporated, only its parameters need to be
estimated from data, instead of its entire structure, decreasing
the data requirements.

As the first-principles and neural components are trained
simultaneously, the estimated parameters of both compo-
nents influence each other. As a result, the parameters of the
first-principles model p will lose part of their physical inter-
pretation and should only be interpreted within the context of
the hybrid model.

II. TRAINING DIFFERENTIAL EQUATIONS WITH A
NEURAL COMPONENT
Different methods can be used to identify the parameters
of the right-hand side of a differential equation, whether
it includes a first-principles, a neural component, or both.
First-principles differential equations rely on a small number
of parameters, most of which have a physical meaning. The
majority of these parameters are known or deduced through
experiments and subsequently used in the model. Parameters
that cannot be estimated separately are fitted by minimizing a
loss function L between the data and the solution (i.e., numer-
ical integration) of the differential equation.

Including a neural component substantially raises the num-
ber of parameters that need to be estimated, as the entire
structure of the dynamics needs to be inferred. Consequently,
this increases the complexity of training, requiring techniques
capable of efficiently estimating a large number of parame-
ters. We briefly discuss several options below, for a visualiza-
tion of these methods, we refer to the Fig. SI 1.

A. BACKPROPAGATION THROUGH THE SOLVER
The minimization of the loss function L can be guided by
its gradient with respect to all parameters, i.e. p and w. This
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approach is called backpropagation through the solver, as the
gradient is dependent on the output of the numerical solver.

This gradient can be estimated through the finite differ-
ences method or automatic differentiation. The former is
generally used in first-principles differential equations, where
typically only a few parameters need to be estimated. How-
ever, it scales badly with problem size, requiring additional
function evaluations for each dimension. This makes the
finite differences method infeasible to fit the many param-
eters of neural differential equations.

Alternatively, modern libraries such as Tensorflow [31]
and PyTorch [32] can apply automatic differentiation (either
forward or backward) over arbitrary functions, yielding the
necessary gradients. Implementing a solver in one of these
libraries allows for backpropagation through the solver with-
out the overhead and scalability issues of finite differences.
However, the solver needs to be reimplemented into such a
library, making it impossible to reuse existing solvers such
as the widely used SUNDIALS solver suite [33]. Besides, all
operations of the solver need to be traced back to perform
automatic differentiation, making this method memory inten-
sive and less scalable for long time series.

B. ADJOINT METHOD
The adjoint method for sensitivity analysis [34] has been
adapted to compute the desired gradient in dynamical models
[25], [35]. An adjoint is defined as the gradient of the loss
with respect to the state a(t) = ∂L

∂X(t) . The adjoint dynamics
are given by the ordinary differential equation

da(t)
dt
= −a(t)ᵀ

∂
[
f (X(t);p)+ n(X(t);w)

]
∂X

, (4)

which is analogous to the chain rule. By augmenting the
state vector with this adjoint, the solver can compute the
desired gradient through a second backward call. This allows
the computation of the desired gradients with O(1) memory,
at the expense of an additional call to the solver [25]. More-
over, as this method treats the solver as a black box, there
is no need to reimplement it in a specialized library, making
it possible to use the adjoint method with existing solvers.
In dynamical systems with a large number of parameters,
the adjoint method has been found to be more efficient than
automatic differentiation [36], [37].

C. GRADIENT MATCHING
Both methods described above require an explicit solution of
the equations to calculate the error with respect to the data.
At each iteration of the optimization process, an expensive
call to the solver is thus needed. Moreover, errors get inte-
grated through time and magnified by the solver, giving rela-
tively higher importance to the earlier datapoints. In contrast,
gradient matching tries to minimize the difference between
calculated derivatives and the right-hand side of the differen-
tial equations. In this way, it directly learns the underlying
differential equations, instead of its solution. This circum-
vents the need for an explicit solution at each iteration but

introduces the need to calculate derivatives from data through
numerical differentiation, greatly amplifying the noise in the
data. Special methods based on spline interpolation [38] or
total variation regularization [39]–[41] can be used to per-
form differentiation on noisy and nonsmooth data, yielding
adequate results that can be used for gradient matching.When
calculated derivatives are available, gradient matching scales
very well to large systems.

III. EXPERIMENTS
We demonstrate the proposed approach on several nonlinear
systems, ranging from noisy measurements of a chaotic elas-
tic pendulum system, over an unknown reaction in glycoly-
sis, to a reaction-diffusion system, extending the framework
to nonlinear partial differential equations. In each example,
we explore the ability to identify unmodeled dynamics from
only noisy state measurements.

The neural component of the models was a multilayer
perceptron with hyperbolic tangent activation functions, with
output dimension equal to the dimension of the system.
Weights were initialized with mean µ = 0 and standard
deviation σ = 0.1. Importantly, the initialized σ determines
the balance between first-principles and neural component,
with larger values of σ giving rise to a more dominant neural
component. Bias units were initialized to 0. The parameters of
the first-principles component pwere initialized based on the
calibrated first-principles model. In all experiments, the size
and number of hidden layers was chosen to balance accuracy
(i.e. training and test error) and complexity.

Training was performed in a batched manner. At each
iteration, a batch of a certain number of states was randomly
chosen from the dataset. These were used as initial condi-
tions for the model, integrating the solution for a certain
amount of time using a fourth-order Runge-Kutta fixed step-
size scheme. A fixed stepsize scheme is preferred here as
it allows parallelization of the batches. Moreover, as neu-
ral components can be unstable during training, the step-
size can become inhibitingly small when using an adaptive
stepsize solver, causing arithmetic underflows. Subsequently,
the root mean square error (RMSE) is calculated between the
solutions and the data, with the desired gradient calculated
using either automatic differentiation or the adjoint method.
An ADAM method with learning rate 0.01 was used to
optimize RMSE for 3000 iterations, with the learning rate
lowered to 0.001 after 2000 iterations. Additional details
of the experimental setup are reported for each experiment
below.

As described above, gradients can be calculated with
different methods, each with their advantages and draw-
backs. For the examples presented in this work, we used
the adjoint method, as this method is less sensitive
to noise than gradient matching and more flexible and
memory-efficient than automatic differentiation. All code
was implemented in Python 3.7 using the PyTorch [32]
and TorchDiffEq library [25] and executed on an Nvidia
Pascal P100 accelerator. The source code used in this work is
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FIGURE 1. Schematic of the proposed approach on an elastic pendulum system, where it is not known that the connecting thread is elastic.
(A) Incomplete first-principles model of the system, based on the assumption that the system behaves as an ideal pendulum. (B) Noisy measurements of
the system. The first-principles model does not accurately capture the dynamics underlying the data. (C) The proposed approach incorporates a
first-principles component, encoding the known dynamics, and a neural component, capturing the unknown dynamics. (D) This results in a model that
accurately captures the complete dynamics of the system.

available at GitHub (https://github.com/WardQ/
IncorporatingUnmodeledDynamics).

A. ELASTIC PENDULUM
As a first example, we consider an elastic pendulum (Fig. 1).
When an object is connected to a spring, the resulting motion
exhibits dynamics of both a simple pendulum and an elastic
system [42]. The system exhibits chaotic behavior and is
sensitive to initial conditions. The physical knowledge of
the elastic pendulum can be incorporated in a system of
first-principles differential equations

d2x(t)
dt2

= (l0 + x(t))θ̇ (t)2 −
k
m
x(t)+ g cos θ (t),

d2θ (t)
dt2

= −
g

l0 + x(t)
sin θ (t)−

2ẋ(t)
l0 + x(t)

θ̇ (t), (5)

where x(t) is the compression or extention of the spring at t ,
θ (t) is the angle of oscillation, ẋ and θ̇ are first derivatives of
respectively x and θ , l0 the rest length, k the spring constant,
m the mass of the pendulum, and g the gravitational constant.
A full derivation is given in SI Appendix 1. We consider
a system with limited elasticity. Noisy measurements of an
example trajectory are visualized in Fig. 1B.

For illustrative purposes, we consider a situation where the
elastic dynamics are unknown and not incorporated into the
first-principles model. This incomplete knowledge results in
an ideal pendulum

d2x(t)
dt2

= 0,

d2θ (t)
dt2

= −
g
l
sin θ (t). (6)

An example trajectory of this ideal pendulum is visualized
in Fig. 1A. This situation, where a complex system is mod-
eled by a simpler model that does not capture all underly-
ing dynamics, is ubiquitous, either because these unmodeled
dynamics are unknown or deliberately not included. Here,
we apply a hybrid model (Eq. 3) incorporating the ideal
pendulum (Eq. 6) as a first-principles component and a neural
component that will learn the elastic dynamics from noisy
data. More specifically, the neural component will learn the
terms in Eq. (5) that are not present in Eq. (6).

In this case study, we sampled a trajectory of the elastic
pendulum system with rest length l0 = 2.25, spring constant
k = 200, mass of the pendulum m = 0.547, and gravita-
tional constant g = 9.81 for t in [0, 10] at a sampling rate
of 100 samples/s, with initial conditions x0 = − 0.75 and
θ0 = 1.25 and added Gaussian noise σ = 0.1.
We subsequently fitted an (incomplete) first-principles,

a neural, and a hybrid model to these data. Training was
performed using batches of 256 states integrated over the next
16 timepoints. A neural component with two hidden layers
with 40 and 20 neurons, respectively, was used. Training
took 8 minutes on our hardware. During inference, the neu-
ral component adds a small overhead in comparison to the
first-principles model.

The incomplete first-principles model cannot capture the
elastic dynamics, as its structure only incorporates the
dynamics of an ideal pendulum (Fig. SI 2). The learned
dynamics reflects the period of the pendulum but not its
elastic behavior. In contrast, both the neural and hybrid model
capture the full dynamics of the elastic pendulum. The hybrid
model estimates the length of the pendulum as l = 0.9. This
approximates the term l0 + x(t) in Eq. (5), where l0 = 2.25
and x(t) ∈ [−1.5,−0.7]. The deviation between the values
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FIGURE 2. MAPE on the training dataset, representing the extent to which
the model has captured the dataset, and on the test dataset, representing
the degree to which the model has captured the underlying dynamics and
generalizes to unseen states. Results are given for both the hybrid model,
incorporating a first-principles and neural component, and the neural
model with only a neural component. (A) MAPE in function of the noise
standard deviation σ at 100 samples/s. Both models achieve a reasonably
low training set error, even at high noise. However, the hybrid model
consistently achieves a lower test error at higher noise levels. (B) MAPE in
function of sampling rate at noise level σ = 0.1. Again, both models
achieve a reasonably low training set error, even at low sampling rates.
The hybrid model again consistently achieves a lower test set error. Both
results emphasize the capabilities of the hybrid model to generalize to
unseen states, better capturing the underlying dynamics.

of l and l0 highlights the influence of the neural component
on the first-principles component and the decreased inter-
pretability of its parameters, as l can only be interpreted
alongside x(t).

Besides capturing the dynamics of a given dataset, a model
should capture the dynamics of the system and generalize to
situations not seen before. To assess these capabilities, a neu-
ral and hybridmodel were trained on several sampled datasets
of the abovementioned trajectory with standard deviations σ
of Gaussian noise in [0, 0.5] (Fig. SI 3) and sampling rate
in [25, 150] samples/s (Fig. SI 4). We subsequently tested
these trained models for different initial conditions (called
the test dataset), calculating the mean absolute percentage
error (MAPE) between the model output and the system
dynamics, thus assessing whether the model can extrapolate
to situations not present in the training dataset. The MAPE is
defined as

MAPE =
1
n

n∑
t=0

∣∣∣∣∣X(t)− X̂(t)
X(t)

∣∣∣∣∣ , (7)

where n is the number of observations,Xt and X̂t the data and
predicted value at time t , respectively. Additionally, we report
the Linf norm of the absolute percentage error on the test set,
i.e., the maximum error in the sampled interval.

First, this procedure was executed for different standard
deviations σ of the Gaussian noise (Fig. 2A). Both mod-
els achieve a low MAPE on the training dataset, confirm-
ing the approximation capabilities of the neural component.
The neural model achieved a slightly lower MAPE, as the
first-principles component of the hybrid model has a regular-
izing effect, preventing overfitting to the training data. When
evaluating on the test dataset, theMAPE is significantly lower
for the hybrid model. As the hybrid model can rely on the

first-principles component for (part of the) learned dynamics,
it generalizes better to conditions not seen before. Logically,
with increasing σ , the performance worsens for both models.
The Linf norm of the error exhibits a similar, magnified pattern
(Fig. S5A). As errors get integrated over time, the Linf norm
increases. At σ ≥ 0.5, the noise becomes bigger than the elas-
tic dynamics, making identification impossible. Interestingly,
when trained on noiseless data (σ = 0), both models perform
equally well, as no overfitting to noise occurs.

Second, the sampling rate is varied (Fig. 2B and S5B).
Again, the hybrid model achieves a lower MAPE and Linf on
the test set in comparison to the purely neural model and gen-
eralizes better to conditions not present in the training data.
When lowering the sampling rate to 25 samples/s, the elastic
dynamics become unidentifiable.

Both results show that incorporating knowledge into a
data-driven model prevents overfitting to the training data,
lowers requirements on quantity and quality of training data,
and results in a model that generalizes better to unseen states.

B. GLYCOLYSIS
In the elastic pendulum example, the first-principles model
did not capture all underlying dynamics. Nevertheless, this
simple model did capture the general trends and was, depend-
ing on the accuracy requirements, not entirely unusable.
However, for many systems, e.g., those relying on energy
or mass balances, incomplete knowledge leads to a model
that completely fails. Here, we consider a glycolysis model,
a benchmark problem for system identification [9], [44], [45].
A simplified version of the chemical reaction network of this
system is given in Fig. 3A. A full description can be found in
SI Appendix 2.

In this example, all reaction kinetics except v? are known.
This missing piece of knowledge renders the complete model
useless (Fig. SI 7), as all subsequent reactions are dependent
on the reaction S1+ATP

v?
−→ S2+ADP and thus on v?. More-

over, it is difficult to directly identify the unknown kinetics
v? from the data, as the reaction involves ATP, which is also
engaged in other reactions that are (indirectly) dependent
on v?.

Here, we consider a system where the unknown v? is
governed by the nonlinear reaction rate

v? =
k1S1(t)ATP(t)

1+
(
S6(t)

K1

)q, (8)

where k1, K1, and q are reaction constants.
We sampled datapoints with scaled Gaussian noise

σ = 0.05 from the glycolysis system for t in [0, 4]
at 250 samples/s (Fig. 3B). Training was performed using
batches of 256 states integrated over the next 16 time points
and was completed within 17 minutes. A neural component
with two hidden layers of 50 and 20 neurons, respectively,
was used.
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FIGURE 3. Model results on the glycolysis example. (A) Chemical reaction network of the system as defined in [43]. (B) In this example,

the system is completely known, except for (C) the reaction kinetics v? of the reaction S1 +ATP
v?
−→ S2 +ADP. (D) Noisy measurements of the

glycolysis system. (E) The approach integrates both incomplete knowledge and data to accurately capture the complete dynamics of the
system.

The first-principles component encodes all available
knowledge, whereas the neural component learns the dynam-
ics of the unknown reaction (Eq. 8). This results in an inte-
grated hybrid model that accurately captures all dynamics,
achieving a MAPE of 0.092 and an Linf norm of 0.127
(Fig. 3C).

An additional experiment, similar to the previous one,
was performed to assess the impact of the missing piece on
the accuracy of the model. Here, the reaction kinetics v2 is
unknown, instead of v?. The reaction kinetics v2 is governed
by

v2 = k2S2(t)
(
N − NADH(t)

)
, (9)

where k2 and N are reaction constants. In comparison to
v?, the reaction kinetics v2 is relatively simple. Using the
previously described experimental setup, the hybrid model
achieves a MAPE of 0.058 and an Linf norm of 0.083, sub-
stantially lower than the previous experiment. The accuracy
is thus higher when v2 is missing than when v? is missing,
showing a trade-off between the complexity of the missing
dynamics and accuracy.

Up until now, we have initialized the parameters p of
the first-principles component based on the available knowl-
edge. To investigate the robustness to poor initialization,
we randomly selected the components of p from the inter-
val [0, 5]. The model was then trained on the dataset. This
experiment was repeated 100 times. In 89 of these exper-
iments, the first-principles component correctly captured
the underlying dynamics, indicating a certain robustness.
In the remaining 11 cases, the neural component suppressed
the first-principles component, with the parameters p going

to 0, thus eliminating this dynamics. This illustrates the pos-
sibility that the neural component learns structures that are
explicitly defined in the first-principles component.

C. BELOUSOV-ZHABOTINKSY REACTION-DIFFUSION
So far, we have considered ordinary differential equations,
involving a single independent variable (usually time t). The
proposed approach can be extended to partial differential
equations, involving multiple independent variables, usually
including a spatial component. As an example, we consider a
system based on the Belousov-Zhabotinsky reaction, a clas-
sical example of non-equilibrium thermodynamics, result-
ing in the establishment of a nonlinear chemical oscillator
[46], [47]. We consider a spatially dependent system gov-
erned by diffusion that exhibits intriguing spatial patterns and
waves [48]. This reaction can be described by a system of
partial differential equations involving the reagents u and v

ε
∂v(t)
∂t
= D∇2u(t) + u(t)(1− u(t))−

u(t)− q
u(t)+ q

v(t),

∂v(t)
∂t
= D∇2v(t)+ u(t)− v(t), (10)

whereD is the diffusion coefficient, identical for u and v, and
ε and q are reaction parameters.

Diffusion is a well-understood process that can be
described by the diffusion equation (i.e., the first term of
the right-hand side of (10), Fig. SI 10). Here we consider
the situation where the reaction dynamics are unknown.
Hence, the diffusion dynamics are explicitly modeled as
a first-principles component, with the reaction terms cap-
tured by the neural component. Here, the reaction dynamics
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FIGURE 4. Example of a spatial Belousov-Zhabotinksy reaction-diffusion system, where the reaction dynamics are unknown. The proposed approach
incorporates (A) the available knowledge on diffusion dynamics and (B) spatial measurements of the system. (C) The diffusion is explicitly modeled by
the first-principles component, whereas the reaction is approximated from the data. (D) This results in a model that accurately captures the complete
dynamics of the system.

are only time-dependent, but unknown spatial dependencies
could be learned by convolutions [49].

As training data, we sampled datapoints with Gaussian
noise σ = 0.01 from a Belousov-Zhabotinsky reaction-
diffusion system withD = 0.001, ε = 0.2, q = 0.001 for t in
[0, 25] at 100 samples/s. Spatial discretization was performed
for x ∈ [0, 5] and y ∈ [0, 5] with no boundary conditions and
1 x = 1 y = 0.05.
We fitted a hybrid model with a neural component with

three hidden layers with 50, 50, and 20 neurons, respectively,
to this sampled data. Training was completed within 37 min-
utes. Again, the neural component correctly identifies the
unknown reaction, resulting in a model that accurately
describes all dynamics, achieving a MAPE of 0.083 and an
Linf norm of 0.112 (Fig. 4D and S 11).

IV. DISCUSSION
In summary, we have demonstrated a powerful approach to
incorporate unmodeled dynamics into first-principles mod-
els. It builds on recent advances in data-driven system iden-
tification, more specifically incorporating an assumption
that the data was sampled from a dynamical system [25],
[26]. Our work extends these approaches by incorporating a
first-principles component. First-principles models are usu-
ally based on domain knowledge that is simplified, incom-
plete, and subject to certain assumptions. Dynamics that are
not modeled explicitly by the first-principles component are
captured by the machine learning component, thereby filling
in knowledge gaps. We have demonstrated this approach on
several example systems exhibiting chaos, unknown chem-
ical reactions, and spatial dependencies. As shown in the
elastic pendulum example, this approach lowers the data
requirements, as it is less sensitive to noise and large sam-
pling intervals. As shown in the glycolysis example, this

approach provides a representative model when incomplete
knowledge inhibits the use of a first-principles model. More-
over, the approach is robust to poor initialization. The
Belousov-Zhabotinsky example shows that this approach can
be easily extended to incorporate spatial dynamics.

We have introduced several methods to train differential
equations with a neural component. In each case, the hybrid
model identified unmodeled dynamics from noisy data,
resulting in amodel that is representative of thewhole system.
Although we have limited ourselves to an additive com-
bination of both components, the methodology can likely
be ported to other combinations. For example, in a sys-
tem where the ideal dynamics are known but impacted by
an unknown resistance, the first-principles component can
be multiplied by a neural component capturing this resis-
tance [50]. Hence, domain knowledge of the system can be
incorporated by changing the architecture. Moreover, this
framework should not be limited to a neural component.
Other types of data-driven components, such as radial basis
functions or polynomials, could be preferred depending on
the complexity of the missing dynamics and the use case.

The approach introduces a black box into the model,
decreasing the interpretability and physical relevance of the
parameters of the first-principles component. There is thus
a trade-off between accuracy and interpretability. This is
in contrast with other techniques such as symbolic [4], [5]
or sparse regression [9], [10] that are aimed at distilling
interpretable models, but suffer from scalability issues or
are limited by the predefined library of candidate functions,
respectively. Therefore, we foresee the use of this approach
mainly in applications where predictive capabilities are detri-
mental, e.g., in predictive control. Additionally, the integrated
model can easily adapt to changes in the dynamics in an
online learning setting. Nevertheless, this approach cannot be
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applied for designing new systems, as no data is yet available.
Last but not least, analysis of the neural component can poten-
tially direct the modeller towards gaps in the first-principles
model, catalyzing model improvements.

Aswith all data-driven techniques, one needs to be cautious
about data quality. Statistics and machine learning practition-
ers have developed methods to counteract overfitting to noisy
data (e.g., regularization) and to properly evaluate the model
(e.g., cross-validation). These methods should be incorpo-
rated into good modeling practice.

This approach can be applied in numerous fields with
incomplete knowledge but plenty of data on the system,
including climate science, chemical installations, epidemi-
ology, and financial markets. Neither first-principles nor
data-driven modeling is the solution for all challenges in sci-
ence and engineering. Integrating both combines their advan-
tages while mitigating their disadvantages. In conclusion,
the identification and incorporation of unmodeled dynamics
is an important step towards modeling any dynamical system.
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