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ABSTRACT Calibration is a technique used to obtain accurate probability estimation for classification
problems in real applications. Class imbalance can create considerable challenges in obtaining accurate
probabilities for calibration methods. However, previous research has paid little attention to this issue.
In this paper, we present an experimental investigation of some prevailing calibration methods in different
imbalance scenarios. Several performance metrics are considered to evaluate different aspects of calibration
performance. The experimental results show that the performance of different calibration techniques depends
on the metrics and the degree of the imbalance ratio. Isotonic Regression has better overall performance
on imbalanced datasets than parametric and other complex non-parametric methods. However, it performs
unstably in highly imbalanced scenarios. This study provides some insights into calibration methods on
imbalanced datasets, and it can be a reference for the future development of calibration methods in class
imbalance scenarios.

INDEX TERMS Probability calibration, class imbalance, Isotonic regression.

I. INTRODUCTION
In many real-world classification applications, it is crucial to
obtain accurate class probability estimation [1]. Class proba-
bility provides more detailed information than no-probability
score or class label and supports the decision-making process
more effectively. For example, ‘‘the customer has an 80%
chance of churn’’ is more informative than just a class label of
‘‘churner’’, which can help the company find profitable cus-
tomers to launchretention campaigns. Unfortunately, many
popular classifiers such as support vector machine, boosted
decision tree and even modern deep neural networks can-
not produce accurate class probability estimations [2], [3].
To deal with this issue, two ways have been developed. The
first way is to develop probabilistic models that are well
calibrated. The other way is to use post-processing calibration
method, which attempts to transform the output of classifiers
to well-calibrated probabilities [4]. The probabilistic models
need to redesign and optimize objective functions used in the
classifier, which leads to high computational complexity and
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cost [5]. In contrast, the post-processing calibration method
is simpler and can be used in combination with any type
of classifier. Therefore, probability calibration has received
considerable attention and many calibration approaches have
been proposed in the past few years.

Class imbalance is a common issue in many real classifica-
tion applications such as disease diagnosis [6] and credit scor-
ing [7]. Class imbalance means more instances are labeled
as certain classes while fewer instances are labeled as other
classes. Addressing class imbalance can be a challenging
issue [8]. Standard classification algorithms usually pursue
high overall accuracy, thus tending to bias towards the major-
ity classes [9], which yields biased output and results in high
uncertainty for probability calibration [10]. Despite the strong
demand for probability calibration in imbalance scenarios,
there are few investigations on the performance of different
calibration methods in the imbalance scenarios.

In this paper, we perform an experimental investigation of
calibration techniques on imbalanced datasets. The contribu-
tions of our paper are three-fold. First, we launch an extensive
comparative study of different calibration techniques across
twenty-four binary imbalanced datasets. So far, no such
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large-scale benchmark comparisons have been performed.
Second, we use three different evaluationmeasures to provide
different views on the performance of calibration techniques.
Third, we compare the performance of different calibration
methods in the highly imbalanced scenarios and the lowly
imbalanced scenarios. The experimental results give some
insights of calibration on imbalanced datasets and provide
useful guidelines for the future development of calibration
techniques.

The remainder of this paper is structured as follows.
The related work of calibration techniques is provided in
section II. In section III, we describe the experimental frame-
work. In section IV, the experimental results are summarized
and discussed. In section V, we conclude the whole paper.

II. RELATED WORK
In the past few years, various post-processing calibration
methods have been proposed, and they can be classified
into two groups: parametric and non-parametric calibration
techniques. Platt Scaling (PS) is probably the most prevailing
parametric calibration method. It aims to train a sigmoid
function to map the original outputs from a classifier to
calibrated probabilities [11]. Piecewise logistic regression is
an extension of Platt Scaling, which assumes that the log-odds
of calibrated probabilities follow a piecewise linear func-
tion [12]. There are also other parametric calibration meth-
ods. For example, the probability-mapping approach maps
raw scores obtained from the classifier to the class probabil-
ities using generalized linear models and generalized addi-
tive models [13]. Another method is called shape-restricted
polynomial regression, which makes use of monotone poly-
nomials with some semi-definite constraints to satisfy the
continuously-constrained requirement of monotonicity [14].
Other parametric calibration methods include asymmetric
Laplace method [15] and Beta calibration [16].

The most widely used non-parametric method is
Histogram Binning (HB), which divides the outputs of a
classifier into several subsets(bins) and uses the proportion
of positive class in each bin as the calibrated probability [17].
There are also some extensions of Histogram Binning meth-
ods. For example, adaptive calibration of predictions (ACP)
also uses the proportion of positive class as the posterior
probability in each bin, but it obtains bins from a 95%
confidence interval around each individual prediction [6].
Recently, another method called ROC Binning has been
proposed, which constructs equal-width bins based on the
ROC curves. ROC Binning can be effective when class
prevalence between the training and test sets is different [18].
Bayesian binning into quantiles (BBQ) is an ensemble of
multiple Histogram Binning models, which uses the com-
bination of different equal frequency Histogram Binning
models as the calibration result [19]. Another well-known
calibration method is Isotonic Regression which maps the
outputs into isotonic probabilities [20]. Some studies attempt
to adjust the Isotonic Regression techniques. For example,
the calibration method called ensemble of near-isotonic

regression (ENIR) uses selective Bayesian averaging to
ensemble the nearly-isotonic regression models [21], which
makes a trade-off between the isotonicity and goodness-
of-fit using a penalty function. Isotonic regression-based
techniques can be viewed as non-parametric binning methods
mapping the raw scores into a piecewise constant function.

Although various calibration methods have been proposed,
there are only a few studies have attempted to find the influ-
ence of class imbalance [10], [18]. However, their research
only considers Brier score as the performancemeasure, which
only reflects one aspect of results.

III. EXPERIMENT FRAMEWORK
In this section, we present an overview on the experimental
framework. First, we show the main features of the datasets
and related data preprocessing procedure. Then, we describe
the four calibration methods and three evaluation measures
used in the experiments. Finally, we introduce the main set-
tings as well as the statistical tests used in the experiments.

A. DATASETS
Our experiments were conducted on twenty-four binary clas-
sification datasets, which are commonly used for class imbal-
ance research. Eleven of datasets are from KEEL [22] and
thirteen are from the OpenML [23] dataset repository.

Detailed information about the datasets is summarized
in Table 1, which includes names (Name), number of
attributes (#Attr.), number of instances (#Size) and imbalance
ratio (#IR.). Imbalance ratio is defined as:

IR =
N−
N+

, (1)

where N+ is the number of minority (or positive) instances
and N− is the number of majority (or negative) instances on
the dataset. The datasets vary in the number of instances
and attributes. The datasets are arranged in an increasing
order of the imbalance ratio in Table 1. As the imbalanced
ratio shows, twelve of the datasets have IR values higher
than 9, which means they are highly imbalanced. Twelve of
the the datasets have IR values lower than 9, which means
they are relatively lowly imbalanced. In our experiments,
we removed the instances which contain missing values in
the data preprocessing step.

B. CALIBRATION METHODS
1) PLATT SCALING
Platt Scaling is a parametric method. It was originally built
to calibrate the support vector machine model and is now
also applied to other classifiers. Platt Scaling uses a sigmoid
function to map the outputs of a binary classifier to cali-
brated probabilities. The sigmoidal function of this method
is defined as follows:

P(yi = 1|si) =
1

1+ exp(Asi + B)
(2)

where si denotes the uncalibrated classification output of the
i-th instance from the classifier, yi is the true class label of the
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TABLE 1. Summary of datasets used in the experiments.

i-th instance with value from {0,1}. A and B are the param-
eters of the sigmoidal function, which can be determined by
minimizing the negative log likelihood function as follows:

−

∑
i

yilog(pi)+ (1− yi)log(1− pi) (3)

where pi represents the estimated probability.
The sigmoidal function can overfit data when there are only

a few positive instances. To avoid overfitting, yi is usually
substituted by ti as follows:

ti =


N+ + 1
N+ + 2

, yi = 1

1
N− + 2

, yi = 0
(4)

where N+ and N− represent the number of positive and
negative instances [24], respectively.

2) HISTOGRAM BINNING
The most commonly used non-parametric approach is
Histogram Binning, which is also called quantile binning.
Histogram Binning first sorts uncalibrated instances accord-
ing to their estimated classification scores and then partitions
the score into B equal frequency bins. The calibrated proba-
bilities of an instance in each bin can be estimated using the
fraction of observed positive instances in that bin. Therefore,
the instances belonging to the same bin have an identical
probability [17].

3) ISOTONIC REGRESSION
Isotonic Regression is a non-parametric regression approach
with the assumption that calibrated probabilities are isotonic
(monotonically increasing). Isotonic Regression assumes that

if a classifier ranks the instances exactly, then the mapping
from outputs into probabilities should follow an isotonic
function. This method relaxes the restriction of a strict form
of function, and a preliminary setting of the number of bins
can be dropped [20].

Usually, the pair adjacent violators (PAV) algorithm is
used to obtain a step-wise constant isotonic function, which
has been proved to calibrate the outputs well [25]. PAV
first sorts the prediction score of each instance i, s1 ≤
s2 ≤ . . . ≤ sN . Then, it estimates the probability pi of the
i-th instance by yi, where yi is the corresponding class label.
If the probability estimates are isotonic, which means pi ≤
pi+1, i ∈ {1, . . . ,N − 1}, there will be no further calibration.
If pi > pi+1 occurs, the following transformation is used:

p∗i = p∗i+1 =
pi + pi+1

2
(5)

where p∗i is the transformed probability for the i-th instance.
This process continues until a set of isotonic estimated prob-
abilities are obtained. We can view this method as a kind of
binning method, where the bin size and the number of bins
depend on how well the classifier ranks examples.

4) BAYESIAN BINNING INTO QUANTILES
Bayesian binning into quantiles is a prevalent extensive form
of Histogram Binning. This method considers multiple bin-
ning models to produce the calibrated probabilities. Each
model differs in the number of bins, and all these models
are combined by using a Bayesian score function learned
from a Bayesian network [5], [19]. Let si and yi define
respectively an uncalibrated classifier prediction scores and
the true class of the i-th instance. Also, let D define the set
of all training instances. BBQ first sorts the raw scores as
S = {s1, s2, . . . , sN }, where N is the total number of training
data. Then, BBQ uses the partition rule Pa to partition the
scores into B equal frequency bins, which can be described
as a set {t1, t2, . . . , tB}. A binning model M can be defined
as:

M ≡ {B,Pa,8}, (6)

where 8 = {φ1, φ2, . . . , φB}, φb is the parameter of the
binomial distribution used to describe the distribution of the
positive class in the b-th bin, which is denoted by P(y = 1|tb).
Therefore, 8 determines all distributions of every bin using
the rule Pa. Each binning modelM can be scored as follows:

Score(M ) = P(M ) · P(D|M ) (7)

BBQ has the following assumptions: (1) All instances are
i.i.d. (2) The class distribution in each bin follows a binomial
distribution and they are independent. (3)φi follows a Beta
distribution with the parameters αb = N∗

B pb and βb =
N∗
B (1 − pb), where N ∗ is a prior parameter describing the
strength of our belief in the distribution, pb is the midpoint
of the interval defining the b-th bin in the binning model M .
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Then, P(D|M ) can be derived as:

P(D|M ) =
B∏
b=1

0(N
∗

B )

0(Nb + N∗
B )

0(mb + αb)
0(αb)

0(nb + βb)
0(βb)

(8)

where 0 is the gamma function, mb and nb are the numbers
of positive and negative instances in the b-th bin, and Nb
is the number of total instances in the b-th bin. The term
P(M ) specifies the prior probability of the binning modelM .
Usually, a uniform prior is used. After scoring the model M ,
a calibrated probability can be obtained by using the model
average as follows:

P(yi = 1|si) =
T∑
k=1

Score(Mk )∑T
j=1 Score(Mj)

P(yi = 1|si,Mk ), (9)

where T is the number of binning models we use and P(yi =
1|si,Mk ) is the predictive probability derived from modelMk
for the uncalibrated classifier output.

C. EVALUATION MEASURES
In our experiments, we used three metrics as the evaluation
measures, namely, Brier score (BS), expected calibration
error (ECE), maximum calibration error (MCE). Bier score
and ECE provide numerical measures of overall calibration
performance.MCE evaluates the stability of calibrationmeth-
ods. Detailed information about the three metrics is given in
this section.

1) BRIER SCORE
Brier score, which is also called mean squared error [26],
is a popular metric used to measure the performance of the
probability estimator. The main idea of Brier score is that the
most accurate calibrated probabilities have the lowest squared
deviation from the class label. For the binary classification
problem, Brier score can be calculated by the following
formula:

Brier score =
1
N

N∑
i=1

(yi − pi)2 (10)

where N is the number of instances, pi and yi represent the
calibrated probability and class label for the i-th instance,
respectively. Brier score can be decomposed into two separate
terms as follows [27]:

Brier Score =
1
N

B∑
i=1

Ni(ei − oi)2 +
1
N

B∑
i=1

Ni(oi(1− oi)),

(11)

where Ni is the number of instances in the i-th bin, oi is the
fraction of positive instances and ei is the mean calibrated
probability in the i-th bin. The first term of this formula is
called calibration loss, which indicates how close the cali-
brated probabilities are to the actual probabilities. The second
term is called refinement loss, which measures how close
the calibrated probabilities are to 0 or 1. As the decompo-
sition shows, Brier score not only considers the calibration

accuracy, but also takes the certainties of the estimate into
account. Therefore, it may prefer the results pushing proba-
bility estimation towards 0 and 1, which will negatively affect
the results.

2) EXPECTED CALIBRATION ERROR
Expected calibration error measures the overall performance
of calibration [3]. To calculate ECE, the calibrated probabil-
ities should be sorted and divided into several bins. Then,
the values of ECE can be calculated as follows:

ECE =
B∑
i=1

πi · |oi − ei| (12)

where πi is the fraction of instances that fall into the i-th bin,
oi is the fraction of positive instances in the i-th bin and ei is
the mean calibrated probability in that bin. If the probabilities
are well calibrated, ECE will be small.

3) MAXIMUM CALIBRATION ERROR
Maximum calibration error is used to measure the stability of
calibration. MCE can be calculated as follows:

MCE =
B

max
i=1
|oi − ei| (13)

where oi is the fraction of positive instances in the i-th bin,
ei is the mean calibrated probability in that bin. If a cal-
ibration method is more stable and robust, its MCE value
will be smaller than other methods. On imbalanced
datasets, the occurrence of one large deviation between true
probabilities and calibrated probabilities can cause serious
consequences. Therefore, the measurement of stability of
calibration is necessary.

D. STATISTICAL TEST
To compare the performance of different calibration methods,
we fisrt apply the Iman-Davenport test to determin whether
there are significant differences across different calibration
methods for one metric, which is a modified form of the
Friedman test [28]. The Iman-Davenport test ranks calibra-
tion methods on each dataset, and computes the average rank
of each calibration method Rj as follows:

Rj =
1
m

m∑
i=1

rij (14)

where m is the total number of datasets, rij is the rank of the
j-th calibration method on the i-th dataset. The Iman-
Davenport test statistic follows the F distribution with the
degrees of freedom k − 1 and (k − 1)(m− 1) as follows:

FF =
(m− 1)χ2

F

m(k − 1)− χ2
F

(15)

where k is the number of methods to be compared and χ2
F is

defined as follows:

χ2
F =

12m
k(k + 1)

[
k∑
j=1

R2j −
k(k + 1)2

4
] (16)
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TABLE 2. Experimental performance of calibration methods based on ECE.

The null hypothesis of the Iman-Davenport test states that
all calibration methods perform equally well. If the null
hypothesis is rejected, which means some calibration meth-
ods have significantly different performance from others.
Then, we adopt the post-hoc Holm’s test to detect whether
there is a significant difference between the best method
and the others. The Holm’s test takes the method with the
lowest average rank as the control method and calculate the
z-statistic as follows:

zi =
Rj − R∗

√
k(k + 1)/6m

(17)

where R∗ is the average rank of the control method and m
is the number of datasets we used. Then, it finds the corre-
sponding p-values according to the normal distribution and
sorts them in an increasing order p1 ≤ p2 ≤ . . . ≤ pk−1.
If pi is below α/(k − i) for a given statistical significance
level, we can reject the corresponding hypothesis that the i-th
method performs equally well as the control method.

E. EXPERIMENTAL SETTINGS
To evaluate the performance of calibration methods, each
dataset in our experiment was randomly split into 3 subsets as
suggested by [17]: training, calibration and testing set, which
contained 35%, 35% and 30% of total instances, respectively.
The training set was used to learn the classification model.
The calibration set was used to train the calibration model,
and testing set was used to evaluate the performance of
each calibration method. We applied four popular supervised
classification algorithms including logistic regression (LR),
support vector machine (SVM), gradient boosting decision
tree (GBDT) and random forest (RF) on the training sets
to obtain classification models. We used four calibration
methods described in subsection III-B in our experiments:
Platt Scaling, Histogram Binning, Isotonic Regression and
Bayesian binning into quantiles, because they are still the
state-of-the-art calibration methods and widely used in prac-
tice. All of them were well developed on the validation set
and used to calibrate the outputs using the test sets. After
deriving calibrated probabilities, we used three metrics to
evaluate different calibration methods, including ECE, MCE

and Brier score on the testing set. To calculate ECE andMCE,
the number of bins was set as B=10. We obtained the average
scores of each metrics through repeating the procedure men-
tioned above 50 times and obtained robust outcomes. All the
experiments were implemented in R, and we used the default
parameters to train the classification models.

IV. EXPERIMENTAL RESULTS AND DISCUSSION
The full results of our experiment are presented from Table 6
to Table 8 in the Appendix. The values in each table repre-
sent the ranks of different calibration methods in terms of
one metric on the datasets. To better illustrate the results,
the average scores and ranks of each calibration method using
different classifiers are provided fromTable 2 to Table 4. Each
table indicates the performance of four calibration methods in
terms of one metric. In each table, the best ranks among the
four calibration methods for a given classifier are marked in
bold. To check the behaviors of different calibration methods
for different IR ranges, the results of highly imbalanced
datasets (IR > 9) and lowly imbalanced datasets (IR < 9) are
provided together with the results of all datasets. We also
perform global and pairwise comparisons using the statistical
test mentioned in subsection III-D at the 1% significance
level. If there is no significant difference in terms of the
Iman-Davenport test among the calibration methods for a
classifier based on one metric, the method with the best rank
is marked with a star. The ranks that are significantly worse
than the best one in terms of the Holm’s post hoc test is
underlined.

Table 2 gives the experimental results of different cal-
ibration methods in terms of ECE. As the results of all
datasets rows in Table 2 show, Isotonic Regression outper-
forms other methods on all the four classifiers. Histogram
Binning takes second place and it is significantly inferior to
Isotonic Regression when GBDT and random forest is used.
Platt Scaling and BBQ have larger ranks, and they are always
significantly inferior to the best ranked method. The results
reveal that Isotonic Regression has better performance in the
imbalance scenarios in terms of the overall calibration per-
formance and can do well with class imbalance calibration.
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TABLE 3. Experimental performance of calibration methods based on Brier Score.

TABLE 4. Experimental performance of calibration methods based on MCE.

Meanwhile, Platt Scaling and BBQ are unreliable for calibrat-
ing classifiers on imbalanced datasets. One explanation is that
Isotonic Regression has a simpler training process and there
is no need to estimate parameters. However, Platt Scaling has
2 parameters to be trained, and BBQ has many parameters
to be estimated. Therefore, Platt Scaling and BBQ perform
worse than Isotonic Regression in imbalance scenarios.

The performance comparison of calibration methods for
different IR ranges is also offered in the remaining rows
in Table 2. It shows that Isotonic Regression ranks better
than the other 3 calibration methods on all classifiers in low
IR scenarios, and the superiority is more obvious in high
IR scenarios. Histogram Binning performs not significantly
worse than Isotonic Regression in the low IR scenarios. How-
ever, its performance deteriorates in the high IR scenarios,
and it is statistically inferior to Isotonic Regression for three
classifiers. Platt Scaling and BBQ are significantly inferior to
the Isotonic Regression in both the low IR scenarios and the
high IR scenarios.

Table 3 shows the Brier score of each calibration method.
From the results of all datasets in the top rows, we can
find that Isotonic Regression performs better than the other
methods over SVM, logistic regression, random forest, which
validates the results based on ECE. Isotonic Regression takes
the second place and is not significantly worse than the best

method when GBDT is used as the classifier. Plat Scaling
has slightly worse performance than Isotonic Regression.
Plat Scaling is the top method when GBDT is used and
ranks second with random forest and SVM as classifier. His-
togram Binning and BBQ have larger Brier scores and they
are significantly worse than Isotonic Regression for random
forest, SVM and logistic regression.

As shown in the middle part for the low IR scenario
rows, HistogramBinning and BBQ also perform significantly
worse than the best method on all the classifiers. There is no
significant difference between Isotonic Regression and Platt
Scaling on all the classifiers. However, in the high IR scenar-
ios, there is no significant difference among all the calibration
methods when GBDT, logistic regression and SVM are used.
BBQ performs significantly worse than the best methodwhen
random forest is used as the base classifier.

Table 4 shows the results of each calibration method with
four base classifiers with respect to MCE. As the results of
top all datasets rows show, the average ranks of Histogram
Binning based on MCE are lower than other methods for all
four base classifiers. As MCE measures the stability of the
calibration method, it reveals that Histogram Binning per-
forms more stably on imbalanced datasets. Platt Scaling has
the highest average MCE scores with all classifiers and it is
also significantly worse than Histogram Binning. Therefore,
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FIGURE 1. Reliability diagram for SVM calibration on magic dataset.

TABLE 5. Runtime of different calibration methods on each dataset (in seconds).

Platt Scaling cannot produce robust probability estimation in
imbalance scenarios. One explanation may be that Histogram
Binning uses the fraction of positive instances in each bin as
the estimate. Therefore, it performs steadily on each dataset
with less variation. The parameters of Platt Scaling need
to be trained every time. As a result, the performance of
Platt Scaling will change considerably in different imbalance
scenarios. Isotonic Regression and BBQ are in the middle.
Isotonic Regression performs slightly better than BBQ. It is
better than BBQ on 2 classifiers and inferior on 2 classifiers.

For the results of different IR ranges, we can see that His-
togram Binning performs better than the other three methods
in both low IR scenarios and high IR scenarios. Isotonic
Regression has a relatively low average rank in the low IR
scenarios. However, it has a higher average rank in the high
IR scenarios compared to Histogram Binning and performs
significantly worse than Histogram Binning, which means
Isotonic Regression can be unstable when the datasets are
highly imbalanced. Platt Scaling always has highest average
MCE scores and performs significantlyworse thanHistogram
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TABLE 6. Experimental results on individual data set (ECE).

TABLE 7. Experimental results on individual data set (Brier Score).

Binning on all classifiers, which validates our findings from
all dataset rows in Table 4.

Figure 1 presents a reliability diagram [29], which demon-
strates the calibration results on magic dataset with SVM.
From the figure, we can see that Isotonic Regression and
Histogram Binning results are close to the diagonal line,
which means they perform better than the other 2 calibra-
tion methods. The furthest distance between the points of
Histogram Binning and the diagonal line is much smaller

than that of Platt Scaling, which means Histogram Binning
performs more steadily than Platt Scaling. The information
from Figure 1 confirms the results from the three measures
and similar behaviors can be found on other datasets.

The runtime of different calibration methods on each
dataset is shown in Table 5. The last row shows the aver-
age across all the datasets. We can see from Table 5, that
there is no significant difference among the three methods:
Platt Scaling, Histogram Binning and Isotonic Regression.
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TABLE 8. Experimental results on individual data set (MCE).

Bayesian Binning always runs slowest among the four cal-
ibration methods.

As the experimental results demonstrated above, we can
obtain the findings summarized as follows:

(1) The performance of calibration methods on imbal-
anced datasets can be different in terms of different
metrics. Therefore, we need to choose calibration
methods based on the application goal and the cor-
responding performance metric.
• Overall performance (reliability). Isotonic
Regression is better than the other calibration
methods in terms of overall reliability. Platt
Scaling and BBQ are significantly worse than
Isotonic Regression on calibrating the imbal-
anced data.

• Stability. Histogram Binning is better than
other methods, followed by Isotonic Regres-
sion and BBQ. Platt Scaling performs worst
among them.

(2) Isotonic Regression is more suitable for the imbal-
ance scenarios than other methods. Our experimen-
tal results also show that non-parametric methods
perform better than parametric methods. Methods
with more parameters may not perform better than
other methods.

(3) The behavior of calibration methods on imbalanced
datasets with different ranges of IR can be different.
Therefore, we need to determine the level of imbal-
ance before choosing calibration methods.
• Overall performance (reliability). Isotonic
Regression is better than other calibration
methods in terms of overall reliability in both

the low IR scenarios and the high IR scenarios.
Platt Scaling and BBQ are significantly worse
than Isotonic Regression on calibrating the
imbalanced data in both the low IR scenarios
and the high IR scenarios.

• Stability. Histogram Binning is always bet-
ter than other methods. Isotonic Regression
performs more unstably on calibrating highly
imbalanced datasets than lowly imbalanced
datasets. Thus, we should bemore careful when
we use Isotonic Regression in highly imbal-
anced scenarios.

V. CONCLUSION
Calibration on imbalanced data can be a challenging issue
and research for this topic is under-developed. In this paper,
we conduct a large experimental investigation of calibration
in different imbalance scenarios. Different evaluation metrics
are considered to provide more insights into the calibration
performance from different dimensions. The experimental
results show that we can adapt calibration methods based
on different needs for imbalanced scenarios. We recommend
using Isotonic Regression on imbalanced datasets due to its
good probability estimation ability. We also show that there
can be some deterioration of the reliability of Histogram
Binning and the stability of Isotonic Regression in highly
imbalanced scenarios. In future work, we will carry out more
research to find out the mechanisms behind the experimental
results and propose some new methods that will improve the
calibration performance.

APPENDIX
See Table 6 to Table 8.
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