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a b s t r a c t 

The predictive accuracy of wall-modelled LES is influenced by a combination of the subgrid model, the 

wall model, the numerical dissipation induced primarily by the convective numerical scheme, and also 

by the density and topology of the computational grid. The latter factor is of particular importance for 

industrial flow problems, where unstructured grids are typically employed due to the necessity to han- 

dle complex geometries. Here, a systematic simulation-based study is presented, investigating the effect 

of grid-cell type on the predictive accuracy of wall-modelled LES in the framework of a general-purpose 

finite-volume solver. Following standard practice for meshing near-wall regions, it is proposed to use pris- 

matic cells. Three candidate shapes for the base of the prisms are considered: a triangle, a quadrilateral, 

and an arbitrary polygon. The cell-centre distance is proposed as a metric to determine the spatial res- 

olution of grids with different cell types. The simulation campaign covers two test cases with attached 

boundary layers: fully-developed turbulent channel flow, and a zero-pressure-gradient flat-plate turbu- 

lent boundary layer. A grid construction strategy is employed, which adapts the grid metric to the outer 

length scale of the boundary layer. The results are compared with DNS data concerning mean wall shear 

stress and profiles of flow statistics. The principle outcome is that unstructured simulations may provide 

the same accuracy as simulations on structured orthogonal hexahedral grids. The choice of base shape of 

the near-wall cells has a significant impact on the computational cost, but in terms of accuracy appears 

to be a factor of secondary importance. 

© 2021 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

The majority of the computational fluid dynamics (CFD) solvers 

sed for tackling flow problems occurring in applications are based 

n finite volume discretization of the governing equations. As with 

ther grid-based methods, the appropriate resolution and quality 

f the computational grid are crucial for obtaining an accurate so- 

ution. In the simplest of cases, the mesh can be fully defined by 

 single parameter prescribing the cell size. However, more often 

han not the domain of the simulation involves complex geometric 

eatures and discretizing it is a challenging and time-consuming 

ask. The cells of a typical mesh vary in size, shape, degree of 

nisotropy, etc. Studies analysing and improving the accuracy of 
he finite volume method on such unstructured meshes can be 
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ound in the literature. This includes works on truncation error 

nalysis [1,2] , improving accuracy on particular types of grids [3] , 

omparative evaluation of discretization scheme performance [4] , 

nd more practical studies looking at the grid effects on simula- 

ions of particular flows [5] . 

When the considered flow is turbulent, the appropriate grid 

onstruction strategy depends on the selected turbulence mod- 

lling approach. Currently, the workhorse of industrial CFD is 

eynolds-averaged Navier Stokes (RANS). Here, when the flow is 

all-bounded, it is considered best practice to cover the region oc- 

upied by the turbulent boundary layer (TBL) with prismatic layers. 

his way the cells are aligned with the surface of the wall and the 

teep velocity gradient can be properly resolved. In the rest of the 

omain the cell shape is not restricted. Previously, the most com- 

on approach was to use triangular (tri-)prisms for the TBL and 

etrahedra in the rest of the domain. Recently, however, advances 

n meshing software made polygonal (poly-)prisms combined with 

rbitrary polyhedra an attractive option, due to the fact that this 

ften results in a smaller number of higher-quality cells. Finally, 
nder the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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uadrilateral (quad)-dominant prismatic layers are also used, as 

ell as hex-dominant meshes in the bulk flow. 

Scale-resolving turbulence modelling approaches, such as direct 

umerical simulation (DNS) and large-eddy simulation (LES), have 

ntil recently mainly been used in academic studies of canonical 

ows. The domains of such flows are well-suited for discretiza- 

ion with a high-quality structured grid. This is reflected in exist- 

ng guidelines for grid construction. For example, based on analysis 

f integral length scales, it is typically recommended that in the 

BL the spanwise resolution should be about twice as high as the 

treamwise. Such a recommendation can be quite difficult to follow 

or a flow where the direction of the stream is subject to change, 

nd for certain cell shapes may lead to deterioration of quality. The 

NS/LES community also appears to hold a degree of scepticism 

owards attempts at using these simulation techniques in conjunc- 

ion with second-order numerical methods and unstructured grids. 

s a result, the effects of the properties of unstructured grids on 

he predictive accuracy of DNS/LES have not been studied exten- 

ively. For example, the only publication to directly compare the 

ccuracy of DNS across several grid types appears to be the study 

f Komen et al. [6] . Nevertheless, development of solvers for scale- 

esolving simulations on unstructured grids is an active area of re- 

earch, see e.g. [7] . 

It can be argued that with some exceptions both DNS and LES 

re still rarely used for anything but fundamental studies of turbu- 

ent flows, mainly due to the rapidly scaling costs of LES for flows 

ith TBLs. However, approaches that allow to alleviate this issue, 

uch as hybrid LES/RANS and wall-modelled (WM)LES are used in- 

reasingly actively in applied research and industrial CFD. Unfortu- 

ately, for these methods the dependence of the accuracy on the 

rid construction strategy is often even less predictable than for 

tandard DNS/LES. Establishing best practice meshing guidelines 

or these methods is therefore a pressing matter. 

In the remainder of the paper we focus on grid construction 

trategies for WMLES. For a detailed review of this turbulence 

odelling approach the reader is referred to [8,9] . Several stud- 

es using WMLES with an unstructured grid can be found in the 

iterature. In most of them, the idea of covering the TBL region 

ith prismatic cells is adopted. In [10] , WMLES is used to model 

 flow around a car model using tri-prism layers attached to the 

all boundaries and tetrahedra in the bulk of the domain. The 

ame grid type is used in [11] to study the flow around a cylin-

er, and a rod-arifoil configuration in [12] . Flow around a displace- 

ent ship hull in model scale is considered in [13] . Poly-prisms are 

sed in the TBL region, and polyhedra elsewhere. The NASA Junc- 

ure flow is investigated in [14] . Here, a special grid construction 

pproach referred to as ‘Voronoi hexagonal close packed point- 

eeding method‘ is used. Based on the figures, the cells appear 

o be polyhedral. Generally, the flow quantities analysed in these 

tudies agree favourably with the reference data, indicating that it 

s possible to use an unstructured WMLES grid and achieve accu- 

ate results. 

Initial effort s on carefully assessing how the properties of the 

nstructured grid affect the predictive accuracy of WMLES have 

een reported in [15] , which includes Mukha and Liefvendahl as 

o-authors. The work presented here can be seen as a signifi- 

ant extension of this study. The goal is to contribute towards 

nding the answers to the following questions. What is a suit- 

ble unstructured grid construction strategy for WMLES? What cell 

ize metric is appropriate for comparing the resolution of grids 

onsisting of cells of different shapes? How much, if at all, does 

he accuracy of WMLES deteriorate when an unstructured grid is 

sed instead of structured orthogonal hexahedra? Excluding hex- 

hedra, what cell shapes (or their combination) lead to the best 

ccuracy? 
2 
Since these questions are very broad, here we limit the scope to 

ttached TBLs, with fully-developed turbulent channel flow and a 

ero-pressure-gradient flat-plate TBL flow considered as test cases. 

 grid construction strategy suitable for producing a high-quality 

esh for WMLES of such flows is presented in Section 2.2 . Fol- 

owing the established practice, the boundary layer region is dis- 

retized with prismatic cells, with three candidate shapes for the 

ase of the prisms considered: a quadrilateral, a triangle, and an 

rbitrary convex polygon. The corresponding grids are constructed 

o be equivalent with respect to an introduced grid resolution met- 

ic based on the average distance between the centre of a given 

ell and its neighbours, see Section 2.1 . The effects of having part 

f the TBL discretized with arbitrary non-primsatic cells are also 

valuated. For the case of channel flow, the effect of the reso- 

ution of the grid is also studied with 4 grid refinement levels 

onsidered. 

To construct the grids we use Gmesh, Pointwise R © and Simcen- 

er Star-CCM+ R ©. The former is open-source, and the latter two are 

idely used in industry. The open-source finite volume-based CFD 

oftware OpenFOAM 

R © 4.1 is used to run the simulations, coupled 

ith an open-source library for wall-modelling [16] . To ensure the 

eproducibility of the study and also to broaden its impact, the 

rticle is supplemented by a rich dataset 1 , containing all the ob- 

ained results as well as ready-to-run OpenFOAM 

R © cases, including 

he associated meshes. 

A brief summary of the contents of the remainder of the pa- 

er follows. In Section 2 , a metric for the resolution of the WM- 

ES grid is proposed, and the employed grid construction strat- 

gy is presented. A short overview of surface meshing algorithms 

s given. Section 3 introduces the CFD methods that are used in 

he study. The results of the conducted simulations are presented 

nd discussed in Section 4 , and concluding remarks are given in 

ection 5 . 

. Unstructured grid generation 

This section discusses how an unstructured grid suitable for 

MLES of an attached TBL flow can be constructed. In the first 

ubsection, a metric for the grid resolution is introduced and re- 

ated to properties of geometrical shapes that are commonly used 

n surface meshing. Next, a strategy for constructing a boundary 

ayer mesh is presented. The final subsection is dedicated to the 

hoice of the surface meshing algorithm. 

.1. Grid resolution metrics 

A fundamental difficulty in comparing results from simulations 

sing different grid cell shapes is defining a metric of grid resolu- 

ion with respect to which the different grids are constructed. In 

his work, the average distance between the centre of a given cell 

nd the centres of its neighbours, d, is employed to that end. Two 

rids with the same distribution of d are thus considered equiva- 

ent in terms of resolution. This approach is justified by the fact 

hat d directly enters the discrete formulation of the governing 

quations and, therefore, the measured grid resolution is explicitly 

onnected to the discretization error. Two alternative metrics that 

ould be considered are the cell volume (or its cubic root) and the 

verage length of the cell edges. The former is often used for the 

ES filter width, whereas the latter is a common input parameter 

o grid generation algorithms. 

It is instructive to compare these three metrics for three fun- 

amental two-dimensional cell shapes: an equilateral triangle, a 

quare, and a regular hexagon. The relationships between the area 
1 DOI: 10.6084/m9.figshare.12482438 . 
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Table 1 

The relationship between the area S, the edge-size a, and the diam- 

eter of the inscribed circle d for an equilateral triangle, a square, and 

a regular hexagon. 

S(a) S(d) d(a) 

Triangle 
√ 

3 
4 

a 2 ≈ 0 . 43 a 2 3 
√ 

3 
4 

d 2 ≈ 1 . 30 d 2 
√ 

3 
3 

a ≈ 0 . 57 a 

Square a 2 d 2 a 

Hexagon 3 
√ 

3 
2 

a 2 ≈ 2 . 60 a 2 
√ 

3 
2 

d 2 ≈ 0 . 87 d 2 
√ 

3 a ≈ 1 . 73 a 
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Fig. 1. A surface triangulation and its dual. The domain boundary is shown at the 

bottom. 
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, the edge-size a, and d (which for these elements coincides with 

he diameter of the inscribed circle) are given in Table 1 . It is evi-

ent that the choice of the resolution metric has a very significant 

ffect on the comparative properties of the grids constructed using 

ifferent elements. For example, for a given a, covering a particular 

urface will require ≈ 6 times more triangles than hexagons. How- 

ver, if d is fixed, one would need approximately 1.5 more polygons 

han triangles instead! 

In WMLES, the aim is to resolve the structures in the outer layer 

f the TBL, whereas the inner layer is accounted for by the wall 

odel. The resolution of the grid should thus be computed with 

espect to the local turbulent boundary layer thickness δ. When d

s used to characterize the cell size, the corresponding metric is 

hus δ/d. In the literature [8,17] , the resolution is often measured 

s the number of cells within a δ3 -cube. A similar metric based on 

is (δ/d) 3 , but, as discussed above, the number of cells this cor- 

esponds to heavily depends on the shapes of the cells constituting 

he grid. 

.2. Boundary layer meshing algorithm 

Using unstructured grids makes it possible to accurately con- 

rol d/δ even when δ varies in space. A reasonable choice is to 

eep it constant, so that the same level of turbulence resolution is 

aintained throughout the whole boundary layer. A high-quality 

esh for the TBL region can be constructed by extruding the sur- 

ace mesh to form prismatic layers. Based on these considerations, 

n unstructured grid generation algorithm suitable for WMLES has 

een introduced in [15] . It consists of the following steps. 

1. Estimate the distribution of δ by running a RANS precursor or 

using approximative analytical relations, when such are avail- 

able. 

2. Construct a surface mesh with the chosen distribution of d/δ
on the wall boundary. 

3. Extrude prismatic layers between the wall and δ, with the 

number of layers equal to δ/d. The height of each prism is thus 

equal to d. 

4. Apply suitable discretization to the rest of the computational 

domain. 

Most of the grids used in this work are generated according to 

his procedure. In some channel flow simulations, however, only 

art of the boundary layer is covered with prismatic cells with 

he goal of analysing the effect of such a change on the predic- 

ive accuracy of the simulation. This is discussed in more detail in 

ection 4.1 . 

.3. Selection of surface meshing algorithms 

A crucial step in the mesh generation procedure defined above 

s generating a high-quality surface mesh that serves as basis for 

he extruded prismatic cells. In this work, three types of cells 

re considered for constructing the surface mesh: triangles (tris), 

uadrilaterals (quads), and arbitrary polygons (polys). For the lat- 

er two, indirect meshing methods [18] are used, meaning that the 
3 
esh generation consists of two steps: constructing a suitable tri- 

ngular grid and then converting it into a mesh consisting of ei- 

her quads or polys, respectively. In the case of a quad grid, re- 

ombination is applied to the triangles, whereas a polygonal grid 

s obtained as a dual of the triangulation. 

Recombination refers to taking several grid cells and combin- 

ng them into a single cell. Here, two triangles are combined into 

 single quad. This implies that a higher-quality grid is gener- 

ted if the triangulation consists of right-angled triangles with 

atheti of equal length. In the ideal case, two such triangles shar- 

ng the hypotenuse can be recombined into a square. Then, the 

dge length of the quads, and consequently d, is equal to the 

ength of the catheti in the underlying triangulation. An excel- 

ent algorithm [18] for generating triangulations suitable for re- 

ombination is implemented in the free mesh generation software 

msh [19] . Furthermore, the recombination algorithm guarantees 

hat the mesh consists only of quads [20] . 

A dual of a triangulation is a mesh in which the cell centres of 

he triangles are used as vertices, whereas the vertices of the tri- 

ngles in turn become cell centres. The edges of the dual mesh are 

onstructed by connecting the cell centres of triangles that share 

n edge. Special treatment is necessary at the boundary, where an 

dge may be built by connecting the cell centre of the triangle to 

he middle of the boundary edge. An illustration of a triangulation 

nd the corresponding dual is given in Fig. 1 . The figure also rep-

esents the case in which the triangulation is composed of equilat- 

ral triangles, which leads to a high-quality dual grid composed of 

egular hexagons. 

Several algorithms for generating triangulations suitable for 

onversion to polygonal meshes were tested. In Gmsh, a Delaunay 

riangulation-based algorithm inspired by Frey and George [21] is 

mplemented. The bottom plot in Fig. 2 shows a part of a flat sur- 

ace mesh generated by this algorithm. The quality of the grid is 

uite uniform throughout the surface, but it is easily seen that the 

esulting dual grid will contain polygons that are far from regular 

nd having a varying number of edges. Another algorithm that was 

onsidered is referred to as Frontal Delaunay in Gmsh, and based 

n the work of Rebay [22] . A grid generalized with Frontal Delau- 

ay is shown in the top plot of Fig. 2 . It mainly consists of equilat-

ral triangles, however, elongated streaks of less regular triangles, 

ighlighted with red lines in the figure, are also present. Never- 

heless, the quality of the triangles forming the streaks is accept- 

ble, and, consequently, Frontal Delaunay is considered to be more 

uitable when generating a dual mesh. Two algorithms included 

n the grid generation software Pointwise R © have also been tested. 

he first one, referred to as Delaunay, produced meshes similar to 

he Delaunay algorithm in Gmsh. The second one, called Advancing 

ront, generates the mesh sequentially starting from the bound- 
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Fig. 2. Top: A triangulation generated with the Frontal Delaunay algorithm in Gmsh. 

Red lines highlight streaks of non-equilateral triangles. Bottom: A triangulation gen- 

erated with the Delaunay algorithm in Gmsh. (For interpretation of the references 

to color in the text, the reader is referred to the web version of this article.) 
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n

2 In the governing equations the pressure gradient and viscous stresses (including 

τw ) are normalized by the fluid density. Following standard practice, we will nev- 

ertheless use the terms ‘pressure’ and ‘stress’ when referring to the corresponding 

mass-specific quantities in the remainder of the text. 
ries. More information on these type of algorithms can be found 

n [23] and the references therein. Equilateral triangles dominate 

he generated grid, however, in places where two ‘fronts’ propa- 

ating from separate boundaries meet, triangles of slightly lesser 

uality are present. The result is thus quite similar to the grid pro- 

uced by the Frontal Delaunay algorithm in Gmsh. 

Since both Fontal Delaunay and Advancing Front generate a sur- 

ace mesh dominated by equilateral triangles, these algorithms are 

ell-suited not only for constructing a dual poly-mesh, but also 

or the case when the triangles themselves are used as the bases 

f the prisms. 

It is noted that besides for the quality of the mesh, the algo- 

ithms also differ in terms of execution speed and robustness. In 

his work, planar wall surfaces are considered, discretized using a 

elatively low number of cells ( � 5 · 10 5 ), which makes these fac-

ors unimportant. However, in more practical cases they can be- 

ome critical. 

. Computational fluid dynamics methods 

In this work, the open source CFD software OpenFOAM 

R © ver- 

ion 4.1 is used to solve the LES equations. OpenFOAM 

R © is based 

n cell-centred finite-volume discretization, and, crucial for this 

tudy, grids consisting of arbitrary convex polyhedral cells are sup- 

orted. The flow is considered incompressible and no explicit fil- 

ering is applied to the unknowns, i.e. the velocity, and pressure 

elds. Instead, the equations are considered to be implicitly filtered 

y the discretization procedure. The WALE model [24] is selected 

or modelling the subgrid scales based on its favourable perfor- 

ance in WMLES on structured meshes [25,26] . 

For wall-modelling, a separate publicly-available library is em- 

loyed [16] . An algebraic wall model based on Spalding’s law-of- 

he-wall [27] is used. This model is accurate for the flow cases 

onsidered here, since they are free of strong pressure gradients, 

nd the TBLs always remain attached. For each wall-face and at 

ach time-step the wall model samples the value of velocity from 
4 
he LES solution at some distance h from the wall, and uses the 

aw-of-the-wall to compute an estimate of the wall shear stress, 

w 

(or equivalently the friction velocity, u τ = 

√ 

τw 

) 2 The value of 

 has a significant effect on the accuracy of the wall shear stress 

rediction [28] , in particular, it is necessary to sample the veloc- 

ty further out than the wall-adjacent cell. Here, h is always set to 

he distance to the centre of the second consecutive off-the-wall 

ell. 

An important issue is the choice of the interpolation scheme 

or the convective flux. Here, a weighted linear blending of linear 

nterpolation and second-order upwind interpolation is used. The 

eights of the two schemes are, respectively, 0.75 and 0.25. Both 

f them are second-order accurate and unbounded, however the 

umerical diffusion introduced by the upwind scheme is enough to 

estrict the effect of any introduced non-physical oscillation. This 

reatment of the convective terms has been shown to provide good 

esults in previous WMLES studies on hexahedral meshes [16,25] . 

urthermore, it has proven to be stable enough for simulations on 

nstructured meshes presented in this work. 

The other components of the employed numerical approach 

re as follows. The diffusive fluxes are interpolated linearly, with 

n explicit correction applied to reduce errors caused by mesh 

on-orthogonality, see [29, p. 83] . A second-order backward- 

ifferencing scheme is used for integration in time, see e.g. [29, 

. 91] for the definition. The PISO algorithm [30] is used for 

ressure-velocity coupling, with 3 coupling iterations per time- 

tep. 

In the simulations of a flat-plate TBL flow presented in 

ection 4.2 , it is necessary to trigger the transition to turbulence. 

andom volumetric forcing is used to that end. The magnitude of 

he introduced source term, S, is set according to the following in 

ach cell 

 = 

U re f I re f 

�t 
αr . (1) 

ere, U re f and I re f are reference values of velocity and turbulent in- 

ensity, �t is the time-step, αr is a random number sampled from 

 uniform distribution covering the interval [ −0 . 5 , 0 . 5] . The source

erm is to be applied similarly to a trip-wire in a physical experi- 

ent, i.e. in a thin strip of cells close to the wall. 

. Numerical experiments 

In this section, results from WMLES of two flows are pre- 

ented: fully developed turbulent channel flow and flat-plate zero- 

ressure-gradient TBL flow. Both flows are simulated using several 

ypes of unstructured grids, and in the case of channel flow differ- 

nt resolutions of the grids are also considered. The focus of the 

nalysis is kept on the comparison between the results using dif- 

erent grids rather than the accuracy of WMLES in general and the 

ssociated trends in the error profiles. A detailed discussion of the 

atter the reader is referred to [25] . In that work, the employed 

ethodology is tested with respect to a large variety of model pa- 

ameters, including grid resolution, distance to the sampling point, 

rid anisotropy, and subgrid scale modelling. The simulation set- 

ings chosen here follow the best-practice guidelines developed in 

hat study. 

The triple u, v , w will be used to denote, respectively, the 

treamwise ( x ), wall-normal ( y ) and spanwise ( z) components of 

the implicitly-filtered) velocity. Angular brackets are used to de- 

ote the average value in time and across statistically homoge- 
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Table 2 

Parameters of the channel flow simulations. 

Bulk velocity, U b 1 m/s 

Kinematic viscosity, ν 8 · 10 −6 m 

2 / s 

Channel half-height, δ 1 m 

Bulk Reynolds number, Re b 125 0 0 0 

Target friction Reynolds number, Re τ 5 200 

Domain size, L x × L y × L z 8 δ × 2 δ × 8 δ

Characteristic time scale, T 1 s 

Time-step, �t 5 · 10 −3 T = 5 · 10 −3 s 

Averaging time 10 0 0 T, 1000 s 
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eous spatial directions, and the prime symbol is used to denote 

he fluctuations with respect to the average. 

.1. Fully developed turbulent channel flow 

.1.1. Simulation set-up 

As the first test case, fully developed turbulent channel flow 

t Re b = 125 0 0 0 is considered. Here, Re b = U b δ/ν is the bulk

eynolds number of the flow, with U b = 1 m/s denoting the bulk 

elocity, δ = 1 m the channel half-height, and ν = 8 · 10 −6 m 

2 / s 

he kinematic viscosity. The corresponding friction velocity-based 

eynolds number, Re τ = 〈 u τ 〉 δ/ν, is ≈ 5200 according to the DNS 

ata [31] , which is used here as reference for computing errors in 

he obtained profiles of the flow quantities. To set Re b , a time- 

ependant source term is added to the streamwise momentum 

quation, which adjusts the velocity field to match the prescribed 

alue of U b . 

The computational domain is of size 8 δ × 2 δ × 6 δ. The use of 

nstructured grids makes periodic boundary conditions more com- 

licated to implement since there is no one-to-one mapping be- 

ween the faces of the two patches coupled by periodicity. In 

penFOAM 

R ©, the so-called Arbitrary Mesh Interface (AMI) can be 

sed to rectify this issue. The AMI computes the face connectiv- 

ty between the two patches and ensures that the numerical fluxes 

re mapped conservatively. 

Solution fields for the same flow obtained in previous studies 

ere mapped onto the constructed grids to serve as initial con- 

itions. To remove any associated artefacts, all simulations were 

rst run for 300 T , where T = δ/U b is a characteristic time scale

or the outer layer. Afterwards, the gathering of statistical data 

as started, and the simulations were allowed to run for an- 

ther 10 0 0 T . In all the simulations, the time-step �t was set to

 · 10 −3 T . The temporal resolution of turbulent motions is thus 

rid-independent. All the parameters of the simulations are sum- 
arized in Table 2 . p

ig. 3. Grid types used in channel flow simulations. In each plot, the grey elements ind

hown in the figure correspond to d = 1 / 20 . 

5 
.1.2. Grid generation 

In terms of the grid generation procedure defined in 

ection 2.2 , channel flow can be seen as a limiting case of two 

BLs that together occupy the whole domain and have a con- 

tant thickness δ equal to the channel half-height. As consequence, 

he prismatic layers should occupy the whole domain. Thus, given 

he surface mesh for the bottom wall, a three-dimensional grid 

an be obtained simply by building the appropriate number of 

ayers between 0 and 2 δ in the wall-normal direction. The util- 

ty extrudeMesh included in OpenFOAM 

R © was used to that 

nd. 

As mentioned in Section 2.3 , tri-, quad- and poly-prism layers 

re considered in the study. Note that in the case of channel flow, 

he quad-prism grid reduces to a structured hexahedral (hex) one. 

he results from simulations on this mesh type are used to de- 

ne a reference point for the accuracy that can be expected from 

he WMLES. Additionally, Simcenter Star-CCM+ R © was used to gen- 

rate a grid in which poly-prisms extend only up to 0 . 2 δ, with the

est of the domain meshed using arbitrary polyhedra. This grid is 

eferred to as poly-hybrid. It is interesting to see if the simula- 

ion using the poly-hybrid grid will exhibit significant deterioration 

f accuracy, because in practical situations δ is known only ap- 

roximately, and consequently a part of the TBL can be expected 
icate the wall-surface grid, and the volume grid is cut for visualization. The grids 
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Fig. 4. Results from the simulation on the d = δ/ 30 hex mesh and the reference DNS data. 

Table 3 

The number of cells, N cells , in millions, in the grids used for channel flow simulations, and 

the number of hours, N hours , it would take to advance each simulation by one T on a single 

processor. 

d h/δ Hex Poly-prisms Poly-hybrid Tri-prisms 

N cells N hours N cells N hours N cells N hours N cells N hours 

δ/15 0.1 0.365 0.25 0.424 0.36 0.554 0.84 0.287 0.15 

δ/20 0.075 0.864 0.65 1.000 1.69 1.283 2.26 0.652 0.39 

δ/25 0.065 1.688 1.55 1.940 2.03 2.781 4.44 1.282 0.91 

δ/30 0.05 2.916 2.33 3.356 2.53 4.489 7.88 2.218 1.59 
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Table 4 

Relative error in Re τ in simulations of turbulent channel flow. 

d/δ Hex Poly-prisms Poly-hybrid Tri-prisms 

1/15 0.24 −0.22 0.37 −3.24 

1/20 −0.49 −0.77 −0.65 −3.12 

1/25 −1.14 −1.40 −1.05 −4.31 

1/30 −1.66 −1.85 −1.32 −4.70 
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o end up outside the prismatic layers. The same situation could 

lso arise when the geometry is so complex that extruding 15–30 

ayers is impossible, but 3–5 layers could be constructed. An il- 

ustration of the four different grid types considered is provided 

n Fig. 3 . 

Besides for different cell shapes, different densities of the grids 

re considered: d = δ/ 15 , δ/ 20 , δ/ 25 , and δ/ 30 . Thus, simulations

ere performed using a total of 16 different grids. The number of 

ells, N cells , in each grid is given in Table 3 . It is easy to verify that

or the hex, tri- and poly-prism grids the sizes follow the analyti- 

al relationships presented in Section 2 , meaning that the triangles 

re close to equilateral, and the polys are predominantly regular 

exagons. 

A measure of the cost of the simulations, N hours , is also reported 

n Table 3 . To obtain N hours , log files were first used to compute

he wall-clock time, in hours, it took to advance each simulation 

y one T . These numbers were than multiplied by the number of 

rocessors each respective simulation was run on. Thus, N hours is 

n estimate of how many hours it would take to advance each sim- 

lation by one T if the simulations were to be run in serial. Note 

hat the metric is exact only under the assumption of linear scaling 

f computational effort with the number of cores. The scaling tests 

reviously performed on the hardware used to run the simulations 

howed that within the range of core numbers employed in the 

tudy this assumption holds very well. The data in Table 3 shows 

learly that the cell topology has a large effect on N hours . This is not

nly due to the difference in N cells , but also due to the fact that the

umber of non-zeros in the system matrix scales with the average 

umber of faces of each cell. This is particularly vivid when looking 

t the values for the poly-hybrid grid. For instance, on the coarsest 

evel of resolution, the number of cells for this grid is comparable 

o that of the poly-prism one, but the cost is more than twice as 

arge, N hours = 6 . 66 versus 2.93. The simulations on the tri-prism 

rid are, on the other hand, by far the cheapest. For example, the 

imulation on the δ/ 30 tri-prism mesh is less expensive than on 

he δ/ 20 poly-prism mesh. 

e

6 
.1.3. Results 

The results of the simulations are now presented and discussed. 

or the majority of the quantities of interest, the obtained profiles 

ill be presented in terms of the relative error, in percent, with re- 

pect to the reference DNS. For example, for the mean streamwise 

elocity the profiles of 

[ 〈 u 〉 /U b ] = 

[ 〈 u (y ) 〉 /U b ] W MLES − [ 〈 u (y ) 〉 /U b ] DNS 

[ 〈 u (y ) 〉 /U b ] DNS 

· 100 

ill be shown. Since the size of WMLES cells are quite large at 

ow δ/d, the reference value at each cell centre is obtained by av- 

raging the DNS profile across the wall-normal extent of the cor- 

esponding cell. The primary reason for not showing the profiles 

f the quantities themselves instead is that data corresponding to 

ifferent simulations would be very difficult to distinguish in the 

lots. However, to equip the reader with better intuition regard- 

ng the obtained level of predictive accuracy, scaled profiles of the 

rst- and second-order velocity statistics are shown in Fig. 4 for 

he simulation conducted on the densest hex grid. 

The performance of the wall model is now evaluated by consid- 

ring the relative error in the obtained values of Re τ , see Table 4 .

omparing the values corresponding to different meshes, the sim- 

lation on the tri-prism grid stands out as the least accurate, 

hereas using the other three grids results in a similar level of 

greement with DNS, with the relative error not exceeding 2%. No 

onotonous improvement of the predictions of Re τ with the den- 

ity of the grid is observed. However, this is to be expected. As 

xtensively discussed in previous works [16,25] , for channel flow 
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Fig. 5. Solid lines: Relative error in Re τ . Dashed lines: relative error in the mean 

streamwise velocity at the sampling point. 
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he error in the wall model’s predictions is heavily correlated with 

he error in the velocity at the sampling point. In Fig. 5 , both er-

ors are plotted and indeed a clear connection between the two 

uantities can be observed. Thus, for the error in Re τ to improve 

ith mesh refinement, convergence in 〈 u 〉 at the sampling point is 

ecessary. Since in the current simulations the sampling point is 

xed to the second off-the-wall cell, its location shifts linearly to- 

ards the wall as the mesh gets refined. The characteristic size of 

he eddies in the log-law region, in turn, also scales linearly with 

he distance from the wall, meaning that their resolution at the 

ampling point remains effectively constant with mesh refinement. 

or a more detailed discussion see [28] . 
Fig. 6. Relative error in the outer-scaled mean velocity profil

7 
Fig. 6 shows the relative error profiles of the outer-scaled mean 

elocity, ε[ 〈 u 〉 /U b ] . Several trends previously reported in studies on

exahedral grids are observed. The least accurate solution, heavily 

nder-predicting DNS data, is always obtained in the wall-adjacent 

ell (the data point lies outside the ordinate range in the figure). 

his is the fundamental reason behind not using this cell for sam- 

ling input into the wall model. Excluding this point, the errors for 

ll considered mesh resolutions and grids do not exceed 3%. For all 

our grids, some degree of convergence of the profiles with mesh 

efinement is present. On the finest grids errors above the wall- 

djacent cell do no exceed 2%. Overall, the solution on the hexahe- 

ral grid is more accurate than on the unstructured grids, but only 

lightly. The least accurate profiles are obtained using the tri-prism 

rid, in particular for low values of δ/d. 

An alternative way of looking at the data is to compute the 

axima of the error profiles across the outer layer, 

max [ 〈 u 〉 /U b ] = max 
y ∈ [0 . 2 δ,δ] 

| ε[ 〈 u 〉 /U b ] | , (2)

nd plot them against the simulation cost metric, N hours . This is 

hown in Fig. 7 . Under this perspective, the convergence towards 

NS with grid refinement is better elucidated. Additionally, it is 

asy to see which grid type provides the best solution at a particu- 

ar cost. It is clear that the hex-grid constitutes the optimal choice. 

he tri-prism grid comes second. Even though for a given resolu- 

ion the results on this grid are worse than that on the poly-prism 

rid, the simulations are significantly cheaper, making it possible 

o achieve better accuracy for an equivalent cost. The poly-hybrid 

rid stands out as the least attractive alternative due to the high 

ost of the simulations. 

Attention is now turned to the second-order moments of the 

elocity field. It is first noted that, in the outer layer, 〈 u ′ v ′ 〉 is not
es, ε[ 〈 u 〉 /U b ] , in simulations of turbulent channel flow. 
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Fig. 7. Maximum error in the outer-scaled mean velocity profiles in simulations of 

turbulent channel flow, εmax [ 〈 u 〉 /U b ] , plotted against the simulation cost. 

a

l  

t  

c

s

l

f

r  

t

o

i

t

o

y

e

v

d

f

m

o

t

t

c

w

e

c

o

I  

t

i

t

i

s

t

t

[  

e  
n independent quantity in the case of channel flow. In particu- 

ar [32] , 〈 u ′ v ′ 〉 ≈ 〈 u τ 〉 2 (y/δ − 1) , so in the prediction of 〈 u τ 〉 de-

ermines the accuracy of 〈 u ′ v ′ 〉 . For this reason, we do not further

onsider this quantity. 

The error profiles in the resolved turbulent kinetic energy are 

hown in Fig. 8 . As expected based on previous works, the overall 

evel of accuracy is significantly lower than what could be obtained 

or the mean velocity profile. The largest errors occur in the inner 

egion ( y � 0 . 2 ), where k is heavily over-predicted. Farther from

he wall, under-prediction occurs instead. Interestingly, the results 
Fig. 8. Relative error in the outer-scaled turbulent kinetic energy p

8 
n the structured grid are only better in the inner region, whereas 

n the core of the channel all the unstructured grids lead to a bet- 

er result. Presumably, this is due to some fortuitous cancellation 

f errors. 

Lastly, the power spectral density (PSD) of the velocity signal at 

/δ ≈ 0 . 5 is considered. To estimate the PSD, Welch’s method was 

mployed. The sampled time-series of the velocity signal were di- 

ided into four segments with 50% overlap, and the Hanning win- 

ow applied to each segment. A periodogram was then computed 

or each segment, and afterwards averaging across the four seg- 

ents was applied. Taking advantage of the spanwise periodicity 

f the solution, several time-series were acquired, corresponding 

o different spanwise locations. To produce the final estimate of 

he PSD, an average across the estimates for each time-series was 

omputed. In the context of turbulent flows, a similar procedure 

as used in, for example, [33] . 

The PSDs of all three velocity components were computed for 

ach of the conducted simulations, however, the results can be 

onveyed by looking at the streamwise velocity only, since the 

ther two components exhibit very similar qualitative behaviour. 

n the left plot of Fig. 9 , the PSDs of u ′ from the four simula-

ions on the poly-prism grid are presented. Virtually no difference 

n the results is observed in the frequency band corresponding to 

he most energetic eddies. The pronounced peaks that can be seen 

n this region are due to the periodicity of the solution in the 

treamwise direction. This is evident from the fact that the loca- 

ions of the peaks are close to being multiples of the flow-through 

ime (8 s). The effect of increased mesh resolution is visible in the 

1 , 10] frequency band. A portion of the band is occupied by the in-

rtial range, as indicated by the −5 / 3 -slope of the PSD. At higher
rofiles, ε[ 〈 k 〉 /U 2 
b 

] , in simulations of turbulent channel flow. 
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Fig. 9. Power spectral densities of the streamwise velocity fluctuations. 

r

r

fi

t

 

t

fi  

e

c

t

t

f

e

i

4

n

a

t

s  

w

a

d

m

t

e

i

H

t

c

v

u

w

o

e

4

4

i  

t  

i  

0  

S

t  

c  

s

t

b  

p

R

H  

x

δ

3

r

p

d

m

s

i

o

o  

fl

i

4

i

i

f

t

i

n

i

Table 5 

Turbulent boundary layer simulation parameters. 

Estimated maximum TBL thickness, δmax 3.2 cm 

Length of the domain, L x 2 m = 62 . 5 δmax 

Height of the domain, L y 1 m = 31 . 25 δmax 

Width of the domain, L z 0.2 m = 6 . 25 δmax 

Freestream velocity, U 0 20.4 m/s 

Kinematic viscosity, ν 1 . 65 · 10 −5 m 

2 / s 

Flow-through time, T f t 0.1 s 

Time-averaging period 0.5 s = 5 T f t 

Time-step, �t 2 · 10 −6 s = 2 . 04 · 10 −5 T f t 
esolutions, the width of the inertial range increases due to the 

educed amount of numerical dissipation. However, even on the 

nest grid, it is very narrow compared to what can be expected at 

his Reynolds number. 

In the right plot of Fig. 9 , the PSDs of u obtained in simula-

ions on all the considered grid types are shown. For all four, the 

nest grid is considered, d = δ/ 30 . To be able to show the differ-

nce in the results, the plot focuses on a narrow frequency band 

ontaining the inertial range. One can see that, as expected, using 

he hexahedral grid leads to the least amount of damping. Among 

he unstructured grids the poly-hybrid grid is marginally more dif- 

usive than the other two. However, the overall difference in the 

xhibited level of numerical diffusion among the considered grids 

s clearly very small. 

.1.4. Summary 

A concise summary of the findings of the channel flow study is 

ow given. The results on the four considered grid types are gener- 

lly similar in their level of accuracy. This allows to conclude that 

he employed grid density metric, d, is well suited for this type of 

tudy. Further support for this is given by the PSD plots in Fig. 9 ,

hich show that the level of numerical diffusion is very similar on 

ll the grid types. 

Among the unstructured grids, the best results for a given 

/δ were obtained using poly-prisms. The results on the tri-prism 

esh stand out in their relatively poor prediction of the mean fric- 

ion velocity (and thus Re τ ), which, in turn, transitions into an 

ven larger error in the turbulent shear stress. Generally, the error 

n 〈 u 〉 is also somewhat larger when the tri-prism mesh is used. 

owever, when the errors are compared with respect to the cost of 

he simulation, it turns out that the tri-prisms constitute the best 

hoice, owing to the fact that the simulations on these grids are 

ery cheap. Recall that the poly-hybrid grid was considered to eval- 

ate whether covering a part of the TBL with non-prismatic cells 

ould lead to a significant deterioration of accuracy. This turned 

ut to not be the case, and the obtained accuracy is acceptable, 

ven if subpar to that of the simulations on the poly-prism grid. 

.2. Flat-plate turbulent boundary layer 

.2.1. Simulation set-up 

The set-up of the TBL simulations is identical to that used 

n [15] . A box of size L x = 2 m, L y = 1 m, L z = 0 . 2 m constitutes

he computational domain. At the inlet ( x = 0 ), a uniform veloc-

ty profile U 0 = 20 . 4 m/s imposed, and transition is forced at x =
 . 1 m by applying random volumetric forcing (1) , as discussed in
9 
ection 3 . The reference velocity and turbulence intensity parame- 

ers in (1) are set to U 0 and 0 . 025 m 

2 / s 2 , respectively. The strip of

ells where the source term is active is 2 cm long, 3 mm high and

tretches across the whole domain in the spanwise direction. For 

he purpose of mesh generation, the flow is considered fully tur- 

ulent at x 0 = 0 . 4 m. This estimate is inserted into the following

ower law [34] to obtain the distribution of δ in the domain: 

e δ = 0 . 1222 Re 0 . 8628 
x . (3) 

ere Re δ = δU 0 /ν and Re x = xU 0 /ν, with ν = 1 . 65 · 10 −5 m 

2 / s . For

 < x 0 the thickness is considered constant for simplicity, δ = 

(x 0 ) ≈ 8 . 1 mm. 

The maximum thickness of the TBL is predicted to be δmax ≈
 . 2 cm, which leads to L y /δmax ≈ 31 . 25 and L z /δmax ≈ 6 . 25 . These 

atios are sufficiently high to avoid negative effects due to em- 

loyed boundary conditions, which are periodic in the spanwise 

irection and symmetric at the top boundary. At the outlet, a ho- 

ogeneous Neumann condition is applied to velocity and the pres- 

ure is set to 0. 

The time-step used in each simulation is �t = 2 μs. For the 

nitial conditions, the velocity and pressure fields from the WMLES 

f the same flow reported in [15] are used. Statistics were gathered 

ver a period of 0.5 s, corresponding to ≈ 5 T f t , where T f t is the

ow-through time. All the simulation parameters are summarised 

n Table 5 . 

.2.2. Grid generation 

The grid generation process follows the algorithm presented 

n Section 2.2 , with quads, polys and tris considered for mesh- 

ng the wall surface and arbitrary polyhedra used for meshing the 

reestream region. Downstream of the numerical trip ( x > 0 . 1 m), 

he resolution of the grid is set to δ/d ≈ 15 , where δ is approx- 

mated according to the power law, as discussed above. Unfortu- 

ately, higher resolutions could not be afforded due to limitations 

n the available computational resources. Upstream of x = 0 . 1 m, 
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Fig. 10. The relative error in d with respect to the employed analytical estimate. 
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Table 6 

The total number of cells, N total 
cells 

, in millions, 

in the grids used for the TBL simulations. The 

corresponding number of prismatic cells cov- 

ering the TBL region, N TBL 
cells 

, and the freestream 

region, N FS 
cells 

. The number of hours, in thou- 

sands, it would take to advance each simula- 

tion by one T f on a single core, N hours . 

N total 
cells 

N TBL 
cells 

N FS 
cells 

N hours 

Quads 11.23 6.45 4.78 4.3 

Polys 11.19 8.03 3.15 4.3 

Tris 8.59 5.59 3.00 3.6 
he mesh is rapidly coarsened, since the flow in that region is lam- 

nar and two-dimensional. 

All three surface meshes were generated in Gmesh, using the 

lgorithms discussed in Section 2 . A particularly useful feature of 

mesh is the possibility to prescribe the distribution of the mesh 

ize as an analytical functional relationship. By that means, a for- 

ula based on (3) and the chosen value of d/δ could be used as in-

ut to the meshing algorithms, resulting in a very smooth variation 

f d with x . The relative error in the distributions of d with respect 

o the analytical estimate is presented in Fig. 10 . Unfortunately, for 

he quad-prism case there is, on average, a 5% over-prediction. This 

s most likely due to the fact that the input parameter to the sur- 

ace meshing algorithm does not exactly correspond to the length 

f the catheti of the generated triangles. However, since the power 

aw (3) and the choice of x 0 are also approximate, this deviation 

s considered acceptable. In fact, it will be shown below that the 

ower law somewhat under-predicts δ, meaning that for the quad- 

rism case the ratio of d/δ is reproduced slightly more faithfully. 

To generate the volume meshes, Star-CCM+ R © was used. The re- 

ult is shown in Fig. 11 , featuring a spanwise cut through each 

f the grids in order to expose their structure. To avoid possible 

onfusion, it is stressed the quad surface mesh is unstructured, al- 

hough a significant part of the wall surface is covered by regu- 

ar squares. A major difficulty has been prescribing the variation of 

he height of the extruded prismatic layers with x . Unfortunately, 

upplying an analytical relationship as input is not supported, and 

he only straight-forward option to locally control the height is us- 

ng ‘volumetric controls’. Each control allows to specify the height’s 

alue within the boundaries of a particular shape, for example, 

 box. The approach used was then to define boxes partitioning 

he whole domain in the streamwise direction and prescribing the 

ayer height in each box. As a result, a piecewise-constant dis- 

ribution of the height following the analytical estimate could be 

chieved. To minimize the size of the jump in the height across 

eighbouring boxes, a large number of boxes, 160, was used. An 

mportant reason for why the variation of the layer height should 

e as smooth as possible is that the jump in the total height leads

o a jump in the height of the first few cells, and one of them

here, the second), serves as the sampling point for the wall model. 

 jump in h, in turn, leads to a slight jump in the predicted wall

hear stress. Here, the distribution of h is sufficiently smooth to 

void such kind of artefacts in the solution, see Fig. 13 . 

The total number of cells in each grid is provided in Table 6 .

dditionally, its decomposition into the cells covering the TBL and 

he freestream regions is given. Looking at the former, the expected 

rid size relationship between quad-, poly- and tri-prisms is ob- 

erved: the tri-prism grid contains the least amount of cells, and 
10 
he poly-prism the highest. For the poly- and tri-prism grids the 

reestream region is covered by ≈ 3 million cells, but for the quad- 

rism grid the number is higher, ≈ 4 . 78 million, which makes the 

otal size of the quad- and poly-prism grids almost equal, with the 

uad-prism grid being slightly larger. 

The cells in the freestream region are heavily clustered in a thin 

lice directly above the prismatic layers, see Fig. 11 . In Star-CCM+ R ©, 

heir total number is heavily influenced by the ‘volume growth 

ate’ user input parameter, which defines the rate of transition in 

he cell volume from the prismatic layers towards the top bound- 

ry. The same value of the growth rate was prescribed for all three 

rids, but in spite of that more cells were generated in the case of 

uad-prisms. It is difficult to say whether this is an artefact of the 

esh generation algorithm or if it is fundamentally more difficult 

o couple a generic polyhedral grid with a quad-dominated sur- 

ace mesh. The important point is that the cells constituting the 

ransition region from the TBL to the freestream may account for a 

ignificant portion of the mesh and care should be taken in defin- 

ng the properties of the grid in this region. On the one hand, it 

s attractive to keep the amount of cells in the transition region 

o a minimum to reduce simulation time. On the other hand, it 

epresents a buffer that could be useful in case the values δ are 

nderestimated. 

Table 6 also reports the simulation time metric N hours . As ex- 

ected, the simulation on the tri-prism grid is the cheapest. The 

uad- and poly-prism grid simulations N hours is roughly the same. 

ecall that a good a-priori metric of the computational complexity 

s the number of faces. The prismatic layers of the quad-prism grid 

ontain fewer faces than that of the poly-prism, but this difference 

s compensated by the larger number of cells in the freestream re- 

ion, where the cells have a large number of faces due to their 

rbitrary polyhedral shapes. 
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Fig. 11. Structure of the three grids used in the TBL simulations. In each plot, the white elements indicate the wall-surface grid, and the volume grid is cut for visualization. 

Fig. 12. Left : The relative errors in the values of Re θ obtained in the TBL simulations, as compared to a power-law estimate. Right : The values of Re θ obtained in the TBL 

simulations and the reference power-law estimate. 
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.2.3. Results 

The results of the conducted simulations are now presented. 

e note that, compared to the channel flow case, comparison with 

enchmark data is more difficult, because the outer scales of the 

ow are not defined by the geometry of the computational do- 

ain. As a consequence, the choice of the scales and the proce- 

ure to compute them can have a significant influence on the level 

f agreement with reference data. For the outer length scale, the 

ost robust choice is generally considered to be the momentum 

hickness, θ . However, in the case of WMLES this is not necessarily 
11 
he case, since computing θ involves integration across the whole 

ean velocity profile, which can exhibit erroneous values in the 

nner layer. Additionally, θ depends on the value of the free stream 

elocity U 0 , which also serves as the outer velocity scale. In prin- 

iple, U 0 is a fixed input parameter, however, in practice, the mean 

elocity profiles may locally exhibit values larger than U 0 , and it 

s thus more robust to compute U 0 as function of x as the local 

aximum of 〈 u (y ) 〉 . 
To simultaneously evaluate the procedures to compute the 

uter scales and the growth rate of the boundary layer, the evo- 
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Fig. 13. The values of the skin-friction coefficient, c f , obtained in the TBL simulations. 

Fig. 14. Error profiles in the mean streamwise velocity in TBL simulations. 
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Fig. 15. Profiles of the mean wall-normal velocity in TBL simulations. 

f
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ution of Re θ = θU 0 /ν in the streamwise direction is considered. 

he following power-law estimate connecting Re θ and Re x is used 

s reference data [34] 

e θ = 0 . 0167 · Re 0 . 846 
x + 373 . 83 . (4) 

To compare the growth across the three simulations, the ori- 

in of the x -axis is shifted to the point where Re θ ≈ 10 0 0 for each

f the simulations. The computed relative errors in Re θ with re- 

pect to the power law are shown in Fig. 12 . Due to the difficul-

ies in robustly computing θ discussed above they exhibit high- 

requency oscillations. The agreement with the power law is re- 

arkably good, the magnitudes of the errors rarely exceed 3%. No 

ignificant dependency on the type of employed grid is observed. 

he values of Re θ themselves along with the power-law estimate 

mployed are shown in the right plot of Fig. 12 . 

The accurate prediction of Re θ warrants using it as the indepen- 

ent variable when analysing the distributions of other flow quan- 

ities across the length of the plate. However, it is beneficial to first 

lter out the high-frequency errors in the obtained data so that 

hey do not propagate into the subsequent results. To that end, the 

aw Re θ values were least-square fit to a power-law function based 

n (4) : a 0 · Re 0 . 846 
x + a 1 , where a 0 and a 1 are determined by the fit.

n the remainder of this section, Re θ will refer to the fitted values 

f the quantity. 

Attention is now turned to the performance of the wall model, 

hich is evaluated by considering the values of the skin-friction 

oefficient, c f . The obtained values are shown in Fig. 13 . The 

NS data by Schlatter and Örlü [35] and a power law estimate 
12 
rom [34] are used as reference. Excellent agreement with both is 

ound. The results from all three grids exhibit a similar level of 

ccuracy, however on the poly-prism grid some oscillations in the 

alues of the wall-shear stress are observed up to Re θ ≈ 20 0 0 , as

eflected in the corresponding c f curve in the figure. 

In Fig. 14 , the obtained relative error profiles of the mean 

treamwise velocity are presented at selected values of Re θ . DNS 

ata [35] is used as reference, and similarly to the WMLES data, 

he velocity is normalized with its maximum value at the con- 
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Fig. 16. Profiles on non-zero components of the Reynolds stress tensor obtained in the TBL simulations. Solid lines: 〈 u ′ u ′ 〉 ; dashed lines: 〈 v ′ v ′ 〉 ; dash-dotted lines: 〈 w 

′ w 

′ 〉 ; 
dotted lines: 〈 u ′ v ′ 〉 . 

Fig. 17. Power spectral densities of the streamwise velocity in the TBL simulations. 
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idered streamwise location. Consequently, the values of the er- 

ors go towards zero at the edge of the TBL. The curves from the 

hree simulations are very similar. Inspection of the values close 

o the free stream reveals slight oscillations in the solution. They 

re caused by the fact that the boundary layer extends above the 

rismatic layers, and represent a significant contribution to the os- 

illations in θ along with the errors in the inner layer. Agreement 

ith the DNS is reasonably good and comparable to what is re- 

orted for channel flow at a similar resolution, see Fig. 6 . The er-

or pattern is also similar. The reference data is first over-predicted 

nd towards the edge of the TBL under-prediction is observed 

nstead. 

Unlike channel flow, in the case of the TBL the mean wall- 

ormal velocity is also non-zero, although several orders of mag- 

itude smaller than the streamwise component. Unfortunately, this 

uantity could not be predicted reliably in the conducted WMLES, 

nd the obtained fields exhibit heavy oscillations, see Fig. 15 . It is 

peculated that a denser grid is necessary to diminish them. It is 

nteresting that in spite of these oscillations the growth of the TBL 

ould be predicted correctly. 

The profiles of the components of the Reynolds-stress tensor 

re analysed next. We do not consider the relative errors here 

ue to the fact that the stresses decay to zero quite fast towards 

he edge of the TBL, and the relative error becomes a poor met- 

ic. The obtained results are shown in Fig. 16 . As with the other

uantities, the accuracy appears to be independent of the type of 
t

13 
rid employed. The least accurately predicted component is 〈 u ′ u ′ 〉 , 
hereas the other two diagonal components are captured quite 

ell. The turbulent shear stress exhibits a different error pattern 

ompared to channel flow. This is due to the fact that here 〈 u ′ v ′ 〉
s not directly coupled to the values of u τ . The near-wall peak is 

redicted quite accurately, but the values further above are slightly 

nder-predicted. 

Finally, the PSDs of the streamwise velocity fluctuations are 

onsidered. The same computational procedure as for channel flow 

as been used to obtain the estimates. Fifty probes uniformly dis- 

ributed along the spanwise direction were used to collect the data 

or each considered streamwise location. The wall-normal position 

f the probes is y ≈ 0 . 5 δ(x ) . The results are shown in Fig. 17 , with

he plots zoomed in on the inertial subrange. No substantial de- 

endency of the PSD on the grid type is observed, although a 

arginally smaller level of dissipation is obtained on the quad- 

rism grid. 

.2.4. Summary 

Largely, the outcomes of the TBL study confirm what was pre- 

iously observed for channel flow. All three unstructured grids led 

o very similar results with respect to all the considered quanti- 

ies. Agreement with WMLES results of the same flow reported 

n [15] is also good. Furthermore, even though flat-plate TBL flow 

s more difficult to predict than channel flow due to the distribu- 

ion of δ being a simulation outcome instead of a geometric pa- 
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ameter, the achieved accuracy is similar. Since no grid type led to 

mproved predictions, it can be argued that the selection should be 

ade based on computational cost, meaning that the tri-prism grid 

onstitutes the optimal choice. Finally, the inability of the WMLES 

o capture 〈 v 〉 raises a concern. It would be interesting to see if the

ssue persists at grid resolutions higher than d = δ/ 15 . 

. Conclusions 

This study presents a careful evaluation of the predictive accu- 

acy of WMLES on unstructured grids. To that end, we propose: 

) A mesh construction strategy that relates the resolution of the 

esh to the local outer scale of the flow. ii) A mesh resolution 

etric based on cell-centre distance that is suitable for compar- 

tive analysis of results obtained on meshes with different cell 

opology. 

Results from channel flow and flat-plate TBL simulations clearly 

how that unstructured prismatic meshes, constructed according to 

he proposed strategy, can be used for WMLES without any signifi- 

ant impediment to accuracy as compared to results on structured 

exahedral meshes. 

Three candidates for the base shape of the prisms are con- 

idered in the study: triangles, quadrilaterals and hexagons. The 

hoice of the shape did not have a significant impact on the re- 

ults, although in the case of channel flow using triangular prisms 

id lead to slight deterioration of accuracy. Consequently, the se- 

ection of the shape can be guided by practical concerns, of which, 

rguably, the most important one is the simulation cost. From that 

erspective, triangular prisms constitute the superior choice be- 

ause it minimizes both the number of cells and the number of 

aces per cell. Another important guideline for choosing the base 

hape is simply the quality of the produced grid for the geometry 

t hand. Here it was only necessary to discretize planar surfaces, 

herefore excellent quality was easy to achieve with all the consid- 

red shape options, but for a practical case the situation is likely 

o be different. 

A possible direction of future work is to see how strongly 

he accuracy of the results deteriorates when the quality of the 

risms is worsened, i.e. when the underlying surface mesh con- 

ains skewed and non-orthogonal cells. Also, robustness with re- 

pect to the dissipativity of the employed numerics would be in- 

eresting to study. Both to see whether good accuracy can still be 

chieved with more dissipative schemes, and whether simulations 

ould be kept stable when less dissipation is introduced. The next 

tep in the complexity of the flow problem would be TBLs over 

urved surfaces and affected by pressure gradients. 
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