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Abstract
This work derives an incompressible variational multiscales time-averaged
Navier–Stokes (NS) formulation that aims at obtaining accurate steady state
solutions. Rather than using the standard time instantaneous velocity and pres-
sure, the new formulation devises a time averaging procedure based on rewriting
and solving the NS equations in terms of the newly defined time-averaged veloc-
ity and pressure. Hence, the method could be understood as a convenient change
of variable so that the problem is rewritten directly in terms of the steady state
quantities. The important advantage of such a point of view is that it can in
principle be applied to any other formulation. Such time averaging procedure
is complemented by two time step modification strategies in order to accelerate
the convergence to the steady state. The guidelines of an integrated frame-
work are presented in the article, starting with the description of the proposed
numerical technique applied to general incompressible flows. The explanation
is enhanced with a one-dimensional (1D) nonlinear oscillator example. Several
results are presented concerning analytical benchmarks, simulation of flows
in laminar, transitional and turbulent regimes with and without an inherently
steady solution.
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1 INTRODUCTION AND MOTIVATION

1.1 Background

Though computational fluid dynamics (CFD) is a relatively young principle. It is used today in the design phase of a
wide variety of technical applications ranging from the automotive or aircraft industries to wind power generation. It
is well known among all CFD disciplines that the simulation of turbulent fluid flows is always a problem because it
is difficult to accurately predict the main characteristic features of such chaotic flows. When turbulence is present, it
appears to dominate all other flow phenomena and improve mass, momentum transfer and energy dissipation. Because
This project was conducted in cooperation with International Centre for Numerical Methods in Engineering (CIMNE).

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any medium,
provided the original work is properly cited, the use is non-commercial and no modifications or adaptations are made.
© 2021 The Authors. International Journal for Numerical Methods in Fluids published by John Wiley & Sons Ltd.

Int J Numer Meth Fluids. 2021;1–42. wileyonlinelibrary.com/journal/fld 1

https://orcid.org/0000-0002-2210-4455
https://orcid.org/0000-0001-8270-7170
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1002%2Ffld.4964&domain=pdf&date_stamp=2021-03-30


2 ZHAO et al.

of this complex and chaotic nature of turbulence flows, there are hardly any analytical solutions and the turbulences must
therefore be modeled.

The turbulence can be categorized into three scales: the large scale, which accounts for the most momentum and
energy transfer; the small scale, in which the energy dissipates; and the immediate scale which acts as energy transfer
between the two scales.

In order to fully resolve the entire turbulent lengths and time scales, an extremely fine grid and small time steps are
required to achieve a complete spatial and temporal resolution. This approach is known as direct numerical simulation
(DNS) and requires an enormous and often prohibitive computational effort. As a result, even today this is only possible
for flows with low Reynolds numbers.

Considering that goal of turbulence modeling in practice is to get a proper representation of the main flow features at
a low computational cost, rather than a full representation of the turbulence, DNS is rarely used. Such a representation
can either be one of the mean values or extremes. In the former case, the flow can be solved by directly calculating the
statistical average of the solution. This is known as the Reynolds-averaged Navier–Stokes (RANS) approach, in which the
flow quantities are decomposed into a statistical average and a fluctuation part in time. On the other hand, if instantaneous
quantities are desired, a spatial filter is used instead of the temporal filter, which means that the flow quantities are
decomposed into a resolved filtered part and a modeled subgrid-filtered part, leading to the known subgrid-scale modeling
(SGS) approach.

One of the best-known techniques in the SGS family is the large Eddy simulation (LES) method, which is viewed as
a compromise between accuracy and computational cost. Only large flow features, which are dependent on geometry
and boundary conditions, are resolved directly, so that the small flow motions, which can be solved universally, inde-
pendently of the problem and usually in a computationally intensive manner, can be modeled by an SGS model. LES
techniques are gaining increasing attention in the CFD community due to their high accuracy and reliability in predicting
turbulence.

Currently, the most widely used formulation in the industry is the finite volume RANS solver with second-order
accuracy. Still, there are a large number of industrial CFD applications where flows with massive separation occur, while
RANS models have had limited success in predicting steady flow. LES techniques are therefore addressed to predict such
complex turbulent flow patterns.1

1.2 Motivation

Time averaging solution represents a very interesting alternative for the case of bluff bodies. The time averaged equations
can also be very interesting in connection with optimization, for example with minimizing wind load of high-rise struc-
tures or the optimizing the shale of automotive or aircraft structures. Roughly speaking, the main problem in such studies
can be reduced to decrease the fluid forces exerted on the structure. This usually implies solving many trial models and
configurations toward the most efficient and sustainable design. To speed up such design processes, faster steady solvers
are likely to be employed, since in most cases only the net effects of turbulent fluctuations are relevant. As mentioned
above, RANS is one of the most widely used solutions in industrial applications, because the average of the fluctuating
part of the flow quantities is zero and the average of the temporally averaged part is kept the same, which means that the
stationary solution can be obtained with less effort.

Whenever unsteady effects occur in flow analysis, steady solvers will have difficulties getting a converged result.
In no particular order, such unsteady effects can be classified as follows. First, the waves formed on free surfaces
can exhibit oscillatory effects that lead to unsteady motion. A second important topic is the large pressure surges
that are generated by flows that are rapidly brought to rest. The third class of unsteady flows is inherently unstable,
although steady boundary conditions are applied. A classic example of the latter is the flow of liquid past a circular
cylinder.2

In these cases, unsteady formulations, such as unsteady Reynolds-averaged Navier–Stokes (URANS) and LES are usu-
ally applied to obtain time instantaneous flow quantities. Then, time averaged results can be obtained as postprocessing
of such a time instantaneous solution. However, this procedure is much more time consuming as it typically requires
more human and computational resources than the steady formulation alternatives. In addition, as the number of simu-
lations required increases due to a large number of design parameters to be tested, its use becomes impossible. Last but
not least, special care must be taken when selecting the turbulence models for the URANS solution. Otherwise, the result
obtained can differ considerably from the actual flow behavior.
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In this context, a fast, robust, universal steady solver capable of deriving a time averaged steady solution as well as if it
had been averaged from the time instantaneous data is of interest for its practical application in solving practical technical
problems. From a theoretical point of view, it is also interesting to investigate the existence and the accuracy of this time
averaged steady solution.

1.3 Objectives

This article aims to derive a new steady state formulation based on rewriting the Navier–Stokes (NS) equations with the
time averaged flow quantities. In a sense, this can be thought of as a kind of RANS model where the closing equations
are based solely on numerical correlations. The concept of this averaging technique is based on the observation that
there is always a a posteriori steady solution (provided that the flow field is averaged over a sufficient time span). Solving
the NS equations, in which the instantaneous quantities are replaced by time averaged ones, will therefore leads to a
steady solution. Although the time accurate and time averaged formulations describe the same physics, the latter has
the advantage of having a better conditioned matrix system so that it is inherently easier to solve. Another advantage
of this averaging technique over the time-instantaneous solver is that the time step can be increased to accelerate the
convergence to the steady state since only the steady state solution is desired, while for the transient solver, increasing
the time step may cause instability problems.

The following describes how the article is organized. First the formulation and the time averaging technique are
presented. After that, the proposed technique will be applied to an academic example (1D nonlinear oscillator) to test
its capabilities and facilitate discussion. In the following sections, the accuracy and robustness of the time averaging
technique presented will be examined using reference flow problems with and without a steady solution. In addition,
some acceleration methods based on the time step size increment are analyzed and compared with the reference solutions.
The last chapter summarizes the most important results and achievements of the work.

All the formulations presented in this work have been implemented within the open source finite element (FE)
framework KratosMultiphysics (a.k.a. Kratos).3,4 Kratos is completely object-oriented and written in C++ with a Python
interface. It also offers shared (OpenMP) and distributed (MPI) parallelization capabilities. Matplotlib, GiD and ParaView
have been used for the postprocessing of the results.

2 FORMULATION

Fluid flows are mainly characterized by the fluid properties (viscosity, compressibility), by the object geometry, which
influences the spatial variations, and by the time variations or unsteadiness. All these factors are taken into account simul-
taneously by the NS equations. However, only a few flow problems can be solved analytically using such a mathematical
model, and these are either laminar flows or flows around simple geometries, which implies introducing multiple simpli-
fying assumptions. For more complex flow problems, which attempt to represent viscous effects and resolve turbulence,
the NS equations need to be solved using approximating techniques (numerical methods).

In the following, the viscous incompressible NS equations will be derived and its discretization using the finite element
method (FEM) together with the variational multiscale stabilization method (VMS) is presented.

2.1 The NS equations

The NS equations are derived from the laws of mass and momentum conservations. The former implies that mass within
a fluid system is preserved and never created nor destroyed if there are no mass sources or sinks. The latter states the force
equilibrium, which is to say that the rate of change in momentum of a fluid system is equal to the net forces acting on it.

With u denoting the velocity, p the pressure, 𝝈 the Cauchy stress tensor, 𝜌 the fluid density, f the body forces and
𝜕(⋅)/𝜕t the partial time derivative, the incompressible NS equations in the fluid domain Ω are given as:

𝜌
𝜕u
𝜕t

− 𝛁 ⋅ 𝝈 + 𝜌u ⋅ 𝛁u = f in Ω, (1a)

∇ ⋅ u = 0 in Ω. (1b)

https://github.com/KratosMultiphysics
https://matplotlib.org/
https://www.gidhome.com/
https://www.paraview.org/


4 ZHAO et al.

The problem above is only well defined when proper initial and boundary conditions are provided. These are:

u = u0 in Ω, t = 0, (2a)

u = u on ΓD × [0,T], (2b)

t = t in ΓN × [0,T]. (2c)

where u0 is the initial velocity field, ΓD denotes the Dirichlet boundary and ΓN denotes the Neumann boundary. u is the
velocity imposed on ΓD and t is the Cauchy traction vector, the definition of which is t = 𝝈 ⋅ n, with n being the surface
outer normal vector and t the imposed traction on the Neumann boundary ΓN .

In this work, only isotropic incompressible fluids are considered. This allows to reduce the Cauchy stress
tensor to:

𝝈 = −pI + 𝝉 , (3)

where I is the second-order identity tensor and 𝝉 is the viscous shear stress tensor. For a Newtonian fluid, the viscous
shear stress is defined as

𝝉 = 2𝜇
(
𝛁su − 1

3
(∇ ⋅ u)

)
(4)

with 𝜇 being the dynamic viscosity of the fluid and 𝛁su the symmetric gradient of velocity, which is computed as

𝛁su = 1
2
(
𝛁u + (𝛁u)T) . (5)

By substituting the Cauchy stress tensor definition in Equation (3) into the NS equations in Equation (1a), the
well-known NS equations for purely incompressible Newtonian fluids are obtained as:

𝜌
𝜕u
𝜕t

+ ∇p − ∇ ⋅ 2𝜇
(
∇su − 1

3
(∇ ⋅ u)

)
+ 𝜌u ⋅ 𝛁u = f, (6a)

𝛁 ⋅ u = 0. (6b)

2.2 Weak form of NS equations

The Navier–Stokes equations can be approximated with different numerical techniques, among which the most extended
one is the finite volume method (FVM). This discretization method, often used alongside with RANS models, has the
advantage of preserving the conservation of mass and momentum inside each cell thanks to the nature of its formula-
tion, so that no extra stabilization is needed. The FEM provides a much different formulation governed by the principle
of minimum energy. For any boundary value problem, this principle guarantees that the obtained solution is the one that
minimizes the total energy. A major difference between the FEM and the FVM approaches is that the FEM adopts the
weak form of the governing equations instead of the integral form in the FVM.5 Moreover, the FEM features a polyno-
mial approximation of the integrated quantities. This is achieved by means of the so-called shape functions, which are
continuous from one element to its neighbors. The FEM additionally needs to take the stability conditions into account,
which adds further complexity to its formulation. In this work, the FEM method, in combination with the VMS stabiliza-
tion technique, is employed. In the following, this stabilized FE formulation for the viscous incompressible NS equations
is derived.

In the FE formulation of the NS equations, the mass and momentum are only preserved in a weak sense, which
means that only the integral of the conversation equations over the problem domain is preserved. This is expressed by the
so-called weak form of the problem, which is obtained by multiplying the integral form of the momentum conservation
equations by a velocity test function w, defined to be zero on the Dirichlet boundary ΓD, and the mass conservation
equation by a pressure test function q. Thus, the weak form of the NS equations reads as:
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∫Ω
w ⋅

(
𝜌
𝜕u
𝜕t

− ∇ ⋅ 𝝈 + 𝜌u ⋅ 𝛁u
)

dΩ = ∫Ω
w ⋅ f dΩ, (7a)

∫Ω
q∇ ⋅ u dΩ = 0. (7b)

Equation (7a) is integrated by parts to make it possible to apply Neumann boundary conditions. After this operation to
the weak form of the momentum conservation equation, the final weak form of the NS equations is obtained as:

∫Ω
w ⋅

(
𝜌
𝜕u
𝜕t

+ 𝜌u ⋅ 𝛁u
)

dΩ + ∫Ω
∇sw ∶ 2𝜇

(
𝛁su − 1

3
(∇ ⋅ u)

)
dΩ − ∫Ω

p𝛁 ⋅ w dΩ = ∫Ω
w ⋅ f dΩ + ∫ΓN

w ⋅ t dΓ, (8a)

∫Ω
q𝛁 ⋅ u dΩ = 0. (8b)

As mentioned above, the complex nature of turbulent flows (three-dimensional [3D], high unsteadiness, and com-
plex flow patterns at a multitude of different sizes) requires a prohibitive amount of elements and time steps to properly
represent the full range of turbulent motions, even at a moderately low Reynolds number. To avoid the use of such a
DNS approach, it is required to model the small unresolved scales, since only large scales can be afforded to be resolved.
One of the most common turbulence modeling techniques is the LES, which separates the small scales from the large
scales through a spatial convolutional filter. The assumptions taken to perform such convolution is known to imply
nonnegligible errors in bounded domains.6,7

In this context, a promising idea to avoid these problems is to separate turbulent scales into appropriate spaces using
variational projections, which leads to the aforementioned VMS methods.

2.3 VMS methods

The VMS method was first proposed by Hughes.8 The main idea of the method is to decompose the FE space into the
sum of coarse (large) and fine (small) scale components, which are related by a projection operation. In the following,
the derivation of the variational form of the viscous incompressible NS together with a VMS stabilization technique is
presented.

Denoting the large-scale magnitudes with a subscript (⋅)h and the small scale (or subscale) ones with a subscript (⋅)s,
the flow quantities be decomposed into

u = uh + us, (9a)

p = ph + ps. (9b)

The same decomposition can also be applied to the test functions as

w = wh + ws, (10a)

q = qh + qs. (10b)

The large-scale solutions uh ∈W h ⊂W and ph ∈Qh ⊂Q are defined in the finite-dimensional space W h and Qh and the
subscale solutions us ∈W s ⊂W and ps ∈Qs ⊂Q the complement of the small scale solution in the infinite L2 space. It
holds:

W = Wh ⊕ Ws, Q = Wh ⊕ Qs. (11)

Rewriting the NS equations in the residual form:

Rm(u, p) = f − 𝜌
𝜕u
𝜕t

− 𝜌u ⋅ ∇u − ∇p + 2𝜇∇ ⋅ (∇su − 1
3
(∇ ⋅ u)I), (12a)

Rc(u) = −∇ ⋅ u (12b)
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with Rm(u, p) denoting the residual of the momentum conservation equation and Rc(u, p) denoting the residual of the
continuity equation, the weak form of the set of NS equations can be rewritten as follows:(

w,Rm(u, p)
)
Ω = 0, (13a)(

q,Rc(u)
)
Ω = 0. (13b)

Extra equations are required to solve the unknown subscale variables. These subscale equations can then be written in
terms of the residual form of the NS equations applied to the large-scale variables Rm(uh, ph) and Rc(uh):

𝜌u ⋅ ∇us + ∇ps − 2𝜇∇ ⋅
(
∇sus −

1
3
(∇ ⋅ us) I

)
= Rm(uh, ph) − 𝝃h, (14a)

∇ ⋅ us = Rc(uh) − 𝛿h (14b)

with 𝝃h and 𝛿h depending on the projection from the continuous L2 to the subscale space, chosen in such a way that
the right-hand sides of Equations (14a) and (14b) belong to the corresponding small scale space W s and Qs. Since
the small scale spaces are as well infinite as the continuous space, Equations (14a) and (14b) need to be approxi-
mated before they can be solved. In practice, the definition of an approximate small scale space corresponds to a
choice of projectors from the L2 to the subscale space. The simplest and most straightforward projection is to the
identity projection, which is equivalently to 𝝃h = 0 and 𝛿h = 0. This approach is known as the algebraic subgrid scale
(ASGS) method.

Since the calculation of 𝝃h and 𝛿h is coupled with the FE solutions uh and ph, it will either double the number of nodal
degrees of freedom of the problem, or require additional implementation to solve it in a staggered way. In practice, since
that the NS equations are nonlinear and have to be solved iteratively anyway, the projection problem can be implemented
in a staggered way, updating the projections after each nonlinear NS iteration. Therefore, the problem for the small scales,
given by Equation (14), is usually not solved. Instead, they are usually approximated by an expression of the form:

𝜌
𝜕us

𝜕t
+ 1

𝝉u
us ≈ Rm(uh, ph) − 𝝃h, (15a)

1
𝜏p

ps ≈ Rc(uh) − 𝛿h, (15b)

where second-order tensor 𝝉u and the scalar 𝜏p, known as stabilization parameters, are algorithmic quantities that need
to be modeled. A motivation for Equation (15) can be found in Reference 9, where the parameters in Equation (15)
are designed to ensure that the L2 norm of the modeled subscale variables and the exact small scale values are equiva-
lent. While Equation (15) represents the complete small scale model derived from the dynamic NS equations, there are
many VMS formulations in the literature, where the time variation of the velocity small scale model is be neglected. This
approach is called quasi-static small scale model, which is advantageous to employ when a steady state solution is desired.
With the quasi-static small scale model that the small scales can be defined as:

us ≈ 𝝉uRm(uh, ph − 𝝃h), (16a)

ps ≈ 𝜏pRc(uh − 𝛿h). (16b)

The equations above assume that the velocity small scales us adapt automatically to the large-scale residuals Rm and Rc.
In order to complete the formulation, a definition for the stabilization parameters is required. Following the approach
described in Reference 10, the velocity stabilization parameter 𝝉u is taken to be a diagonal matrix 𝝉u = 𝜏uI while 𝜏u and
𝜏p are defined as

𝜏u =
(

c1𝜇

h2 + c2𝜌||uh||
h

)−1

, (17a)

𝜏p = h2

c1𝜏u
, (17b)
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where c1 and c2 are constant, which are commonly defined as c1 = 4, c2 = 2 for linear elements and h is the characteristic
element size. With the small scale model defined, the final Galerkin residual weak form can be derived, which is written
as follows:

∫Ω
wh𝜌

(
𝜕uh

𝜕t
+ uh∇ ⋅ uh

)
dΩ

+ ∫Ω
∇swh ∶ 2𝜇

(
∇suh −

1
3
(∇ ⋅ uh)I

)
dΩ − ∫Ω

(∇ ⋅ wh)ph dΩ

− ∫Ω
𝜌(uh ⋅ 𝛁wh)𝝉uRm(uh,ph) dΩ

− ∫Ω
∇ ⋅ wh𝜏pRc(uh) dΩ

= ∫Ω
whf dΩ + ∫ΓN

wht dΓ, (18a)

∫Ω
qh∇ ⋅ uh dΩ − ∫Ω

∇qh𝝉uRm(uh, ph) dΩ = 0, (18b)

where t = (2𝜇 ∶ 𝛁suh − phI) ⋅ n is the Cauchy traction vector with n the boundary outwards unit vector. ΓN is the Neu-
mann boundary. The first two rows in Equation (18a) in combination with its right-hand side, constitute the standard
Galerkin discretization of the momentum equation. The third row in Equation (18a) model the velocity small scale on
the large-scale equations, while the last row of Equation (18a) represents the effect of pressure small scales. Analogously,
the first term of Equation (18b) represents the Galerkin weak form of the incompressibility equation, while the second
term models the effect of the small scales in mass conservation.

2.4 Discretization

Before the VMS equation in Equation (18) can be solved numerically, it first need to be discretize in space and time.
Introducing a FE partitionΩh for domainΩ, the large scale part of the solution, uh and ph can be approximated by standard
FE basis functions as

uh =
nn∑
i=1

Ni(x)ui, (19a)

ph =
nn∑
i=1

Ni(x)pi, (19b)

where nn represents the number of nodes in the FE mesh, ui and pi are the nodal values of the large-scale variables uh
and ph, respectively, Ni represents the standard FE basis function associated to node i and Ni its vectorial counterpart.
For a quasi-static ASGS formulation, the algebraic discrete form of Equation (18) is

[M + Sm(𝝉u,uh)]U̇ + [C(uh) + K + Su(𝝉u,uh) + Hu(𝝉u))]U + [G + Sp(𝝉u,uh)]P = F + T + Sf (𝝉u,uh), (20a)

Qm(𝝉u)U̇ + [D + Qu(𝝉u,u)]U + Qp(𝝉u)P = Qf (𝝉u), (20b)

where U, U̇ and P are the vectors of nodal velocity, acceleration and pressure, respectively. Equation (20) is the discrete
version of the Equation (18) and can be built from the assembly of elemental contributions. In general, a matrix A is
constructed by the FE assembly of elemental matrices of the form Ae. The standard Galerkin terms and the stabilization
terms in Equation (20) are given in the Appendix A. For detailed derivations, please refer to Cotela.11 Without loss of
generality, Equation (20) can be rewritten into an equivalent matrix form:11

M̃

[
U̇
0

]
+ C̃

[
U
P

]
= F̃. (21)
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The Equation (21) still requires to be discretized in time. Here a second-order backward differentiation formula
(BDF2)12 is applied owing to its reported stability and accuracy in similar problems.13,14 For a constant time step Δt, the
BDF2 approximation of the acceleration U̇n+1 reads

U̇n+1 = 1
Δt

(3
2

Un+1 − 2Un + 1
2

Un−1

)
. (22)

In order to reduce the simulation time or to alleviate some stability issues it might be convenient to use an adaptive
BDF2 formula with varying time step. In the context of this article, using an adaptive BDF2 formula will make possible
to accelerate the simulation wall time required by time averaging procedure to reach convergence. Hence, the time step
size ratio rn+1 = Δtn+1∕Δtn, which is computed from the current and previous time steps Δtn+1 = tn+1 − tn and Δtn =
tn − tn−1 is introduced. This allows to write the adaptive time step BDF2 formula, which is described for instance in
Reference 15, as

U̇n+1 =
(

1 + 2rn+1

Δtn+1(1 + rn+1)

)
Un+1 −

(
1 + rn+1

Δtn+1

)
Un +

(
rn+1

2

Δtn+1(1 + rn+1)

)
Un−1. (23)

By further introducing the following notation for the adaptive BDF2 coefficients

𝜔0 = 1 + 2rn+1

Δtn+1 (1 + rn+1)

𝜔1 = −1 + rn+1

Δtn+1

𝜔2 = rn+1
2

Δtn+1 (1 + rn+1)
(24)

in which the n+ 1 subscript is omitted to reduce the clutter, the Equation (21) can be discretized in time as

(
𝜔0M̃ + C̃

)[Un+1

Pn+1

]
= F̃ − 𝜔1M̃

[
Un

0

]
− 𝜔2M̃

[
Un−1

0

]
. (25)

3 TIME AVERAGING TECHNIQUE

In RANS formulations, flow variables are decomposed into a temporally averaged component and an instantaneous fluc-
tuation from the temporal mean. While the temporally averaged variables are solved, the instantaneous fluctuation needs
to be modeled as a result of the closure problem. Unlike the RANS formulation, the flow variables are temporally aver-
aged with the instantaneous fluctuations. If a transient problem is solved, temporally averaging the flow quantities in a
posteriori will always deliver a result, in which a steady solution exists in the sense that the time averaged value of the
flow quantities does not vary in time, given that the time in which the flow variables are averaged is sufficiently long.
This observation brings up the question of whether the flow variables can be averaged in a priori and solved directly with
these time averaged variables. And if the flow problem can be indeed solved with the time averaged variables, what are
the advantages of solving with time averaged quantities. In the following, these questions will be answered.

3.1 Time averaged NS VMS formulation

Assuming an instantaneous flow solution is available, the time averaged solution of such instantaneous solution can
be defined as the sum of the solutions at each instantaneous time slice weighted by its time step over the entire time.
Following this definition, the averaged velocity un+1 and pressure pn+1 at time step n+ 1 with a variable time step size
Δtn+1 can be defined as follows

un+1 =
∑n+1

i=1 uiΔti

tn+1
, (26a)



ZHAO et al. 9

pn+1 =
∑n+1

i=1 piΔti

tn+1
, (26b)

where the overbar (•) denotes the time averaged quantities, ui and pi are the time instantaneous velocity and pressure at
time step i and Δti is the corresponding time step size.

To solve the flow equations with solely time averaged quantities, instantaneous flow quantities need to be replaced by
time averaged quantities. Solving at time step n+ 1, the instantaneous quantities can be expressed as a linear combination
of the time averaged quantities at time step n+ 1 and n as

un+1 = 𝛼n+1un+1 + 𝛽n+1un, (27a)

pn+1 = 𝛼n+1pn+1 + 𝛽n+1pn (27b)

with 𝛼n+1 and 𝛽n+1 being constant factors at time step n+ 1. The values of 𝛼n+1 and 𝛽n+1 can be easily obtained by decom-
posing one of the averaged quantities into a time averaged part and an time instantaneous one. By doing so for un+1 it is
obtained that

un+1 =
Δtn+1un+1 +

∑n
i=1 uiΔti

tn+1
.

By applying the average definition in Equation (26), the previous equation can be equivalently expressed as

un+1 = Δtn+1

tn+1
un+1 +

tn

tn+1
un → un+1 = tn+1

Δtn+1
un+1 −

tn

Δtn+1
un. (28)

Comparing Equation (28) with Equation (27) shows that the 𝛼n+1 and 𝛽n+1 factors can be computed for any time
averaged variable as

𝛼n+1 = tn+1

Δtn+1
, (29a)

𝛽n+1 = − tn

Δtn+1
. (29b)

Finally, instead of solving Equation (25) with the time instantaneous quantities, the system of equations is rearranged
in order to directly solve with the time averaged magnitudes. After introducing the definitions in Equation (27b), the time
averaged system of equations reads

(
𝜔0M̃ + C̃

)[Un+1 Un

Pn+1 Pn

][
𝛼n+1

𝛽n+1

]
= F̃ − 𝜔1M̃

[
Un Un−1

0 0

][
𝛼n

𝛽n

]
− 𝜔2M̃

[
Un−1 Un−2

0 0

][
𝛼n−1

𝛽n−1

]
. (30)

3.2 Steady state measurement

Any fluid can be considered steady when all the characteristic quantities do not vary in time. In continuous time, this
means that the time derivative of all the flow quantities remains zero. In discrete time, this can be understood as a constant
zero difference in the flow quantifies between the current step and the previous one.

Taking into account that absolutely steady flow rarely occur, it is more appropriate to refer to quasi-steady flows, in
which the overall changes taking place over a period of time is considerably small. This can even occur for turbulent
flows, which feature a continuous variation in the characteristic flow quantities due to the irregular motions of the fluid
particles. However, despite such instantaneous fluctuations, the mean value of the instantaneous quantities can reach a
quasi-steady state, which can be interpreted as steady-in-mean or a time averaged steady state, when a sufficiently long
time period is given.
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Following the previous definition of a discrete in time steady flow, it can be said the time averaged steady in a discrete
time is reached when

‖‖‖‖‖∫Ω(un+1 − un)dΩ
Δt

‖‖‖‖‖ < 𝜀 (31a)

|||∫Ω(pn+1 − pn)dΩ
Δt

||| < 𝜀. (31b)

with 𝜀≥ 0 sufficiently small.
Taken the space discretization into account, an overall time averaged steady state in a computational domain is

reached when the sum of the rate of change of the flow quantities inside all elements converges to zero. Here two mon-
itoring quantities are introduced to measure the steadiness. The first one is the magnitude of the rate of change in time
averaged velocity |u̇| while the second one is the absolute value of the rate of change in time averaged pressure |ṗ|. |u̇|
and |ṗ| can be mathematically expressed as

‖‖‖u̇‖‖‖ = 1
A

nn∑
i=1

‖‖‖‖‖ui
n+1 − ui

n

Δtn

‖‖‖‖‖Ai. (32a)

|ṗ| = 1
A

nn∑
i=1

|||pi
n+1 − pi

n

Δtn

|||Ai, (33a)

where Ai is the nodal area (volume) at node i and A is the area (volume) of the entire computational domain.

3.3 Time averaging acceleration

For solutions of NS equations with different time scales, that is, solutions that change rapidly in some regions of the
time domain while slowly changing in other regions, it is often beneficial to employ variable step sizes in order to obtain
accurate and computationally efficient results. For example, small time steps may be required to capture rapidly changing
initial solutions, while large time steps may be desirable to capture the subsequent, slowly changing, long-term evolution
of the system.16 Since the change time averaged quantities is slowing down as time evolves, the time step size can be
enlarged to accelerate the convergence towards the steady state.

In this article, two acceleration formulations were investigated. Both time step acceleration strategies start with a time
step size satisfying an initial Courant–Friedrichs–Lewy (CFL) number equal to 1. It is assumed that the CFL number
of the problem equals the maximum element-wise CFL number, which is computed from each component of the ele-
ment velocity projected along the corresponding element size. For a computational mesh Ωe, this can be mathematically
expressed as

CFL = Δt max
e∈Ωe

( nd∑
d=1

ue
xd

he
d

)
, (34)

where nd is the problem dimension (2 in 2D and 3 in 3D), ue
xd

is the d-component of element velocity (i.e., midpoint
velocity) and he

d is the element size in the xd direction.
The previous definition of the CFL number allows to propose the next two following strategies to calculate the varying

time step size Δtn+1:

3.3.1 Exponential growth

The first strategy for the time step acceleration is to use a geometric progression. Hence, the current time step size Δtn+1
is obtained from the previous one Δtn and the user-defined time step ratio r as

Δtn+1 = Δtnr. (35)
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Given the initial time step size Δt0, the current time tn+ 1 can be also computed as

tn+1 =
n∑

i=0
Δti+1 = Δt0

n∑
i=0

ri+1. (36)

3.3.2 Linear interpolation

The second time step acceleration strategy is based on a linear interpolation of the CFL number. Thus, the sought CFL
number at the current time step CFLn+1 is defined from the linear interpolation of the user-defined maximum and
minimum CFL numbers CFLmax and CFLmin as

CFLn+1 = CFLmin + tn

tend
(CFLmax − CFLmin) (37)

with tend being the simulation end time. Then CFLn+1 is employed to obtain the current time step size Δtn+1. Derived
from Equation (34), it holds

Δtn+1 = CFLn+1

max
e ∈ Ωe

(∑nd
d = 1

ue
xd

he
d

) (38)

from which the next simulation time can be obtained as tn+1 = tn + Δtn+1. The effect of the time step size acceleration is
analyzed based on the backward facing step (BFS) case, the results of which are discussed in Section 5.

3.4 Time step stabilization

While it is computationally expensive to obtain results with a small time step size, a large step size can lead
to nonphysical oscillations, which may eventually compromise the convergence of the numerical simulation.
In consequence, it is commonly difficult to balance fast convergence and stability. This becomes even worse
when the time discretization scheme is not unconditionally stable and time step size is limited by a stability
condition.

Even though the time averaged formulation tolerates better large time steps, allowing thus to accelerate the
time step by degrees, it can still suffer from stability problems coming from an aggressive time step size accelera-
tion strategy. In Reference 17 Jannelli and Fazio suggest the use of a monitoring function to automate the selection
of the time step size in problems involving stiff ODEs. In Reference 18 this approach is generalized to nonlinear
PDEs.

Based on these ideas, the approach in Equation (39) is proceeded. If the monitor function 𝜂n indicates that a time step
is too large, that is, 𝜂n > 𝜂max, the time step size at next time step will be reduced. On the contrary, if 𝜂n < 𝜂min, the step
size will be increased for the next time step with a chosen acceleration strategy. If these conditions do not hold, meaning
that 𝜂min ≤ 𝜂n ≤ 𝜂max, the time step size remains constant

Δtn+1 =
⎧⎪⎨⎪⎩

f (Δtn) 𝜂n < 𝜂min,

Δtn 𝜂min ≤ 𝜂n ≤ 𝜂max,

g(Δtn) 𝜂n > 𝜂max

(39)

where f (Δtn) is a monotonically increasing function with respect to Δtn while g(Δtn) is a monotonically decreasing func-
tion. In the case of exponentially growing time step size, f = rΔtn and g = r−1Δtn with r > 1. In the case of linearly growing
CFL number, f = Δtn + Δtc and f = Δtn − Δtc with Δtc > 0. For the monitor function, Jannelli and Fazio17 and Denner18

chose the relative change of the velocity after each time step. In this article, the number of nonlinear iterations of the
Newton–Raphson strategy is used instead.
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4 TIME AVERAGING TECHNIQUE ON NONLINEAR OSCILLATOR

To demonstrate the concept and advantages of the proposed time averaging technique is first applied to the 1D nonlinear
oscillator problem

Mü(t) + Cu̇(t) + K(u)u(t) = F, u(0) = u0, u̇(0) = v0 (40)

in which u is the displacement, M is the mass, C is the damping coefficient, K is the stiffness and F the external force. The
initial displacement u0 and velocity v0 are assumed to be given. Defining the velocity v allows to rewrite the second-order
ODE in Equation (40) into a system of first-order ODEs as{

v̇(t) = 1
M
(F − Cv(t) − K(u)u(t))

u̇(t) = v(t)
. (41)

In order to discretize Equation (41) in time, the adaptive time step size BDF2 scheme in Equation (23) is recovered.
Hence, the time discrete version of Equation (41) reads

v̇n+1 = 𝜔0vn+1 + 𝜔1vn + 𝜔2vn−1, (42a)

u̇n+1 = 𝜔0un+1 + 𝜔1un + 𝜔2un−1, (42b)

un+1 = un + vn+1Δtn+1, (42c)

where 𝜔0, 𝜔1 and 𝜔2 are the adaptive BDF2 coefficients given in Equation (24).
As in Section 2, Equation (42) needs to be rewritten in residual form so that the unknowns un+ 1 and vn+ 1 can be

obtained by iteratively solving a linear system of equations. In this simple case, the discrete in time residual form of
Equation (41) is given by

Rv(un+1, vn+1) = F − Mv̇n+1 − Cu̇n+1 − K(un+1)un+1

= F − M (𝜔0vn+1 + 𝜔1vn + 𝜔2vn−1) − C (𝜔0un+1 + 𝜔1un + 𝜔2un−1) − K(un+1)un+1, (43a)

Ru(un+1, vn+1) = vn+1 − u̇n+1

= vn+1 − (𝜔0un+1 + 𝜔1un + 𝜔2un−1) . (43b)

Hence, the problem is to find un+1 and vn+1 such that Rv(un+1, vn+1) = 0 and Ru(un+1, vn+1) = 0. This is achieved by applying
the Newton–Raphson method19 to minimize the residuals in Equation (43). By applying the time averaging technique,
we substitute the time instantaneous quantities un+1 and vn+1 in Equation (43) by time averaged quantities un+1 and vn+1.
Substituting Equation (27) into Equation (42), the new residual functions yield:

Rv(un+1, vn+1) = F−
[
𝜔0 𝜔1 𝜔2

] ⎛⎜⎜⎜⎝M
⎡⎢⎢⎢⎣
𝛼n+1vn+1 + 𝛽n+1vn

𝛼nvn + 𝛽nvn−1

𝛼n−1vn−1 + 𝛽n−1vn−2

⎤⎥⎥⎥⎦ + C
⎡⎢⎢⎢⎣
𝛼n+1un+1 + 𝛽n+1un

𝛼nun + 𝛽nun−1

𝛼n−1un−1 + 𝛽n−1un−2

⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠ (44a)

− K(𝛼n+1un+1 + 𝛽n+1un)(𝛼n+1un+1 + 𝛽n+1un)

Ru(un+1, vn+1) = (𝛼n+1vn+1 + 𝛽n+1vn) −
[
𝜔0 𝜔1 𝜔2

] ⎡⎢⎢⎢⎣
𝛼n+1un+1 + 𝛽n+1un

𝛼nun + 𝛽nun−1

𝛼n−1un−1 + 𝛽n−1un−2

⎤⎥⎥⎥⎦ , (44b)

where 𝛼∗ and 𝛽∗ are the time averaging factors computed as described in Equation (29). Then the time averaged quantities
un+1 and vn+1 can be solved in the same way as for the time instantaneous ones using a Newton–Raphson iteration. The
following parameters are considered for the resolution of the simple nonlinear oscillator:
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T A B L E 1 Performance of
averaging solver compared with the
time instantaneous solver

Temporal iteration Nonlinear iterations u(t = 500 s) u(t = 500 s)

Reference solver 50,000 75,659 0.19283 0.189732

Time averaging
solver

50,000 75,655 0.19283 0.189732

Accelerated
time
averaging
solver with
exponential
growth

2455 4267 0.19283 0.189734

Accelerated
time
averaging
solver with
linear
interpolation

3711 6686 0.19283 0.189752

• F = 0.2
• M = 1
• C = 0.15
• K(u)= u(t)2 + 1
• u(0)= 1 and v(0)= 0

Four types of solvers are employed for comparison. We refer to the solver that solves Equation (43) as the time instanta-
neous solver and directly averages its result with Equation (26) as the reference solver. The solver that solves Equation (44)
is referred to as the time averaging solver. In addition, two accelerated averaging solvers were considered: one employs the
exponential growth method as discussed in Section 3.3.1; the other one employs the linear interpolation method based
on the CFL number as discussed in Section 3.3.2. It is to be noted that for this nonlinear spring system, the CFL number
stated in Equation (34) does not exist since there is no spatial discretization. Hence, Δx = 1 is assumed in the calculation
of the pseudo-CFL number that is used in the linear interpolation adaptive time step size calculation.

A constant time step size Δtmin = 0.01 s is set for both the reference solver and the time averaging solver. This value
is also used as tmin in both acceleration methods. From previous experience, it is concluded that it is advisable to take at
enough sampling points within one period of oscillation. Accordingly, the maximum time step size is set to Δtmax = 0.25 s
for both acceleration methods. For the linear interpolation method, CFLmin = 0.001 and CFLmin = 0.01 are chosen. For
the exponential growth method, the time step growth ratio is r = 1.005.

The left column of Figure 1 depicts the displacement evolution u(t). Note that, aiming to ease the results visu-
alization, we only zoom in the first 100 s of simulations. Besides, the number of nonlinear iterations per tem-
poral step required to solve Equations (43) and (44) is depicted in the right-hand side of Figure 1. The total
Newton–Raphson iterations(nonlinear iterations) are listed in Table 1 together with the total temporal iterations
required to reach the steady solution. Final time instantaneous and time averaged displacements are collected as
well.

As shown in Figure 1, the four solutions are very similar in terms of both the time instantaneous quantity u(t) and
the time averaged quantity u(t). It can be also observed that the time instantaneous quantity u(t) of all four solvers con-
verges to the steady state solution us = 0.19283 at t = 500 s. Concerning the computational performance, the accelerated
averaging solvers are the most efficient ones as they require the fewest temporal iterations. The same behavior can be
noted for the nonlinear Newton–Raphson iterations. All four solvers also show a diminution in the required nonlin-
ear iterations for each temporal step as the simulation evolves, which manifests a reduction of the nonlinearity of the
problem.

Comparing the solution of the averaging solver with the reference one shows an almost identical result in both the
magnitude and the frequency of time instantaneous and time averaged quantities. This confirms that the solutions of
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F I G U R E 1 A hands-on example of time averaging technique application on a one-dimensional nonlinear spring system. In the left
column, the displacements of the spring are plotted from 0 to 100 s. - - - denotes time instantaneous quantity u(t) while — denotes time
averaged quantity u(t). In the right column, the nonlinear iterations in the Newton–Raphson method are plotted versus the simulation time.
Note that the time step sizes of the solvers are different

Equations (25) and (30) are the same. Moreover, the averaging solver took fewer internal nonlinear iterations as the
averaged quantities behaved more linearly than the time instantaneous one, as also shown in Table 1. Even though
such difference is not apparent in this example, owing to the reasonably small nonlinearity of the problem at hand, this
nonlinearity reduction might have a larger impact in the performance of more complex problems as will be shown in
Section 5.

Regarding the two acceleration strategies, the obtained results are in general terms in very good agreement with those
ones of the reference solver (Figure 1). However, it is also observed the time averaged quantities u(t = 500 s) of the accel-
erated solvers are slightly higher than those ones of the reference solver (Table 1). This could be associated with the fact
that using larger time step sizes introduces additional numerical damping into the system, which reduces the oscillation
and thus affects the final time averaged value. Rapidly increasing time step size can also increase the number of nonlinear
iterations required in a temporal step, as shown in Figure 1 for the accelerated solver with exponential growth.

When comparing between the two accelerated solvers, the averaging solver with exponential growth gives a more
accurate result with fewer nonlinear iterations than the accelerated solver with linear interpolation. One possible expla-
nation for this is that the time step size based on the CFL number is too large at time positions corresponding to zero
velocity. Nevertheless, both accelerated solvers show a remarkable acceleration in terms of the nonlinear iterations with
little loss of accuracy.

It is worthwhile noting that the choice of the acceleration parameters is a trade-off between accuracy and efficiency. In
this regard, it must be clearly stated that even though a fast acceleration speeds up the simulation it might also introduce
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numerical error to the system. Hence, a thorough selection of problem-dependent acceleration parameters is required
and is out of the scope of this work.

In conclusion, it can be said that this simple example proves the validity of the proposed time averaging technique
based on the reduction of the nonlinearity, which makes possible to increase time step size. In the following chapter, the
same technique is applied to turbulent flow problems, whose nonlinearity, and thus complexity, are inherently larger
than that one of the current example.

5 RESULTS AND DISCUSSION

In the following, three test cases will be presented and compared with experimental results and numerical results
from other researchers. The directly time averaged result obtained from the instantaneous solver based on the same
VMS formulation is employed as a reference. Acceleration and stabilization are also taken into account in the numer-
ical investigation. The two-dimensional (2D) BFS case is analyzed in details, whereby the convergence to the steady
state and the acceleration methods will be presented. In the other two cases, the averaging solver is briefly validated
against the reference solver and the experimental results. For all cases where time averaging solver is mentioned
without specifying the time step size acceleration method, the exponential growth approach with a growth ratio of
1.05 is employed. All the simulations are performed sequentially with an Intel Core i7-7700HQ CPU @2.80 GHz
processor.

5.1 2D backward facing step

The flow over a BFS is a simple canonical flow that shows both separation and reattachment and has been exten-
sively investigated both experimentally and numerically (e.g., Kim & Moin,20 Sohn,21 Gartling,22 Gresho et al.23)
and often serves as a benchmark problem for numerical codes. This 2D BFS test case is derived directly from the
experiment by Armaly et al.24 In the experiment, velocity distribution and reattachment lengths are measured for
different Reynolds numbers. In the following section, the numerical results are validated with the experimental
results.

5.1.1 Experimental setup

With a high aspect ratio of the experimental test section, the flow is considered fully developed and 2D. Nevertheless, the
experimental results indicated that the downstream step remained 2D only at low Reynolds numbers. In the experiment,
results for laminar, transient and turbulent airflow in a Reynolds number in the range of 70<Re< 8000 are presented.
In the following, numerical results for different Reynolds numbers from all three flow regimes are compared with the
experimental results.

• Re< 1200: laminar, 2D flow
• 1200<Re< 6600: transitional, strong, 3D flow
• Re> 6600: turbulent, strong, 3D flow

In addition, an expansion ratio of 1:1.94 of the inlet channel height and the channel height with a step
height of 5.2 cm is considered in the experiment. It is stated by Armaly et al.24 and also in other articles25,26

that the expansion ration has an influence on the reattachment length of the primary separation region, especially
with turbulent flows. Therefore, the exact expansion ration and the step height are strictly kept in the numerical
investigation.

The stability of the steady, incompressible 2D flow over a BFS has been studied by many researchers. Fortin et al.27

show that the 2D flow is stable over a BFS close to the Reynolds number of 1600. Barkley et al.28 restrict this number
to 1050 for linear stability to 2D perturbations. Alongside with the three-dimensionality, flows with a high Reynolds
number present unsteady large-scale structures. Previous research on the BFS flow of, for example, Abe et al.,29 Craft,30
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F I G U R E 2 Location of
detachment and reattachment of the
backward facing step flow

and Parneix et al.31 with steady RANS formulation has shown difficulties in reproducing the main characteristics of the
flow such as recirculation length, backflow intensity and boundary-layer recovery. Despite the unsteadiness, there are
well-defined time averaged mean separation bubbles that are often observed in experiments and are also used in this
article to demonstrate the accuracy of the solvers. The locations of these separation bubbles are noted by detachments
and reattachments of the BFS flow, which are illustrated schematically in Figure 2. The primary reattachment length,
denoted as x1, exists for all Reynolds numbers. As the Reynolds number increases, the second recirculation zone, the
length of which is indicated by x4 and x5, starts to appear at Re> 400. As the Reynolds number further increases, the
third recirculation zone, indicated by x2 and x3, appears on the upper wall and remains in the Reynolds number range of
1200<Re< 2300. As the Reynolds number continues to increases and the flow becomes more turbulent, both the second
and the third recirculation zones vanish.

The flow state under the four cases considered in the numerical investigation are summarized below:

• Re= 100: laminar flow, only primary recirculation zone
• Re= 1290: transitional flow, primary as well as secondary recirculation zone on the lower wall
• Re= 1880: transitional flow, primary as well as secondary recirculation zones on the upper and lower wall
• Re= 6600: turbulent flow, only primary recirculation zone

For all Reynolds numbers, a fully developed parabolic flow is obtained at the inlet boundary, see in Figure C4 in the
Appendix. However, at the outlet boundary, the flow is not fully developed for the fully turbulent flow with Re= 6600,
which indicates that the domain is not large enough. Therefore, the outlet boundary is further replaced by 200 h in the
downstream direction for the Re= 6600 case.

5.1.2 Numerical setup

The numerical setup does not have an identical physical setup as in the experiment. It is set up in such a way that the
inlet and outlet boundary conditions yield nominally 2D flow, the schematic of the numerical setup is to be found in
Figure 3.

• Inlet boundary condition:
At the inlet boundary condition, a poiseuille flow is considered. Air is the working fluid. The mean inflow velocity

is calculated from the Reynolds number, which is defined as:

Re = u ⋅ 2hi

𝜈
. (45)

Selecting the position of the step as the origin, the inflow velocity is a parabolic function of the y-coordinate, given as:
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F I G U R E 3 Numerical setup of the experimental reproduction of two-dimensional flow over a backward facing step

u(y) = umax

(
1 −

(
y − (h + hi∕2)

(hi∕2)

)2
)
, (46)

where umax = 1.5 ⋅ u for a poiseuille flow.
• Outlet boundary condition:

The outlet boundary is located at a distance of 100 h downstream of the step. The pressure is set to a constant value
of p= 0. In addition, to prevent backflow at the outlet boundary, the outflow direction is set to be perpendicular to the
outlet boundary and pointing outwards.

• Wall boundary condition:
Nonslip boundary conditions are applied to all of the channel walls.

• Initial boundary condition:
The averaging solver is very sensitive to any extreme values. In the initial step, extremely large pressure dominates

the computational domain and drives the initial zero velocity, which causes the averaging solver a large number of
extra iterations to compensate for this effect. Therefore, the averaging solver uses the solution of the instantaneous
solver after some iterations as the initial condition to avoid this phenomenon.

It should be noted that the locations of the inlet and outlet boundaries play a critical role. This is noticed by Erturk32

in his simulations based on the same experiments that fully developed flow cannot be acquired without a sufficiently
long inlet and outlet buffer domain, which lead to a violation of the boundary conditions. We note that for Re< 1000, a
downstream length of 100 h is sufficient, and for 1000<Re< 3000, a greater downstream length of 300 h is required. All
grids are created by the pre and post processor GiD.33 The detailed mesh configuration can be found in Figures B1 and
C1 in the Appendix. The smaller domain contains 43k elements, while the larger domain contained 101k elements.

5.1.3 Validity of the reference solver

To validate the results of the reference solver and the averaging solver, the velocity profiles at different positions are
compared with the experimental results of Armaly et al.24 For the available datasets of Re= 100 and Re= 1290, the results
are presented in Figure 4. For Re= 100, the results of the reference solver and the time averaging solver are consistent
with the experimental results, while for Re= 1290, a good overall agreement is shown, except for the velocity profiles at
x = 12.24 h. These differences can be explained by the early prediction of the reattachment position x1 at x = 15.32 h as
listed in Table 2 by the numerical solvers. Nevertheless, the results from the time averaging solver are always consistent
with the reference solver. As described by Armaly et al.24 in his article, the flow between 400<Re< 6600 is fully 3D. The
disagreement of the velocity profiles observed at far downstream locations is probably caused by the 3D effects. This effect
is also observed by Erturk32 in their article, though their disagreement with the experimental results appeared at further
downstream locations. Apart from this slight discordance, the result is a confirmation of the accuracy of both reference
solver and the time averaging solver. For higher Reynolds numbers, no experimental results are available. The results of
the time averaging solver are validated against the reference solver.
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F I G U R E 4 Comparison of velocity profiles at various locations, where red presents the result of the averaging solver; blue presents
the directly averaged result; … … presents the experimental result from Armaly et al. [Color figure can be viewed at wileyonlinelibrary.com]

T A B L E 2 Detachment and reattachment locations normalized with step height h at various Reynolds
numbers with experimental result from Armaly et al.24 and numerical results from References 32 and 34

x1 x2 x3 x4 x5

Re= 100 Experiment Armaly 3.08 – – – –

Erturk 2.92 – – – –

Biswas et al. 2.71 – – – –

Reference solver 2.85 – – – –

Re= 1290 Experiment Armaly 15.32 11.39 22.63 – –

Erturk 14.86 11.92 30.86 – –

Reference solver 12.78 10.49 25.89 – –

Re= 1880 Experiment Armaly 15.32 11.39 22.63 19.94 23.19

Erturk 17.87 14.45 39.24 36.65 46.98

Reference solver 14.52 12.37 32.22 32.42 39.23

Re= 6600 Experiment Armaly 8.00 – – – –

Reference solver 20.32 14.84 34.64 31.50 33.73

Table 2 shows the detachment and reattachment positions normalized by the step height obtained by the reference
solver and other researchers’ numerical or experimental methods.

In the laminar region, a very well coincidence between the reference solvers and the experimental results is obtained,
with an error le 7.5%. This is in a good agreement with the numerical result of Erturk32 as well as results of Biswas et al.34

Although Erturk32 have a smaller error comparing to the present result, it must be taken into account that the number of
grids used in the present article is about an order of magnitude smaller than the number of grids used in Erturk.32

In the transitional region, a stable, steady solution is obtained, however, due to the limitation of 2D flow simulation,
the presented results do not align as well as in the laminar case with the experimental results. Despite a good prediction
of the primary recirculation location, the predictions of the secondary recirculation zones at the upper and lower walls
are relatively poor, in both terms of location and length. However, as mentioned earlier, this difference may be due to the
3D and unsteady effects of the flow in the transitional region. Other researchers have observed similar results in their
2D flow simulations that the recirculation length cannot be captured correctly.34,35 Erturk32 have similar reattachment
lengths in their article for Re= 1900 for a BFS flow with an expansion ratio of 1 : 2. Furthermore, Armaly et al.24 also note
in their experiment that the flow is fully 3D in the transitional region. In the fully turbulent flow region, the instantaneous
solver does not yield a steady state solution, and the disagreement between the reference solver and the experimental
results is evident. Another factor that cannot be neglected for the lack of accuracy is that the grid used in the article is
relatively coarse (around 40,000 elements) compared with all the other present articles. For instance, Erturk32 had a mesh
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with 300,000 elements. For even higher Reynolds numbers in the turbulent region, there are no other available numerical
simulation results with 2D analysis.

In the turbulent region, the flow is fully unstable and unsteady. There are hardly any numerical investigations in 2D
for BFS in with a high Reynolds number. Reasonable numerical results available are all conducted in 3D and even partially
with DNS. Due to the computational limit, a 3D simulation is not feasible within this project. As expected, the result of
the reference solver presents a large discrepancy to the experiment due to an oscillating behavior of downstream of the
step from the time instantaneous solver. This instability is also present in the averaging solver, the result of which will be
discussed later in this section. The result of the averaging solver for the turbulent region will only be validated against the
direct average of the instantaneous solver.

5.1.4 Examination of the convergence to the steady state

Before the results are further validated with the experimental results based on the detachment and reattachment
locations, the steadiness of the flows should be first determined. As defined in Section 3.2, the quasi steady state
is reached when the temporal changes of time averaged quantities over the time step falls below a tolerance value.
Here, the rates of change of velocity magnitude and pressure are normalized by the free-stream velocity magnitude
and the dynamic pressure, respectively, so as to nondimensionalize the problem. The steady state convergence is
monitored by these two quantities. As shown in Figure 5, a clear convergence to the steady state of both the refer-
ence solver and the averaging solver is observed for all Reynolds number flows. Note that Figure 5 represents the
relative change of the velocity and pressure magnitude, not the residual of these quantities. For Re= 6600, it can
be observed that all three methods no longer change much after 1 s, there is no need to run for such a long time
window.

The averaging solver without time step size acceleration achieves a very similar rate of convergence as the time aver-
aging of the time instantaneous result for all Reynolds numbers. It should be noted here that the convergence refers to the
convergence to the steady state instead of the residual convergence. The averaging solver with acceleration outer-performs
the other two solvers in the sense that it has the fastest rate of convergence to the steady state. The averaging solver starts
with a fast convergence in the beginning, and then the convergence slows down and reaches a similar rate of convergence
as the reference solver. As the Reynolds number increases, the differences between averaging solvers with and without
acceleration becomes milder; the normalized rate of change of the velocity magnitude remains smooth whereas the rate
of change of pressure exhibits an oscillating behavior. This is the main reason that only the normalized rate of change of
the velocity magnitude is used as the measure for steady state convergence instead of using both. Choosing 1e− 3 as the
tolerance for the normalized rate of change of the speed magnitude and the stop criteria for analyzing the efficiency of
different solvers, the numbers of total temporal iterations required for the three solvers are listed in Table 3. As can also
be seen in Figure 5, the numbers of iterations required by the reference solver and the averaging solver are very close.
However, since the criterion of constant CFL number is applied for both the reference and the averaging solvers and the
latter is in the procession of smaller nodal extreme velocity magnitudes, the time step sizes of the averaging solver are
in comparison to those of the reference solver larger, leading to less required iterations. Furthermore, since the averaged
NS equations are better conditioned, fewer nonlinear iterations are required within a temporal iteration. Thus, the time
elapsed for the averaging solver is considerably reduced compared with that of the reference solver. One remark on the
iterations required is that stabilization is applied in the case of Re= 6600 but not in the other three cases, slowing down
the rate of convergence to the steady state.

Further from Table 3, a clear acceleration to the steady state of the accelerated averaging solver can be observed. In
the laminar case, the accelerated averaging solver needs only 18.5% of the solving time of the reference solver. In the
transitional cases, the accelerated averaging solver outperforms the reference solver even better with only ≈3.5% of the
solving time of the reference solver. In the fully turbulent case, the accelerated averaging solver outperforms the reference
solver with only 8.0% of its solving time despite a slowdown due to the instability.

5.1.5 Examination of the averaging solver

As mentioned before, the accuracy of the averaging solver is highly related to the accuracy of the reference solver as
they are solved with the same computational grid and the same discretization method. Due to the two-dimensionality
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F I G U R E 5 Steady state convergence monitored by the normalized rate of change of velocity magnitude and pressure [Color figure can
be viewed at wileyonlinelibrary.com]

and computer resource limitations, without loss of generality, the presented solver will now only be compared with the
reference solver. Figure 6 presents the streamlines derived with the reference solver and the averaging solver for all
Reynolds numbers. Their results are compared and tabulated in Table 4. For each Reynolds number case, the results are
analyzed at t = 5 s, except for Re= 6600, in which case the result is analyzed at t = 0.8 s. The streamlines derived from the
instantaneous solver, the direct averaging of the instantaneous results and the averaging solver are hardly distinguishable.
The exact detachment and reattachment positions are to be found in Table 2. As shown in Figure 6, the detachment and
reattachment locations of the reference solvers and the averaging solvers lie close to each other. Comparing the averaging
solver and the reference solver, the overall error falls within 5%. In general, the relative error of the accelerated averaging
solver shares the same magnitude of relative error with the nonaccelerated averaging solver, except for the case in the
turbulent region with Re= 6600.

On closer inspection of results of the high Reynolds number case Re= 6600 in Figure 6, the instantaneous solver
provides a solution with a clear oscillation at a distance of approximately 33 h in the downstream direction as the flow
became fully turbulent. The directly averaged result succeeded in delivering a steady state solution, which is consistent
with the result derived from the averaging solver (Figures 7 and 8). It is worth mentioning that due to the unsteadiness
inherently in the time instantaneous problem, the acceleration of the averaging solver for Re= 6600 requires a stabiliza-
tion as described in Section 3.4. The acceleration and stabilization of the averaging solver for Re= 6600 will be further
explained in the following section. The directly averaged result succeeded in delivering a steady state solution, which is
consistent with the result derived from the averaging solver. It is worth mentioning that due to the unsteadiness inher-
ently in the time instantaneous problem, the acceleration of the averaging solver for Re= 6600 requires a stabilization as
described in Section 3.4. The acceleration and stabilization of the averaging solver for Re= 6600 will be further explained
in the following section.
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T A B L E 3 Iterations needed for each solver to achieve ||u̇|| < 1e − 3

Temporal iterations Elapsed time

Re= 100 Reference solver 541 439 s

Averaging solver 492 265 s

Accelerated averaging solver 95 81 s

Re= 1290 Reference solver 7863 668 m

Averaging solver 7097 478m

Accelerated averaging solver 182 25 m

Re= 1880 Reference solver 9501 1201 m

Averaging solver 9206 724 m

Accelerated averaging solver 238 39 m

Re= 6600 Reference solver 21,934 5934 m

Averaging solver 19,423 1259 m

Accelerated averaging solver 4382 476 m

T A B L E 4 Error estimation with respect to the reference solver

x1 x2 x3 x4 x5

Re = 100 Reference solver 2.85 – – – –

Averaging solver 2.84 (−0.3%) – – – –

Accelerated averaging solver 2.84 (−0.3%) – – – –

Re = 1290 Reference solver 12.78 10.49 25.89 – –

Averaging solver 12.24 (−4.2%) 10.25 (−2.3%) 25.08 (−3.1%) – –

Accelerated averaging solver 12.59 (−1.5%) 10.42 (−0.7%) 26.27 (−1.5%) – –

Re = 1880 Reference solver 14.52 12.37 32.22 32.42 39.23

Averaging solver 14.29 (−1.6%) 12.46 (+0.7%) 32.58 (1.1%) 30.93 (−4.6%) 40.15 (+2.3%)

Accelerated averaging solver 15.01 (−3.4%) 12.35 (−0.16%) 33.26 (−2.0%) 31.56 (−2.6%) 39.65 (+1.7%)

Re = 6600 Reference solver 20.32 14.84 34.64 31.50 33.73

Averaging solver 20.69 (+1.8%) 15.01 (+1.14%) 35.19 (+1.6%) 31.88 (+1.8%) 34.15 (+1.2%)

Accelerated averaging solver 26.10 (+28.4%) 21.22 (+43.0%) 39.34 (+13.5%) 34.78 (+9.92%) 43.74 (+29.6%)

5.1.6 Stabilization for the turbulent case Re= 6600

For the case with a high Reynolds number Re= 6600, the instantaneous solver encounters a periodic perturbation as
the flow becomes very turbulent, leading to difficulties in reaching a steady state. As shown in Figure 9, the instability
starts right behind the primary circulation zone. The flow behind the step exhibits a clear periodic oscillation which is
carried further in the downstream direction. This oscillation is not damped in time. Corresponding to this oscillating
behavior, the time averaged image of the time instantaneous solution shows the separation bubbles in a time averaged
sense. The separation points move further downstream as the flow developed. The solution from the averaging solver
without acceleration shows almost identical snapshots at all-time snaps compared with the reference solver. A different
image occurs when the averaging solver is accelerated. As shown in Figure 9, the accelerated averaging solver already
exhibits some sort of oscillating behavior at the initial step. Though this oscillating behavior is damped out in time, it still
leads to much larger artificial separation zones. It is worth mentioning that due to an aggressive acceleration strategy, at
the time when the accelerated averaging solver reached the same physical time, only one 1.87% of nonlinear iterations
are required compared with the nonaccelerated averaging solver.
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F I G U R E 6 Streamlines derived with different solvers of different Reynolds numbers

To stabilize the problem caused by the aggressive time step acceleration, the approach described in Section 3.4 is
employed. The time step sizes and the number of nonlinear iterations within each time step taken by different solvers
versus physical time are plotted in Figure 7. Because the flow solved by the instantaneous solver exhibits an oscillating
behavior, the time step size calculated based on the constant CFL number criterion also presents a periodicity. On average,
a temporal iteration takes approximately five to six iterations by the instantaneous solver with an averaged time step size
of 40 ms. The time step size taken by the exponentially accelerated averaging solver increases almost strictly linearly with
respect to the physical time. Its final time step size is increased by two magnitudes compared with the time instantaneous
solver. Although the time step size increases, the number of nonlinear iterations within a temporal step also increases
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F I G U R E 7 Time step size and nonlinear iteration number of case Re= 6600

F I G U R E 8 Velocity contour plot of reference solvers for Re= 6600. Reference directly averaged solution is compared with the
averaging solver without (w.o) and with acceleration (w.) [Color figure can be viewed at wileyonlinelibrary.com]

and stops increasing after it reached a predefined maximum number of iterations. These insufficient nonlinear iterations
within a temporal step resulted in an inaccurate result.

To solve this problem, only temporal iterations without an intense nonlinearity are accelerated; otherwise, the time
step size remains the same. With this stabilized acceleration, the averaged number of nonlinear iteration within each
temporal step is reduced due to the time averaging formulation, as was shown previously in the nonlinear oscillator
example in Section3. With the stabilized acceleration method, the final time step size is increased by a factor of 4. As listed
in Figure 9, the accelerated averaging solver with stabilization needs approximately one fifth nonlinear iterations of that of
time instantaneous solver and one fourth of that of the averaging solver without acceleration. The zoomed in velocity plot
of the averaging solver with stabilization compared with the reference solver and the averaging solver without acceleration
is shown in Figure 8. Although the accelerated averaging solver still overpredicts the primary separation zone, the flow
no longer exhibits a nonexistent separation bubble, as does the accelerated averaging solver without stabilization.

5.1.7 Acceleration method

All the results by the accelerated averaging solver presented in the previous sections adapt a constant exponential growth
ratio. In this section, the two time step size acceleration approaches discussed in Section3 will be investigated and
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F I G U R E 9 Snap shot of velocity contour plot by different solvers for Re= 6600. Note the iteration numbers are the total nonlinear
iteration numbers within each temporal step [Color figure can be viewed at wileyonlinelibrary.com]
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F I G U R E 10 Study of time step size acceleration for Re= 100 [Color figure can be viewed at wileyonlinelibrary.com]

analyzed. Several growth ratios are considered for the exponential growth approach. Only Re= 100 is considered and the
results are presented in Figure 10. The choice of the growth ratio is based on Becker, who has proven that for PDEs, the
numerical stability for the BDF2 scheme is guaranteed for a growth ratio of less than 2+

√
13

3
≈ 1.86.36 For all the growth

ratios, the same maximum time step size is considered.
The result shows a positive correlation between the growth ratio and the rate of convergence. At the end of the simula-

tion time, a very similar level of convergence with different acceleration strategies is achieved. It is also worth mentioning
that all the accelerated averaging solvers show in general a better rate of convergence than that of the reference solver. Nev-
ertheless, with a larger growth ratio, the number of temporal iterations required to reach the same level of convergence
is reduced. Comparing the linear interpolation acceleration method with the exponential growth acceleration method,
though the former has a slightly better rate of convergence, the latter requires much fewer iteration steps and is thus
much more efficient.

Therefore, the exponential growth approach generally outperforms the linear interpolation method and will be applied
in the remaining simulations where the accelerated averaging solver is mentioned.

5.2 2D forward–backward facing step

The 2D forward–backward facing step (FBFS) test case is derived from an experimental investigation by Leclercq
et al.,37 in which a 2D flow passing a rectangular block on a flat plate is examined. This well-known turbulent
flow is examined in this article to validate the robustness and accuracy of the presented averaging solver with high
unsteadiness.

5.2.1 Experimental setup

The experiment is carried out under a Reynolds number of Re= 1.7 ⋅ 105. A length-of-height ratio of L/h= 10 and an
aspect ratio of Ls/h= 10 are considered. This configuration ensures a 2D flow in the plane of symmetry.38 The experiment
consists of a boundary layer flow with a thickness of 𝛿 = 0.8 h and a free stream velocity of U0 = 50 m/s over an aluminum
plate with a height of h= 0.05 m and a length of Ls = 0.5 m. A detailed sketch of the experimental setup is to be found in
Figure 11. An important remark on the experiment is that the upper boundary of the air tunnel is streamline-shaped to
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F I G U R E 11 Schematic
experimental setup of air tunnel for a
forward–backward facing step from
Leclercq et al.37

F I G U R E 12 Numerical setup
of the experimental reproduction of
two-dimensional flow over a
forward–backward facing step

prevent additional pressure gradients under consideration of reasonable design cost. In the numerical setup, a different
approach is taken to achieve this.

5.2.2 Numerical setup

The numerical setup tries to reproduce a wind tunnel experiment. Instead of defining a streamlined wall boundary, the
computational domain is considerably large so that both the farfield and the pressure outlet boundary conditions can be
fulfilled. The schematic of the numerical setup is to be found in Figure 12.

• Inlet boundary condition:
Air is the working fluid. To model the turbulent boundary layer flow, a velocity profile with power law is employed

at the inlet boundary. A velocity profile with a power law is employed at the inlet boundary to model the turbu-
lent boundary layer flow. The velocity profile of Schlichting39 and Duncan et al.40 is applied, which can be expressed
as:

u
U0

=
( y
𝛿

)𝛼

, (47)

where U0 is the free-stream velocity. The constant 𝛼 is adopted from the momentum integral method and 𝛼 = 1∕7 is
taken in this article as it has a good agreement with experimental data for pipe flows under Re< 6 ⋅ 106.41 Considering a
boundary layer thickness of 𝛿 = 0.8 h and a freestream velocity of U0 = 50 m/s, the inlet velocity profile can be expressed
as:

u(y) =
⎧⎪⎨⎪⎩

U0 ⋅
(

y
𝛿

)1∕7
y ≤ 𝛿

U0 y > 𝛿

(48)

• Outlet boundary condition:
The outlet boundary is located at a distance of 100 h downstream of the step. The pressure is set to a constant value

of p= 0. In addition, to prevent backflow at the outlet boundary, the outflow direction is set to be perpendicular to the
outlet boundary and pointing outwards.
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F I G U R E 13 Experimental results from Leclercq et al.37 Contours of the nondimensional modulus (U2 +V 2)1/2/U0 of the statistically
averaged mean velocity near the forward-facing step; the thick black lines denote mean locations of separation and reattachment

• Wall boundary condition:
Slip boundary condition is applied to the upper boundary wall and nonslip boundary conditions to the rest of the

channel walls.
• Initial boundary condition:

As mentioned in the BFS flow case, the averaging solver is very sensitive to the initial condition. Here, the averaging
solver also takes the solution of the instantaneous solver after a few iterations as the initial condition in order to prevent
extreme values at the initial steps.

The unstructured mesh is created by the prepost processor GiD33 and consisted of 19k elements. The detailed mesh
configuration is to be found in Figures B1 and C1 in the Appendix.

5.2.3 Results assessment

In addition to the BFS, an incompressible boundary layer flow over an FBFS produces extra complex dynamic behavior at
the forward-facing step (FFS). Separations take place in two regions: one upstream and one downstream of the step face,
both of which are subject to continuous buffeting from the surrounding flow and are highly unsteady. Due to the increase
of the oncoming turbulence caused by the FFS, the recirculation zone behind the BFS in an FBFS flow is significantly
shorter than that observed for single BFS flows which vary between six and eight step heights.42

In the following, the results of the averaging solver are compared with the results of the instantaneous solver and its
directly averaged result and validated with the experimental results from Leclercq et al.37

The time-mean length of separation region is an important parameter characterizing the FBFS flow. In the flow
investigated by Leclercq et al., the step trailing edge is located downstream of the reattachment of its leading edge.
Figure 13 presents the experimental result of the modulus of the statistically averaged mean velocity scaled on the free
stream velocity near the FFS and BFS. It can be seen from Figure 13(A) that the flow is first accelerated towards the
FFS and then separated into two bubbles on either side of the FFS. The mean locations of separation and reattachment
are denoted by thick black lines. A recirculation region can be seen upstream of the step leading edge. In Figure 13(B),
it can be seen that the flow separates again at the edge of the BFS and reattaches at about 3.5 h downstream from
the step.

Figure 14 presents a snap shot of velocity vectors near the step. A primary recirculation zone can be observed at the
step leading edge, with the separation and reattachment positions in good agreement with the experimental result shown
in Figure 13. The secondary recirculation zone fluctuates and vanishes. The sharp corner at the trailing edge initiates
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F I G U R E 14 Vector plot of the instantaneous velocity near the step

another separation that extends 4–6 h downstream of the FFS step. This value is slightly overestimated compared with
the experimental result found by Leclercq et al. which is approximately 3.5 h.

Figure 15 presents the time averaged flow field derived from the numerical solvers. The time averaging of the instan-
taneous solution indicates a time-mean length of 3.5 h of the recirculation zone at the FFS, which has a good agreement
with the experimental result of a length of 3.2 h. At the BFS, a clear recirculation zone is observed with a length of 5.5
h, which is overestimated compared with the 3.5 h in the experiment. The solution of the time averaging solver is hardly
distinguishable from the reference solution. The solution of the accelerated averaging solver correlates fairly well with
the experimental result with a small overprediction on the recirculation length on the FFS and the BFS.

In other numerical investigations,43–45 RANS models often failed to simulate this flow due to the unsteadiness of the
flow structure. LES with a large number of time steps must be employed to obtain a statistically stationary state. Even more
time steps are required to represent the time-mean length of the separation regions. In comparison, the presented solver
shows much better robustness and efficiency with an accurate result in terms of the time-mean length of the recirculation
zones.

5.3 2D flow over a cylinder with vortex shedding

Flow over a circular cylinder is a well-studied example in both experiments and numerical analysis. Despite the simplicity
of the geometry, it is still one of the most challenging tasks as it combines adverse pressure, flow separation, transitions
to turbulent boundary layer and vortex shedding. For a large range of Reynolds numbers, although the flow approaching
the cylinder is steady and uniform, large eddies are shed alternately and continuously from the two sides of the cylinder
forming a so-called von Karman vortex street. This makes the flow over a cylinder a very challenging and interesting case
where the traditional RANS models fail and time averaged results can only be derived in a posteriori by averaging the
instantaneous results from either URANS or LES simulations.46–48

The flow pattern in the wake and its existence depends on the Reynolds number of the flow. With a low Reynolds
number Re< 0.5, there is a minimal flow separation and the flow is considered to be steady. As the Reynolds number is
increased to 2<Re< 30, the boundary layer begins to separate symmetrically while the flow remains steady. The wake
begins to oscillate periodically when the Reynolds number increases further to 40<Re< 70. Above a Reynolds number
of Re> 90, the eddies break off from the cylinder and start to continuously shedding alternately from the two sides of the
cylinder and form the vortex street.49 Beyond a Reynolds number of Re> 300, the vortex street become fully turbulent.50

In the numerical investigation, both laminar Re= 185 and turbulent vortex street Re= 3900 are analyzed with 2D
simulations and their results compared with experimental results.

5.3.1 Numerical setup

The numerical setup tries to reproduce a wind tunnel experiment of a steady uniform flow over a long circular cylinder.
The computational domain is considerably large so that the farfield, as well as the pressure outlet boundary condi-
tions, can be fulfilled and the vortex street can be captured. The schematic of the numerical setup is to be found in
Figure 16.
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F I G U R E 15 Contours of the nondimensional velocity modulus near the backward facing step marked with separation and
reattachment regions

F I G U R E 16 Numerical setup of a uniform steady flow
over a two-dimensional cylinder
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F I G U R E 17 Lift and drag coefficients for a nonoscillating cylinder at Re = 185

• Inlet boundary condition:
Constant velocity is applied on the inlet boundary, the magnitude of which is calculated based on the Reynolds

number.
• Outlet boundary condition:

The outlet boundary located at a distance of 60 ⋅D downstream from the cylinder to ensure that the wake is captured.
The pressure set to a constant value of p= 0. In addition, to prevent back-flow at the outlet boundary, the outflow
direction set to be perpendicular to the outlet boundary and pointing outwards.

• Wall boundary condition:
Slip boundary condition applied on the upper boundary wall and nonslip boundary conditions on the cylinder.

• Initial boundary condition:
As explained in the other cases, the averaging solver takes the solution from the instantaneous solver after some

iterations as the initial condition to prevent extreme values in pressure at the initial steps to accelerate convergence.

The mesh applied in the numerical analysis is unstructured and is also created by GiD.33 For the case of Re= 185, a
grid consisting of 29k elements is employed, while for Re= 3900, a finer grid with 49k elements is employed. The detailed
mesh configuration for this case is presented in Figure C3 in the Appendix.

5.3.2 Results assessment: Re = 185

With this Reynolds number, the boundary layer is laminar over the front part of the cylinder and the separates over the
back part of the cylinder. Eddies are shed off periodically in the wake of the cylinder.

Again, three solvers are employed, with the averaging solvers being to compared with the instantaneous solver and
its directly averaged results as reference values. The computed time instantaneous flow is characterized by a stable, sym-
metric and periodic vortex shedding, which can be found in the Appendix. There are two fixed stagnation points at the
front and back of the cylinder, which can also be observed in the time averaged solution.

The time histories of the lift and drag coefficients derived from different solvers are presented in Figure 17. It can be
seen that both the lift and drag coefficients derived from the time instantaneous solution settle into a regular sinusoidal
function after the onset of wake instability leading to the vortex shedding, whereas the time averaged coefficients derived
directly from the instantaneous solver and coefficients derived from the averaging solvers gradually converge to the mean
value of the instantaneous solver. The numerical results are also compared with experimental results and other numerical
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T A B L E 5 Numerical and experimental values of CD and CL r.m.s at Re= 185 after 2000 s

CD CL r.m.s Temporal iterations Elapsed time

Experiment 1.28 – – –

Instantaneous solver 1.31 0.4236 16,647 2646 m

Averaging solver 1.29 0.0022 11,691 946 m

Accelerated averaging solver 1.24 0.0016 9232 787 m

Numerical result Lu and Dalton51 1.31 0.422

results. The time averaged drag forces, the root mean square (r.m.s) value of the lift coefficients and the iteration steps
required by the different solvers are shown in Table 5.

As the results in Table 5 show, the instantaneous solver slightly overpredicts the time averaged drag coefficient com-
pared with the experimental result. However, this result confirms the previous findings in the literature from Lu and
Dalton51 in the averaged drag coefficient and the root mean square of the lift coefficient. The present averaging solver has
a good agreement with the reference solver. Nevertheless, the averaging solver damps observably much faster to the mean
value of the oscillating coefficients, as seen in Figure 17. This is also validated in Table 5 that both averaging solvers have
a much smaller root mean square value of the lift coefficients than others. With the accelerated averaging solver, the total
nonlinear iteration numbers required is reduced by half. Figure 18 presents the time averaged streamlines and pressure
contour lines derived from the numerical solution. As expected, the averaging solver shares similar results with the refer-
ence solver in terms of the wave length and the positions of the wake centers. The pressure behind the cylinder predicted
by the averaging solver is marginally higher than that of the reference solver, which can also be confirmed from Table 5
that the mean drag coefficient predicted by the averaging solver is smaller than that by the reference solver. Comparing
the accelerated averaging solver with the averaging solver, the wake behind the cylinder is extended downstream-wise,
which corresponds to denser pressure contour lines behind the cylinder. This results in a lower drag coefficient.

The plot of the nonlinear iteration numbers within a temporal step versus time shown in Figure 19 shares a clear
similarity with the 1D nonlinear oscillator example shown in Figure 1 and the plot of BFS flow shown in Figure 7. The
choice of the time step size of both instantaneous solver and the averaging solver is based on a constant overall maximum
CFL number of 1. The onset of the vortex street can be seen at the point where the instantaneous solver reaches minimum
time step size and where the slope of the time step size of the averaging solver reaches its maximum in magnitude. As a
result of the alternating vortex shedding, the time step size variation of instantaneous solver shares a similar oscillation
in the force coefficients in Figure 19, compared with which the time step size variation of the averaging solver is rather
steady, indicating that the change of time averaged flow quantities is smaller. Two advantages of the averaging solver
over the instantaneous solver can be observed. One advantage is the reduction of extreme values, In return, the overall
time step size is increased and the solution is accelerated. Another advantage can be seen from the internal nonlinear
iteration plot that the problem solved by the averaging solver is more linear than the original problem and the problem
more linearized over time. This is also reflected in Table 5 that the CPU time for the averaging solver is by far shorter than
that of the instantaneous solver. Despite a lower average number of nonlinear iterations per temporal step compared with
the reference solver, the number of nonlinear iterations required by the accelerated averaging solver increases when the
time step size increases too fast, which limits the choice of the growth ratio to a value of 1.05. To ensure a stable solution,
the accelerated averaging solver only increases the time step size, when the number of nonlinear iterations falls below
7. Therefore, the speedup of the accelerated averaging solver over the reference solver is limited for flow with shedding
vortexes.

5.3.3 Results assessment: Re = 3900

With Re= 3900, the flow falls into the lower subcritical region, in which the flow remains laminar before the separation
and the transition takes place in the wake with a fully turbulent vortex street. Figure 20 shows the force coefficients derived
from different solvers. Compared with the laminar vortex street with Re= 185, the lift and drag amplitudes increase
with the increasing Reynolds number. Figure 20 presents the drag and lift coefficients for this case. The time mean drag
coefficient CD, the r.m.s value of the lift coefficient CL r.m.s are reported in Table 6. These values are compared with the
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F I G U R E 18 Streamlines and pressure coefficient isolines in interval of [−1.3:0.2:1.1] from different solvers of flow over cylinder at
Re= 185

values reported in Shim et al.52 for 2D and 3D cases. With Re= 3900, the drag and lift forces behave regularly as soon as
the vortex shedding is established. The r.m.s value of the lift coefficient derived from the instantaneous solver is much
larger than that from the experiment, which can also be observed in Figure 20, that the lift coefficient has a much larger
amplitude.

The results differ from the experimental results. However, we should take into account that the simulations are
solved in 2D. Williamson53 and Karniadakis and Triantafyllou54 have shown that at Re≈ 200, the physics of the flow
phenomenon is definitely not 2D. Besides, numerical studies show that the error of drag prediction increases with
increasing Reynolds numbers.47 Therefore, modeling the flow with 2D simulations at a relatively high Reynolds number
of Re= 3900 delivers poor results. Nevertheless, the goal of testing the flow over a cylinder at a higher Reynolds number
is to estimate the robustness and the accuracy of the averaging solver in the sense that a steady state solution can be deliv-
ered despite high unsteadiness and that the averaging solver’s solution matches the direct average of the instantaneous
solver. Comparing the 2D URANS and 3D URANS results from Shim et al.,52 it can be confirmed that a 3D simulation
delivers a much more realistic result. Nevertheless, Shim et al. state that 3D URANS still cannot capture all flow features.
Therefore, 3D LES simulations are required to have a good agreement with experimental results. Comparing the current
approach with URANS for the cylinder flow problems, it is not possible for URANS to faithfully reproduce the instabili-
ties of the shear layers due to the deficient transition-modeling of most RANS models.47,48,52 This statement is supported
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F I G U R E 19 Plot of nonlinear iteration numbers over time of a flow over cylinder at Re = 185 at t = 2000 s

F I G U R E 20 Lift and drag
coefficients for a flow over cylinder
at Re = 3900

by the results shown in Table 6 that the current 2D result agrees better with the experimental result than the 2D RANS
result from Shim et al.52

In fact, for Re> 1000, secondary vortices are developed together with a trail of small eddies that merge with the larger
ones in the shear layers,48 which can be observed in a time averaged sense in Figure 21. Compared with the time averaged
streamlines from Re= 185 in Figure 18, the wake of Re= 3900 in Figure 21 has two recirculation centers instead a single
one and is much shorter in length.

The streamlines derived by the three solvers are different from each other. Nevertheless, they provide comparable
pressure contours. Due to the high turbulence and unsteadiness, the time averaging of the instantaneous has difficulties
delivering symmetrical streamlines, while both averaging solvers show symmetrical streamlines with two recirculation
centers which are also reported in Shim et al.52 Comparing the accelerated averaging solver with the averaging solver, the
wave length is overestimated. The pressure in front of the cylinder predicted by the accelerated solver is smaller compared
with that by the reference solver and the averaging solver, leading to a lower CD value in Table 6.
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T A B L E 6 Numerical and experimental values of CD and CL r.m.s at Re= 3900

CD CL r.m.s Temporal iterations Elapsed time

Experiment 0.98 0.03–0.08 – –

Instantaneous solver 1.53 1.274 13,629 1208 m

Averaging solver 1.50 0.103 5524 609 m

Accelerated averaging solver 1.36 0.126 3706 421 m

2D URANS result Shim et al.52 1.59 1.17

3D URANS result Shim et al.52 1.32 0.701

3D LES result Shim et al.52 1.03 0.908

Abbreviations: LES, large Eddy simulation; URANS, unsteady Reynolds-averaged Navier–Stokes.

F I G U R E 21 Streamlines and pressure coefficient isolines in interval of [−3:0.4:1] from different solvers of flow over cylinder at
Re= 3900 at t = 50 s
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F I G U R E 22 Plot of nonlinear iteration numbers over time of a flow over cylinder at Re = 3900

Taking a look at the nonlinear iterations needed within each temporal step over time in Figure 22, the flow problem is
considerably more nonlinear as more iterations are required in each temporal step than in the case of the laminar vortex
street. One interesting point is that compared with the laminar case, the number of nonlinear iterations per step is reduced
by a much larger amount, which indicates that the averaging technique improves the problem condition better with
higher Reynolds number. It should be noted, however, that as the Reynolds number increases, the accelerated averaging
solver is more sensitive to the time step growth ratio, which limits the improvement of the accelerated averaging solver.

6 CONCLUSION

A time averaging technique is introduced aiming at deriving a fast time averaged solution. This approach directly solves
the time averaged flow quantities instead of the time instantaneous flow quantities. The new capabilities improve the
robustness and efficiency of simulating an unsteady flow field and significantly reduce the computational time. Another
positive feature is that the investigated strategy does not require any specific LES closure. In the present article, the VMS
approach has been applied in the hybridization strategy for the closure of the LES part, with an ASGS model. The con-
cept of the averaging technique and its acceleration methods are demonstrated with a hands-on nonlinear 1D oscillator
analytical example.

Many numerical investigations are conducted comparing the averaging technique against the conventional methods
for different types of flows, ranging from laminar flow to strongly turbulent flows, covering most of the unsteady effects
in flow analysis. A clear advantage of the averaging technique in achieving time averaged results is observed. In the case
of BFS, a detailed analysis is carried to prove the accuracy and convergence to the steady state. The averaging solver has
shown a faster convergence to the time averaged steady state solution with a lower computational cost. The predictions
of the main flow parameters agree well with the experimental results and other simulation results in the literature. In
the case of FBFS, it is shown that the averaging solver is capable of solving flow problem with inherent unsteadiness
where RANS usually suffers from convergence problems. In the case of the flow over a cylinder with vortex shedding
where the URANS models are not able to reproduce the detailed flow structures, the averaging solver with VMS provides
a good comprehensible solution between efficiency and accuracy. Notwithstanding the lack of agreement in the high
Reynolds number cases, these results are encouraging in the perspective of the application of the same methodology to
the simulation of complex engineering problems, such as flows over tube arrays or components of offshore platforms, to
get a fast time averaged solution.
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An important remark is that turbulence is inherently a 3D problem, while the investigation in current article only
covers 2D test cases, which are chosen to minimize the computational effort. We observe, however, that large eddies
have a lower dissipation rate in the 2D case than in the 3D case, a feature that is not beneficial for the approach under
investigation. Our point here is that, pending a future verification, we see no reason for which the technique cannot be
extended to the 3D case. Our hope is actually that the method may even be more effective in cases in which large eddies
dissipate faster than in the ones that are chosen here.

Another remark for the time averaging technique is that it can be generalized other spatial discretization schemes,
such as FDM and FVM, though it has only been applied to FEM in this article. In the end, this article provides a new time
averaging time integration scheme, which is independent of the underlying spatial discretization.

In conclusion, the averaging technique shows a clear advantage over the reference solver in terms of improvements
in computational efficiency with good accuracy in determining time averaged solutions. The accelerated averaging solver
helps to further reduce the simulation time, however, at the expense of accuracy. More research is needed to determine
a better strategy to speed up the averaging solver while minimizing the loss of accuracy. Further investigations are also
needed to better understand the stability problem occurred when accelerating the averaging solver at high Reynolds
number.
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APPENDIX A. ELEMENT MATRICES OF THE STANDARD GALERKIN TERMS AND THE
STABILIZATION TERMS FOR QUASI-STATIC ASGS FORMULATION
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APPENDIX B. MESH CONFIGURATIONS

F I G U R E B1 Mesh configuration for backward facing step flow [Color figure can be viewed at wileyonlinelibrary.com]

APPENDIX C. 2D BACKWARD FACING STEP FLOW RESULTS

F I G U R E C1 Mesh configuration for forward–backward facing step flow at high Reynolds number Re= 6600 [Color figure can be
viewed at wileyonlinelibrary.com]

F I G U R E C2 Mesh configuration for forward–backward facing step flow [Color figure can be viewed at wileyonlinelibrary.com]
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F I G U R E C3 Mesh
configuration for flow over
two-dimensional cylinder at Re= 185
with air as working fluid [Color
figure can be viewed at
wileyonlinelibrary.com]

F I G U R E C4 Fully developed flow at exit boundary [Color figure can be viewed at wileyonlinelibrary.com]

APPENDIX D. 2D FORWARD–BACKWARD FACING STEP FLOW RESULTS

F I G U R E D1 Velocity contour plot [Color figure can be viewed at wileyonlinelibrary.com]
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F I G U R E D2 Pressure
contour plot [Color figure can be
viewed at wileyonlinelibrary.com]

APPENDIX E. 2D FLOW OVER CYLINDER WITH VORTEX SHEDDING RESULTS

F I G U R E E1 Instant snapshot of the normalized
velocity for a two-dimensional flow over cylinder at
Re= 185 at t = 2000 s [Color figure can be viewed at
wileyonlinelibrary.com]
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F I G U R E E2 Instant snapshot
of the normalized velocity for a
two-dimensional flow over cylinder
at Re= 3900 at t = 50 s [Color figure
can be viewed at
wileyonlinelibrary.com]
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