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# GENERIC SYMMETRIC MATRIX PENCILS WITH BOUNDED RANK 

FERNANDO DE TERÁN*, ANDRII DMYTRYSHYN ${ }^{\dagger}$, AND FROILÁN M. DOPICO*


#### Abstract

We show that the set of $n \times n$ complex symmetric matrix pencils of rank at most $r$ is the union of the closures of $\lfloor r / 2\rfloor+1$ sets of matrix pencils with some, explicitly described, complete eigenstructures. As a consequence, these are the generic complete eigenstructures of $n \times n$ complex symmetric matrix pencils of rank at most $r$. We also show that the irreducible components of the set of $n \times n$ symmetric matrix pencils with rank at most $r$, when considered as an algebraic set, are among these closures.
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1. Introduction. The problem of determining the generic (or most likely) eigenstructures of matrix pencils or, more generally, matrix polynomials, has attracted considerable attention in the past few years. The eigenstructure of a matrix pencil encodes relevant information for the solution of the associated system of differential or differential-algebraic equations (see, for instance, [5]). Sometimes the matrix pencil (or polynomial) has some particular structure (specially when the pencil or the polynomial comes from real-life applications), which is convenient to preserve in the numerical solution of the corresponding problem. This leads to the problem of determining the generic eigenstructure of the set of matrix pencils (or polynomials) having this special structure. Some of the structures arising in applications are easy to identify just looking at the entries of the pencil or polynomial, like the symmetric, Hermitian, skew-symmetric, palindromic, or alternating structures. Some others are usually hidden, like the low-rank structure, and they are typically considered separately. We are interested in this paper in the generic eigenstructure of low-rank complex symmetric pencils. We want to emphasize that complex symmetric pencils arise in real-life applications, like the analysis of certain cavity resonators [6] or the design of emitting laser devices [1].

The problem of describing the generic eigenstructures is usually solved by providing a decomposition of the set of matrix pencils (or polynomials) of interest (structured or not) as the finite union of the closures of certain open sets, also known as generic sets. These sets are typically described in terms of their eigenstructures, namely the so-called generic eigenstructures $[8,10,18,19]$, or in terms of certain parameterizations [12]. More precisely, generic eigenstructures for full rank $m \times n$ matrix pencils are presented in $[15,24,38]$ and for rank deficient matrix pencils in [10, 12]. In [18] the corresponding problem for matrix polynomials is solved. For skew-symmetric matrix pencils and polynomials of odd grades the generic eigenstructures can be found in [19]. More recently, a description of this kind has been provided in [8] for T-even, T-odd, and (anti-)palindromic matrix pencils with bounded rank.

A motivation for dealing with low-rank pencils comes from possible applications to the study of the effects of low-rank perturbations on the spectral information of

[^0]pencils, see e.g., $[9,11,13,26,35]$, including structured low-rank perturbations of pencils with a particular structure, e.g., symmetric, Hermitian, palindromic, skewsymmetric, and alternating pencils $[2,4,33,34]$. Also, the study of the generic sets of low-rank matrix pencils generalizes classical results [41] on the algebraic structure of the set of $n \times n$ singular pencils (i.e., those of rank at most $n-1$ ).

In this paper, we prove that the set of $n \times n$ complex symmetric matrix pencils of (normal) rank at most $r$, denoted by $\operatorname{PENCIL}_{n \times n}^{s}(r)$, and with $r<n$, is the union of the closures of $\left\lfloor\frac{r}{2}\right\rfloor+1$ sets of matrix pencils with certain, explicitly described, complete eigenstructures (where, for a given $q \in \mathbb{R},\lfloor q\rfloor$ denotes the largest integer which is smaller than or equal to $q$ ). In particular, this result illustrates how strong can be the effect of imposing the symmetry on this type of problems, since the set of $n \times n$ general (unstructured) matrix pencils with rank at most $r$ has $r+1$ generic complete eigenstructures [10], and each of the sets of $n \times n$ skew-symmetric, T-even, T-odd, and (anti-)palindromic matrix pencils with rank at most $r$ has a single generic complete eigenstructure [8, 19]. Thus, the symmetric case presents a completely different and new behavior in the context of generic pencils with bounded rank. Moreover, we emphasize that some of the generic complete eigenstructures for symmetric matrix pencils are not generic for general matrix pencils (see Example 1). The reason for this interesting difference comes from the fact that the inclusion relationships between closure orbits (or bundles) under congruence of symmetric pencils do not necessarily coincide with the inclusion relationships of orbits (or bundles) under strict equivalence. In other words, a symmetric pencil can be the limit of a sequence of (non-symmetric) pencils which are strictly equivalent to another (fixed) symmetric pencil but, however, not being the limit of any sequence of symmetric pencils which are congruent to such pencil. This is illustrated in the following example.

Example 1. Consider the following symmetric matrix pencils

$$
\mathcal{P}(\lambda):=\left[\begin{array}{lll}
\lambda-\lambda_{1} & & \\
& \lambda-\lambda_{2} & \\
& & 0
\end{array}\right] \text { with } \lambda_{1} \neq \lambda_{2}, \quad \text { and } \quad \mathcal{Q}(\lambda):=\left[\begin{array}{l|l} 
& \\
& \\
\hline \lambda & 1
\end{array}\right] .
$$

There is an arbitrarily small (in norm) non-symmetric perturbation of $\mathcal{P}(\lambda)$ such that the resulting matrix pencil is strictly equivalent to $\mathcal{Q}(\lambda)$. For example, for arbitrarily small nonzero complex numbers $\epsilon_{1}$ and $\epsilon_{2}$, the following strict equivalence holds

$$
\left[\begin{array}{ccc}
0 & 1 & \frac{\lambda_{2}}{\epsilon_{2}} \\
0 & 0 & \frac{1}{\epsilon_{2}} \\
1 & 0 & 0
\end{array}\right]\left[\begin{array}{ccc}
\lambda-\lambda_{1} & 0 & \epsilon_{1} \\
0 & \lambda-\lambda_{2} & 0 \\
0 & \epsilon_{2} & 0
\end{array}\right]\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 0 & 1 \\
\frac{\lambda_{1}}{\epsilon_{1}} & \frac{1}{\epsilon_{1}} & 0
\end{array}\right]=\left[\begin{array}{cc|c}
0 & 0 & \lambda \\
0 & 0 & 1 \\
\hline \lambda & 1 & 0
\end{array}\right] .
$$

In other words, $\mathcal{P}(\lambda)$ is in the closure of the strict equivalence orbit of $\mathcal{Q}(\lambda)$, see also [36] for a more general result. Note that, despite both $\mathcal{P}(\lambda)$ and $\mathcal{Q}(\lambda)$ are symmetric, the introduced perturbation with $\epsilon_{1}$ and $\epsilon_{2}$ is not symmetric. Moreover, the result of this paper states that there is no any arbitrarily small symmetric perturbation of $\mathcal{P}(\lambda)$ which is strictly equivalent or, equivalently, congruent to $\mathcal{Q}(\lambda)$. (Recall that two complex symmetric matrix pencils are strictly equivalent if and only if they are congruent, see, for instance, [37, p. 339] for a proof.) Namely, $\mathcal{P}(\lambda)$ is not in the closure of the congruence orbit of $\mathcal{Q}(\lambda)$.

The pencil $\mathcal{P}(\lambda)$ in Example 1 corresponds to a generic complete eigenstructure for symmetric $3 \times 3$ singular pencils, consisting of two simple eigenvalues, one left minimal index equal to zero, and another right minimal index equal to zero (see Theorem 3.2). However, for general (unstructured) $3 \times 3$ singular pencils, all generic
eigenstructures do not have eigenvalues at all (see [41] and [15, Cor. 7.2]), and, therefore, $\mathcal{P}(\lambda)$ does not have one of the generic eigenstructure for $3 \times 3$ singular pencils under strict equivalence. By contrast, $\mathcal{Q}(\lambda)$ is a generic eigenstructure for both general (i.e., under strict equivalence) and symmetric (i.e., under congruence) singular $3 \times 3$ matrix pencils.

We want to mention that the limit case $r=n$ has been omitted from the analysis carried out in this paper for obvious reasons. More precisely, the generic eigenstructure of PENCIL ${ }_{n \times n}^{s}(n)$ consists of $n$ simple eigenvalues. This is because pencils in $\mathrm{PENCIL}_{n \times n}^{s}(n)$ are generically regular, and for regular symmetric pencils the eigenvalues are generically simple, as happens with general (non-structured) pencils. It is, however, interesting to note the contrast between the case $r<n$ (there are $\left\lfloor\frac{r}{2}\right\rfloor+1$ different generic eigenstructures in $\left.\operatorname{PENCIL}_{n \times n}^{s}(r)\right)$ and the case $r=n$ (there is just one generic eigenstructure in $\left.\mathrm{PENCIL}_{n \times n}^{s}(n)\right)$.

The rest of the paper is organized as follows. Section 2 includes some basic results on general and symmetric pencils, which allow us to describe, in Section 3, the set PENCIL ${ }_{n \times n}^{s}(r)$ as the union of the closures of certain matrix pencil bundles. Section 4 is devoted to prove that the closures of these generic bundles comprise the irreducible components of PENCIL ${ }_{n \times n}^{s}(r)$. In Section 5 the codimensions of the generic bundles for sets of symmetric matrix pencils of bounded rank are computed. Finally, some possible directions of a future research that may build up on the result of this paper are discussed in Section 6 .

The reader should bear in mind throughout this paper that all the matrices that we consider have complex entries.
2. Basic notation, definitions, and previous results. In this paper all matrices are denoted by capital letters, e.g. $A, B, U$, and matrix pencils are denoted by calligraphic capital letters, e.g., $\mathcal{P}, \mathcal{L}, \mathcal{M}$. We will use either $\operatorname{diag}\left(A_{1}, \ldots, A_{k}\right)$, or $A_{1} \oplus \cdots \oplus A_{k}$, or even $\bigoplus_{i=1}^{k} A_{i}$, to denote a matrix or a matrix pencil which is block diagonal with diagonal blocks equal to $A_{1}, \ldots, A_{k}$. The transpose and the conjugate transpose of a matrix $M$ are denoted by $M^{\top}$ and $M^{*}$, respectively. The transpose of a pencil $\mathcal{P}(\lambda)=\lambda A+B$ is the pencil $\mathcal{P}^{\top}(\lambda):=\mathcal{P}(\lambda)^{\top}=\lambda A^{\top}+B^{\top}$ (we will use the notation $\mathcal{P}(\lambda)^{\top}$, since it is more intuitive). A symmetric pencil is a pencil $\mathcal{P}(\lambda)$ such that $\mathcal{P}(\lambda)^{\top}=\mathcal{P}(\lambda)$ (i.e., its coefficients are symmetric matrices).

The rank of a matrix pencil $\mathcal{P}(\lambda)$, denoted by rank $\mathcal{P}$ (omitting the dependence on $\lambda$ ), is the size of the largest non-identically zero minor of $\mathcal{P}(\lambda)$ (in other words, the rank of $\mathcal{P}(\lambda)$ when considered as a matrix in the field of rational functions in $\lambda$ ). This notion appear sometimes in the literature under the name normal rank (see, for instance, [24]).

We denote by PENCIL $_{m \times n}$ the set of all matrix pencils with size $m \times n$.
We define the orbit of a matrix pencil $\lambda A+B$ under the action of the group $\mathrm{GL}_{m}(\mathbb{C}) \times \mathrm{GL}_{n}(\mathbb{C})$ on the space PENCIL ${ }_{m \times n}$ by strict equivalence as follows:

$$
\begin{equation*}
\mathrm{O}^{e}(\lambda A+B):=\left\{U^{-1}(\lambda A+B) V: U \in \mathrm{GL}_{m}(\mathbb{C}), V \in \mathrm{GL}_{n}(\mathbb{C})\right\} \tag{2.1}
\end{equation*}
$$

Similarly to the general case, we denote the vector space of symmetric matrix pencils of size $n \times n$ by PENCIL $_{n \times n}^{s}$. Let us define the orbit of $\lambda A+B$ under the action of the group $\mathrm{GL}_{n}(\mathbb{C})$ on $\mathrm{PENCIL}_{n \times n}^{s}$ by congruence as:

$$
\begin{equation*}
\mathrm{O}^{c}(\lambda A+B):=\left\{W^{\top}(\lambda A+B) W: W \in \mathrm{GL}_{n}(\mathbb{C})\right\} \tag{2.2}
\end{equation*}
$$

If we identify PENCIL $_{n \times n}$ with $\mathbb{C}^{2 n^{2}}$, then PENCIL $_{n \times n}^{s}$ becomes a subspace of $\mathbb{C}^{2 n^{2}}$, and we consider in PENCIL ${ }_{n \times n}^{s}$ the subspace topology induced by the Euclidean
topology in $\mathbb{C}^{2 n^{2}}$. The closure of a set $S \subseteq \operatorname{PENCIL}_{n \times n}^{s}$ in such topology will be denoted by $\bar{S}$. In those cases where $S$ depends on some parameters or variables $\mathbf{p}$, like for the orbits or bundles, we will write $\bar{S}(\mathbf{p})$ instead of $\overline{S(\mathbf{p})}$.

From the matrices:

$$
F_{d}:=\left[\begin{array}{cccc}
0 & 1 & & \\
& \ddots & \ddots & \\
& & 0 & 1
\end{array}\right]_{d \times(d+1)} \quad \text { and } \quad G_{d}:=\left[\begin{array}{cccc}
1 & 0 & & \\
& \ddots & \ddots & \\
& & 1 & 0
\end{array}\right]_{d \times(d+1)}
$$

we build up the following pencils

$$
\mathcal{L}_{d}(\lambda):=\lambda G_{d}+F_{d}, \quad \mathcal{M}_{d}(\lambda):=\left[\begin{array}{cc}
0 & \mathcal{L}_{d}(\lambda)^{\top} \\
\mathcal{L}_{d}(\lambda) & 0
\end{array}\right]_{(2 d+1) \times(2 d+1)}
$$

which are mainly used in Section 3 . The matrix $\mathcal{M}_{0}(\lambda)$ corresponds to a $1 \times 1$ null matrix. This matrix is a degenerate case of $\mathcal{M}_{d}(\lambda)$, which is obtained after collapsing $\mathcal{L}_{0}(\lambda)$ and $\mathcal{L}_{0}(\lambda)^{\top}$, namely a null column and a null row, respectively.

As we are going to see (Theorem 2.1), the spectral information of a symmetric matrix pencil is encoded in a direct sum of blocks of the following types (though they are all matrix pencils, we omit the dependence on the variable $\lambda$ for brevity):

- Symmetric blocks associated with a couple of a right and a left minimal index:

$$
\mathcal{M}_{d}
$$

- Symmetric Jordan-like blocks associated with finite eigenvalues:

$$
\mathcal{J}_{\ell}^{s}(\mu):=\left[\begin{array}{cccc} 
& & 1 & \lambda-\mu \\
& . \cdot & . & \\
1 & \lambda-\mu & & \\
\lambda-\mu & & &
\end{array}\right]_{\ell \times \ell}(\mu \in \mathbb{C})
$$

- Symmetric Jordan-like blocks associated with the infinite eigenvalue:

$$
\mathcal{J}_{k}^{s}(\infty):=\left[\begin{array}{cccc} 
& & & \lambda \\
& . & 1 \\
& . & . & \\
\lambda & 1 & & \\
1 & & &
\end{array}\right]_{k \times k} .
$$

Note that $\mathcal{J}_{1}^{s}(\mu)=\lambda-\mu$, and $\mathcal{J}_{1}^{s}(\infty)=1$.
The complete eigenstructure of a matrix pencil is the set of invariants of the pencil under strict equivalence, consisting of the lists of elementary divisors and left and right minimal indices [40]. In other words, it is the underlying structure which is common to all pencils in the same strict equivalence orbit $\mathrm{O}^{e}(\lambda A+B)$. This eigenstructure is shown in the Kronecker canonical form of $\lambda A+B$, which is a particular pencil in $\mathrm{O}^{e}(\lambda A+B)$ displaying its complete eigenstructure [25, Ch. XII]. If $\lambda A+B$ is a symmetric pencil, a key fact is that its complete eigenstructure can be also recovered by means of congruence transformations. In particular, there is a canonical form for congruence of symmetric pencils displaying their complete eigenstructure (namely, a Kronecker-like canonical form). This is stated in the following result, which is one of the basic tools in our developments.

Theorem 2.1. (Canonical form under congruence of symmetric pencils, [37]). Every symmetric pencil is congruent to a block diagonal pencil whose diagonal blocks are of the forms $\mathcal{M}_{d}, \mathcal{J}_{\ell}^{s}(\mu)$, and $\mathcal{J}_{k}^{s}(\infty)$. The number of blocks associated with each eigenvalue $\mu, \infty$, together with their sizes, is unique.

The regular part of a symmetric matrix pencil $\lambda A+B$ consists of the blocks $\mathcal{J}_{\ell}^{s}(\mu)$ and $\mathcal{J}_{k}^{s}(\infty)$ corresponding to the finite and infinite eigenvalues, respectively. The singular part of $\lambda A+B$ consists of the blocks $\mathcal{M}_{d}$ corresponding to the right (column) and left (row) minimal indices, which are equal to each other in the case of symmetric matrix pencils. We refer the reader to [3, Th. 2.17] for a representation of the canonical form close to the one we present in Theorem 2.1.

For a symmetric matrix pencil $\lambda A+B$, define the congruence bundle $\mathrm{B}^{\mathrm{c}}(\lambda A+B)$ to be the union of symmetric matrix pencil orbits under congruence with the same canonical block structure (equal block sizes) but where the eigenvalues are unspecified. This definition is analogous to the definition of bundle for matrix pencils and polynomials $[16,21,22,24,29]$.

A sequence of integers $\eta=\left(n_{1}, n_{2}, n_{3}, \ldots\right)$ such that $n_{1}+n_{2}+n_{3}+\cdots=n$ and $n_{1} \geq n_{2} \geq \cdots \geq 0$ is called an integer partition of $n$, see e.g., [24] for more details and references. For any $a \in \mathbb{Z}_{\geq 0}$ we define $\eta+a$ as $\left(n_{1}+a, n_{2}+a, n_{3}+a, \ldots\right)$. The set of all integer partitions form a partially ordered set with respect to the following order: $\eta \preceq \nu$, where $\nu=\left(m_{1}, m_{2}, m_{3}, \ldots\right)$, if and only if $n_{1}+n_{2}+\cdots+n_{i} \leq m_{1}+m_{2}+\cdots+m_{i}$, for $i \geq 1$. When $\eta \preceq \nu$ and $\eta \neq \nu$ then we write $\eta \prec \nu$.

The complete eigenstructure of a symmetric matrix pencil $\mathcal{S}$, with $e$ distinct eigenvalues $\mu_{j} \in \mathbb{C} \cup\{\infty\}$, can now be represented by the set of integer partitions $\varepsilon_{\mathcal{S}}$ and $\left\{\delta_{\mathcal{S}}^{\mu_{j}}: j=1, \ldots, e\right\}$ (so called Weyr-type characteristics) as follows: $\varepsilon_{\mathcal{S}}:=$ $\left(r_{0}, r_{1}, \ldots\right)$, where $r_{k}$ is the number of $\mathcal{M}_{d}$ blocks with the index $d$ greater than or equal to $k$; for each distinct $\mu_{j} \in \mathbb{C} \cup\{\infty\}$, $\delta_{\mathcal{S}}^{\mu_{j}}:=\left(h_{1}^{\mu_{j}}, h_{2}^{\mu_{j}}, \ldots\right)$, where $h_{k}^{\mu_{j}}$ is the number of Jordan blocks $\mathcal{J}_{\ell}^{s}\left(\mu_{j}\right)$ of size $\ell$ greater than or equal to $k$.
3. Main results. We start with a block (anti-triangular) decomposition of symmetric pencils that separates the regular part from the singular part corresponding to the right minimal indices, and the one corresponding to the left minimal indices. It can be achieved by unitary congruence, and it is the analogue for symmetric pencils to the staircase form of general pencils introduced in [39, p. 133].

Theorem 3.1. (Block anti-triangular form of symmetric pencils). Let $\mathcal{S}(\lambda)$ be a symmetric pencil. Then, there is a unitary matrix $Q$ such that

$$
\mathcal{S}(\lambda)=Q^{\top}\left[\begin{array}{ccc}
\mathcal{A}(\lambda) & \mathcal{B}(\lambda) & \mathcal{S}_{\text {right }}(\lambda)  \tag{3.1}\\
\mathcal{B}(\lambda)^{\top} & \mathcal{S}_{\text {reg }}(\lambda) & 0 \\
\mathcal{S}_{\text {right }}(\lambda)^{\top} & 0 & 0
\end{array}\right] Q
$$

where:
(i) $\mathcal{A}(\lambda)$ is a symmetric pencil.
(ii) $\mathcal{S}_{\text {reg }}(\lambda)$ is a regular symmetric pencil whose elementary divisors are exactly those of $\mathcal{S}(\lambda)$.
(iii) $\mathcal{S}_{\text {right }}(\lambda)$ is a pencil whose complete eigenstructure consists only of the right minimal indices of $\mathcal{S}(\lambda)$.
As a consequence, $\mathcal{S}_{\text {right }}(\lambda)^{\top}$ is a pencil whose complete eigenstructure consists only of the left minimal indices of $\mathcal{S}(\lambda)$.

Proof. By Theorem 2.1, every symmetric pencil $\mathcal{S}(\lambda)$ is congruent to a direct sum of blocks of the form $\mathcal{M}_{d}, \mathcal{J}_{\ell}^{s}(\mu)$, and $\mathcal{J}_{k}^{s}(\infty)$. Define $\mathcal{J}(\lambda)$ to be a direct sum of all the symmetric Jordan-like blocks $\mathcal{J}_{\ell}^{s}(\mu)$ and $\mathcal{J}_{k}^{s}(\infty)$. Now, assume that there is
some block $\mathcal{M}_{d}$ with $d \neq 0$ (see the last paragraph of the proof for the other case). Splitting each block $\mathcal{M}_{d}$ and permuting the rows and columns in the canonical form of $\mathcal{S}(\lambda)$ we have

$$
\mathcal{S}(\lambda)=W^{\top}\left[\begin{array}{lllll} 
& & & &  \tag{3.2}\\
& & & \mathcal{L}_{d_{t}}(\lambda) \\
& & & \mathcal{L}_{d_{1}}(\lambda) & \\
\\
\mathcal{L}_{d_{d_{1}}(\lambda)^{\top}}(\lambda) & & \\
& & & \\
& & &
\end{array}\right] W
$$

where $W$ is nonsingular. For the blocks $\mathcal{M}_{0}$, the corresponding split block $\mathcal{L}_{0}(\lambda)$ in (3.2) consists of a zero column, and $\mathcal{L}_{0}(\lambda)^{\top}$ consists of a zero row. Write $W^{\top}=Q^{\top} R$ (equivalently, $W=R^{\top} Q$ ), where $Q^{\top}$ is unitary and $R$ is upper-triangular, see e.g. [27, p.112, Theorem 2.6.1]. Define

$$
\mathcal{L}(\lambda):=\left[\begin{array}{lll} 
& & \mathcal{L}_{d_{t}}(\lambda) \\
& . & \\
\mathcal{L}_{d_{1}}(\lambda) & &
\end{array}\right] .
$$

Now, by an adequate conformal partition, we have

$$
\mathcal{S}(\lambda)=Q^{\top}\left[\begin{array}{ccc}
R_{11} & R_{12} & R_{13}  \tag{3.3}\\
0 & R_{22} & R_{23} \\
0 & 0 & R_{33}
\end{array}\right]\left[\begin{array}{ccc}
0 & 0 & \mathcal{L}(\lambda) \\
0 & \mathcal{J}(\lambda) & 0 \\
\mathcal{L}(\lambda)^{\top} & 0 & 0
\end{array}\right]\left[\begin{array}{ccc}
R_{11}^{\top} & 0 & 0 \\
R_{12}^{\top} & R_{22}^{\top} & 0 \\
R_{13}^{\top} & R_{23}^{\top} & R_{33}^{\top}
\end{array}\right] Q
$$

Multiplying the matrix pencils in the middle of the right-hand side of (3.3) we get the following symmetric pencil

$$
\begin{aligned}
& \mathcal{Z}(\lambda):= \\
& {\left[\begin{array}{ccc}
R_{13} \mathcal{L}(\lambda)^{\top} R_{11}^{\top}+R_{12} \mathcal{J}(\lambda) R_{12}^{\top}+R_{11} \mathcal{L}(\lambda) R_{13}^{\top} & R_{12} \mathcal{J}(\lambda) R_{22}^{\top}+R_{11} \mathcal{L}(\lambda) R_{23}^{\top} & R_{11} \mathcal{L}(\lambda) R_{33}^{\top} \\
R_{22} \mathcal{J}(\lambda) R_{12}^{\top}+R_{23} \mathcal{L}(\lambda)^{\top} R_{11}^{\top} & R_{22} \mathcal{J}(\lambda) R_{22}^{\top} & 0 \\
R_{33} \mathcal{L}(\lambda)^{\top} R_{11}^{\top} & 0 & 0
\end{array}\right] .}
\end{aligned}
$$

Note that $R_{11} \mathcal{L}(\lambda) R_{33}^{\top}$ is strictly equivalent to $\mathcal{L}(\lambda)$ and thus it is a pencil $\mathcal{S}_{\text {right }}(\lambda)$ whose complete eigenstructure consists only of the right minimal indices of $\mathcal{S}(\lambda)$. As a consequence, $\mathcal{S}_{\text {right }}(\lambda)^{\top}=R_{33} \mathcal{L}(\lambda)^{\top} R_{11}^{\top}$ is a pencil whose complete eigenstructure consists only of the left minimal indices of $\mathcal{S}(\lambda)$, and similarly $R_{22} \mathcal{J}(\lambda) R_{22}^{\top}$ is a regular symmetric pencil whose complete eigenstructure consists of the elementary divisors of $\mathcal{S}(\lambda)$. Therefore $\mathcal{Z}(\lambda)$ has the block anti-triangular structure of the block-pencil in (3.1). Thus $\mathcal{S}(\lambda)=Q^{\top} \mathcal{Z}(\lambda) Q$ is the desired decomposition.

In the case where $d=0$, for all singular blocks $\mathcal{M}_{d}$ (namely, when all minimal indices of $\mathcal{S}(\lambda)$ are equal to zero $)$, the blocks $\mathcal{L}_{d_{1}}(\lambda), \ldots, \mathcal{L}_{d_{t}}(\lambda)$ and $\mathcal{L}_{d_{1}}(\lambda)^{\top}, \ldots, \mathcal{L}_{d_{t}}(\lambda)^{\top}$ do not appear in the central matrix of the right-hand side of (3.2). In this case, this matrix is of the form

$$
\left[\begin{array}{cc}
\mathcal{J}(\lambda) & 0  \tag{3.4}\\
0 & 0
\end{array}\right]
$$

where the last zero columns (respectively, rows) correspond to the right (resp., left) minimal indices of $\mathcal{S}(\lambda)$. Then, the matrix $\mathcal{L}(\lambda)$ does not appear in (3.3), and the
central matrix in the right-hand side of this equation is equal to (3.4). The previous proof can be adapted to this case just by removing also the blocks $R_{11}, R_{12}$, and $R_{13}$, together with their corresponding transposes.

The case when $\mathcal{S}(\lambda)$ is regular, i.e., it does not have minimal indices at all, is trivial, since in this case $\mathcal{S}(\lambda)=W^{\top} \mathcal{J}(\lambda) W=Q^{\top} \mathcal{S}_{\text {reg }}(\lambda) Q$.

Remark 1. As it can be seen from the proof of Theorem 3.1, it may happen that $\mathcal{S}_{\text {right }}(\lambda)$ (and, as a consequence, $\mathcal{S}_{\text {right }}(\lambda)^{\top}$ as well) is not present in (3.1). This happens when all minimal indices of $\mathcal{S}(\lambda)$ are equal to zero or when $\mathcal{S}(\lambda)$ is regular. In this case, (3.1) reads

$$
\mathcal{S}(\lambda)=Q^{\top}\left[\begin{array}{cc}
\mathcal{S}_{\mathrm{reg}}(\lambda) & 0 \\
0 & 0
\end{array}\right] Q
$$

and the presence of the right (respectively, left) null minimal indices is displayed in the last null columns (resp., rows) of the pencil in the middle of the right-hand side. In case such null columns and rows are not present, $\mathcal{S}(\lambda)$ is regular and does not have minimal indices.

The main result of this paper is Theorem 3.2, which provides a description of the generic complete eigenstructures of $\mathrm{PENCIL}_{n \times n}^{s}(r)$, for $r<n$. In order to do that, we provide a decomposition of $\mathrm{PENCIL}_{n \times n}^{s}(r)$ as the union of the closures of $\left\lfloor\frac{r}{2}\right\rfloor+1$ symmetric bundles, which determine the generic eigenstructures.

THEOREM 3.2. (Generic eigenstructures of symmetric matrix pencils with bounded rank). Let $n$ and $r$ be integers such that $n \geq 2$ and $1 \leq r \leq n-1$. Define the following $\left\lfloor\frac{r}{2}\right\rfloor+1$ symmetric canonical forms of $n \times n$ complex symmetric matrix pencils with rank $r$ :

$$
\begin{equation*}
\mathcal{K}_{a}(\lambda):=\operatorname{diag}(\underbrace{\mathcal{M}_{\alpha+1}, \ldots, \mathcal{M}_{\alpha+1}}_{s}, \underbrace{\mathcal{M}_{\alpha}, \ldots, \mathcal{M}_{\alpha}}_{n-r-s}, \mathcal{J}_{1}\left(\mu_{1}\right), \ldots, \mathcal{J}_{1}\left(\mu_{r-2 a}\right)) \tag{3.5}
\end{equation*}
$$

for $a=0,1, \ldots,\left\lfloor\frac{r}{2}\right\rfloor$, where $a=(n-r) \alpha+s$ is the Euclidean division of a by $n-r$, and $\mu_{1}, \ldots, \mu_{r-2 a}$ are arbitrary complex numbers (different from each other). Then:
(i) For every $n \times n$ symmetric pencil $\mathcal{S}(\lambda)$ with rank at most $r$, there exists an integer a such that $\overline{\mathrm{B}^{c}}\left(\mathcal{K}_{a}\right) \supseteq \overline{\mathrm{B}^{c}}(\mathcal{S})$.
(ii) $\overline{\mathrm{B}^{c}}\left(\mathcal{K}_{a}\right) \nsupseteq \overline{\mathrm{B}^{c}}\left(\mathcal{K}_{a^{\prime}}\right)$ whenever $a \neq a^{\prime}$.
(iii) The set $\mathrm{PENCIL}_{n \times n}^{s}(r)$ is a closed subset of $\mathrm{PENCIL}_{n \times n}^{s}$, and it is equal to $\bigcup_{0 \leq a \leq\left\lfloor\frac{r}{2}\right\rfloor} \overline{\mathrm{B}^{c}}\left(\mathcal{K}_{a}\right)$.
Proof. The set PENCIL ${ }_{n \times n}^{s}(r)$ is a closed subset of PENCIL $_{n \times n}^{s}$ because it is the intersection of PENCIL ${ }_{n \times n}^{s}$ with the set of $n \times n$ pencils with rank at most $r$, which is a closed set. Therefore, claim (iii) is an immediate consequence of (i), so we only need to prove (i) and (ii).

Let us first prove (i). First, we are going to see that we can reduce the proof to the set of pencils with rank exactly $r$. Assume that any symmetric pencil with rank exactly $r$ belongs to $\bigcup_{0 \leq a \leq\left\lfloor\frac{r}{2}\right\rfloor} \overline{\mathrm{B}^{c}}\left(\mathcal{K}_{a}\right)$. We are going to show that any symmetric pencil $\mathcal{S}(\lambda)$ with rank $r_{0} \leq r$ is the limit of a sequence of symmetric pencils with rank $r$. This will imply that any symmetric pencil $\mathcal{S}(\lambda)$ with $\operatorname{rank} \mathcal{S}=r_{0}<r$ is in the closure of the set of symmetric pencils with rank $r$, which is contained in $\bigcup_{0 \leq a \leq\left\lfloor\frac{r}{2}\right\rfloor} \overline{\mathrm{B}^{c}}\left(\mathcal{K}_{a}\right)$, because this last set is closed. Therefore, $\mathcal{S}(\lambda)$ will belong to $\bigcup_{0 \leq a \leq\left\lfloor\frac{r}{2}\right\rfloor} \overline{\overline{\mathrm{B}}^{c}}\left(\mathcal{K}_{a}\right)$ as well.

More precisely, we are going to see that, if $\mathcal{S}(\lambda)$ is a symmetric pencil with $\operatorname{rank} \mathcal{S}=r_{0}<n$, then it is the limit of a sequence of symmetric pencils with rank $r_{0}+1$. By Theorem 2.1, $\mathcal{S}(\lambda)$ is congruent to a pencil of the form

$$
\mathcal{K}_{\mathcal{S}}(\lambda):=\operatorname{diag}\left(\mathcal{M}_{d_{1}}, \widetilde{\mathcal{S}}(\lambda)\right)
$$

for some $d_{1} \geq 0$, with $\widetilde{\mathcal{S}}$ being a symmetric pencil which is not relevant in our argument. Now, $\mathcal{K}_{\mathcal{S}}(\lambda)$ is the limit of the sequence $\left\{\mathcal{S}_{m}(\lambda)\right\}_{m \in \mathbb{N}}$, where $\mathcal{S}_{m}(\lambda):=$ $\mathcal{K}_{\mathcal{S}}(\lambda)+(1 / m) E_{11}$, and $E_{11}$ is the $n \times n$ matrix having an entry equal to 1 in the $(1,1)$ position and zeroes elsewhere. Note that $\mathcal{S}_{m}(\lambda)$ is a symmetric pencil with rank $\mathcal{S}_{m}=r_{0}+1$, for all $m \in \mathbb{N}$, so this proves the claim.

Now, let $\mathcal{S}(\lambda)$ be an $n \times n$ symmetric matrix pencil with $\operatorname{rank} \mathcal{S}=r$. By Theorem 2.1, $\mathcal{S}(\lambda)$ is congruent to a direct sum of blocks of the forms $\mathcal{M}_{d}, \mathcal{J}_{\ell}^{s}(\mu)$, and $\mathcal{J}_{k}^{s}(\infty)$, and the number of blocks of type $\mathcal{M}_{d}$ is equal to $n-r$, by the rank-nullity theorem. Then, claim (i) follows from the following three facts:
(a) $\mathcal{J}_{\ell}^{s}(\mu) \in \overline{\mathrm{B}^{c}}\left(\mathcal{J}_{1}\left(\mu_{1}\right), \ldots, \mathcal{J}_{1}\left(\mu_{\ell}\right)\right)$.
(b) $\mathcal{J}_{k}^{s}(\infty) \in \overline{\mathrm{B}^{c}}\left(\mathcal{J}_{1}\left(\mu_{1}\right), \ldots, \mathcal{J}_{1}\left(\mu_{k}\right)\right)$.
(c) $\operatorname{diag}\left(\mathcal{M}_{d_{1}}, \ldots, \mathcal{M}_{d_{n-r}}\right) \in \overline{\mathrm{O}^{c}}(\operatorname{diag}(\underbrace{\mathcal{M}_{\alpha+1}, \ldots, \mathcal{M}_{\alpha+1}}_{s}, \underbrace{\mathcal{M}_{\alpha}, \ldots, \mathcal{M}_{\alpha}}_{n-r-s})$, with $\sum_{i=1}^{n-r} d_{i}=(n-r) \alpha+s$ being the Euclidean division of $\sum_{i=1}^{n-r} d_{i}$ by $n-r$.
Let us prove (a)-(c). For claim (a) just note that $\mathcal{J}_{\ell}^{s}(\mu)$ is the limit of the following sequence of pencils (as $m$ tends to infinity):

$$
\left[\begin{array}{ccccc} 
& & & 1 & \lambda-\mu \\
& & 1 & \lambda-\mu & \\
& . \cdot & . & & \\
1 & \lambda-\mu & & & \\
\lambda-\mu & & & & 1 / m
\end{array}\right]_{\ell \times \ell}
$$

and that these pencils belong to $\mathrm{B}^{c}\left(\mathcal{J}_{1}\left(\mu_{1}\right), \ldots, \mathcal{J}_{1}\left(\mu_{\ell}\right)\right)$.
Claim (b) can be proved in a similar way noticing that $\mathcal{J}_{k}^{s}(\infty)$ is the limit of the sequence of pencils

$$
\left[\begin{array}{ccccc} 
& & & \lambda & 1 \\
& & & \lambda & 1
\end{array}\right]
$$

and that these pencils belong, again, to $\mathrm{B}^{c}\left(\mathcal{J}_{1}\left(\mu_{1}\right), \ldots, \mathcal{J}_{1}\left(\mu_{k}\right)\right)$.
As for claim (c), it follows from the general covering rules for (strict) equivalence orbits of matrix pencils. More precisely, it is known that, if $d_{1}$ and $d_{2}$ are such that $d_{1}>d_{2}$, then $\mathcal{L}_{d_{1}} \oplus \mathcal{L}_{d_{2}} \in \overline{\mathrm{O}^{c}}\left(\mathcal{L}_{d_{1}-1} \oplus \mathcal{L}_{d_{2}+1}\right)$ (see [36, p. 110-111]). Then, there are two sequences of nonsingular matrices $\left\{P_{m}\right\}_{m \in \mathbb{N}}$ and $\left\{Q_{m}\right\}_{m \in \mathbb{N}}$ such that $P_{m}\left(\mathcal{L}_{d_{1}-1} \oplus \mathcal{L}_{d_{2}+1}\right) Q_{m}$ converges to $\mathcal{L}_{d_{1}} \oplus \mathcal{L}_{d_{2}}$. Therefore, the sequence of pencils

$$
\left[\begin{array}{cc}
Q_{m}^{\top} & 0  \tag{3.6}\\
0 & P_{m}
\end{array}\right]\left[\begin{array}{cc}
0 & \mathcal{L}_{d_{1}-1}^{\top} \oplus \mathcal{L}_{d_{2}+1}^{\top} \\
\mathcal{L}_{d_{1}-1} \oplus \mathcal{L}_{d_{2}+1} & 0
\end{array}\right]\left[\begin{array}{cc}
Q_{m} & 0 \\
0 & P_{m}^{\top}
\end{array}\right]
$$

converges to $\left[\begin{array}{cc}0 & \mathcal{L}_{d_{1}}^{\top} \oplus \mathcal{L}_{d_{2}}^{\top} \\ \mathcal{L}_{d_{1}} \oplus \mathcal{L}_{d_{2}} & 0\end{array}\right]$. But note that the pencils in (3.6) are all congruent to $\left[\begin{array}{cc}0 & \mathcal{L}_{d_{1}-1}^{\top} \oplus \mathcal{L}_{d_{2}+1}^{\top} \\ \mathcal{L}_{d_{1}-1} \oplus \mathcal{L}_{d_{2}+1} & 0\end{array}\right]$, and that the pencil $\left[\begin{array}{cc}0 & \mathcal{L}_{d_{1}}^{\top} \oplus \mathcal{L}_{d_{2}}^{\top} \\ \mathcal{L}_{d_{1}} \oplus \mathcal{L}_{d_{2}} & 0\end{array}\right]$ is symmetric and with the same spectral structure as $\mathcal{M}_{d_{1}} \oplus \mathcal{M}_{d_{2}}$. As a consequence, $\mathcal{M}_{d_{1}} \oplus \mathcal{M}_{d_{2}} \in$ $\overline{\mathrm{O}^{c}}\left(\mathcal{M}_{d_{1}-1} \oplus \mathcal{M}_{d_{2}+1}\right)$. By repeating this argument with a direct sum $\bigoplus_{i=1}^{n-r} \mathcal{M}_{d_{i}}$, as long as there are two indices $d_{i}, d_{j}$ such that $\left|d_{i}-d_{j}\right| \geq 2$, we end up with a pencil as in the right hand side of the inclusion in claim (c).

Now, let us prove (ii). First, we are going to see that if $a^{\prime}>a$ then $\mathrm{B}^{c}\left(\mathcal{K}_{a^{\prime}}\right)$ is not contained in $\overline{\mathrm{B}^{c}}\left(\mathcal{K}_{a}\right)$. By contradiction, let us assume that $\mathcal{K}_{a^{\prime}}(\lambda) \in \overline{\mathrm{B}^{c}}\left(\mathcal{K}_{a}\right)$, for some choice of the eigenvalues $\mu_{1}, \ldots, \mu_{r-2 a^{\prime}}$ in (3.5). This means that there is a sequence $\mathcal{S}_{m}(\lambda) \in \mathrm{B}^{c}\left(\mathcal{K}_{a}\right)$ such that $\mathcal{S}_{m}(\lambda)$ converges to $\mathcal{S}(\lambda):=\mathcal{K}_{a^{\prime}}(\lambda)$. Then (see, for instance, [7, Lemma 1.2]) there is a majorization of the Weyr sequence of right minimal indices

$$
\begin{equation*}
\varepsilon_{\mathcal{S}} \prec \varepsilon_{\mathcal{S}_{m}} . \tag{3.7}
\end{equation*}
$$

Notice that

$$
\begin{aligned}
\varepsilon_{\mathcal{S}} & =(\underbrace{n-r, \ldots, n-r}_{\alpha^{\prime}+1}, s^{\prime}, 0,0, \ldots) \\
\varepsilon_{\mathcal{S}_{m}} & =(\underbrace{n-r, \ldots, n-r}_{\alpha+1}, s, 0,0, \ldots)
\end{aligned}
$$

where

$$
\begin{aligned}
a & =(n-r) \alpha+s, \quad 0 \leq s<n-r \\
a^{\prime} & =(n-r) \alpha^{\prime}+s^{\prime}, \quad 0 \leq s^{\prime}<n-r,
\end{aligned}
$$

are the Euclidean division of, respectively, $a$ and $a^{\prime}$ by $n-r$. Since $a^{\prime}>a$, it follows that either $\alpha^{\prime}>\alpha$ or $\alpha^{\prime}=\alpha$ and $s^{\prime}>s$, in contradiction with (3.7).

It remains to prove that if $a^{\prime}<a$ then $\mathrm{B}^{c}\left(\mathcal{K}_{a^{\prime}}\right)$ is not contained in $\overline{\mathrm{B}^{c}}\left(\mathcal{K}_{a}\right)$ either. By contradiction, if $\mathrm{B}^{c}\left(\mathcal{K}_{a^{\prime}}\right) \subseteq \overline{\mathrm{B}^{c}}\left(\mathcal{K}_{a}\right)$, then any pencil congruent to $\mathcal{K}_{a^{\prime}}(\lambda)$ as in (3.5), with $\mu_{i} \neq \mu_{j}$, for $i \neq j$, must be the limit of a sequence of pencils in $\mathrm{B}^{c}\left(\mathcal{K}_{a}\right)$. Let $\left\{\mathcal{S}_{m}(\lambda)\right\}_{m \in \mathbb{N}}$ be a sequence of pencils with $\mathcal{S}_{m}(\lambda) \in \mathrm{B}^{c}\left(\mathcal{K}_{a}\right)$, for all $m \in \mathbb{N}$. Then, by Theorem 3.1,

$$
\mathcal{S}_{m}(\lambda)=Q_{m}^{\top}\left[\begin{array}{ccc}
\mathcal{A}_{m}(\lambda) & \mathcal{B}_{m}(\lambda) & \mathcal{S}_{\text {right }}^{(m)}(\lambda)  \tag{3.8}\\
\mathcal{B}_{m}(\lambda)^{\top} & S_{\text {reg }}^{(m)}(\lambda) & 0 \\
\mathcal{S}_{\text {right }}^{(m)}(\lambda)^{\top} & 0 & 0
\end{array}\right] Q_{m}
$$

with $Q_{m} \in \mathbb{C}^{n \times n}$ being a unitary matrix, for all $m \in \mathbb{N}$, and

- $\mathcal{S}_{\text {right }}^{(m)}(\lambda)$ has size $a \times(n-r+a)$, and complete eigenstructure consisting of the right minimal indices of $\mathcal{K}_{a}(\lambda)$,
- $\mathcal{S}_{\text {right }}^{(m)}(\lambda)^{\top}$ has size $(n-r+a) \times a$, and complete eigenstructure consisting of the left minimal indices of $\mathcal{K}_{a}(\lambda)$,
- $\mathcal{S}_{\text {reg }}^{(m)}(\lambda)$ is a regular pencil of size $(r-2 a) \times(r-2 a)$.

Now, let us assume that $\mathcal{S}_{m}(\lambda)$ converges to some pencil $\mathcal{S}(\lambda)$. Since the set of unitary $n \times n$ matrices is a compact subset of the metric space $\left(\mathbb{C}^{n \times n},\|\cdot\|_{2}\right)$, the sequence $\left\{Q_{m}\right\}_{m \in \mathbb{N}}$ has a convergent subsequence, say $\left\{Q_{m_{j}}\right\}_{j \in \mathbb{N}}$, whose limit is a unitary matrix (see, for instance, [30, Th. 2.36]). Set

$$
\mathcal{H}_{m}(\lambda):=\left[\begin{array}{ccc}
\mathcal{A}_{m}(\lambda) & \mathcal{B}_{m}(\lambda) & \mathcal{S}_{\text {right }}^{(m)}(\lambda) \\
\mathcal{B}_{m}(\lambda)^{\top} & \mathcal{S}_{\text {reg }}^{(m)}(\lambda) & 0 \\
\mathcal{S}_{\text {right }}^{(m)}(\lambda)^{\top} & 0 & 0
\end{array}\right]
$$

for the matrix in the middle of the right-hand side in (3.8). Then the sequence $\left\{\mathcal{H}_{m_{j}}(\lambda)\right\}_{j \in \mathbb{N}}$ is convergent as well, since $\mathcal{H}_{m_{j}}(\lambda)=\bar{Q}_{m_{j}} \mathcal{S}_{m_{j}}(\lambda) Q_{m_{j}}^{*}$, and both $\left\{Q_{m_{j}}\right\}_{j \in \mathbb{N}}$ (and, as a consequence, $\left\{\bar{Q}_{m_{j}}\right\}_{j \in \mathbb{N}}$ and $\left\{Q_{m_{j}}^{*}\right\}_{j \in \mathbb{N}}$ ) and $\left\{\mathcal{S}_{m_{j}}(\lambda)\right\}_{j \in \mathbb{N}}$ are convergent, because any subsequence of $\mathcal{S}_{m}(\lambda)$ converges to its limit (here $\bar{Q}_{m_{j}}$ denotes the matrix whose entries are the complex conjugates of the entries of $Q_{m_{j}}$ ). Moreover, by continuity of the zero blocks in the block-structure, $\left\{\mathcal{H}_{m_{j}}(\lambda)\right\}_{j \in \mathbb{N}}$ converges to a matrix pencil of the form

$$
\mathcal{H}(\lambda)=\left[\begin{array}{ccc}
\mathcal{A}(\lambda) & \mathcal{B}(\lambda) & \mathcal{C}(\lambda)  \tag{3.9}\\
\mathcal{B}(\lambda)^{\top} & \mathcal{R}(\lambda) & 0 \\
\mathcal{C}(\lambda)^{\top} & 0 & 0
\end{array}\right]
$$

with

- $\mathcal{C}(\lambda)$ being of size $a \times(n-r+a)$,
- $\mathcal{C}(\lambda)^{\top}$ being of size $(n-r+a) \times a$, and
- $\mathcal{R}(\lambda)$ being of size $(r-2 a) \times(r-2 a)$.

Therefore, the sequence $\left\{\mathcal{S}_{m_{j}}(\lambda)\right\}_{j \in \mathbb{N}}$ converges to $Q^{\top} \mathcal{H}(\lambda) Q$, where $Q:=\lim _{j \rightarrow \infty} Q_{m_{j}}$ is unitary. Since $\left\{\mathcal{S}_{m}(\lambda)\right\}_{m \in \mathbb{N}}$ is convergent, any subsequence must converge to its limit, so $\lim _{m \rightarrow \infty} \mathcal{S}_{m}(\lambda)=\mathcal{S}(\lambda)=Q^{\top} \mathcal{H}(\lambda) Q$.

Now, let us assume that

$$
\begin{array}{r}
\mathcal{S}(\lambda) \in \mathrm{B}^{c}\left(\mathcal{K}_{a^{\prime}}\right), \quad \text { with } a^{\prime}<a, \quad \text { and } \\
\mathcal{S}(\lambda) \text { has } r-2 a^{\prime} \text { simple eigenvalues. } \tag{3.11}
\end{array}
$$

Note that conditions (3.10)-(3.11) mean that $\mathcal{S}(\lambda)$ is congruent to $\mathcal{K}_{a^{\prime}}(\lambda)$, for some eigenvalues $\mu_{1}, \ldots, \mu_{r-2 a^{\prime}}$ in (3.5), different from each other. Moreover, (3.10) implies that

$$
\begin{equation*}
\operatorname{rank} \mathcal{S}=r \tag{3.12}
\end{equation*}
$$

Notice, also, that $\operatorname{rank} \mathcal{C}(\lambda)^{\top} \leq a$, so condition (3.12) implies that $\operatorname{rank} \mathcal{R}=r-2 a$ and $\operatorname{rank} \mathcal{C}=a$. Then, $\mathcal{R}(\lambda)$ is a regular pencil with $r-2 a$ eigenvalues (counting multiplicities). Let us denote these eigenvalues by $\widetilde{\mu}_{1}, \ldots, \widetilde{\mu}_{r-2 a}$. By (3.10), the pencil $\mathcal{S}(\lambda)$ has more than $r-2 a$ eigenvalues (counting multiplicities). If $\operatorname{rank} \mathcal{C}\left(\lambda_{0}\right)=a$, for all $\lambda_{0} \in \mathbb{C} \cup\{\infty\}($ where $\mathcal{C}(\infty)$ is the leading term of $\mathcal{C}(\lambda))$ then $\operatorname{rank} \mathcal{S}(\mu)=\operatorname{rank} \mathcal{S}=r$ for all $\mu \neq \widetilde{\mu}_{i}(i=1, \ldots, r-2 a)$, which means that $\mathcal{S}(\lambda)$ has only $r-2 a$ eigenvalues. Therefore, there must be some $\lambda_{0} \in \mathbb{C} \cup\{\infty\}$ such that $\operatorname{rank} \mathcal{C}\left(\lambda_{0}\right)<a$. In particular, such $\lambda_{0}$ is an eigenvalue of $\mathcal{S}(\lambda)$, since the number of linearly independent rows of $\mathcal{S}\left(\lambda_{0}\right)$ is less than $r$. Now, we consider the following two cases:

Case 1, $\operatorname{rank} \mathcal{S}\left(\lambda_{0}\right)=\operatorname{rank} \mathcal{H}\left(\lambda_{0}\right) \leq r-2:$ In this case, $\lambda_{0}$ is an eigenvalue of $\mathcal{S}(\lambda)$ with geometric multiplicity at least two, contradicting (3.11).
Case 2, $\operatorname{rank} \mathcal{S}\left(\lambda_{0}\right)=\operatorname{rank} \mathcal{H}\left(\lambda_{0}\right)=r-1$ : We are going to see that, in this case, $\lambda_{0}$ is an eigenvalue of $\mathcal{S}(\lambda)$ with algebraic multiplicity at least 2 , which is in contradiction with (3.11) as well. For this, we will prove that all $r \times r$ non-identically zero minors of $\mathcal{H}(\lambda)$ have $\left(\lambda-\lambda_{0}\right)^{2}$ as a factor. In order for an $r \times r$ submatrix of $\mathcal{H}(\lambda)$ to have non-identically zero determinant, it must contain fewer than $a+1$ columns among the last $n-r+a$ columns of $\mathcal{H}(\lambda)$ (namely, those corresponding to $\mathcal{C}(\lambda)$ ), and fewer than $a+1$ rows among the last $n-r+a$ rows of $\mathcal{H}(\lambda)$ (namely, those corresponding to $\left.\mathcal{C}(\lambda)^{\top}\right)$. This
is because any set of $a+1$ columns among the last $n-r+a$ columns of $\mathcal{H}(\lambda)$ is linearly dependent, and the same for the last $n-r+a$ rows. As a consequence, any $r \times r$ non-identically zero minor, $M(\lambda)$, of $\mathcal{H}(\lambda)$ is of the form:

$$
M(\lambda):=\operatorname{det}\left[\begin{array}{ccc}
\mathcal{A}(\lambda) & \mathcal{B}(\lambda) & \mathcal{C}_{1}(\lambda) \\
\mathcal{B}^{\top}(\lambda) & \mathcal{R}(\lambda) & 0 \\
\mathcal{C}_{2}(\lambda)^{\top} & 0 & 0
\end{array}\right]
$$

where $\mathcal{C}_{1}(\lambda)$ (respectively, $\mathcal{C}_{2}(\lambda)^{\top}$ ) is a submatrix of $\mathcal{C}(\lambda)$ (resp., $\mathcal{C}(\lambda)^{\top}$ ) with size $a \times a$. Therefore, $M(\lambda)= \pm \operatorname{det} \mathcal{R}(\lambda) \cdot \operatorname{det} \mathcal{C}_{1}(\lambda) \cdot \operatorname{det} \mathcal{C}_{2}(\lambda)^{\top}$. Since $\operatorname{rank} \mathcal{C}_{1}\left(\lambda_{0}\right)<a$ and $\operatorname{rank} \mathcal{C}_{2}\left(\lambda_{0}\right)^{\top}<a$, the binomial $\left(\lambda-\lambda_{0}\right)$ is a factor of both $\operatorname{det} \mathcal{C}_{1}(\lambda)$ and $\operatorname{det} \mathcal{C}_{2}(\lambda)^{\top}$, so $\left(\lambda-\lambda_{0}\right)^{2}$ is a factor of $M(\lambda)$. Therefore, the gcd of all $r \times r$ non-identically zero minors of $\mathcal{H}(\lambda)$ is a multiple of $\left(\lambda-\lambda_{0}\right)^{2}$. This implies (see, for instance, [25, p. 141]) that the algebraic multiplicity of $\lambda_{0}$ as an eigenvalue of $\mathcal{H}(\lambda)$, and so of $\mathcal{S}(\lambda)$, is at least 2 .

It is natural to ask about the generic eigenstructures of Hermitian pencils, instead of the symmetric ones. Despite the close similarities between both structures (Hermitian and symmetric), the Hermitian case presents a striking difference with respect to the symmetric case. More precisely, the set of $n \times n$ singular Hermitian matrix pencils (that is, the set of $n \times n$ Hermitian pencils with rank at most $r=n-1$ ) is irreducible [41, Th. 4]. However, Theorem 3.2 says that $\operatorname{PENCIL}_{n \times n}^{s}(n-1)$ is the union of $\left\lfloor\frac{n-1}{2}\right\rfloor+1$ different closed subsets, so $\operatorname{PENCIL}_{n \times n}^{s}(n-1)$ has, at least, $\left\lfloor\frac{n-1}{2}\right\rfloor+1$ irreducible components. Actually, it has exactly $\left\lfloor\frac{n-1}{2}\right\rfloor+1$ irreducible components [41, Th. 3]. Nonetheless, it is natural to ask whether the arguments used in this paper for symmetric pencils can be adapted to the Hermitian case.

Hermitian pencils are defined in the same way as symmetric pencils just replacing the transpose ( $\top$ ) by the conjugate transpose (*) in the pencil coefficients. Therefore, a natural and straightforward attempt to adapt the proof of Theorem 3.2 to the set of Hermitian pencils consists of just replacing $\top$ by $*$ and following the same arguments. There is a first difficulty in this approach, namely that the canonical form under conjugate transpose congruence of Hermitian pencils contains some additional structure due to the presence of pairs of complex conjugate eigenvalues and real eigenvalues with some associated sign characteristic [31, Th. 6.1]. A second difficulty comes from the fact that, after replacing $T$ by $*$ in (3.9), and adapting the subsequent arguments in the proof of Theorem 3.2, we would conclude that $\operatorname{rank} \mathcal{C}\left(\lambda_{0}\right)^{*}<a$ whenever $\operatorname{rank} \mathcal{C}\left(\lambda_{0}\right)<a$. However, this does not guarantee that $\lambda_{0}$ is a multiple eigenvalue of (3.9) (with $*$ instead of $T$ ). Note that, if $\mathcal{C}(\lambda)=\lambda C_{1}+C_{0}$, then $\mathcal{C}\left(\lambda_{0}\right)^{*}=$ $\bar{\lambda}_{0} C_{1}^{*}+C_{0}^{*}$ consists of evaluating not $\lambda_{0}$ but its complex conjugate in $\mathcal{C}^{*}(\lambda):=\lambda C_{1}^{*}+C_{0}^{*}$ (the key fact here is that the pencil $\mathcal{C}^{*}(\lambda)$ is not the same as $\mathcal{C}(\lambda)^{*}=\bar{\lambda} C_{1}^{*}+C_{0}^{*}$, unlike what happens with $\mathcal{C}^{\top}(\lambda)$ and $\left.\mathcal{C}(\lambda)^{\top}\right)$. Therefore, the Hermitian case deserves a different treatment.
4. On the irreducible components of $\operatorname{PENCIL}_{n \times n}^{s}(r)$. The set $\operatorname{PENCIL}_{n \times n}^{s}(r)$ is an algebraic (namely, Zariski closed) subset of PENCIL $_{n \times n}$, when identified with $\mathbb{C}^{2 n^{2}}$, since it is defined as the set of common zeroes of several multivariable polynomials. These polynomials correspond to imposing both the conditions on the symmetric structure on $\lambda A+B$ (namely, $a_{i j}-a_{j i}=0$ and $b_{i j}-b_{j i}=0$, for $i<j$, where $A=\left[a_{i j}\right]$ and $\left.B=\left[b_{i j}\right]\right)$ and the low-rank conditions, $p_{\ell}\left(a_{i j}, b_{i j}\right)=0$, where the polynomials $p_{\ell}$ are the coefficients of all $(r+1) \times(r+1)$ minors of $\lambda A+B$ (these
minors are polynomial in $\lambda$ ). It is known [41, Th. 3] that, for $r=n-1$, this set has $\left\lfloor\frac{n+1}{2}\right\rfloor=\left\lfloor\frac{r}{2}\right\rfloor+1$ irreducible components. Theorem 4.2 shows that, for $r<n$, the number of irreducible components is at most $\left\lfloor\frac{r}{2}\right\rfloor+1$, and provides a description of these components. Before proving it, we need the following:

Theorem 4.1. The (Zariski) closure of the bundle $\mathrm{B}^{c}\left(\mathcal{K}_{a}\right)$ is an irreducible set.
Proof. The proof follows similar arguments to the ones in the proof of Lemma 3.4 in [10]. The closure of $\mathrm{B}^{c}\left(\mathcal{K}_{a}\right)$ throughout the proof is considered in the Zariski topology.

Let us consider the following map:

$$
\begin{array}{rlll}
\Phi: \quad \mathrm{GL}_{n}(\mathbb{C}) \times(\mathbb{C} \cup\{\infty\})^{r-2 a} & \rightarrow & \text { PENCIL }_{n \times n} \\
\left(P ; \mu_{1}, \ldots, \mu_{r-2 a}\right) & \mapsto & P \mathcal{K}_{a}(\lambda) P^{\top},
\end{array}
$$

where $\mathcal{K}_{a}(\lambda)$ has the eigenvalues $\mu_{1}, \ldots, \mu_{r-2 a}$ as in (3.5). Then it is straightforward to see that:
(a) $\Phi$ is a polynomial map.
(b) $\Phi\left(\mathrm{GL}_{n}(\mathbb{C}) \times \mathbb{C}^{r-2 a}\right)=\mathrm{B}^{c}\left(\mathcal{K}_{a}\right)$.

In general, for a given subset $A$ of a topological space $\left(X, \mathcal{T}_{X}\right)$, and a continuous map between topological spaces $\phi:\left(X, \mathcal{T}_{X}\right) \rightarrow\left(Y, \mathcal{T}_{Y}\right)$, the following inclusion holds:

$$
\begin{equation*}
\phi(\bar{A}) \subseteq \overline{\phi(A)} \tag{4.1}
\end{equation*}
$$

where the closures are taken in $\mathcal{T}_{X}$ and $\mathcal{T}_{Y}$, respectively. To see this, just note that $A \subseteq \phi^{-1}(\overline{\phi(A)})$ and, since $\phi$ is continuous, the set $\phi^{-1}(\overline{\phi(A)})$ is closed in $\mathcal{T}_{X}$. Therefore $\bar{A} \subseteq \phi^{-1}(\overline{\phi(A)})$, and this implies (4.1).

Since $\mathrm{GL}_{n}(\mathbb{C})$ is dense in $\mathbb{C}^{n \times n}$ (both in the Euclidean and the Zariski topology), it follows that $\overline{\mathrm{GL}_{n}(\mathbb{C}) \times \mathbb{C}^{r-2 a}}=\mathbb{C}^{n \times n} \times \mathbb{C}^{r-2 a}$. Since $\Phi$ is a polynomial function, it is continuous when considering in both $\mathrm{GL}_{n}(\mathbb{C}) \times \mathbb{C}^{r-2 a}$ and PENCIL ${ }_{n \times n}$ the Zariski topology (where PENCIL ${ }_{n \times n}$ is identified with $\mathbb{C}^{2 n^{2}}$ ). As a consequence of (4.1) and (b) above, $\overline{\Phi\left(\mathbb{C}^{n \times n} \times \mathbb{C}^{r-2 a}\right)}=\overline{\Phi\left(\overline{\left.\mathrm{GL}_{n}(\mathbb{C}) \times \mathbb{C}^{r-2 a}\right)}\right.}=\overline{\mathrm{B}^{c}}\left(\mathcal{K}_{a}\right)$. Now the result follows from the fact that the Zariski closure of the image of any $\mathbb{C}^{m}$ by a polynomial map is irreducible (see [41, p. 228]).

As a consequence of Theorem 4.1, we can prove the following result.
TheOrem 4.2. The set of $n \times n$ symmetric matrix pencils with rank at most $r<n$ is an algebraic set whose irreducible components are the closure (in the Zariski topology) of some congruence bundles $\mathrm{B}^{c}\left(\mathcal{K}_{a}\right)$, with $\mathcal{K}_{a}(\lambda)$ as in (3.5), for $a=0,1, \ldots,\left\lfloor\frac{r}{2}\right\rfloor$.

Proof. Since the Zariski closure of a set is closed in the Euclidean topology, claim (iii) in Theorem 3.2, together with the fact that, by definition, $\operatorname{PENCIL}_{n \times n}^{s}(r)$ is closed in the Zariski topology, immediately imply that $\operatorname{PENCIL}_{n \times n}^{s}(r)=\bigcup_{0 \leq a \leq\left\lfloor\frac{r}{2}\right\rfloor} \overline{\mathrm{B}}^{z}\left(\mathcal{K}_{a}\right)$, where $\overline{\mathrm{B}}^{\boldsymbol{c}}\left(\mathcal{K}_{a}\right)$ is the closure, in the Zariski topology, of $\mathrm{B}^{c}\left(\mathcal{K}_{a}\right)$. Now the result is an immediate consequence of Theorem 4.1.

REMARK 2. We conjecture that the irreducible components of $\mathrm{PENCIL}_{n \times n}^{s}(r)$ are precisely the closures (in the Zariski topology) of the congruence bundles $\mathrm{B}^{c}\left(\mathcal{K}_{a}\right)$, for $0 \leq a \leq\left\lfloor\frac{r}{2}\right\rfloor$. In order for this to be the case, claim (ii) in Theorem 3.2 should be also true for the closures in the Zariski topology. A natural way to prove this would be to show that the closures of congruence bundles are the same in the Euclidean and the Zariski topologies. This is a well-known fundamental result for closures of orbits [32, Th. 3.1.6.1] but, surprisingly, seems to be an open problem for bundles.
5. Codimensions of the generic bundles. For an $n \times n$ symmetric matrix pencil $\lambda A+B$, the dimension of $\mathrm{O}^{c}(\lambda A+B)$ is defined to be the dimension of the tangent space to this orbit

$$
\mathrm{T}_{\lambda A+B}^{c}:=\left\{\lambda\left(X^{\top} A+A X\right)+\left(X^{\top} B+B X\right): X \in \mathbb{C}^{n \times n}\right\}
$$

at the point $\lambda A+B$. Define the normal space to $\mathrm{O}^{c}(\lambda A+B)$ at the point $\lambda A+B$ to be the orthogonal complement to $\mathrm{T}_{\lambda A+B}^{c}$ with respect to the Frobenius inner product $<\lambda A+B, \lambda C+D>:=\operatorname{trace}\left(A C^{*}+B D^{*}\right)$. The codimension of the congruence orbit of $\lambda A+B$ is the dimension of the normal space. This codimension is equal to $n(n+1)$ minus the dimension of the congruence orbit of $\lambda A+B$. Explicit expressions for the codimensions of congruence orbits of symmetric pencils in PENCIL ${ }_{n \times n}^{s}$ are derived in [23] and implemented in the MCS (Matrix Canonical Structure) Toolbox [20, 28]. Define the codimension of $\mathrm{B}^{c}(\lambda A+B)$ as:

$$
\operatorname{cod} \mathrm{B}^{c}(\lambda A+B):=\operatorname{cod} \mathrm{O}^{c}(\lambda A+B)-\#\{\text { distinct eigenvalues of } \lambda A+B\}
$$

Using [23, Theorem 2.3], see also [20, Theorem 2.7], we obtain $\operatorname{cod} \mathrm{O}^{c}\left(\mathcal{K}_{a}\right)$ for the symmetric pencils $\mathcal{K}_{a}(\lambda)$ in (3.5) as follows:

$$
\begin{aligned}
\operatorname{cod}^{c}\left(\mathcal{K}_{a}\right) & =r-2 a+2(\alpha+2) s+2(\alpha+1)(n-r-s)+(n-r)(r-2 a) \\
& +(n-r-s)(n-r-s-1)(2 \alpha+2) / 2+s(s-1)(2(\alpha+1)+2) / 2 \\
& +s(n-r-s)(2(\alpha+1)+1) \\
& =r-2 a+2(\alpha(n-r)+n-r+s)+(n-r)(r-2 a) \\
& +(n-r-s)(n-r-s-1)(\alpha+1)+s(s-1)(\alpha+1)+s(s-1) \\
& +2 s(n-r-s)(\alpha+1)+s(n-r-s) \\
& =r-2 a+2(a+n-r)+(n-r)(r-2 a) \\
& +(\alpha+1)((n-r-s)(n-r-1)+s(n-r-1))+s(n-r-1) \\
& =r-2 a+2(a+n-r)+(n-r)(r-2 a) \\
& +(\alpha+1)(n-r)(n-r-1)+s(n-r-1) \\
& =n+(n-r)(r-2 a+1)+(a+n-r)(n-r-1) \\
& =(n-r)(n-a+1)+r-a=(n-a)(n-r+1) .
\end{aligned}
$$

Therefore for the generic bundles we have:

$$
\begin{aligned}
\operatorname{cod}^{c}\left(\mathcal{K}_{a}\right) & =(n-a)(n-r+1)-r+2 a=n(n-r+1)-r-a(n-r-1) \\
& =(n+1)(n-r)-a(n-r-1)
\end{aligned}
$$

This shows, in particular, that all generic bundles in Theorem 3.2 have different codimension if $r<n-1$ and, in this case, the one with largest $a$ has the smallest codimension or, equivalently, the largest dimension.
6. Future work. Further natural development of the results of this paper would be a description of the generic eigenstructures for symmetric matrix polynomials of bounded grade and rank. Such an extension requires a result on the existence of a symmetric matrix polynomial with a prescribed complete eigenstructure, similar to the results obtained in $[14,16]$ for general and skew-symmetric matrix polynomials.

Another natural closely related open problem is to provide a description of the set of $n \times n$ Hermitian pencils with bounded rank analogous to the one in Theorem 3.2.

The Hermitian structure requires a separate analysis since, as we have mentioned right after the proof of Theorem 3.2, some of the arguments used in this paper for symmetric pencils are not valid for Hermitian ones. Moreover, the result for Hermitian pencils will be probably very different to the one we have obtained in this paper for symmetric pencils.

The results of this paper show an important difference between general and symmetric perturbations of symmetric matrix pencils, see Example 1. This is crucial for developing the stratification theory, i.e. explaining all the possible changes of complete eigenstructures under structure-preserving infinitesimally small perturbations, for symmetric matrix pencils. Currently stratification theory is developed for general, skew-symmetric, and state-space pencils $[21,22,24]$ but the theory for symmetric matrix pencils is still missing. This paper, together with [17, 23] can be seen as important steps towards the stratification theory for symmetric matrix pencils. The problem of stratification of symmetric matrix polynomials is also open and will be a natural extension of the problems above.
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