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Abstract— The emerging automated driving technology 
poses a new challenge to driver-automation collaboration, 
which requires a mutual understanding between humans 
and machines through their intention identifications. In this 
study, oriented by human-machine mutual understanding, 
a driver steering intention prediction method is proposed 
to better understand human driver’s expectation during 
driver-vehicle interaction. The steering intention is 
predicted based on a novel hybrid-learning-based time-
series model with deep learning networks. Two different 
driving modes, namely, both hands and single right-hand 
driving modes, are studied. Different electromyography 
(EMG) signals from the upper limb muscles are collected 
and used for the steering intention prediction. The 
relationship between the neuromuscular dynamics and the 
steering torque is analyzed first. Then, the hybrid-learning-
based model is developed to predict both the continuous 
and discrete steering intentions. The two intention 
prediction networks share the same temporal pattern 
exaction layer, which is built with the Bi-directional 
Recurrent Neural Network (RNN) and Long short-term 
memory (LSTM) cells. The model prediction performance is 
evaluated with a varied history and prediction horizon to 
exploit the model capability further. The experimental data 
are collected from 21 participants of varied ages and driving 
experience. The results show that the proposed method 
can achieve a prediction accuracy of around 95% steering 
under the two driving modes.  

 
Index Terms— Automated driving, driver-automation 

collaboration, steering intention prediction, deep learning, 
neuromuscular dynamics.  

I. INTRODUCTION 

A. Motivation 

HE rapid development of automated driving techniques is 

posing a series of challenging problems to the automotive 

industry and academic community. Among these, exploiting the 
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roles that a human driver can play in the future automated 

driving vehicles and how the human and automation can 

efficiently collaborate is one of the essential tasks [1-3]. Mutual 

understanding, as a critical aspect for multi-agent teaming and 

collaboration, enables the human driver and vehicle automation 

to collaborate efficiently by understanding the capability, 

intention, and attitudes of the teammate [4,5].  

A widely accepted taxonomy for automated vehicles is 

defined by the Society of Automotive Engineering (SAE). The 

vehicle automation is divided into six levels, from Level 0 (fully 

manual control) to Level 5 (fully automated driving) [6]. There 

is a consensus that automated vehicles are designed to serve 

humans better in terms of driving safety and transportation 

efficiency. [7]. On the one hand, autonomous vehicles are 

advantageous over human drivers in responsiveness, 

computation, and simultaneous operations. On the other hand, 

however, human drivers outperform automation with respect to 

decision-making in complex situations, policy and ethical 

understanding, and long-term memory [8]. Although vehicle 

automation can help reduce the cognitive load of a human 

driver, the coordination of human and automation is also 

challenging [9]. Human-machine teaming with hybrid 

intelligence is an emerging research topic, and it is of great 

importance for realizing the harmonic co-existing of a human 

driver and vehicle automation [10]. Before realizing fully 

autonomous driving, driver cognition and human-machine 

interaction toward better mutual understanding should be well 

addressed in the system design of automated vehicles.   

Hence, in this study, a driver steering intention prediction 

system is developed for vehicle automation to understand 

human intention further so that a collaborative automated 

driving system can be developed in the future.  
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B. Literature Review 

 Driver steering intention plays a critical role in the 

development of human-centered automated driving systems 

[11,12]. Specifically, two important automated driving 

techniques can benefit from the integration of driver intention 

prediction. First, the shared control and shared steering strategy 

can be optimized by involving the human steering intention 

[13,14]. The continuous prediction of the future steering 

intention, such as the steering torque, will provide an essential 

clue to the shared steering control systems. A compensate and 

optimized steering strategy can be determined by the 

automation in advance to guarantee driving safety in both 

typical and critical environments [15]. Second, for the partially 

automated driving vehicle, the control authority transition 

between the human driver and the automation should be safe 

and smooth [16]. It is crucial to evaluate the driving 

performance of the human driver after a take-over maneuver, as 

driving skill degradation can be experienced by the human 

driver after a period of automated driving [17]. Hence, 

predicting the driver steering intention will allow vehicle 

automation to assess the future driving behaviors, estimate the 

driving risks, and provide necessary assistance to the driver.  

 Existing studies on driver intention prediction mainly focus 

on the tactical intention inference, such as braking, lane change, 

and turn intention [18-20]. It is shown that the lane change 

intention can be predicted up to 3.5 s before the maneuver in 

highway and urban road with over 80% prediction accuracy 

[21]. Most of the studies focus on the discrete intention 

classification and prediction based on the integration of video 

sequences with the inside and outside context, digital maps, 

GPS, and Lidar information. Complex sensor fusion and data 

coordination are usually needed. For example, in [22], an 

ensemble LSTM based model was proposed for highway lane 

change intention inference based on the camera and vehicle 

dynamic information. In [23], the driver behavior features, road 

context, and digital map information are fused for the lane 

change and turning intention prediction. In [24], a relevance 

vector machine (RVM) classifier was applied to estimate the 

lane change intent by integrating a series of Advanced Driver 

Assistant Systems (ADAS) modules. The multimodal signals 

from Adaptive Cruise Control (ACC), Side Warning Assistance 

(SWA), Lane Departure Warning (LDW), and head motion 

were fused. It was found that the LDW system was more useful 

to predict the intent between 0 and 1.5 seconds before the lane 

change occurs. Although the tactical intention can be predicted 

with a relatively larger prediction horizon (normally 0 s to 3.5 

s in advance), only the discrete intention states can be estimated 

due to the lack of connections between human physical 

dynamics and the steering behaviors.  

 The neuromuscular dynamics and the EMG singles of the 

driver have been widely studied in the past decades. Existing 

studies mainly focus on the steering assistant system design for 

advanced driver assistant systems (ADAS), haptic shared 

control, and take-over control [25-27]. Abbink et al. found that 

an improper mapping between the driver neuromuscular 

dynamics and the assistant steering torque would significantly 

decrease the performance of the haptic shared steering control 

system [28]. Similarly, Liu and Guo et al. showed that a tradeoff 

between the freedom of driver operation and the safety 

assurance of the vehicle could be made with a model predictive 

control (MPC)-based shared control method [29]. In [30], Pick 

and Cole studied the co-relationship between the EMG signals 

from the upper body and the steering torque. It was shown that 

the sternal portion of the pectoral and the mid-portion of the 

deltoid are the two most important muscles to the generation of 

the steering force. A multiple regression model was developed 

for the steering torque estimation. While the correlation 

analysis and the steering torque regression were studied, the 

continuous sequential steering torque cannot be precisely 

estimated with the regression model.  

 In [31], driver neuromuscular dynamics were studied to 

explain the different muscle activity during steering. It was 

shown that the driver tends to perform “push steering” during 

clockwise and counterclockwise steering. Moreover, the driver 

steering workload can be estimated based on the measurement 

of muscle alternation and co-contraction. In [32], an estimation 

method for steering comfort and efficiency was developed. The 

effective steering force, as well as the total force capability, can 

be calculated based on the multi-regression of the steering force 

and EMG signals.  Although the EMG signals and 

neuromuscular dynamics have been studied for steering 

behavior modeling and estimation widely, the steering intention 

prediction with a longer prediction horizon for both continuous 

and discrete intention prediction is still needed to be exploited 

and quantitively analyzed. Hence, in this study, a hybrid-

learning-based steering intention prediction system that 

considering the EMG signals is designed to benefit both the 

collaborative decision-making and steering assistant control 

system for the automated driving vehicle in the future.  

C. Contribution 

 The contribution of this study can be summarized as follows. 

First, the hybrid-learning-based time-series modeling approach 

enables the continuous steering torque prediction and the 

discrete intention classification. With the proposed hybrid-

learning network, both the continuous and discrete prediction 

can be the critical features and inputs to the automated decision-

making and collaborative driving algorithms. Second, the 

neuromuscular dynamics from the upper limb muscles are 

studied and used for the time-series model training. Based on 

the cross-correlation analysis between the EMG signals and the 

steering torque, it is shown that a strong correlation exists 

between the signals, and the history observation can lead to a 

precise prediction of the steering intention with a certain 

prediction horizon. Last, the model performance on the steering 

intention classification is evaluated based on different history 

and prediction horizons. The model capabilities in the steering 

intention prediction are exploited and discussed.  

D. Paper Organization  

 The organization of this study is as follows. In section Ⅱ, a 

high-level system overview is introduced. In section Ⅲ, the 

experiment platform, the testing scenarios, and the data analysis 

for the EMG and steering torque signals are described. The 

model structures and training process for the deep time-series 

model are highlighted in Section Ⅳ. In Section Ⅴ, experiment 

results are evaluated and compared with baseline methods. Last, 

conclusions are made in section Ⅵ,  
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II. HIGH-LEVEL ARCHITECTURE OF THE SYSTEM 

 In this section, the high-level architecture of the proposed 

system is introduced. The hybrid-learning-based driving 

intention prediction system contains four separate parts in this 

study, which are data collection, data processing, model 

construction, and performance evaluation. The overall system 

architecture is shown in Fig. 1 below. 

 
Fig. 1.  The high-level system architecture of the proposed driver steering intention prediction system. 

 

 First, in the data collection section, the naturalistic steering 

data and the corresponding EMG signals are collected via a 

driving simulator. Due to availability reasons, 21 male subjects 

participated in the EMG data collection experiment. It should 

be noted that although individual drivers may have different 

muscle responses under the same driving tasks, the deviation of 

their neuromuscular dynamics can be controlled with the pre-

defined driving postures and tasks. For recruited participants, 

their human upper limb dynamics show a similar pattern, and 

the distribution of the EMG signals does not change 

significantly. Hence, the dataset that is collected from 21 

participants can provide a fair evaluation. 

To capture as many steering behaviors and neuromuscular 

dynamics as possible, each participant will perform two driving 

modes, namely, both-hand driving mode and single-hand (with 

right hand on the steering wheel) driving mode. Moreover, for 

each driving mode, the participants will adopt three driving 

postures with different hand positions on the steering wheel to 

ensure sufficient neuromuscular dynamics can be collected. 

Ten EMG signals from the upper limb are collected for each 

participant. Detailed information for the collected EMG signals 

regarding the driving mode is shown in the next section.  

 In the data processing stage, the EMG signals and the 

steering torque are filtered with a bandpass filter (10-500Hz) 

and smoothed to remove outliers and noise. The EMG data are 

normalized, and the absolute version of the signal is used. Then, 

the cross-correlation analysis for the EMG signals and the 

steering torque is performed to explore the relationship between 

the signals. The correlation and time delay metrics are used to 

evaluate the relationship between the EMG signals and the 

steering torque. The analysis provides quantitive measurements 

between the neuromuscular dynamics and steering torque. The 

time delay measures how the two signals best aligned with each 

other and will contribute to a clear understanding of the 

relationship between the neuromuscular dynamics and the 

steering torque in the time-domain. This part is also discussed 

in the next section.  

 The hybrid-learning-based time-series model will be 

described in Section Ⅳ. The time-series model uses deep RNN 

and LSTM cells to predict the two different steering intentions 

jointly. The continuous intention prediction model predicts the 

future steering torque with a pre-defined prediction horizon. 

And the discrete prediction module identifies the driver’s 

steering intention by five categories (right steering, right 

steering back, left steering, left steering back, and hold) to 

support a fast intention estimation. The continuous and discrete 

intention prediction modules share the same temporal pattern 

extraction layer, which is trained based on the sequence 

prediction dataset for the continuous intention prediction. Then, 

personalized Bi-directional RNN layer and prediction layers are 

developed for each task to precisely estimate the two types of 

intention. The continuous sequence prediction of the steering 

torque will contribute to the precise steering assistant and 

shared steering control. The discrete steering intention 

prediction module classifies five steering behaviors according 

to the variation of the steering torque. The predicted discrete 

intention can be an essential input to the take-over performance 

assessment system and a high-level collaborative decision-

making system for the automated driving vehicle.  

 Last, model performance on the two intention prediction 

tasks will be quantitively evaluated and compared with baseline 

methods. Moreover, for the discrete intention prediction task, 

the evaluation of the historical horizon and the prediction 

horizon will be proposed to investigate the impact of these 

hyperparameters on the model prediction accuracy. The results 
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will contribute to the design of the steering intention prediction 

system, considering the neuromuscular dynamics.  

III. EXPERIMENT DESIGN AND DATA ANALYSIS 

In this section, the experiment platform and experiment 

design procedure are introduced first. Then, based on the 

collected EMG and steering torque data, the cross-correlation 

analysis is proposed to analyze the relationship between the 

different data. 

A. Experiment Design 

 In this study, the EMG data are collected from 21 male 

participants with varied age and driving experience from the 

driving simulator platform. The experimental platform is a 

human-in-the-loop driving simulator, as shown in Fig. 1. The 

CarSim simulation platform is used for the construction of the 

driving simulation scenarios. A steering system with a 

hydraulic servo-device is adopted and placed under the cockpit 

to mimic the dynamic load of the vehicle and provide feedback 

responses to human participants via the steering system. Each 

participant is instructed to perform a sine steering like the 

slalom steering test. The magnitude of the sine steering angle is 

around 60 deg, and the corresponding load provided by the 

driving simulator is with a magnitude of 5 N∙m and a frequency 

of 0.25 Hz. The simulated load is generated based on the driving 

scenario of the slalom steering test of a passenger car under the 

velocity of 60 km/h. Each participant is required to perform the 

sine steering for at least five circles continually. A force sensor 

(DynPick WEF-6A1000) and a torque angle sensor (TR-60TC) 

are mounted under the steering wheel to detect the real-time 

steering dynamics. The EMG signals are measured by Nihon 

Kohden ZB-150H wireless sensors with a sampling frequency 

of 1000 Hz.  

The electrodes are all placed in the center of relevant muscles 

and should be kept as far apart as possible and maintain 

sufficient distance to prevent interference. In the experiment, 

21 participants are all maintained a good health condition 

without any musculoskeletal anomalies before and during the 

experiment. All of the participants are deeply informed about 

the purpose and risks of this experiment and agreed to 

participate. The participants are aged between 20 and 40 years 

old. The 21 participants can be roughly divided into three 

groups based on their driving experience. Specifically, seven 

drivers have less driving experience, seven drivers have average 

driving experience, and the rest are seven skilled drivers, 

respectively. Involving multiple drivers with different driving 

experience can avoid bias in the pattern analysis of the 

neuromuscular signals and increase data diversity. During the 

experiments, the 21 participants are asked to steer with a 

constant sinusoidal angle input with the two different driving 

modes, which are driving with both hands and single right arm 

driving. The test subject must hold the steering wheel fixed with 

the 3-clock postures at the beginning.  

As shown in Fig. 1, three different hand positions are also 

investigated for the two driving modes, respectively. For the 

single hand driving mode, three driving postures, namely, 3-

clock, 12-clock, and 1-clock, are studied. Similarly, for the 

both-hand driving mode, three postures, namely, 3-clock, 12-

clock, and 10-10-clock position, are investigated. The selection 

of different hand positions is based on the investigation of 

driving habits, related knowledge, and experience among the 

experiment designers as well as the participants. All the six 

hand positions are typical postures during their daily driving 

activities. The participants are required to perform the 

maneuver three to five times. Hence, each measurement should 

have 12-15 periods of torque signals with about five to ten 

seconds stop after every three continuous periods. An exemplar 

illustration of the steering task is shown in Fig. 2. The purpose 

of this task is to validate the quantitative  

 
Fig. 2.  Exemplar illustration of the steering torque signals with both-
hand and the single-hand driving mode, respectively.  

 
Fig. 3.  Sequential steering torque and EMG signals (after raw data 
processing) from the right upper limb.  

 

method of steering intention by checking the mapping relation 

between the EMG signals and the steering torque. The study 

protocol and consent form are approved by the JTEKT 

Corporation, Japan, and consent is obtained from all subjects. 

B. EMG Data Analysis 

 For the single-hand and both-hand driving mode, ten 

electrodes are placed separately in different regions of the upper 

limb for the EMG signal collection. For the single right-hand 

driving mode, ten electrodes are attached to the right part of the 

upper limb, while for the both-hand driving mode, each side of 

the upper limb has five electrodes. For the both-hand driving 

mode, ten EMG signals (MB1-MB10) from the right and left 

upper limb are measured, which are the pectoralis major of 

clavicular portion, deltoid anterior, deltoid posterior, triceps 

long head, and teres major of the right and left arms, 

respectively. Ten different EMG signals (MS1-MS10) from the 

right upper limb are also measured in the single-hand driving 

scenario, which are the pectoralis major of clavicular portion, 

deltoid anterior, deltoid middle (lateral), deltoid posterior, 
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triceps long head, triceps lateral head exterior, biceps, 

infraspinatus, pectoralis major, and teres major. According to 

[33], the selected five muscles and the corresponding EMG 

signals can be an efficient clue for the estimation of the steering 

efficiency. Besides, the overall muscle contribution to the 

steering maneuver was analyzed in [34]. It shows that the most 

important muscles to the steering task are the pectoralis major 

of the clavicular portion and deltoid anterior of both upper 

limbs. Hence, for the both-hand driving mode, only five 

electrodes are remained for each side of  
TABLE I 

CROSS-CORRELATION ANALYSIS BETWEEN THE EMG SIGNALS AND THE STEERING TORQUE 

Both-Hand MB1 MB2 MB3 MB4 MB5 MB6 MB7 MB8 MB9 MB10 

Correlation 0.7270 0.8619 0.5877 0.5975 0.6587 0.8274 0.8797 0.6138 0.6101 0.6761 

Delay (ms) -192 -419 -163 -49 -102 -258 -326 -66 -169 -157 

Single-

Hand 

MS1 MS2 MS3 MS4 MS5 MS6 MS7 MS8 MS9 MS10 

Correlation 0.8774 0.7670 0.7417 0.7157 0.7995 0.7064 0.6710 0.7071 0.8276 0.7837 

Delay (ms) -216 -390 -202 -229 -81 -177 -363 -306 -52 -51 

 

the upper limb to measure the most significant neuromuscular 

dynamics during the steering and save the time cost for the 

experiment setup. 
The visualization of the steering torque and some EMG 

signals are shown in Fig. 3. As shown in Fig. 3, different 

muscles have different responses to the steering maneuver. For 

example, the DELT-A muscle shows significant variation when 

the driver is performing negative steering torque, while the TB-

L muscle is more sensitive to the positive steering torque. It can 

be found that the activities of the upper limb muscles are closely 

related to the steering torque and the steering maneuver. Hence, 

to make a precise prediction of the future steering torque, it is 

necessary to study the relationship between the EMG signals 

and the steering torque, which including the correlation and 

phase shift. In this part, the cross-correlation analysis between 

the EMG signals and the torque is proposed in the first to gain 

a visualization between the EMG signals and steering torque. 

The true cross-correlation 𝑅𝑥𝑦 of two sequence 𝑥𝑛 , 𝑦𝑛with the 

length of 𝑛 can be calculated as follows [35]. 

𝑅𝑥𝑦(𝑚) = 𝐸[𝑥𝑛+𝑚𝑦𝑛
∗]        (1) 

where  𝑛 is a finite number in the real-world application, 𝑚 is 

the displacement, and the asterisk denotes complex conjugation 

and 𝐸[∙] is the expected value operation. The cross-correlation 

is then normalized as follows. 

�̂�𝑥𝑦,𝑐𝑜𝑒𝑓𝑓(𝑚) = 
1

√�̂�𝑥𝑥(0)�̂�𝑦𝑦(0)
�̂�𝑥𝑦(𝑚)    (2) 

 Further, based on the calculated cross-correlation sequence, 

the relevant time delay can be found at the point where the 

maximum correlation is achieved, which also indicates where 

the two sequences are best aligned. The statistics of the 

correlation and time delay between the EMG signals and the 

steering torque are represented in Table 1. As shown in Table 

1, most of the measured EMG signals show a medium (0.5 <
𝑐𝑜𝑟𝑟 < 0.75 ) and strong ( 𝑐𝑜𝑟𝑟 ≥ 0.75 ) correlation to the 

steering torque. For the both-hand driving mode, the MB2, 

MB6, and MB7 muscles show a significantly strong correlation 

to the steering maneuver. While, for the single-hand driving 

mode, the MS1, MS2, MS5, MS9, and MS10 show a strong 

correlation to the steering torque. Regarding the time delay 

characteristics, all of the muscles show a negative time delay to 

the steering torque with the active steering maneuver, which 

means the variation of the steering torque is determined by the 

neuromuscular dynamics. The mean value of the time delay 

between the EMG signals and the steering torque of the ten 

muscles are -197±118 ms and -207±121 ms, for both-hand and 

single-hand driving modes, respectively. It is shown that the 

average time delay between the EMG signals and the steering 

torque is about 200 ms. In the next two sections, the prediction 

and historical horizon will be chosen according to this time 

delay analysis, and a series of sliding window with size from 

100 to 1000 will be evaluated for steering intent prediction. 

IV. HYBRID-LEARNING-BASED TIME-SERIES MODEL 

 In this section, the hybrid-learning-based time series 

modeling approach for the sequential steering torque and 

discrete steering intention prediction is introduced.  

A. Model Construction 

In this study, the hybrid-learning-based model is designed to 

estimate two different steering intentions, namely, the 

continuous steering torque and discrete steering intention. The 

continuous steering torque prediction module, as shown in Fig. 

1, will construct a sequence-to-sequence prediction network to 

predict the continuous steering torque based on the historical 

EMG data. Then, by categorizing the steering torque into five 

states based on its variation, the discrete steering intention can 

be recognized. 

 The construction of the hybrid-learning-based intention 

prediction model contains two stages. First, the continuous 

steering prediction network can be represented as follows.  

    𝑆𝑡 = 𝑓𝑐𝑝(𝑓𝑐𝑠(𝑏𝑖𝑙𝑠𝑡𝑚𝑠(𝑏𝑖𝑙𝑠𝑡𝑚𝑐(𝐼𝑛𝑡))))    (3) 

 where 𝑓𝑐𝑝 is the final fully-connected layer for the sequential 

prediction, 𝑓𝑐𝑠 is the fully-connected layer with 100 neurons, 

𝑏𝑖𝑙𝑠𝑡𝑚𝑠 is the personalized Bi-directional LSTM RNN network 

with 40 LSTM cells in each direction for the sequential steering 

torque prediction, and 𝑏𝑖𝑙𝑠𝑡𝑚𝑐  is the common Bi-directional 

LSTM RNN network with 60 LSTM cells in each direction for 

common temporal pattern extraction 

The Bi-RNN model can be represented as [36].  

𝑠𝑓𝑡 = 𝑓(𝑾1𝑓𝑥𝑡 + 𝑾𝟐𝑓𝑠𝑓𝑡−1 + 𝑏𝑥)    (4) 

𝑠𝑏𝑡 = 𝑓(𝑾3𝑓𝑥𝑡 + 𝑾𝟓𝑓𝑠𝑏𝑡−1 + 𝑏𝑥)      (5) 

𝑜𝑡 = 𝑓(𝑾4𝑓𝑠𝑓𝑡 + 𝑾6𝑓𝑠𝑏𝑡 + 𝑏𝑜)       (6) 

where 𝑓 is the activation function of the states, which can be 

𝑡𝑎𝑛ℎ and 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 function, 𝑋𝑡 , 𝑆𝑓𝑡 , 𝑆𝑏𝑡  and 𝑂𝑡  are the input, 

forward hidden states, backward hidden states, and the output 

of the RNN at the t time step, respectively. 𝑾1𝑓 and 𝑾2𝑓 are 

the weight matrix for the input and hidden states along the 

forward direction. 𝑾3𝑓 and 𝑾5𝑓 are the corresponding weight 
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matrix along the backward direction. 𝑾4𝑓  and 𝑾6𝑓  are the 

output weight matrix. The output. 𝑏𝑥 and 𝑏𝑜are the input and 

output bias vector, respectively. A more detailed description of 

the Bi-directional RNN and LSTM states can be found in [37]. 

 𝑆𝑡 in (3) is the predicted sequential steering torque at time 𝑡, 

which can be described as: 

𝑆𝑡 = (�̂�𝑡+1, �̂�𝑡+2, ⋯ , �̂�𝑡+𝑝)     (7) 

 where �̂�𝑡+𝑝 is the predicted steering torque at time step 𝑡 +

𝑝 , 𝑝  is the prediction horizon, which is selected as 200 as 

described in the last section. The model input 𝐼𝑛_𝑐𝑡  can be 

described as: 

𝐼𝑛_𝑐𝑡 = {(𝑒𝑚𝑔1,𝑡−ℎ, 𝑒𝑚𝑔2,𝑡−ℎ , ⋯ , 𝑒𝑚𝑔10,𝑡−ℎ, 𝑠𝑡−ℎ 

𝑒𝑚𝑔1,𝑡−ℎ+1, 𝑒𝑚𝑔2,𝑡−ℎ+1, ⋯ , 𝑒𝑚𝑔10,𝑡−ℎ+1, 𝑠𝑡−ℎ+1, (8) 

⋯ , 𝑒𝑚𝑔1,𝑡 , 𝑒𝑚𝑔2,𝑡 , ⋯ , 𝑒𝑚𝑔10,𝑡 , 𝑠𝑡)} 

 where  𝑒𝑚𝑔𝑖,𝑡−ℎ is the 𝑖𝑡ℎ EMG signal at time step 𝑡 − ℎ, ℎ 

is the historical horizon that is used to control the length of the 

input. In the continuous steering torque prediction case, the 

historical horizons and the prediction horizon are selected as 

200 according to the average time delay. In sum, the dimension 

of the model input sequence ( 𝐼𝑛_𝑐 ) is 11 × 200 , and the 

dimension of the output sequence (𝑆) is 1 × 200. A mean-

squared error loss function 𝑙𝑜𝑠𝑠𝑐  is used for the continuous 

sequence-to-sequence steering torque prediction task.  

𝑙𝑜𝑠𝑠𝑐 =  ∑
(𝑡𝑖−𝑦𝑖)2

𝐿

𝐿
𝑖=1        (9) 

 where 𝐿 is the sequence length, 𝑡𝑖 is the target output at step 

𝑖, and 𝑦𝑖  is the model predicted output. Once the continuous 

steering torque prediction network is trained, the base temporal 

pattern extraction layer will be used for the construction of the 

discrete intention prediction network using the transfer learning 

approach. The discrete intention prediction network can be 

represented as follows.  

𝐼𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥𝑑(𝑓𝑐𝑑(𝑏𝑖𝑙𝑠𝑡𝑚𝑑(𝑏𝑖𝑙𝑠𝑡𝑚𝑐(𝐼𝑛𝑡)))) (10) 

 where 𝑠𝑜𝑓𝑡𝑚𝑎𝑥𝑑  is the 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 layer for discrete intention 

classification, 𝑓𝑐𝑑  is the fully-connected layer with 100 

neurons, 𝑏𝑖𝑙𝑠𝑡𝑚𝑑  is the personalized Bi-directional LSTM 

RNN network with 40 LSTM cells in each direction for the 

discrete intention prediction, and 𝑏𝑖𝑙𝑠𝑡𝑚𝑐  is the common Bi-

direction LSTM RNN network as trained in the continuous 

intention prediction case. The input for the discrete intention 

classification mode 𝐼𝑛_𝑑𝑡 has the same format as  𝐼𝑛_𝑐𝑡 . In the 

discrete steering intention prediction case, a varied ℎ from 100 

to 800, and a varied 𝑝 from 100 to 1000 will also be evaluated. 

The model output 𝐼𝑡  is an intentional state, where 𝐼𝑡 ∈
[1,2,3,4,5] and represent five steering states. The five states are 

defined based on the variation of the steering torque, as shown 

in Fig. 4, to characterize different steering maneuvers.  

 
Fig. 4.  Illustration of the five pre-defined steering intention based on the 
variation of the steering torque. 

 

 For each steering torque sequence, the steering intent is 

defined based on the slope of the steering torque in the final 100 

ms. To determine the state, the slope of the signal will be 

calculated every 10 ms, and the sub-intent of the 10 ms slice is 

determined based on the slope and the steering torque value. 

Then, the final steering intent will be the majority one among 

the ten sub-intent.  

 For the discrete steering intention prediction task, a cross-

entropy loss function 𝑙𝑜𝑠𝑠𝑑  is used for the multi-class 

classification task, which is described as: 

𝑙𝑜𝑠𝑠𝑑 =  − ∑ ∑ 𝐼𝑖𝑗
𝐾
𝑗=1 ln 𝑦𝑖𝑗

𝑁
𝑖=1     (11) 

 where 𝑁 is the total number of samples,  𝐾 is the number of 

classes, 𝐼𝑖𝑗  indicates the ith sample belongs to the jth class, and 

𝑦𝑖𝑗  is the softmax layer output indicating the probability of 

sample 𝑖 associate with the class 𝑗. 

B. Model Training and Implementation 

In this study, the sequential data are split based on the 200 

ms prediction horizon and the historical horizon. In total, 25333 

driving sequences from the both-hand driving mode and 26750 

sequences from the single-hand driving mode are collected 

from the 21 participants. The training and testing data are 

randomly selected from the dataset, with data from 80% are 

used for model training and the rest is used for model testing. 

The construction of the time-series model follows two stages. 

First, the sequence-to-sequence continuous steering torque 

prediction model is trained. Then, the base Bi-LSTM layer of 

the model will be concatenated with another Bi-LSTM layer 

and FC layers for discrete steering intention prediction based on 

the transfer learning method. 

The models are optimized with Adam optimizer [38]. The 

initial learning rate is 0.001 for the continuous intention 

prediction model. The max epoch is 60, and the mini-batch size 

is 32. Regarding the discrete intention prediction model, the 

first Bi-LSTM layer of the joint model is adopted with an initial 

learning rate of 0.0001 to slow down the learning in the transfer 

layer, while the weighted learning rate of the FC layer is 10 to 

speed up the learning process of the new layers. The discrete 

intention prediction model is easier to converge than the 

continuous intention prediction model. Hence, the max epoch 

is selected as 30 for this classification network. The whole 

network is developed with MATLAB 2020a. 

V. EXPERIMENT RESULTS  

In this section, the model performance on the continuous and 

discrete steering intention prediction is evaluated. The hybrid-

learning-based deep time-series model is compared with several 

baseline methods with different evaluation metrics, and the 

model performances are visualized and quantitatively analyzed. 

A. Evaluation Metrics and Baselines 

The root-mean-square error (RMSE) is a common metric for 

regression evaluation [39, 40]. It will be used in this study to 

evaluate the model performance on the continuous and 

sequential steering torque prediction. The RMSE is calculated 

as follows.  

𝑅𝑀𝑆𝐸 =  
1

𝑁
∑ √

1

𝐿
∑ ((�̂�𝑗𝑖 − 𝑥𝑗𝑖)

2
)𝑖=1,2,⋯𝐿𝑗=1,2,⋯𝑁    (12) 
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where  𝑁 is the total number of testing sequences,  𝐿 is the 

sequence length, which is 200 in this part. �̂�𝑗𝑖  is the ith predicted 

value within the sequence 𝑗 , and 𝑥𝑗𝑖  is the corresponding 

ground truth value.  

To evaluate the discrete intention prediction model, four 

metrics, namely, precision, recall, F1 score, and average 

precision, are adopted to investigate the model classification 

accuracy [41]. The Precision (𝑃𝑟) can be described as:  

Pr =  
𝑇𝑝

𝑇𝑝+𝐹𝑝
        (13) 

    The Recall (𝑅𝑒) is calculated as:  

Re =  
𝑇𝑝

𝑇𝑝+𝐹𝑛
        (14) 

 where 𝑇𝑝 is the true positive value, 𝐹𝑝 is the false positive, 

and 𝐹𝑛 is the false negative value. The F1-score considers both 

the 𝑃𝑟  and 𝑅𝑒, and it is the harmonic mean of these two values. 

𝐹1 = 2 ×
𝑃𝑟×𝑅𝑒

𝑃𝑟+𝑅𝑒
       (15) 

 Last, the general average precision is calculated as: 

𝐺𝐴𝑣𝑒 =  
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
   (16) 

Several baselines are used to make a comparison between the 

existing algorithms and the proposed method. The baselines 

include: 

1. Feedforward Neural Network (FFNN). The FFNN 

passes the input vectors layer-by-layer without any 

feedback connections. The FFNN is a common approach 

for solving complex nonlinear mapping problems. An 

FFNN model with 30 neurons is trained to predict the 

steering torque at the next time step.  

2. Time Delay Neural Network (TDNN). The time-delay 

neural network for sequence prediction is used. It enables 

the prediction of future torque based on short-term 

historical data. The two-steps time delay is selected, which 

allows the TDNN to predict the future steering torque 

based on the input states in the current step and the past 

two-time steps.  

3. LSTM Model (LSTM). Two dual-layer LSTM models are 

trained for the continuous and discrete intention prediction, 

respectively. The LSTM model enables the sequence 

prediction based on historical sequential data. The LSTM 

model has a similar structure to the model shown in Fig. 1, 

while the Bi-LSTM layers are replaced with LSTM layers. 

4. Bi-LSTM Model (Bi-LSTM). A dual-layer Bi-LSTM 

model is trained for discrete steering intention 

classification to evaluate the effectiveness of the hybrid-

learning-based model.  

5. Hybrid-learning-based model (HL-BLSTM). The 

hybrid-learning-based continuous and discrete steering 

intention prediction model, as shown in Fig. 1, is developed 

as the proposed method. 

6. Hybrid-learning-based model with Feature Selection 

(HL-BLSTM-F). The HL-BLSTM model is trained with 

selected features regarding the correlation coefficient given 

in Table. 1. Only the strong correlated muscle signals are 

used for model training. Hence, for the both-arm driving 

mode, EMG signals of MB2, MB6, and MB7 muscles are 

used. For the single-arm driving mode, the EMG signals of 

MB1, MB2, MB5, MB9, MB10 muscles are adopted.  

B. Continuous Steering Torque Prediction  

In this part, the continuous steering torque prediction results 

from the proposed network and baseline algorithms are 

evaluated and compared. The comparison of the results is 

shown in Table 2 below. Based on table 2, it can be found that 

the proposed Bi-directional LSTM based model achieved the 

most accurate prediction results with the both-hand and single-

hand driving mode. The HL-BLSTM achieved 0.5820 𝑁 ∙ 𝑚 

RMSE in the both-hand driving mode and 0.6920 𝑁 ∙ 𝑚 RMSE 

in the single-hand driving mode. The LSTM model has the 

same structure as the proposed network, while the precision is 

much lower than the HL-BLSTM mode, which means the Bi-

directional framework is a more effective structure. Another 

conclusion that can be made in Table 2 is that the prediction 

accuracy for the both-hand driving mode is uniformly higher 

than that in the single-hand driving case with different 

algorithms.  This shows that with the both-hand driving mode 

and the ten EMG signals, the driver steering behavior can be 

easier to be predicted than that with the single-hand driving 

mode. Regarding the HL-BLSTM-F models of the both-hand 

and single-hand driving modes, comparable results (with 

slightly higher RMSE) are achieved compared to the models 

that are trained with full feature sets.  
TABLE Ⅱ 

RESULTS COMPARISON OF THE CONTINUOUS STEERING TORQUE 

PREDICTION  

Algorithms Both-Hand RMSE [𝑁 ∙
𝑚] 

Single-Hand RMSE [𝑁 ∙ 𝑚] 

FFNN 2.5580 2.6800 
TDNN 8.9020 9.6060 

LSTM 1.5480 1.9200 

HL-BLSTM 0.5820 0.6920 
HL-BLSTM-

F 

0.6239 0.7170 

 

The performance visualization of the proposed method is 

shown in Fig. 5. It is shown that the proposed network can 

efficiently predict the steering torque with the 200 ms 

prediction and historical horizon. While it is also clear to see 

that the largest prediction error usually happens at the points 

where maximum or the minimum steering torque occurs. This 

phenomenon could be caused by the nature of the regression 

model and the loss function, which is to find the minimum 

overall regression error as the number of data points at the peak 

value of the sine-wave-like signal is smaller than that at the 

constant variation and steady states. Also, the regression model 

tends to step back to be more stable for maintaining accurate  
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Fig.5.  Visualization of the continuous steering torque prediction results with the Bi-directional LSTM model on different testing scenarios. The upper 
row indicates the prediction results for both-hand driving mode, and the bottom row shows the results for three single-hand driving mode cases. 

prediction at the steady states. Hence, the model generates a 

larger prediction error at the peak points to ensure small global 

average prediction errors. In general, the model can accurately 

predict the steering torque during the steering maneuver and the 

steady stage.  

C. Discrete Steering Intention Prediction 

 In this part, the discrete steering intention prediction results 

of the proposed model are evaluated from three aspects, which 

are performance comparison with baseline methods, accuracy 

analysis among different intent, and the evaluation of the 

impact of prediction and historical horizon on the model 

classification accuracy.  

 First, the model comparison based on different algorithms is 

shown in Table 3 and Table 4 for both-hand driving mode and 

the single-hand driving mode, respectively. As shown in Table 

3 and Table 4, the proposed HL-BLSTM model achieved the 

most accurate classification results for the five steering intents 

with the two different driving modes. Specifically, the proposed 

HL-BLSTM model generates 95.34% and 94.40% mean 

accuracy in the intention prediction task, respectively. Similar 

to the results in the continuous steering torque prediction case, 

the both-hand driving mode always leads to a higher steering 

intention classification accuracy than that with the single-hand 

driving mode.  

Also, it is found that the proposed HL-BLSTM model, which 

is trained with the transfer learning method, can achieve more 

accurate classification results than the Bi-LSTM model, which 

is trained from scratch. Also, the Bi-directional LSTM structure 

shows a significant advantage to the conventional LSTM model 

and feedforward neural network structure. Considering the 

impact of feature selection on the model performance, similar 

to the continuous steering torque prediction, the HL-BLSTM-F 

achieved comparable prediction accuracy as the HL-BLSTM on 

the discrete steering intention classification. The general 

average precision for the HL-BLSTM-F model in the both-hand 

and single-hand driving mode is 94.99% and 92.97%, 

respectively. This shows that the driver steering intent can be 

accurately predicted with very limited EMG features, which can 

further help improve the effectiveness of the method in a real-

world application.   
TABLE Ⅲ 

RESULTS COMPARISON OF THE DISCRETE STEERING INTENTION PREDICTION 

WITH BOTH-HAND DRIVING MODE  

Algorithms Pr Re 𝐹1 𝐺𝐴𝑣𝑒 

FFNN 0.7735 0.7611 0.7634 0.7762 

LSTM 0.8705 0.8717 0.8699 0.8780 

Bi-LSTM 0.9406 0.9405 0.9405 0.9420 
HL-BLSTM 0.9524 0.9508 0.9523 0.9534 

HL-BLSTM-

F 

0.9502 0.9473 0.9487 0.9499 

 

TABLE Ⅳ 

RESULTS COMPARISON OF THE DISCRETE STEERING INTENTION PREDICTION 

WITH SINGLE-HAND DRIVING MODE  

Algorithms Pr Re 𝐹1 𝐺𝐴𝑣𝑒 

FFNN 0.7447 0.7073 0.7129 0.7441 

LSTM 0.8499 0.8041 0.8096 0.8455 
Bi-LSTM 0.9372 0.9282 0.9323 0.9360 

HL-BLSTM 0.9425 0.9370 0.9360 0.9440 

HL-BLSTM-
F 

0.9307 0.9236 0.9264 0.9297 

 
Fig. 6. Confusion matrix for the five steering intention classification with 
the both-hand driving mode. 
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Fig. 7. Confusion matrix for the five steering intention classification with 
the single-hand driving mode. 
 

 
Fig. 8. Evaluation of the impact of the prediction and historical horizon 
on the intention classification accuracy. The bright yellow indicates a 
higher accuracy, while the dark blue shows a lower prediction accuracy 
for steering intention classification. 

 

The HB-BLSTM model classification results on the five 

steering intents with both-hand and single-hand driving modes 

are shown in Fig. 6 and Fig. 7. In Fig. 6 and Fig. 7, the bottom 

rows show the classification accuracy of each class with respect 

to the ground truth label, and the rightmost columns show the 

classification results with respect to the prediction value. The 

green boxes show the accurate classification cases with respect 

to the ground truth, while the red boxes show the 

misclassification cases. The both-hand and single-hand driving 

modes generate a 95.3% and 94.4% mean classification result, 

respectively. The proposed model can achieve high prediction 

accuracy with the two driving modes. For the two driving 

modes, the steady steer wheel holding intent (steering state 5) 

achieved the most accurate prediction results (96.9% and 

97.8%, respectively). While the classification results for the 

steering state 4 are the lowest for both of the two driving modes 

(92.4% and 89.6%). It is shown that the model is more likely to 

misclassify the steering state 4 into the state 3 group than the 

other groups. 

The quantitative analysis of the impact of the prediction 

horizon and the historical horizon on the intention classification 

are shown in Fig. 8. The prediction horizon is ranged from 100 

ms to 1000 ms, and the historical horizon is varied from 100 ms 

to 800 ms, respectively. The prediction horizon determines how 

far the model can predict, and the historical horizon controls 

how much input data can be used. To evaluate the model 

performance, each model is trained three times with the specific 

input and output data, and the accuracy is the mean value of the 

three classification results. As shown in Fig. 8, the steering 

intention classification performance for the both-hand driving 

mode is always higher than 80%, which is generally more 

accurate than that for the single-hand driving mode. Moreover, 

compared to the historical horizon, the prediction horizon has a 

significantly larger impact on model performance. The model 

classification accuracy on the steering intention will not 

increase dramatically by increasing more history input data. 

However, the model performance can decrease if a larger 

prediction horizon is chosen since the future steering intention 

can be highly random, and it unreasonable to infer the future 

intent with a very long prediction horizon.   

D. Discussions and Future Works 

In this study, a hybrid-learning-based driving steering 

intention prediction system is proposed for joint estimation of 

continuous steering torque and discrete steering intention 

prediction. The proposed method shows its advantage in the 

two tasks. Regarding the continuous steering torque prediction 

with Bi-LSTM, the bi-directional LSTM cell can capture the 

feature dependency from the forward and backward direction, 

which leads to higher feature representation ability compared to 

the conventional LSTM-based approach. Also, the Bi-LSTM 

model has a deeper architecture than the conventional multi-

layer perceptron neural networks, which carries more 

sequential features and contributes to a more accurate 

prediction of future steering torques. For the discrete steering 

intention prediction, the proposed hybrid learning-based 

approach shows higher prediction accuracy than the baseline 

methods.  

Based on the performance analysis and evaluation from 

different algorithms, it is found that the both-hand driving mode 

always leads to higher prediction accuracy for the continuous 

and discrete steering intention prediction tasks than the single-

hand driving mode. The reasons can be multifold. For example, 

the both-hand driving mode has different driving postures 

compared to the single-hand driving mode, which may 

influence the neuromuscular dynamics and makes the steering 

intention easier to be predicted. Moreover, different EMG 

signals are measured for the two driving modes, which can also 

lead to different prediction results. However, it is clear that the 

ten EMG signals from the both-hand driving mode can be more 

efficient features than those from the single-hand driving mode 

for driver behavior understanding and intention prediction. This 

result can contribute to a better mutual-understanding enabled 

driver-vehicle-collaboration system.  

In this study, the impact of the prediction and historical 

horizon on the steering intention prediction is also evaluated. 

Regarding the time delay analysis, it is shown that most of the 

EMG signals show a 100 to 200 ms time lag to the steering 

torque. Hence, a 200 ms history and prediction horizon is 

reasonable for the steering intention prediction. It is also found 

that increasing the historical horizon and involve more 

historical data will not improve the prediction accuracy but 

increase the system memory and computational burden. 

Meanwhile, the model performance will decrease if a broader 

prediction horizon is selected. As the future steering intention 

can be influence by many aspects, such as the traffic context 

and driver tactical intention, a longer-term driver intention 

prediction (several seconds ahead) should not only rely on the 

neuromuscular dynamics and historical steering behaviors. 

The sine-wave like steering task and the five steering 

intention classifications represent typical daily driving 

behaviors. The reason for choosing such driving scenarios is 

multifold. First, based on the prediction horizon evaluation, it 

can be found that a reasonable estimation for the steering torque 

and intention is about 200 ms, which means the neuromuscular 

dynamics are more suitable for short-term steering intention 

prediction. Increasing the complexity of driving scenarios will 

have a limited influence on the prediction capability of the 

EMG-based intent prediction system. However, it is also 

important to analyze the neuromuscular dynamics during the 
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critical steering situation to gain a comprehensive 

understanding of the EMG-based steering intention prediction 

system. Second, based on current shared control and take-over 

control studies, the most critical movement for driver-vehicle 

interaction is the transition period from automation to manual 

control. It is important to know the drivers' steering intention 

after they take-over the control authority [42,43]. Hence, the 

proposed system will benefit the design of a future driver-

vehicle interaction system for an automated driving vehicle as 

both continuous and discrete steering intention can be 

predicted.  

It should be noted that the overall EMG sensor setup in this 

study could be time-consuming for real-world applications. 

However, several potential solutions can be expected to 

improve the acceptance and generalization of the proposed 

system. First, it is found that using EMG signals that are highly 

correlated to the steering torque can achieve compatible 

accuracy with much fewer sensors. Second, the EMG-based 

system can be popularized with the development of wearable 

sensors so that the acceptance and usage of such a system can 

be improved [44]. Furthermore, the proposed system has great 

potential in specific application domains where assistive 

machines are needed, for example, assistive mobility devices 

for elder or disabled people.  

Based on the proposed driver steering intention prediction 

system, future works can concentrate on the development of an 

advanced intention inference system based on a holistic signal 

processing and sensor fusion system to achieve longer-term 

intention and steering behavior prediction. Moreover, the 

impact of different driving postures and hand positions on the 

driver intention understanding can be evaluated further. It was 

shown that different driving postures do influence the 

sequential steering torque prediction for the both-hand driving 

mode, with the 3-clock driving posture contributes to the most 

accurate prediction results [45]. However, how the driving 

postures influence steering intention with different prediction 

horizon and driving mode need to be further investigated.  It is 

also interesting to use feature engineering knowledge to select 

the most critical EMG features and reduce the dimension of 

model input. Last, human-centered shared control and take-over 

control system for the automated driving vehicle can be 

developed by integrating the driver intent prediction system to 

exploit how mutual understanding can benefit collaborative 

automated driving. 

VI. CONCLUSION 

 In this study, a hybrid-learning-based driver steering 

intention system using the neuromuscular dynamics is 

proposed. The system is developed to predict both the 

continuous driver steering torque as well as the discrete steering 

direction based on the deep Bi-LSTM-RNN model. Based on 

the time delay analysis, the impacts of the historical horizon, 

and the prediction horizon on the steering intention prediction 

are investigated. It is found that the model can achieve a precise 

steering torque prediction with a 200 ms prediction horizon. 

The prediction RMSEs for the single-hand and both-hand are 

0.692  𝑁 ∙ 𝑚  and 0.582 𝑁 ∙ 𝑚 , respectively. Meanwhile, the 

model can accurately predict the discrete steering intention with 

an even larger prediction horizon. Also, it is shown that the 

prediction horizon is more important than the historical horizon 

in the steering intention prediction. The proposed system can be 

an efficient and critical component for the shared control and 

take-over performance assessment system for automated 

driving vehicles. 
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