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Palavras-chave Canal 3D, 5a geração, agregados com formatação de feixe h́ıbrida, MIMO
massivo, ondas milimétricas, redes celulares ultra densas

Resumo As redes LTE-A atuais não são capazes de suportar o crescimento expo-
nencial de tráfego que está previsto para a próxima década. De acordo
com a previsão da Ericsson, espera-se que em 2020, a ńıvel global, 6 mil
millhões de subscritores venham a gerar mensalmente 46 exabytes de tráfego
de dados a partir de 24 mil milhões de dispositivos ligados à rede móvel,
sendo os telefones inteligentes e dispositivos IoT de curto alcance os prin-
cipais responsáveis por tal ńıvel de tráfego. Em resposta a esta exigência,
espera-se que as redes de 5a geração (5G) tenham um desempenho substan-
cialmente superior às redes de 4a geração (4G) atuais. Desencadeado pelo
UIT (União Internacional das Telecomunicações) no âmbito da iniciativa
IMT-2020, o 5G irá suportar três grandes tipos de utilizações: banda larga
móvel capaz de suportar aplicações com débitos na ordem de vários Gbps;
comunicações de baixa latência e alta fiabilidade indispensáveis em cenários
de emergência; comunicações massivas máquina-a-máquina para conectivi-
dade generalizada. Entre as várias tecnologias capacitadoras que estão a ser
exploradas pelo 5G, as comunicações através de ondas milimétricas, os agre-
gados MIMO massivo e as redes celulares ultra densas (RUD) apresentam-
se como sendo as tecnologias fundamentais. Antecipa-se que o conjunto
destas tecnologias venha a fornecer ás redes 5G um aumento de capacidade
de 1000× através da utilização de maiores larguras de banda, melhoria da
eficiência espectral, e elevada reutilização de frequencias respectivamente.
Embora estas tecnologias possam abrir caminho para as redes sem fios
com débitos na ordem dos gigabits, existem ainda vários desafios que têm
que ser resolvidos para que seja posśıvel aproveitar totalmente a largura de
banda dispońıvel de maneira eficiente utilizando abordagens de formatação
de feixe e de modelação de canal adequadas. Nesta tese investigamos a
melhoria de desempenho do sistema conseguida através da utilização de
ondas milimétricas e agregados MIMO massivo em cenários de redes celu-
lares ultradensas de 5a geração e em cenários ’infrastrutura celular-para-
qualquer coisa’ (do inglês: cellular infrastructure-to-everything) envolvendo
utilizadores pedestres e véıculares. Como um componente fundamental das
simulações de sistema utilizadas nesta tese é o canal de propagação, im-
plementámos modelos de canal tridimensional (3D) para caracterizar de
forma precisa o canal de propagação nestes cenários e assim conseguir uma
avaliação de desempenho mais condizente com a realidade. Para resolver os
problemas associados ao custo do equipamento, complexidade e consumo
de energia das arquiteturas MIMO massivo, propomos um modelo inovador
de agregados com formatação de feixe h́ıbrida. Este modelo genérico rev-
ela as oportunidades que podem ser aproveitadas através da sobreposição
de sub-agregados no sentido de obter um compromisso equilibrado entre
eficiência espectral (ES) e eficiência energética (EE) nas redes 5G. Os prin-
cipais resultados desta investigação mostram que a utilização conjunta de
ondas milimétricas e de agregados MIMO massivo possibilita a obtenção, em
simultaneo, de taxas de transmissão na ordem de vários Gbps e a operação
de rede de forma energeticamente eficiente.





Keywords 3D channel, 5G, hybrid beamforming, massive MIMO, mmWave, UDN

Abstract Today’s Long Term Evolution Advanced (LTE-A) networks cannot support
the exponential growth in mobile traffic forecast for the next decade. By
2020, according to Ericsson, 6 billion mobile subscribers worldwide are pro-
jected to generate 46 exabytes of mobile data traffic monthly from 24 billion
connected devices, smartphones and short-range Internet of Things (IoT)
devices being the key prosumers. In response, 5G networks are foreseen
to markedly outperform legacy 4G systems. Triggered by the International
Telecommunication Union (ITU) under the IMT-2020 network initiative, 5G
will support three broad categories of use cases: enhanced mobile broadband
(eMBB) for multi-Gbps data rate applications; ultra-reliable and low la-
tency communications (URLLC) for critical scenarios; and massive machine
type communications (mMTC) for massive connectivity. Among the sev-
eral technology enablers being explored for 5G, millimeter-wave (mmWave)
communication, massive MIMO antenna arrays and ultra-dense small cell
networks (UDNs) feature as the dominant technologies. These technologies
in synergy are anticipated to provide the 1000× capacity increase for 5G
networks (relative to 4G) through the combined impact of large additional
bandwidth, spectral efficiency (SE) enhancement and high frequency reuse,
respectively. However, although these technologies can pave the way to-
wards gigabit wireless, there are still several challenges to solve in terms of
how we can fully harness the available bandwidth efficiently through appro-
priate beamforming and channel modeling approaches. In this thesis, we
investigate the system performance enhancements realizable with mmWave
massive MIMO in 5G UDN and cellular infrastructure-to-everything (C-I2X)
application scenarios involving pedestrian and vehicular users. As a critical
component of the system-level simulation approach adopted in this thesis,
we implemented 3D channel models for the accurate characterization of the
wireless channels in these scenarios and for realistic performance evaluation.
To address the hardware cost, complexity and power consumption of the
massive MIMO architectures, we propose a novel generalized framework for
hybrid beamforming (HBF) array structures. The generalized model reveals
the opportunities that can be harnessed with the overlapped subarray struc-
tures for a balanced trade-off between SE and energy efficiency (EE) of 5G
networks. The key results in this investigation show that mmWave mas-
sive MIMO can deliver multi-Gbps rates for 5G whilst maintaining energy-
efficient operation of the network.





Table of Contents

Table of Contents i

List of Acronyms iv

List of Symbols vii

List of Figures ix

List of Tables xi

List of Algorithms xiii

1 Introduction 1

1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Overview of the Big Three Enablers . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.1 Millimeter-Wave Communications . . . . . . . . . . . . . . . . . . . . 4

1.2.2 Massive MIMO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.3 Ultra-Dense Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3 Thesis Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 Thesis Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.5 Scientific Methodology Applied . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.6 Thesis Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.7 Organization of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2 Millimeter-wave Massive MIMO UDN for 5G Networks 17

2.1 Evolution towards mmWave Massive MIMO UDNs . . . . . . . . . . . . . . . 17

2.1.1 SISO to massive MIMO . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.1.2 Microwave to mmWave Communication . . . . . . . . . . . . . . . . . 23

2.1.3 Legacy Macrocell to Ultra-Dense Small Cell Deployment . . . . . . . . 24

2.2 Dawn of mmWave Massive MIMO . . . . . . . . . . . . . . . . . . . . . . . . 25

2.2.1 Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.2.2 Propagation Characteristics . . . . . . . . . . . . . . . . . . . . . . . . 27

2.2.3 Health and Safety Issues . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.2.4 Standardization Activities . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.3 5G Channel Measurement and Modeling . . . . . . . . . . . . . . . . . . . . . 32

2.3.1 mmWave Massive MIMO Channels . . . . . . . . . . . . . . . . . . . . 34

2.3.2 3GPP 3D Channel Models . . . . . . . . . . . . . . . . . . . . . . . . . 36

i



2.3.3 NYUSIM Channel Model . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.4 Beamforming Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.4.1 Analog Beamforming . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.4.2 Digital Beamforming . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.4.3 Hybrid Beamforming . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3 3D Channel Modeling for 5G UDN and C-I2X 47

3.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.2 µWave and mmWave Channels: Individual Performance . . . . . . . . . . . . 48

3.2.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.2.2 Map-based Simulation Framework . . . . . . . . . . . . . . . . . . . . 50

3.2.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.3 Joint Channel Performance for 5G UDN . . . . . . . . . . . . . . . . . . . . . 59

3.3.1 Deployment Layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.3.2 Simulation Results and Analyses . . . . . . . . . . . . . . . . . . . . . 61

3.3.3 Challenges and Proposed Solutions . . . . . . . . . . . . . . . . . . . . 65

3.4 C-I2V Channel Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.4.1 Network Deployment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.4.2 Channel Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.4.3 Antenna Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.4.4 Simulation Results and Analyses . . . . . . . . . . . . . . . . . . . . . 72

3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4 Novel Generalized Framework for Hybrid Beamforming 85

4.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.2 Hybrid Beamforming Schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.2.1 Fully-connected HBF architecture . . . . . . . . . . . . . . . . . . . . 87

4.2.2 Sub-connected HBF architecture . . . . . . . . . . . . . . . . . . . . . 88

4.2.3 Overlapped subarray HBF architecture . . . . . . . . . . . . . . . . . 88

4.2.4 Proposed Generalized Framework for HBF architectures . . . . . . . . 90

4.3 Precoding and Postcoding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.3.1 Analog-only Beamsteering . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.3.2 Hybrid Precoding with Baseband Zero Forcing . . . . . . . . . . . . . 95

4.3.3 Singular Value Decomposition Precoding . . . . . . . . . . . . . . . . 95

4.4 Power Consumption Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

4.5 Spectral and Energy Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . 98

4.5.1 Spectral Efficiency and Achievable Rate . . . . . . . . . . . . . . . . . 98

4.5.2 Energy Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

4.6 Hybrid Beamforming for C-I2X . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.6.1 System Model and Parameters . . . . . . . . . . . . . . . . . . . . . . 99

4.6.2 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

4.7 Hybrid Beamforming for C-I2P . . . . . . . . . . . . . . . . . . . . . . . . . . 106

4.7.1 System Model and Parameters . . . . . . . . . . . . . . . . . . . . . . 106

4.7.2 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

4.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

ii



5 Conclusions and Future Work 115
5.1 Thesis Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

5.1.1 Channel Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.1.2 Hybrid Beamforming . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

5.2 Future Research Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.2.1 THz Channel Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.2.2 Ultra-massive MIMO . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.2.3 6G for Energy Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.2.4 Quantum Machine Learning . . . . . . . . . . . . . . . . . . . . . . . . 120

Bibliography 122

iii



List of Acronyms

1G First generation

2D Two-dimensional

3D Three-dimensional

3G Third generation

3GPP Third generation partnership project

4G Fourth generation

5G Fifth generation

6G Sixth generation

ABF Analog beamforming

AE Antenna element

AI Artificial intelligence

AoA Angle of arrival

AoD Angle of departure

AP Access point

AS Angular spread

AWGN Additive white Gaussian noise

B5G Beyond-5G

BBU Baseband unit

BS Base station

C-I2P Cellular infrastructure-to-pedestrian

C-I2V Cellular infrastructure-to-vehicle

C-I2X Cellular infrastructure-to-everything

C-V2X Cellular vehicle-to-everything

CL Coupling loss

CN Condition number

CSI Channel state information

DBF Digital beamforming

DL Downlink

DoF Degree of freedom

DS Delay spread

DSRC Dedicated short-range communication

ECDF Empirical cumulative distribution function

iv



EE Energy efficiency
eMBB Enhanced mobile broadband

GF Geometry factor

HBF Hybrid beamforming
HetNet Heterogeneous network
HPBW Half power beamwidth

i.i.d Independent and identically distributed
I2I Indoor-to-indoor
ICI Inter-cell interference
IMT International mobile telecommunications
IoT Internet of things
ISD Inter-site distance
ITS Intelligent transport system
ITU International telecommunication union

KF K-Factor
KPI Key performance indicator

LIS Large intelligent surface
LLS Link level simulator
LOS Line of sight
LSP Large-scale parameter
LTE-A Long term evolution-advanced

MAC Medium access control
MC Macrocell
MIMO Multiple-input multiple-output
ML Machine learning
mMTC Massive machine type communications
mmWave Millimeter-wave
MPC Multipath component
MU-MIMO Multi-user MIMO
MUI Multi-user interference

NF Noise figure
NGMN Next-generation mobile network
NLOS Non-LOS
NLS Network level simulator
NR New radio

O2I Outdoor-to-indoor
O2O Outdoor-to-outdoor
OFDM Orthogonal frequency division multiplexing

PDP Power delay profile
PHY Physical layer

v



PL Path loss
PLE Path loss exponent
PS Phase shifter

QML Quantum machine learning

RAN Radio access network
RB Resource block
RF Radio frequency
RIS Reconfigurable intelligent surface
RMS Root-mean-square
RSRP Reference signal received power
RX Receiver

SC Small cell
SCM Spatial channel model
SE Spectral efficiency
SF Shadow fading
SINR Signal to interference plus noise ratio
SIR Signal to interference ratio
SISO Single-input single-output
SLS System level simulator
SNR Signal to noise ratio
SP Subpath
SSCM Statistical spatial channel model
SSF Small-scale fading
SSP Small-scale parameter
SVD Singular value decomposition

THz Terahertz
TTI Transmission time interval
TX Transmitter

UDN Ultra-dense network
UE User equipment
ULA Uniform linear array
UMa Urban macrocell
UMi Urban microcell
UPA Uniform planar array
URLLC Ultra-reliable and low latency communications

V2I Vehicle-to-infrastructure
V2V Vehicle-to-vehicle

WiFi Wireless fidelity
WRC World radiocommunications conference

ZF Zero forcing

vi



List of Symbols

B Bandwidth
Bc Coherence bandwidth
Go Maximum boresight gain
GAE Antenna element gain
GRX RX antenna gain
GTX TX antenna gain
J Number of BSs
K Number of UEs
L Number of rays or MPCs
NRX Number of RX antenna elements
NRF
RX Number of RX RF chains

NTX Number of TX antenna elements
NRF
TX Number of TX RF chains

NUE Number of UEs
Ncl Number of clusters
No Thermal noise power density
Nsp Number of subpaths/MPCs
NRX
sub Number of RX elements in a subarray

NTX
sub Number of TX elements in a subarray

Ns Number of streams
PLeff Effective PL
PLmax Maximum PL
PBH Power consumption of the backhaul
PLOS LOS probability
PRAN Power consumption of the RAN
PRX Receive power
PT Transmit power
Ptotal Total power consumptionn of the network
Tc Channel correlation time
Tt Data transmission time
Tu Channel update time
ΩTX Density of TXs
n̄ Path loss exponent
H Channel matrix
n Noise vector
x Transmit signal vector

vii



4N Subarray spacing
ηEE Energy efficiency
ηSE Spectral efficiency
λ Wavelength
(·)H Conjugate transpose operator
φ3dB Azimuth 3dB HPBW
ρ Normalized transmit power
σ Noise
σ2
n Noise power
τ Propagation time delay
θ3dB Elevation 3dB HPBW
Θ Distance-dependent phase change
ϕ Phase
ϑ Velocity-induced Doppler shift
ξ Average antenna efficiency
d Distance
d2D−in 2D indoor distance
d2D−out 2D outdoor distance
d3D 3D distance
dr Road distance
fD Doppler frequency
fc Carrier frequency
hRX RX height
hTX TX height
hdir Directional CIR
vRX Velocity of users

viii



List of Figures

1.1 Evolution of mobile wireless communication from 1G to 6G. . . . . . . . . . . 2

1.2 The ten key enabling technologies for 5G. . . . . . . . . . . . . . . . . . . . . 3

1.3 The symbiotic cycle of the three prominent 5G enablers . . . . . . . . . . . . 5

1.4 Mobile traffic forecast for 2015-2024. . . . . . . . . . . . . . . . . . . . . . . . 6

1.5 Network layout for 5G UDN (Scenario 1). . . . . . . . . . . . . . . . . . . . . 8

1.6 Network layout for C-I2X (Scenario 2). . . . . . . . . . . . . . . . . . . . . . . 8

1.7 Evolved 5G system level simulator . . . . . . . . . . . . . . . . . . . . . . . . 11

1.8 C-I2X system level simulator . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.9 Thesis organization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.1 Generic system model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.2 Directional communication with mmWave massive MIMO. . . . . . . . . . . . 24

2.3 Candidate 5G architecture based on µWave/mmWave massive MIMO UDN . 26

2.4 Atmospheric and molecular absorption at mmWave frequencies. . . . . . . . . 28

2.5 Rain attenuation at mmWave frequencies. . . . . . . . . . . . . . . . . . . . . 28

2.6 Classification of 5G channel models based on modeling approach. . . . . . . . 34

2.7 Illustration of spherical wavefront phenomena for mmWave massive MIMO. . 36

2.8 Flow chart for the 3GPP 3D geometry-based SCM. . . . . . . . . . . . . . . . 37

2.9 Analog beamforming architecture. . . . . . . . . . . . . . . . . . . . . . . . . 40

2.10 Digital beamforming architecture. . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.11 Hybrid beamforming architecture. . . . . . . . . . . . . . . . . . . . . . . . . 43

3.1 Cellular deployment layout for channel performance. . . . . . . . . . . . . . . 49

3.2 ECDF of coupling loss. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.3 ECDF of geometry factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.4 Impact of UE height (floor level) on SINR. . . . . . . . . . . . . . . . . . . . 58

3.5 Impact of BS downtilt angle on SINR . . . . . . . . . . . . . . . . . . . . . . 58

3.6 5G UDN deployment layout. . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.7 Impact of bandwidth on cell capacity with all users outdoors. . . . . . . . . . 62

3.8 Impact of bandwidth on cell capacity with 80% of the UEs indoors. . . . . . . 63

3.9 Impact of bandwidth on SC user throughput. . . . . . . . . . . . . . . . . . . 64

3.10 Impact of bandwidth on SC spectral efficiency. . . . . . . . . . . . . . . . . . 64

3.11 Impact of transmit power on cell performance. . . . . . . . . . . . . . . . . . 65

3.12 Impacts of antenna directivity and traffic type on cell performance. . . . . . . 67

3.13 Impact of carrier frequency on cell performance. . . . . . . . . . . . . . . . . 67

3.14 C-I2V deployment layout. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

ix



3.15 CDF of path loss for the three C-I2V technologies. . . . . . . . . . . . . . . . 73
3.16 Path loss variation for the coverage area of one AP. . . . . . . . . . . . . . . . 74
3.17 Path loss variation for the entire route. . . . . . . . . . . . . . . . . . . . . . . 74
3.18 CDF of K-Factor for the three C-I2V systems. . . . . . . . . . . . . . . . . . 76
3.19 CDF of RMS delay spreads for the three C-I2V systems. . . . . . . . . . . . . 77
3.20 CDF for the number of clusters for the three C-I2V systems. . . . . . . . . . 78
3.21 CDF for the number of MPCs for the three C-I2V systems. . . . . . . . . . . 78
3.22 Power Delay Profile snapshot from the mth AP. . . . . . . . . . . . . . . . . . 79
3.23 Power Delay Profile snapshot from the nth AP. . . . . . . . . . . . . . . . . . 79
3.24 Channel rank for the three C-I2V systems. . . . . . . . . . . . . . . . . . . . . 81
3.25 Channel condition number for the three C-I2V systems. . . . . . . . . . . . . 81
3.26 Data rates for the three C-I2V systems. . . . . . . . . . . . . . . . . . . . . . 82

4.1 Fully-connected HBF architecture. . . . . . . . . . . . . . . . . . . . . . . . . 88
4.2 Sub-connected HBF architecture. . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.3 Overlapped subarray HBF architecture. . . . . . . . . . . . . . . . . . . . . . 89
4.4 Generalized HBF architecture. . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.5 Number of PSs required for different structures (NTX = 64). . . . . . . . . . 102
4.6 Power consumption of components for different 4N (PT = 1 W). . . . . . . . 102
4.7 Sum Spectral efficiency versus total transmit power. . . . . . . . . . . . . . . 103
4.8 Energy efficiency versus total transmit power. . . . . . . . . . . . . . . . . . . 104
4.9 Energy efficiency versus spectral efficiency. . . . . . . . . . . . . . . . . . . . . 104
4.10 Spectral efficiency vs transmit power for each user (4N = 4). . . . . . . . . . 105
4.11 Energy efficiency vs transmit power for each user (4N = 4). . . . . . . . . . 105
4.12 Deployment layout for C-I2P scenario. . . . . . . . . . . . . . . . . . . . . . . 106
4.13 Hybrid beamforming and analog combining system architecture. . . . . . . . 107
4.14 EE-SE performance as a function of PT (baseline). . . . . . . . . . . . . . . . 109
4.15 EE-SE performance as a function of PT [fc = 28 GHz]. . . . . . . . . . . . . . 109
4.16 EE-SE performance as a function of PT [B = 5 GHz]. . . . . . . . . . . . . . 110
4.17 EE-SE performance as a function of PT [GTX = 18 dBi]. . . . . . . . . . . . . 111
4.18 EE-SE performance as a function of PT [TX = UPA]. . . . . . . . . . . . . . 111

x



List of Tables

1.1 Performance comparison of 4G, 5G and 6G networks. . . . . . . . . . . . . . 3

2.1 Summary of benefits and challenges for antenna technologies. . . . . . . . . . 22
2.2 Available bandwidth for mmWave frequency bands. . . . . . . . . . . . . . . 23
2.3 Available bandwidth for THz frequency bands. . . . . . . . . . . . . . . . . . 23
2.4 Comparison of µWave and mmWave massive MIMO propagation properties. . 29
2.5 Comparison of µWave and mmWave massive MIMO use cases. . . . . . . . . 30
2.6 Comparison of adapted 5G channel models. . . . . . . . . . . . . . . . . . . . 33
2.7 Comparison of other representative 5G channel models. . . . . . . . . . . . . 35
2.8 Distribution Parameters for 3D CIR Generation . . . . . . . . . . . . . . . . . 38
2.9 Comparison of beamforming techniques . . . . . . . . . . . . . . . . . . . . . 44

3.1 Simulation parameters for channel performance. . . . . . . . . . . . . . . . . . 49
3.2 LOS probability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.3 Path loss models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.4 Antenna radiation pattern. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.5 Simulation parameters for system performance. . . . . . . . . . . . . . . . . . 60
3.6 Comparison of µWave MC and mmWave SC. . . . . . . . . . . . . . . . . . . 61
3.7 Multi-class traffic model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.8 Key simulation parameters for C-I2V. . . . . . . . . . . . . . . . . . . . . . . 72

4.1 Power consumption of components . . . . . . . . . . . . . . . . . . . . . . . . 97
4.2 HBF array structure components . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.3 Power allocation for the array structures. . . . . . . . . . . . . . . . . . . . . 100
4.4 Simulation parameters for C-I2X scenario. . . . . . . . . . . . . . . . . . . . . 101
4.5 Baseline simulation parameters for C-I2P scenario . . . . . . . . . . . . . . . 108

xi



xii



List of Algorithms

1 Map-based simulation framework. . . . . . . . . . . . . . . . . . . . . . . . . . 53

2 Two-Stage Multi-User Hybrid Beamforming with Baseband Zero Forcing . . . 96

xiii



xiv



Chapter 1

Introduction

This chapter introduces the main concepts investigated in this thesis. It provides an
overview on massive MIMO, millimeter-wave communication and ultra-dense small cell net-
work as three key technologies for enhancing the performance of next-generation mobile net-
works, building on the initial release of 5G. This provides the context for the motivation and
objectives of this thesis, the scientific methodology applied for the investigation and the the-
sis contributions. The chapter ends with the organization of the thesis which presents an
executive summary of the concepts covered and elaborated in later chapters.

1.1 Introduction

Since the early 80’s, operators and regulators of mobile wireless communication systems
roll out a new generation of cellular networks almost every decade. The year 2020 is expected
to herald a new dawn with the introduction and possible commercial deployment of the
fifth generation (5G) cellular networks that will significantly outperform prior generations
(i.e., from the first generation (1G) to the fourth generation (4G)). Widespread adoption
of 5G networks is anticipated by 2025. The 5G era is foreseen to usher in next-generation
mobile networks (NGMNs) that will deliver super high speed connectivity coupled with higher
reliability and spectral efficiency (SE), and lower energy consumption than today’s legacy
networks. The aim is to evolve a cellular network that remarkably pushes forward the limits
of legacy mobile networks across all key performance indicators (KPIs). This is motivated
by a mix of economic demands (mobile traffic growth, cost, energy, etc.) and socio-technical
concerns (health, environment, technological advances, etc.) which render current standards
and systems unsustainable [1, 2].

The 5G networks, also known as the international mobile telecommunications (IMT)-2020,
are anticipated to support three broad categories of use cases, namely: enhanced mobile broad-
band (eMBB), ultra-reliable and low latency communications (URLLC) and massive machine
type communications (mMTC) [3]. The eMBB use case targets mobile broadband services
requiring high data rates and cell capacities (e.g., cellular mobile and vehicular networks);
URLLC is for scenarios with stringent reliability and latency requirements (e.g., medical and
public safety applications); and mMTC targets massive connectivity based on the internet of
things (IoT) paradigm [4]. The minimum technical requirements for 5G have been approved
in [5] and a summary of the KPIs for the uses cases is given in [3].

For the downlink (DL) eMBB use case in dense urban 5G scenarios, which is the main
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focal point of this thesis, the minimum target values according to the international telecom-
munication union (ITU) radiocommuication standard [5] include: 20 Gbps (peak data rate),
100 Mbps (user experienced data rate), 30 bps/Hz (peak SE), 0.225 bps/Hz (5% user SE) and
7.8 bps/Hz/TRxP (average SE), among others [3]. The ambitious goals set for 5G networks,
as compared to the 4G long term evolution-advanced (LTE-A) systems include: 1000× higher
mobile data traffic per geographical area, 100× higher typical user data, 100× more connected
devices, 10× lower network energy consumption and 5× reduced end-to-end (E2E) latency
[6, 7].

Between 1G and 4G, mobile networks have moved from analog to digital, voice-only to
multimedia (voice and data), circuit-switched to packet-switched networks, and from 2.4
kbps throughput to a peak data rate of 100 Mbps (for highly-mobile users) and up to 1 Gbps
(for stationary/pedestrian users) [6, 8]. With the introduction of several architectural and
technology changes, 5G aims to markedly surpass the performance of legacy networks and its
evolution has been highly dynamic migrating from research and field trials to standardization
and real deployments, around 2020 and beyond. Moreover, sixth generation (6G) networks
research is starting to ramp up. The 6G networks are expected to address the shortcomings
of 5G networks and surpass their performance across all KPIs. The evolution from 1G to 6G
is illustrated in Figure 1.1. A quantitative comparison of the key performance metrics of 4G
networks with the corresponding targets for 5G and 6G networks are shown in Table 1.1.
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Figure 1.1: Evolution of mobile wireless communication from 1G to 6G (adapted from [9]).
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Table 1.1: Performance comparison of 4G, 5G and 6G networks (adapted from [1,2, 10–13]).

Performance metrics 4G 5G 6G
Peak data rate (Gbps) 1 20 1000
User experienced data rate (Gbps) 0.01 1 100
Connection density (devices/km2) 105 106 1016

Mobility support (kmph) 350 500 1000
Area traffic capacity (Mbit/s/m2) 0.1 10 50
Latency (ms) 10 5 0.1
Reliability (%) 99 99.999 99.99999
Positioning accuracy (m) 1 0.1 0.01
Spectral efficiency (bps/Hz) 3 10 100
Network energy efficiency (J/bit)∗ 1 0.01 0.001
∗Normalized with 4G value.

To realize the promising set targets, several enabling technologies are being explored
for 5G. The ten key enablers are shown in Figure 1.2. The dominant technology that consis-
tently features in the list of enablers is the millimeter-wave (mmWave) massive multiple-input
multiple-output (MIMO) system. It is a promising technology that combines the prospects
of huge available bandwidth in the mmWave spectrum (30-300 GHz) with the expected gains
from massive MIMO arrays (with several tens or hundreds of antenna elements (AEs)) en-
abling the opportunity to deliver the anticipated and stringent peak data rates envisaged for
5G [2].
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Figure 1.2: The ten key enabling technologies for 5G (adapted from [14]).
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When the mmWave massive MIMO technology is used in the heterogeneous network
(HetNet) topology (involving a dense deployment of small cells (SCs) within the coverage area
of the umbrella macrocell (MC), otherwise referred to as the ultra-dense network (UDN)),
5G networks can be projected to reap the benefits of the three enablers on a very large scale,
and thereby support a plethora of high-speed services and bandwidth-hungry applications not
hitherto possible [15]. These three enablers (mmWave, massive MIMO and UDN) constitute
the subject of investigation in this thesis.

1.2 Overview of the Big Three Enablers

Future cellular systems (5G and beyond) will employ the so-called “big three” technologies:
(i) mmWave communications (employing large quantities of new bandwidth); (ii) massive
MIMO (using many more antennas to facilitate throughput gains in the spatial dimension);
and (iii) UDN (featuring extreme densification of infrastructure). The expected capacity
gains from these technologies are due to the combined impact of large additional spectrum,
SE enhancement and high frequency reuse, respectively [16]. These three enablers will lead to
several orders of magnitude in throughput gain with the goal to support the explosive demand
for mobile broadband services foreseen for the next decade. In the following, we provide a
brief overview of the three technologies.

1.2.1 Millimeter-Wave Communications

The mmWave frequency band (i.e., the extremely high frequency (EHF) range of the
electromagnetic (EM) spectrum representing 30-300 GHz and corresponding to wavelength
1-10 mm) has an abundant bandwidth of up to 252 GHz. With a reasonable assumption
of 40% availability over time [17], these mmWave bands will possibly open up ∼100 GHz
new spectrum for mobile broadband applications. In this spectrum block, about 23 GHz
bandwidth is being identified for mmWave cellular in the 30-100 GHz bands, excluding the 57-
64 GHz oxygen absorption band which is best suited for indoor fixed wireless communications
(i.e., the unlicensed 60 GHz band). As a key enabler for the multi-gigabit-per-second (Gbps)
wireless access in NGMNs, mmWave wireless connectivity offers extremely high data rates
to support many applications such as short-range communications, vehicular networks, and
wireless in-band fronthauling/backhauling, among others [18].

1.2.2 Massive MIMO

Massive MIMO is a technology which scales up the number of AEs by several orders of
magnitude in constrast to conventional MIMO systems (i.e., from up to 8 to ≥ 64) [19], thus
capitalizing on the benefits of MIMO on a much larger scale [20]. It has the potential to
increase the capacity of mobile networks in manifolds through aggressive spatial multiplexing
while simultaneously improving the radiated energy efficiency (EE). Using the excess degree of
freedom (DoF) resulting from the large number of antennas, massive MIMO can harness the
available space resources to improve SE. Moreover, with the aid of beamforming, it can also
suppress interference by directing energy to desired terminals only. This avoids fading dips
and thereby reduces the latency on the air interface [21,22]. When deployed in the mmWave
regime, the corresponding downscaling of the massive MIMO antennas drastically reduces
cost and power, not only by using low-cost low-power components, but also by eliminating
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expensive and bulky components (such as large coaxial cables) and high-power radio frequency
(RF) amplifiers at the front-end [8, 20].

1.2.3 Ultra-Dense Networks

UDN refers to the hyper-dense deployment of SC base stations (BSs) within the coverage
areas of the MC BSs. It has been identified as the single most effective way to increase network
capacity based on its potentials to significantly raise throughput, increase SE and EE as well
as enhance seamless coverage for cellular networks [15]. In decreasing order of capabilities, SCs
are classified as metro-, micro-, pico- or femtocells based on power range, coverage distance
and the number of concurrent users to be served. The rationale behind them is to bring
users physically close to their serving BSs to enable higher data rates. The overlay of SCs on
traditional MCs leads to a multi-tier HetNet where the host MC BSs handle more efficiently
control plane signaling (e.g., resource allocation, synchronization, mobility management, etc.)
while the SC BSs provide high-capacity and spectrally-efficient data plane services to the users
[6]. This HetNet topology has the potential to deliver many benefits. It increases network
capacity based on increased cell density and high spatial and frequency reuse. Moreover,
it enhances SE based on improved average signal to interference plus noise ratio (SINR)
with tighter interference control. It also improves EE based on reduced transmission power
and lower path loss (PL) resulting from the shorter distance between each user equipment
(UE) and its serving BS [6,15,23–26]. The three enablers exhibit a symbiotic relationship as
illustrated in Figure 1.3.
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Figure 1.3: The symbiotic cycle of the three prominent 5G enablers.
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Overall, these three technology enablers are complementary in many respects. Large
swathes of bandwidth required for 5G needs the mobile network to migrate to higher frequen-
cies, especially the promising mmWave (and terahertz (THz)) bands. These high frequencies
require many antennas to overcome the PL in such an environment. Furthermore, higher
frequencies need smaller cells to mitigate blockage and PL effects, and the effects in turn
cause the interference due to densification to decay quickly [23]. The amalgam of the three
features produces the HetNet architecture and the mmWave massive MIMO paradigm that
have emerged as key subjects of research for 5G and beyond. This promising architecture is
poised to open up new frontiers of services and applications for NGMNs. It shows potentials
to significantly raise user throughput, enhance the systems’ SE and EE as well as increase
the capacity of mobile networks using the joint capabilities of the three enablers.

1.3 Thesis Motivation

Several emerging use cases are being identified to address the explosive traffic demand in
NGMNs, where the worldwide monthly traffic is projected to grow from 5 exabytes (EB) in
2015 to 136 EB by 2024 as shown in Figure 1.4. A large chunk of the traffic will be generated
indoors, and through video applications [27].

Figure 1.4: Mobile traffic forecast for 2015-2024 (adapted from [28]).
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In urban metropolitan cities with dense high-rise buildings, UEs are distributed on differ-
ent floors. Thus, the propagation environment becomes three-dimensional (3D) where users
need to be separated not only in the azimuth (horizontal) domain, but also in the eleva-
tion (vertical) domain [29]. In addition, SCs will be densely deployed to serve as the high
rate hotspot tier while the MC serves as the coverage tier. This UDN architecture that is
illustrated in Figure 1.5 (on next page) is one of the two scenarios investigated in this thesis.

While the system model in Figure 1.5 requires 3D channel models, the legacy networks and
the traditional massive MIMO systems employ two-dimensional (2D) channel models with
antenna array elements arranged linearly in the azimuth direction only [30]. However, 2D
channel models underestimate system performance [31–34] as they do not account for array
features such as elevation beamforming. The extra spatial DoF provided by the elevation
domain enables interference mitigation, leading to considerable increase in SE [30]. Thus,
3D channel models are critical for the accurate and realistic performance characterization of
5G networks. The challenge, therefore, is to extend the modeling approach to the elevation
domain and evaluate the system performance of the 3D 5G UDNs.

Another important scenario for 5G is the cellular vehicle-to-everything (C-V2X) paradigm,
where “X” could be a vehicle, infrastructure, grid, network, pedestrian user, etc. This thesis,
however, focuses on the cellular infrastructure-to-everything (C-I2X) paradigm that is shown
in Figure 1.6n (on next page). In this second scenario, lampost-based access points (APs)
are used to provide ultra-broadband connectivity to pedestrian users, high mobility vehicles
and/or a combination of both. Applying mmWave spectrum at street-level sites is currently
being explored for capacity improvement in 5G networks and for offloading traffic from the
regular BSs [35].

While the 5G UDN and C-I2X architectures can provide higher system capacities, they
intuitively imply higher overall power consumption due to dense deployment of infrastructure.
However, 5G networks are required to be green, soft and super-fast (i.e., energy-efficient, self-
organizing and high-rate, respectively) [36]. Thus, energy-efficient design schemes that will
minimize the power consumption in order to lower the networks’ energy utilization and carbon
dioxide (CO2) gas emission footprints are critical [37]. Therefore, antenna array architectures
and algorithms that can deliver ultra-high data rates whilst maintaining a balanced trade-off
in EE, as well as hardware cost and complexity of the network are critical design goals and
thus key research challenges.

Motivated by these challenges, the subject of investigation of this thesis is the interplay
of mmWave communication and massive MIMO that targets towards capacity and coverage
optimization of 5G networks. We focus specifically on the implementation of 3D µWave and
mmWave channels, design and analyses of beamforming schemes with massive MIMO arrays,
and system-level performance evaluation of the networks in UDN and C-I2X application
scenarios, with a view to enhancing cell throughputs and delivering cost-effective, energy-
efficient and super high speed connectivity in realizing the 5G goals.

1.4 Thesis Objectives

The goal of this research is to optimize the capacity and coverage of 5G cellular networks
for cost-effective and ultra-high speed wireless connectivity. Motivated by this goal, the re-
search objectives are to:
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Figure 1.5: Network layout for 5G UDN (Scenario 1).

Figure 1.6: Network layout for C-I2X (Scenario 2).
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• Investigate the joint application of mmWave and massive MIMO for enhanc-
ing 5G cell throughputs: The legacy UDNs employing µWave MIMO cannot support
the next-generation applications due to limited bandwidth, low SE and high cross-tier
interference from dense cells. To address this challenge, this thesis investigates the joint
application of mmWave and massive MIMO in delivering ultra-high system capacities
by using large mmWave bandwidth, enhancing SE with massive MIMO and eliminating
cross-tier interference using a two-tier (µWave-mmWave) architecture whilst enhancing
coverage with densely-deployed SCs. In the resulting 5G HetNets, the mmWave SCs
that are anticipated to provide multi-Gbps throughput suffer from SINR bottleneck
due to the degrading impact of noise (due to larger bandwidth), opportunistic nature
of mmWave propagation (resulting from the susceptibility to blockage), high PL and
potentially high interference due to the density of the SCs. This is addressed in this
thesis through appropriate 3D beamforming for 5G UDN and C-I2X channels.

• Investigate the SE and EE trade-off of mmWave massive MIMO architec-
tures: Digital beamforming (DBF) (used in conventional MIMO systems) is costly and
power-hungry for massive MIMO, especially at mmWave bands. On the other hand,
analog beamforming (ABF) suffers SE limitations despite its low cost and complexity.
Consequently, hybrid beamforming (HBF) is being extensively explored as the candi-
date architecture for mmWave massive MIMO for balanced SE-EE trade-off. In HBF,
the mapping from the low-dimensional RF chains to the high-dimensional antennas im-
pacts on the SE-EE performance. Until now, only the sub-connected and fully-connected
mapped structures are popular with limited investigation on the overlapped subarray
structure. Consequently, a novel generalized framework for HBF array structure is
proposed in this thesis for a systematic analysis of performance of the different array
structures.

This thesis, therefore, explores the intersection of massive MIMO, mmWave communi-
cations and UDN in delivering a disruptive and adaptive HetNet platform for capacity and
coverage optimization of 5G networks whilst ensuring energy-efficient, cost-effective and low-
complexity operation of the networks.

1.5 Scientific Methodology Applied

The main objective of this research is to provide a system-level performance evaluation on
the three key 5G technology enablers investigated in this thesis. Numerical simulations, math-
ematical analyses and field trials are the three main approaches employed in evaluating the
performance of any new communication system. Though analytically tractable, mathematical
methods are often constrained with simplifying assumptions that potentially limit their use
in modeling large-scale, highly-complex and dynamic networks. Realistic performance can be
measured in live operating environments. However, the economic and operational require-
ment of such field or live tests are costly as well as practically infeasible for the early design
and development stages. Hence, simulations have become an increasingly important approach
for the assessment of networks’ performance due to obvious cost and implementation advan-
tages. Simulations can provide the verification and validation of the key characteristics and
behaviors of the overall system [38–40].
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Depending on the performance metrics under investigation, simulators can be catego-
rized into three: link level simulator (LLS), system level simulator (SLS) and network level
simulator (NLS) [41]. While the LLS examines detailed, bit-level physical layer (PHY) func-
tionalities of a single link, the SLS evaluates performance of links involving many BSs and
UEs at the medium access control (MAC) layer, with the PHY abstracted usually through
look-up tables. SLS focuses on the radio access networks (RANs) or air interface and facil-
itates analyses on resource allocation, capacity, coverage, SE and EE, among others. The
performance of protocols across all layers of the network, including control signaling and
backhaul/fronthaul issues are evaluated with a NLS using metrics such as latency, packet
loss, etc. Besides metric-based classification, simulators can also be grouped based on ra-
dio access technologies supported (cellular, vehicular, wireless fidelity (WiFi), etc.), coding
language (MATLAB, python, C++, etc.), licensing option (open source, proprietary, free
of charge for academic use) or network scenario capabilities (LTE, 5G, beyond-5G (B5G),
dedicated short-range communication (DSRC), etc) [39].

For this thesis, the SLS approach has been used as the main performance assessment
methodology supported by theoretical analysis to understand the performance of the system
on a wide scale deployment. In terms of implementation, we adopted a baseline LTE-A SLS
[38] and added advanced 5G features and functionalities. The evolved 5G-compliant SLS
(illustrated in Figure 1.7 on next page) is employed for the 5G UDN performance evalua-
tions in this thesis. Similarly, we implemented and added advanced features on a baseline
channel-only simulator [42] and transformed it into a 5G-compliant SLS for the investigation
of performance pertaining to the C-I2X scenarios. The evolved C-I2X SLS is illustrated in
Figure 1.8 (shown on next page).

1.6 Thesis Contributions

This PhD study mainly contributes towards providing system-level and analytical under-
standing of 5G UDN and C-I2X scenarios with respect to enhancing system capacity and
coverage, as well as the SE and EE performance of networks using mmWave massive MIMO.
The main contributions and novelty of this PhD study lies in the following. This thesis:

(i) contributes to the development of two 5G-compliant SLSs as tools for investigating
the performance of advanced 5G scenarios, features, algorithms and models. With
the implementation of the 5G new radio (NR) frame structure, 3D channel models,
multi-tier/multi-band HetNet, spatial consistency, blockage and mobility models, and
precoding/beamforming algorithms, the tools enable the characterization, analyses and
performance evaluation of 3D µWave and mmWave channels, both individually and
jointly for the sake of coexistence or interoperability for future emerging 5G UDN and
C-I2X application scenarios involving cellular and vehicular users.

(ii) analyzes the performance enhancements realizable with mmWave massive MIMO rel-
ative to legacy systems such as LTE-A and DSRC in C-I2X scenarios. Also, the per-
formance trade-offs realizable with the overlapped subarray HBF structures when com-
pared to the fully-connected and sub-connected structures are investigated in this thesis.
In addition, we evaluate the performance of zero forcing (ZF)-based HBF in multi-user
MIMO setups in contrast to analog beamsteering and singular value decomposition
(SVD) precoding algorithms.
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(iii) proposes a novel generalized framework for the design and analysis of HBF antenna
array structures for any massive MIMO hybrid configuration. The generalized model
enables the investigation of the SE and EE as well as the power and hardware costs
of the system, together with the performance trade-offs. The proposed model provides
insights for the cost-effective, high-rate and energy-efficient operation of next-generation
networks and beyond.

The results of this PhD study have been disseminated in the underlisted scientific publi-
cations: six international peer-reviewed journal articles and seven conference papers, a book
chapter and five posters.

• Journal Articles

J1. S. A. Busari, K. M. S. Huq, S. Mumtaz, L. Dai and J. Rodriguez, “Millimeter-Wave
Massive MIMO Communication for Future Wireless Systems: A Survey”, IEEE Com-
munications Surveys and Tutorials, vol. 20, no. 2, pp. 836-869, May 2018.

J2. S. A. Busari, S. Mumtaz, S. Al-Rubaye and J. Rodriguez, “5G Millimeter-Wave Mobile
Broadband: Performance and Challenges”, IEEE Communications Magazine, vol. 56,
no. 6, pp. 137-143, June 2018.

J3. S. A. Busari, M. A. Khan, K. M. S. Huq, S. Mumtaz and J. Rodriguez, “Millimetre-
wave massive MIMO for cellular vehicle-to-infrastructure communication”, IET Intelli-
gent Transport Systems, vol. 13, no. 6, pp. 983-990, June 2019.

J4. S. A. Busari, K. M. S. Huq, S. Mumtaz, J. Rodriguez, Y. Fang, D. C. Sicker, S. Al-
Rubaye and A. Tsourdos, “Generalized Hybrid Beamforming for Vehicular Connectivity
using THz Massive MIMO”, IEEE Transactions on Vehicular Technology, vol. 68, no.
9, pp. 8372-8383, Sept. 2019.

J5. K. M. S. Huq, S. A. Busari, J. Rodriguez, V. Frascolla, W. Buzzi and D. C. Sicker,
“Terahertz-enabled Wireless System for Beyond-5G Ultra-Fast Network: A Brief Sur-
vey”, IEEE Network, vol. 33, no. 4, pp. 89-95, July/August, 2019.

J6. M. A. Khan, S. A. Busari, K. M. S. Huq, S. Mumtaz, S. Al-Rubaye, J. Rodriguez, and
A. Al-Dulaimi, “A novel mapping technique for ray tracer to system-level simulation”,
Computer Communications, vol. 150, pp. 378-383, Jan. 2020.

• Conference Papers

C1. S. A. Busari, S. Mumtaz and J. Rodriguez, “Hybrid Precoding Techniques for THz
Massive MIMO in Hotspot Network Deployment”, IEEE Vehicular Technology Confer-
ence (VTC-Spring) Workshop 2020, Antwerp, Belgium, pp. 1-6, May, 2020.

C2. S. A. Busari, K. M. S. Huq, S. Mumtaz and J. Rodriguez, “Terahertz Massive MIMO
for Beyond-5G Wireless Communication”, IEEE International Conference on Commu-
nications (ICC) 2019, Shanghai, P.R. China, pp. 1-6, May, 2019.
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C3. S. A. Busari, K. M. S. Huq, G. Felfel and J. Rodriguez, “Adaptive Resource Allo-
cation for Energy-Efficient Millimeter-Wave Massive MIMO Networks”, IEEE Global
Communications Conference (GLOBECOM) 2018, Dubai, United Arab Emirates, pp.
1-6, Dec., 2018.

C4. S. A. Busari, K. M. S. Huq, S. Mumtaz and J. Rodriguez, “Impact of 3D Channel
Modeling for ultra-high speed Beyond-5G Networks”, IEEE Global Communications
Conference (GLOBECOM) Workshop 2018, Dubai, United Arab Emirates, pp. 1-6,
Dec., 2018.

C5. S. A. Busari, S. Mumtaz, K. M. S. Huq, J. Rodriguez, and H. Gacanin, “System-Level
Performance Evaluation for 5G mmWave Cellular Network”, IEEE Global Communi-
cations Conference (GLOBECOM) 2017, Singapore, pp. 1-7, Dec., 2017.

C6. M. Neija, S. Mumtaz, K. M. S. Huq, S. A. Busari, J. Rodriguez, Z. Zhou, “An IoT
Based E-Health Monitoring System Using ECG Signal”, IEEE Global Communications
Conference (GLOBECOM) 2017, Singapore, pp. 1-6, Dec., 2017.

C7. S. A. Busari, S. Mumtaz, K. M. S. Huq and J. Rodriguez, “X2-Based Handover Per-
formance in LTE Ultra-Dense Networks using NS-3”, IARIA The Seventh International
Conference on Advances in Cognitive Radio, COCORA 2017, Venice, Italy, Vol. 7, pp.
31 - 36, April, 2017.

• Book Chapter

B1. S. A. Busari, S. Mumtaz, K. M. S. Huq and J. Rodriguez, “Millimeter Wave Channel
Measure”, Chapter in, Encyclopedia of Wireless Networks, Shen X., Lin X., Zhang K.
(Eds), Springer International Publishing, Berlin, May, 2018.

• Posters

P1. S. A. Busari, K. M. S. Huq, S. Mumtaz and J. Rodriguez, “A Novel Generalized
Hybrid Beamforming for THz Massive MIMO Networks”, 2019 MAP-Tele Workshop,
Porto, Portugal, Sept. 2019.

P2. S. A. Busari, K. M. S. Huq, S. Mumtaz and J. Rodriguez, “Millimeter-wave Massive
MIMO for Capacity and Coverage Optimization”, Science and Technology Summit in
Portugal (Ciência 2019), Lisbon, Portugal, July 2019.

P3. S. A. Busari, K. M. S. Huq, S. Mumtaz and J. Rodriguez, “THz Massive MIMO for
C-I2X in B5G networks”, Research Summit - Universidade de Aveiro, Aveiro, Portugal,
July 2019.

P4. S. A. Busari, K. M. S. Huq, S. Mumtaz and J. Rodriguez, “Millimeter-wave Mas-
sive MIMO for Capacity and Coverage Optimization”, Instituto de Telecomunicações
Research Day, Aveiro, Portugal, Sept. 2018.

P5. S. A. Busari, K. M. S. Huq, S. Mumtaz and J. Rodriguez, “Millimeter-wave Mo-
bile Broadband for 5G Heterogeneous Cellular Networks”, 2017 MAP-Tele Workshop,
Aveiro, Portugal, Sept. 2017.
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1.7 Organization of the Thesis

The remainder of this PhD thesis is organized as follows.

Chapter 2: Millimeter-wave Massive MIMO UDN for 5G Networks.
The first two sections of this chapter provide a background on the evolution and trend to-
wards the mmWave massive MIMO system for 5G UDNs. The background connects how
the networks have transformed: from employing single antennas to deploying massive MIMO
antenna arrays; from operating in the sub-6 GHz µWave bands to moving to the mmWave
and THz bands; and from using the legacy umbrella MCs to transitioning to the ultra-dense
SC network topology. The overview of these so-called “big three” 5G technologies and their
interplay for NGMNs are given. The third section then provides the state of the art on
mmWave massive MIMO channel models as the basis for the implementation of the 3D chan-
nel models that are used for the investigation in later chapters. The fourth section of this
chapter is dedicated to beamforming techniques and array structures for mmWave massive
MIMO which are the focus of Chapter 4 where a generalized HBF framework is proposed.
The last section of the chapter presents the concluding remarks.

Chapter 3: 3D Channel Modeling for 5G UDN and C-I2X.
This chapter focuses on the performance of 5G UDNs and C-I2X networks using 3D channel
models. The chapter principally covers three aspects. The first part evaluates the individual
performance of 3D µWave and mmWave channels in order to provide insights for coexistence
in NGMNs. The second part considers the joint performance of the 3D µWave and mmWave
channels in the light of 5G UDNs. The third principal part is dedicated to the performance of
cellular infrastructure-to-vehicle (C-I2V) channels involving street-level lampost-mount APs
and vehicles. This part compares the mmWave massive MIMO channel in this propagation
environment with the DSRC and LTE-A channels. The challenges in these 5G scenarios are
then highlighted and analysed.

Chapter 4: Novel Generalized Framework for Hybrid Beamforming.
This chapter focuses on beamforming techniques and the SE and EE analyses of 5G UDNs
and C-I2X networks. The chapter principally covers three aspects. The first part proposes a
novel generalized framework for HBF in mmWave massive MIMO networks. The proposed
framework facilitates the comparative analysis and performance evaluation of the different
HBF configurations: the fully-connected, sub-connected and the overlapped subarray archi-
tectures. The performance of the different array structures is evaluated using a C-I2X appli-
cation scenario involving lampost-mount APs and a combination of pedestrian and vehicular
users. The second part considers the cellular infrastructure-to-pedestrian (C-I2P) use case
between street-level APs and pedestrian users, and evaluates the performance of the system
using three beamforming approaches: analog beamsteering (AN-BST), hybrid precoding with
zero forcing (HYB-ZF) and the SVD as upper bound (SVD-UB) precoding. The impacts of
various system parameters such as transmit power, bandwidth, carrier frequency, antenna
gain, number of RF chains and data streams are analyzed. Also, the SE and EE performance
and trade-off are presented with a view to providing useful insights for enabling high rate,
spectrally-efficient and green operation of next-generation mobile networks.

Chapter 5: Conclusions and Future Works.
This chapter provides the summary, principal findings and recommendations on the concepts
investigated in this thesis: channel modeling, beamforming and system-level performance of
mmWave massive MIMO for 5G UDN and C-I2X scenarios. The future research directions are
then presented as related open issues for NGMNs, in the areas of THz channel modeling, ultra-
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massive MIMO, quantum machine learning (QML) and EE optimization for the forthcoming
6G era.

The schematic diagram for the overall organization of the thesis is shown in Figure 1.9.
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Chapter 2

Millimeter-wave Massive MIMO
UDN for 5G Networks

The first two sections of this chapter provide a background on the evolution and trend
towards the mmWave massive MIMO system for 5G UDNs. The background elaborates on
how the networks have transformed: from employing single antennas to deploying massive
MIMO antenna arrays; from operating in the sub-6 GHz µWave bands to moving to the
mmWave and THz bands; and from using the legacy umbrella macrocells to transitioning to the
ultra-dense SC network topology. The overview of these so-called “big three” 5G technologies
and their interplay for next-generation mobile networks are given. The third section then
provides the state of the art on mmWave massive MIMO channel models as the basis for
the implementation of the 3D channel models that play a pivotal role in later chapters. The
fourth section of this chapter is dedicated to beamforming techniques and array structures for
mmWave massive MIMO which are the focus of Chapter 4 where a generalized HBF framework
is proposed. The last section of the chapter presents the concluding remarks.

2.1 Evolution towards mmWave Massive MIMO UDNs

Over time, mobile network technologies have continued to evolve, pushing legacy systems
towards their theoretical limits and motivating research for next-generation networks with
better performance capabilities in terms of reliability, latency, throughput, SE, EE and cost,
among others [23]. Thus, cellular networks have undergone remarkable transitions: from SISO
at µWave frequencies to the latest legacy system with massive MIMO at µWave frequencies
(hereafter referred to as conventional massive MIMO). However, the projections of explosive
growth in mobile traffic, unprecedented increase in connected wireless devices and proliferation
of increasingly smart applications and broadband services have motivated research for the
development of 5G mobile networks. These networks are expected to deliver super high speed
connectivity and high data rates, provide seamless coverage, support diverse use cases and
satisfy a wide range of performance requirements where legacy cellular networks have reached
their theoretical limits. This has prompted the academic and industrial communities to
consider mmWave massive MIMO with a view to exploiting the joint capabilities of mmWave
communications and massive MIMO antenna arrays [2].

Notably from 4G, the performance of cellular networks has significantly improved since the
adoption of the HetNet architecture such that the UDN layout has been identified as the single
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most effective way to increase system capacity in next-generation networks [15]. The overlay
of SCs on traditional MC BSs provides multi-dimensional benefits for mobile networks. It
leads to enhanced coverage and capacity due to increased cell density leading to higher spatial
and frequency reuse. It also improves SE due to higher SINR with tighter interference control
and increases EE due to lower transmission powers and reduced inter-site distance (ISD) of the
SCs (when compared with the MCs) [43,44]. In addition, cross-tier interference is eliminated
when the MC and SC tiers operate on different frequency bands, thereby further increasing
the potentials of the topology. Intra-tier interference can be controlled by maintaining the
optimal cell density threshold and through advanced interference mitigation techniques. For
5G networks, therefore, UDNs employing mmWave massive MIMO are expected to provide
the 1000-fold network capacity increase (when compared to LTE-A) for meeting the foreseen
explosive traffic demands of mobile networks [23]. In the following sub-sections, we present
an overview of the road towards mmWave massive MIMO UDNs.

Notations: Throughout this thesis, we use the following notations. X is a matrix, x is
a vector and x is a scalar. |·| is the magnitude of a vector or determinant of a matrix, ‖·‖ is
the norm of a vector, ‖·‖F denotes the Frobenius norm while [X]i,j represents the elements

of X in the ith row and jth column. The identity matrix is I while the inverse, transpose and
conjugate transpose operators are denoted with (·)−1, (·)T and (·)H , respectively. X � Y
means X is far greater than Y, and tr (·) is the trace operator.

2.1.1 SISO to massive MIMO

Single-input single-output (SISO) systems employ single antennas, one positioned at the
transmitter (TX) or BS, and another at the receiver (RX) or UE. MIMO systems use multiple
antennas at both sides. MIMO offers higher capacity and reliability than SISO systems as its
channels have considerable advantages over SISO channels in terms of multiplexing, diversity
and array gains [45,46]. The diversity gains of MIMO scale with the number of independent
channels between the TX and the RX, while the maximum multiplexing gain is given by the
lesser number of antennas on either the TX or RX units (i.e., min(NRX , NTX)). However,
maximum multiplexing and diversity gains cannot be simultaneously harnessed from MIMO
systems as a fundamental trade-off exists between both. The best of the two gains cannot be
achieved concurrently [46]. Massive MIMO, on the other hand, uses a much larger number
of antennas (e.g., NTX = 64, . . . , 1024) than those used in conventional MIMO systems with
NTX = {2, . . . , 8}. To analyze the different configurations, consider a generic system model
shown in Figure 2.1 (on next page).

The multi-cellular DL system consists of J BSs each equipped with NTX antennas and K
UEs with NRX antennas per UE. For ∀j ∈ {1, 2, . . . , J} and ∀k ∈ {1, 2, . . . ,K}, the received
signal vector, y can be modeled as (2.1) and (2.2).

y = Hx + n, (2.1)


yk,j1

...

yk,jNRX

 =


hk,j1,1 · · · hk,j1,NTX

...
. . .

...

hk,jNRX ,1 · · · hk,jNRX ,NTX




xj1
...

xjNRX

+


nk1
...

nkNRX

 , (2.2)
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where H, x and n represent the channel matrix, transmit signal vector and the noise vector,
respectively and n is assumed to be the additive white Gaussian noise (AWGN) following
a complex normal distribution CN (0,σ) with zero mean and σ standard deviation. For an-
alytical tractability, we focus on a single cell (i.e., J = 1) under the following four scenar-
ios: SISO, point-to-point or single-user MIMO (SU-MIMO), (conventional) multi-user MIMO
(MU-MIMO) and massive MIMO.
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Figure 2.1: Generic system model

(a) SISO [NTX = 1, NRX = 1,K = 1]

For the SISO scenario, H, x and n in (2.1) become scalars. The received signal y thus
reduces to (2.3). The SE (bits/s/Hz) of the single link can thus be expressed as (2.4).

y1 = h1,1x1 + n1, (2.3)

ηSISOSE = log2 (1 + SNR) = log2

(
1 + h2PT

σ2
n

)
, (2.4)

where PT is the transmit power, SNR is the signal to noise ratio, σ2
n is the noise power and

h is the channel coefficient.

(b) SU-MIMO [NTX > 1, NRX > 1,K = 1]

Here, both the TX and RX are equipped with multiple antennas. For the SU-MIMO
system, the received signal vector, y ∈ CNRX×1 , can be expressed as (2.5).
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y =
√
ρHx + n, (2.5)

where x ∈ CNTX×1, n ∈ CNRX×1, H ∈ CNRX×NTX and ρ is a scalar representing the normal-
ized transmit power. Assuming perfect channel state information (CSI) at the receiver, the
SE (bits/s/Hz) for the SU-MIMO is given by (2.6).

ηSU−MIMO
SE = log2

∣∣∣∣(INRX +
ρ

NTX
HHH

)∣∣∣∣ . (2.6)

The expression in (2.6) is bounded by (2.7) where the actual achievable SE depends on the
distribution of the singular values of HHH [45].

log2 (1 + ρNRX) ≤ ηSU−MIMO
SE ≤ min (NRX , NTX) log2

(
1 +

ρmax (NRX , NTX)

NTX

)
. (2.7)

The SU-MIMO configuration leads to increased data rates and average SE without any
increase in the SNR or the bandwidth of such systems, as required by the Shannon capacity
theorem on the theoretical limit for SISO systems. This additional increase in capacity comes
from spatial multiplexing through multi-stream transmissions from the multiple antennas. It
is also possible to use the additional antennas for beamforming (and thus increase the SNR)
or for diversity (so as to increase the reliability of the system) [15, 47]. While the channel
capacity of SISO systems increases logarithmically with an increase in system’s SNR, MIMO
systems’ capacities increase linearly with increasing number of antennas (i.e., scales with the
smaller of the number of TX or RX antenna when the channel is full rank). The gains can be
limited (i.e., not exactly linear increase) when the channel is not full rank [48]. This increase
is, however, at the expense of the additional cost of deployment of multiple antennas, space
constraints (particularly for mobile terminals) and increased signal processing complexities
[49].

(c) MU-MIMO [NTX > 1, NRX ≥ 1,K > 1]

MIMO systems have two basic configurations: SU-MIMO and MU-MIMO [45, 50]. MU-
MIMO offers greater advantages [20] over SU-MIMO and these include:

• MU-MIMO exploits multi-user diversity in the spatial domain by allocating a time-
frequency resource to multiple users while SU-MIMO transmissions dedicate all time-
frequency resources to a single terminal. This results in significant gains over SU-MIMO,
particularly when the channels are spatially correlated [50].

• MU-MIMO BS antennas simultaneously serve many users, where relatively cheap single-
antenna devices can be employed at user terminals while expensive equipment is only
needed at the BS thereby bringing down cost.
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• MU-MIMO system is less sensitive to the propagation environment when compared
to the SU-MIMO system. Therefore, rich scattering is generally not required in the
MU-MIMO case.

For the MU-MIMO scenarios, the BS transmits simultaneously to multiple users. In the
simple case where each UE has a single antenna, the receive, transmit and noise vectors in
(2.5) become: y ∈ CK×1, x ∈ CNTX×1 and n ∈ CK×1, respectively. The channel matrix
becomes H ∈ CK×NTX and the achievable SE can be expressed as (2.8).

ηMU−MIMO
SE = max log2

∣∣(INRX + ρHPHH
)∣∣ , (2.8)

where P is a positive diagonal matrix with power allocations P = {p1, p2, · · · , pK} which
maximizes the sum transmission rate [45].

Overall, MIMO is a smart technology aimed at improving the performance of wireless
communication links [47]. Compared to the SISO systems, MIMO systems have been shown
from studies and commercial deployment scenarios in different wireless standards, such as
the IEEE 802.11 (WiFi), IEEE 802.16 (Worldwide Interoperability for Microwave Access
(WiMAX)), the third generation (3G) Universal Mobile Telecommunications System (UMTS)
and the High Speed Packet Access (HSPA) family series as well as the LTE, to offer significant
improvements in the performance of cellular systems, with respect to both capacity and
reliability [45,51]. In addition, MIMO system implementations have shifted to MU-MIMO in
recent years due to its superior benefits, which have made it the candidate for several wireless
standards [20,45]. However, despite its great significant advantages over SISO and SU-MIMO
antenna systems, MU-MIMO has been identified as a non-scalable technology, and as a sequel,
massive MIMO is evolving to scale up the benefits of MIMO significantly. Unlike MU-MIMO
which has roughly the same number of terminals and service antennas, massive MIMO has
an excess of service antennas over active terminals which can be used for enhancements such
as beamforming, in order to bring about improved throughput and EE [20].

(d) Massive MIMO [NRX � NTX , NRX →∞ or NTX � NRX , NTX →∞,K > 1]

Massive MIMO is also known as large-scale antenna system, full dimension MIMO, very
large MIMO and hyper MIMO. It employs an antenna array system with a few hundred
BS antennas simultaneously serving many tens of user terminals on the same time-frequency
resource [20, 50]. It has the potential to enormously improve SE by using its large number
of BS transmit antennas to exploit spatial domain DoF for high-resolution beamforming and
for providing diversity and compensating PL, thereby improving the EE, data rates, and link
reliability [19,52]. With the practical acquisition of CSI, massive MIMO achieves an order-of-
magnitude higher SE in real life than the small-scale conventional MIMO system. The third
generation partnership project (3GPP) has been steadily increasing the maximum number of
antennas in progressive LTE releases and massive MIMO will be a key ingredient in 5G [53].

When the number of antennas grows large such that NTX � NRX , NTX → ∞, the
achievable SE for the massive MIMO system in (2.6) tends to (2.9), and when NRX � NTX ,
NRX →∞, it approximates to (2.10). Equations (2.9) and (2.10) assume that the row or col-

umn vectors of the channel H are asymptotically orthogonal
HHH

NTX
≈ INRX and demonstrate
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the advantages of massive MIMO, where the capacity grows linearly with the number of the
employed antenna at the BS or the UE, as the case may be [45]. Even at mmWave frequen-
cies, it is still possible to employ massive MIMO arrays for spatial multiplexing, alongside
beamforming, in order to increase system capacity [54, 55]. However, the multiplexing gain
reduces in line of sight (LOS) propagation environments [45].

ηMassive−MIMO
SE ≈ NRX log2 (1 + ρ) , (2.9)

ηMassive−MIMO
SE ≈ NTX log2

(
1 + ρ

NRX

NTX

)
. (2.10)

Massive MIMO requires CSI for both uplink (UL) and DL and depends on phase coherent
signals from all the antennas at the BS. It is an enabling technology for enhancing the EE,
SE, reliability, security and robustness of future broadband networks, both fixed and mobile.
However, despite these obvious benefits, massive MIMO implementation is faced with some
challenges which have been subjects of research studies. These challenges, among others,
include the following [8, 19,20,50]:

• need for simple, linear and real-time techniques and hardware for optimized processing of
the vast amounts of generated baseband data, at associated internal power consumption.

• need for new and realistic characterization and modeling of radio channels taking into
account the number, geometry and distribution of the antennas.

• need for accurate CSI acquisition, and feedback mechanisms and techniques to combat
pilot contamination and effects of hardware impairments due to the use of low-cost,
low-power components.

• need for the development of commercial and scalable prototypes and deployment sce-
narios to engineer the heterogeneous network solutions for future mobile systems.

These challenges are being addressed by various works with a view to enabling the practical
use of massive MIMO for 5G and beyond. As of 2020, practical massive MIMO systems
are already being tested, trialed and deployed [56–58]. The summary of the benefits and
challenges of SISO, SU-MIMO, MU-MIMO and massive MIMO are shown in Table 2.1 (where
X means benefit, × means challenge and the number/amount of the symbols signifies the
normalized quantity relative to SISO) [59].

Table 2.1: Summary of benefits and challenges for antenna technologies.

Features SISO SU-MIMO MU-MIMO Massive MIMO
Diversity gain × X XX XXXX
Multiplexing gain × XX XXX XXXX
Array gain × XX XX XXXX
Computational complexity × ×× ××× ××××
Channel estimation × ×× ××× ××××
Pilot contamination × ×× ××× ××××
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2.1.2 Microwave to mmWave Communication

In legacy networks, the operation of cellular networks has been mainly limited to the con-
gested sub-6 GHz µWave frequency bands. Though these bands have favorable propagation
characteristics, however the total available bandwidth of 1-2 GHz is grossly insufficient to
support the foreseen traffic demand of next-generation mobile services and applications. This
challenge pushes for the exploration of under-utilized higher frequency bands where there is
an abundant amount of bandwidth. In the 30-100 GHz mmWave band, there is more than
10× bandwidth than that available at µWave bands as shown in Table 2.2. In the 0.1-10 THz
bands, there is even much more (contiguous) bandwidth available as shown in Table 2.3.

Table 2.2: Available bandwidth for mmWave frequency bands (adapted from [8,19,23,24,60]).

Frequency (GHz) 22.5-23.5 27.5-31.2 38.6-40.0 40.5-42.5 45.5-46.9
Bandwidth (GHz) 1.0 1.3 1.4 2.0 1.4
Frequency (GHz) 47.2-48.2 48.2-50.2 71.0-76.0 81.0-86.0 92.0-95.0
Bandwidth (GHz) 1.0 2.0 5.0 5.0 2.9

Table 2.3: Available bandwidth for THz frequency bands (adapted from [61,62]).

Frequency (THz) 0.1-0.2 0.2-0.27 0.27-0.32 0.33-0.37 0.38-0.44 0.44-0.49
Bandwidth (GHz) 100 70 50 35 65 56
Frequency (THz) 0.49-0.52 0.52-0.66 0.66-0.72 0.84-0.94 0.66-0.84 0.94-1.03
Bandwidth (GHz) 40 123 60 142 47 58
Frequency (THz) 1.03-1.3 1.3-1.35 1.35-1.49 1.49-1.56 1.56-1.83 1.83-1.98
Bandwidth (GHz) 38 51 92 29 25 56

When compared to the congested sub-3 GHz µWave bands used by the second generation
(2G)-4G cellular networks, and the additional television white space (TVWS) and other sub-6
GHz µWave frequencies approved at the ITU’s world radiocommunications conference (WRC)
2015, the mmWave (and THz) bands offer several advantages in terms of larger bandwidth
which translate directly to higher capacity and data rates, and smaller wavelengths enabling
massive MIMO and adaptive beamforming techniques. The relatively closer spectral alloca-
tions in the mmWave bands lead to a more homogeneous propagation, unlike the disjointed
spectrum in legacy networks. On the other hand, mmWave signals are prone to higher PL,
higher penetration loss, severe atmospheric absorption and more attenuation due to rain,
when compared with µWave signals. In addition, they are vulnerable to blockages by objects.
Thus, directional communication is being employed in mmWave systems to limit the severe
propagation losses and mitigate interference thereby ensuring higher throughput and better
EE [8,60,63,64].

However, recent research studies and channel measurement campaigns carried out at dif-
ferent mmWave frequencies (e.g., 28, 38, 60 and 73 GHz) have revealed that mmWave signals
can mitigate the aforementioned challenges by employing adaptive beamforming techniques
to suppress interference and use relay stations to circumvent obstacles thereby avoiding block-
ages [19, 65–67], as shown in Figure 2.2. More so, for the 50-200 m cell size envisaged for
mmWave SCs, the expected 1.4 dB attenuation (i.e., 7 dB/km) due to heavy rainfalls has a
minimal effect [60]. The high PL limits inter-cell interference (ICI) and allows more frequency
reuse, which improves the overall system capacity [68]. In addition, the huge spectrum of-
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fered by the mmWave band will enable radio access (BS-UE), fronthaul (BS-baseband unit
(BBU)) and backhaul (BBU-core network) links to support much higher capacity than legacy
4G networks [60]. In fact, the supposed drawback of short-distance or short-range mmWave
communication perfectly fits into the UDN trend and opens up new avenues for short-range
applications such as the potential use in data centers and C-I2X use cases.

Reflector

Obstacle

Relay

BS

UE 2

UE 3UE 3

UE 1UE 1UE 1

UE 4UE 4

Figure 2.2: Directional communication with mmWave massive MIMO (adapted from [65]).

2.1.3 Legacy Macrocell to Ultra-Dense Small Cell Deployment

The early generations of cellular networks had cell sizes on the order of hundreds of
square kilometers. However, the cell sizes have been increasingly shrinking, as this has been
amply demonstrated the most-effective way to increase system capacity [3,16,69,70]. For 5G,
extreme densification of SCs within the coverage area of the MC is targeted as one of the
core methods to improve the area SE ((bits/s/Hz)/m2) towards realizing the 1000× increase
in network capacity, relative to legacy 4G system [16]. This UDN topology enables traffic
offloading to the SCs (with coverage in the range of tens of meters), particularly for indoor
hotspot and dense urban SCs. The smaller cell sizes of these SCs allow the reuse of spectrum
across a geographical area and reduces the number of users competing for resources at each
BS [3,16]. In addition, the shorter ISD between the SCs and their UEs leads to higher SINR
and increased user throughputs [43,44].

In the first deployment phase of 5G, the orthogonal deployment of cells is envisaged where
the MCs and SCs operate at different sub-6 GHz frequencies. For the second phase of 5G, the
deployment of UDNs at µWave, mmWave and even THz frequencies is expected to provide
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much larger peak data rates in the range of multi-Gbps or even Tbps [15,69,70]. By employing
the enabling technologies such as mmWave and massive MIMO, for example, 5G UDNs will
support the foreseen explosive traffic demands of future mobile networks, whilst satisfying
performance requirements such as better reliability, reduced latency and higher SE and EE,
among others [23]. Despite the anticipated BS densification gains, increasing cell density may
also result in increased other-cell interference (OCI), thus necessitating interference mitigation
techniques such as cooperative scheduling, coordinated multipoint, etc [3]. Also due to OCI,
an unlimited increase in the number of SCs is counter-productive. Therefore, the optimal
density threshold must be maintained in order to reap the full benefits of UDN. More so,
extreme densification will also lead to other challenges in the areas of mobility support, user
association, load balancing, costs of installation, maintenance, backhauling, etc [16].

2.2 Dawn of mmWave Massive MIMO

MmWave massive MIMO is a promising candidate technology for exploring new frontiers
for NGMNs, starting with 5G networks. It benefits from the combination of large avail-
able bandwidth (mmWave frequency bands) and high antenna gains (achievable with massive
MIMO antenna arrays), enhanced SE and EE, increased reliability, compactness, flexibility,
and improved overall system capacity. This is expected to break away from today’s techno-
logical shackles, taking a step towards addressing the challenges of the explosively-growing
mobile data demand and open up new scenarios for future applications [2]. For mmWave
massive MIMO systems, maximum benefits can be achieved when different TX-RX antenna
pairs experience independently-fading channel coefficients. This is realizable when the AEs’
spacing is at least 0.5λ, where λ reduces with increasing carrier frequency (fc), a higher num-
ber of elements in antenna arrays of same physical dimension can be realized at mmWave
than at µWave frequencies [59].

At mmWave frequencies, the dimensions of the AEs (as well as the inter-antenna spacing)
become incredibly small (due to their dependence on λ). It thus becomes possible to pack a
large number of AEs in a physically-limited space, thereby enabling compact massive MIMO
antenna array, not only at the BSs, but also at the UEs [71, 72]. As of 2019, the maximum
numbers of antennas under consideration by 3GPP (for example at 70 GHz) are 1024 for the
BSs and 64 for the UEs. As for the RF chains, the maximum numbers are 32 and 8 for the
BSs and UEs, respectively [3, 4].

Several works have shown that λ/2 element spacing leads to low spatial correlation. How-
ever, inter-element spacing less than λ/2 can facilitate a reduction in the total area of the
array. The potentially resulting higher spatial correlation can, however, be suppressed by
proper tuning of the antennas mutual coupling. using inter-element spacing of 0.37λ (in
contrast to the conventional 0.5λ), the authors in [73] showed that mutual coupling can be
controlled by placing a slot between each pair of antenna elements. This leads to improvement
in SNR as well as reduction in the size of antenna array. With low radiation power (due to
small antenna size) and high propagation attenuation, it becomes necessary to use highly-
directional, steerable, configurable or smart antenna arrays for mmWave massive MIMO in
order to ensure high received signal power for successful detection [74]. An overview of the
architecture and the propagation characteristics of mmWave massive MIMO is given in the
following subsections.
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2.2.1 Architecture

A representative architecture for the 5G network is shown in Figure 2.3. The archi-
tecture is a multi-tier HetNet composed of the MC and SC BSs, with massive MIMO and
µWave/mmWave communication capabilities. It features several scenarios that are subject to
ongoing research in realizing the 5G goals. Some of these scenarios are highlighted as follows
[59]:

• Split control and data plane framework where the control signals are handled by the
long-range µWave massive MIMO MC BS (for efficient mobility and other control sig-
naling) while data signals are handled by the mmWave massive MIMO SCs for high
capacity.

• Dual-mode or dual-band SCs where close-by users are served by mmWave access links
while further-away users are served at µWave frequency band, thereby serving as a
dynamic cell and emulating the “cell breathing” concept from legacy networks.

• In-band backhauling where both the access and backhaul links are on the same (mmWave)
frequency band to reduce cost and optimize spectrum utilization.

• Vehicular communication where the µWave MC BSs serve the long-range and highly
mobile users while the SCs serve the pedestrian/low-mobility users.

• Virtual cells where a user, particularly cell-edge user, chooses its serving BS without be-
ing constrained to be served only by the closest BS as in the legacy user association and
handover approach based on coverage zone. This also extends to the multi-connectivity
approach where a user is attached to more than one BS at the same time [75].

microwave

mmWave

Control

Data

X2-interface

Vehicular 
Comm. cell

Virtual cell

Macro 
BS

Dual-mode 
small cell

Long range 
macro BS user

Split control & data 
small cell

Massive MIMO 
antenna array

Figure 2.3: Candidate 5G architecture based on µWave/mmWave massive MIMO UDN.
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The architecture in Figure 2.3 brings to the forefront many opportunities in terms of
possible scenarios, use cases, and applications. Some of the scenarios have been considered
lately for legacy systems and will be advanced in 5G while new ones will also emerge. The
realization of the architecture in Figure 2.3 is being pursued for 5G through multi-disciplinary
and cross-layer approaches.

2.2.2 Propagation Characteristics

Marked differences exist in the propagation characteristics of mmWave massive MIMO
networks and those of legacy/conventional cellular systems. At mmWave frequencies, and
as the number of BS antennas goes to infinity, the channel characteristics generally become
deterministic. Different users experience asymptotic channel orthogonality and fewer user
terminals can be supported due to reduced coverage area [2]. Also, signals propagated at
mmWave frequencies experience higher PL (which increases with increase in fc) [17] and also
have reduced penetrating power through solids and buildings. Thus, they are significantly
more prone to the effects of shadowing, diffraction and blockage, as λ is typically less than
the physical dimensions of the obstacles [76–78]. In addition, mmWave signals suffer more
attenuation due to rain [79], have increased susceptibility to atmospheric absorption [80] and
experience higher attenuation due to foliage than µWave signals [81]. The attenuations due
to atmospheric/molecular absorption and rain as a function of fc are presented in Figures 2.4
and 2.5 (shown on next page), respectively.

As shown in Figure 2.4, the specific attenuation due to atmospheric and molecular ab-
sorption have peaks around 60 and 180 GHz. The authors in [82], using air composition and
atmospheric data, have shown that the peaks are due to the high absorption coefficient of
oxygen (O2) and water vapor (H2O) at 60 GHz and 180 GHz, respectively. These two fre-
quency bands are thus best suited for short distance indoor applications, and the unlicensed
60 GHz mmWave WiFi has already taken the lead in this direction through its standard-
ization. Further, the experienced attenuation and molecular noise at mmWave frequencies
(excluding the 60 GHz band) vary with the time of the day, and the season of the year, being
more pronounced during the night than the day, and more during winter than in summer,
due to the combined effect of the fall in temperature and the corresponding rise in humidity
[82]. Though the impact of these attenuation effects limits communication coverage and link
quality, the impact is however minimal for the average SC sizes of 50-200 m envisaged for
5G SC networks. More so, beamforming is being employed to increase the array gains and
improve the SNR, in order to counter the effects of the comparatively higher PL at mmWave
frequencies (when compared to the µWave propagation) [4, 60].

Overall, the losses in mmWave systems are higher than those of µWave systems. How-
ever, the smaller wavelength (which enables massive antenna arrays) and the huge available
bandwidth in the bands can compensate for the losses to maintain and even drastically boost
performance gains with respect to SE and EE, provided evolving computational complexity,
signal processing, and other implementation issues are addressed [53,83]. The marked differ-
ences in propagation characteristics at µWave and mmWave frequencies necessitate changes
in the architecture and applications of cellular networks, as evident in the candidate archi-
tecture earlier shown in Figure 2.3.
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Figure 2.4: Atmospheric and molecular absorption at mmWave frequencies [4].

50 100 150 200 250 300

Frequency (GHz)

10-2

10-1

100

101

102

R
ai

n 
A

tte
nu

at
io

n 
(d

B
/k

m
)

0.25 mm/h
2.5 mm/h
12.5 mm/h
25 mm/h
50 mm/h
100 mm/h
150 mm/h
200 mm/hr

Figure 2.5: Rain attenuation at mmWave frequencies [4].
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In Table 2.4, we present a summary of the fundamental differences between conventional
(µWave or sub-6 GHz) massive MIMO and mmWave massive MIMO. The comparison in Table
2.4 shows the challenges which have to be addressed or exploited in order to realize the antic-
ipated benefits of mmWave massive MIMO networks. Table 2.5 compares the potential use
cases based on the propagation characteristics in LOS, non-LOS (NLOS), outdoor-to-outdoor
(O2O), indoor-to-indoor (I2I) and outdoor-to-indoor (O2I) environments [53]. Neglecting the
small-scale fading (SSF), the received power (as a function of the separation distance (d))
can be modeled as (2.11) and (2.12) for the µWave and mmWave massive MIMO systems,
respectively. Unlike in µWave (2.11), it can be seen that that the shadow fading (SF) and
the path loss exponent (PLE) in the mmWave case (2.12) are functions of blockage (%) [2].

Table 2.4: Comparison of µWave and mmWave massive MIMO propagation properties.

Properties µWave massive MIMO mmWave massive MIMO
Path loss Lower PL compared to mmWave at

same d. At fc = 2 GHz and d = 500
m typical of MCs, PLmax = 93.4,
136.8 and 169.3 dB can be expected
in LOS, NLOS and O2I scenarios,
respectively [84].

Higher pathloss compared to µWave
at same d. At fc = 28 GHz and for
d=100 m typical of SCs, maximum
PLmax of 103.3, 123.8 and 154.2 dB
can be expected in LOS, NLOS and
O2I scenarios, respectively [85].

Shadow Fading Independent random variable, small
and independent of blockage, NLOS
propagation. Typical values are 4,
6 and 7 for LOS, NLOS, and O2I,
respectively [84].

Large, dependent on other ran-
dom variables and mainly caused by
blockage, LOS/near-LOS propaga-
tion. Typical values are 3.1, 7.8 and
9 for LOS, NLOS, and O2I, respec-
tively [85].

Interference Distance-dependent. Dominated by
a few nearby ones, leads to back-
ground interference floor for large
number of interferers.

Not really distance-dependent, as-
sumes an ON-OFF type of behavior.
Strongly attenuated by randomly-
aligned antenna gain patterns and
blockage.

SINR Changes slowly from cell center to
cell edge.

Undergoes extremely-random rapid
fluctuations; assumes an ON-OFF
depending on the beam steering effi-
ciency, blockage, and random beam
alignment.

Antenna Array Singly-massive, only the BSs have
massive antenna array.

Double-massive, both the BSs and
the UEs have massive antenna array
capability.

Signal Processing Moderately-complex, particularly
CSI acquisition and feedback.

Highly-complex due very large
amount of CSI.

Handover Usually done at cell edges based on
signal strength for load balancing
considerations.

Occurs more frequently because of
blockage, beam alignment, and high
network density.

PµWave
RX (d) ≈ PTGTRxPXSF (d)

(
λ

4π

)2

d−α, (2.11)

PmmWave
RX (d, %) ≈ PTGTRxPXSF (d, %)

(
λ

4π

)2

d−α(d,%), (2.12)
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where PT is the TX power, PRX is the receive power, GTRxP is the combined gains of the TX
and RX, XSF is the SF function and α is the PLE. Other differences between µWave massive
MIMO and mmWave massive MIMO are further highlighted in Table 2.5.

Table 2.5: Comparison of µWave and mmWave massive MIMO use cases (adapted from [53]).

Use case µWave massive MIMO mmWave massive MIMO
Broadband access High data rates in most prop-

agation scenarios (e.g., ∼100
Mbps/user using 40 MHz of
bandwidth), with uniformly
good quality of service (QoS).

Huge data rates (e.g., 10
Gbps/user using several GHz of
bandwidth) in some propagation
scenarios.

IoT, mMTC Beamforming gain gives power-
saving and better coverage than
legacy networks.

Not fit for low data rate applica-
tions, which will incur significant
power overhead.

URLLC Channel hardening improves re-
liability over legacy networks.

Difficult due to unreliable prop-
agation.

Mobility support Same great support as in legacy
networks.

Theoretically possible but very
challenging.

High throughput fixed link Narrow beamforming is possible
with 100 antennas, 20 dB beam-
forming gain is achievable; only
array size limits the gain.

Possibly even higher beamform-
ing gain than at sub-6 GHz, since
more antennas fit into a given
area.

High user density Spatial multiplexing of tens of
UEs is feasible and has been
demonstrated in field-trials.

Same capability as at sub-6 GHz
in theory, but practically limited
if hybrid implementation is used.

O2O, I2I communication High data rates and reliability in
both LOS and NLOS scenarios.

Huge data rates in LOS
hotspots, but unreliable due
to blockage phenomena.

O2I communication High data rates and reliability Highly difficult/infeasible due to
propagation losses.

Backhaul, fronthaul Can multiplex many links, but
relatively modest data rates per
link.

Great for LOS links, particularly
for fixed antenna deployments,
but less suitable for NLOS links.

Operational regime Mainly interference-limited in
cellular networks, due to high
SNR from beamforming gains
and substantial inter-user inter-
ference.

Mainly noise-limited in indoor
scenaros, due to the huge band-
width and limited ICI, but can
be interference-limited in out-
door scenarios.

In terms of benefits, the larger bandwidth available in the mmWave bands when compared
to the µWave bands enables new applications such as wireless fronthauling, the higher PL
favors high-rate, short-range communications while the shorter wavelength allows the anten-
nas at both the BSs and UEs to scale up (i.e., go massive) due to the dramatic reduction in
antenna sizes. However, new challenges evolve. The combination of the huge bandwidth and
massive antenna arrays translate to heavy computational load and signal processing due to
the large amount of CSI that have to be processed for channel estimation, channel feedback,
precoding, etc. Also, mmWave signaling will lead to a higher frequency of handovers in UDN
if not properly managed.
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Notwithstanding the promising potentials of mmWave massive MIMO technology, a broad
range of challenges spanning the length and breadth of communications theory and engineer-
ing has to be addressed. The challenges arise due to the differences in the architecture and
propagation characteristics of mmWave massive MIMO networks when compared to prior
systems. Among others, the key challenges include: channel modeling, antenna and RF
transceiver architecture design, waveforms and multiple access schemes, information theo-
retic issues, channel estimation techniques, modulation and EE issues, MAC layer design,
interference management, mobility management, health and safety issues, system-level mod-
eling, experimental demonstrations, tests and characterization, standardization and business
models [2].

2.2.3 Health and Safety Issues

With the mmWave bands being promising candidates for future broadband mobile com-
munication networks, it is essential to understand the impacts of mmWave radiation on the
human body and the potential health effects related to its exposure. In addition, the current
safety rules regarding RF exposure do not specify limits above 100 GHz whereas spectrum
use will inevitably move to these bands over time, hence the need for further investigations
to codify safety metrics at these frequencies [2]. The mmWave band constitutes RF spec-
trum with fc between 30-300 GHz. The photon energy in these bands ranges from 0.1 to
1.2 milli-electron volts (meV). Unlike the ultraviolet (UV), X-ray and gamma rays, mmWave
radiation is non-ionizing and so cannot cause cancer. Therefore, the main safety concern
is heating of the eyes and skin caused by the absorption of mmWave energy in the human
body and constitutes the major biological effect that can be caused by the absorption of EM
mmWave energy by tissues, cells and biological fluid [2, 86].

Based on findings from mmWave radiation studies, the authors in [86] concluded that
both the eyes and the skin (whose tissues would receive the most radiation) do not appear
prone to damage from exposure experienced from mmWave communication technologies in the
far-field, while more studies are required regarding exposure to communication devices (such
as mobile devices with high-gain, adaptive and smart antennas) in the near-field. Similarly,
according to the authors of [87], more than 90% of the transmitted EM power is absorbed
within the epidermis and dermis layers and little power penetrates further into deeper tissues.
However, heating of human tissue may extend deeper than the epidermis and dermis layers.
Also, the steady state temperature elevations at different body locations may vary even when
the intensities of EM radiations are the same. The authors concluded that power density (PD)
is not likely to be as useful as specific absorption rate (SAR) for assessing safety, especially
in the near-field, and the proposed temperature-based technique is an acceptable dosimetric
quantity for demonstrating safety and setting exposure limits for mmWave radiations [86,87].

2.2.4 Standardization Activities

The attractive capabilities and high commercial potentials of mmWave communications
have spurred several international activities aimed at standardizing it for wireless personal
area networks (WPANs) and wireless local area networks (WLANs). These efforts include
the IEEE 802.15.3c, WirelessHD and WiGiG (IEEE 802.11ad and IEEE 802.11ay) [60,63,64].
Early efforts focused on the 60 GHz band for WiFi and WiGiG standards due to the earlier
notion that mmWave bands are unsuitable for mobile communications [16]. However, several
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new findings from research, trials and deployment (such as MiWEBA [88, 89] and MiWaveS
[90, 91]) have established the suitability of incorporating mmWave communications into cel-
lular networks [65, 92]. Massive MIMO, on the other hand, has been under consideration for
standardization by 3GPP since LTE-A Release 12 [16]. The release work programme, which
was largely completed in March 2015, considered four areas of significant enhancements and
enablers: SCs and HetNets, multi-antennas (e.g., massive MIMO and elevation beamforming),
proximity services and procedures for supporting diverse traffic types [93]. 3GPP’s Release
14 (completed June 2017) featured major 5G enablers, including MIMO enhancements. Fur-
ther works on massive MIMO standardization featured in 3GPP’s 5G New Radio (NR) (also
referred to as Release 15 or 5G Phase 1) completed in 2018 and enhancements will continue
through Release 16 (5G Phase 2) expected to be finalized by December 2019. Standardiza-
tion of both mmWave communications and massive MIMO will open up new opportunities
for next-generation cellular networks [3, 4].

The three major players for 5G standardization are the ITU, 3GPP and the Institute of
Electrical and Electronics Engineers (IEEE). Candidate technologies are being evaluated by
ITU-Radiocommunication through its 5D working party (WP). The allocation of mmWave
spectrum for cellular applications is expected to be finalized at WRC 2019. Also, ITU-T has
been conducting system review and proof-of-concept studies on IMT-2020 by its Study Group
13 [3,4,16]. As the third major player, IEEE has recently undertaken a 5G track to enhance
existing standards and to evolve new technologies for the mmWave unlicensed bands. These
efforts include: IEEE 802.11 ad/aj/ay, IEEE 802.15.3c, ECMA-387, P1918.1, P1914.3, and
IEEE 802.22, among others. The completion timelines for these activities vary among the
different specification groups. These activities will lead to the first certified 5G standards.
The standardization is expected to be completed by late 2019, ahead of the much-anticipated
2020 timeline for commercial deployment [3, 4, 16].

2.3 5G Channel Measurement and Modeling

Several new technologies are being explored for 5G systems in order to provide anywhere
and anytime connectivity for anyone and anything. Each of these technologies introduces
new propagation properties and sets specific requirements on 5G channel modeling. For ex-
ample, the mmWave massive MIMO channel is intrinsically an ultra-broadband channel with
huge bandwidth and spatial multiplexing capability to significantly enhance wireless access
and improve cell and user throughputs [68, 94]. Inspecting from a propagation perspective,
mmWave signals exhibit LOS or near-LOS propagation with absolute increase in PL with
increasing fc [95], specular reflection attenuation [96], diffuse scattering [97, 98], very high
diffraction attenuation [99] and frequency dispersion effect, which with the prospect of huge
bandwidth, allows the propagation to be considered as frequency-dependent [21, 99]. In gen-
eral, 5G channel models should support: wide frequency range (e.g., 350 MHz-100 GHz),
broad bandwidths (10 MHz-4 GHz), wide range of scenarios (indoor, urban, suburban, ru-
ral, etc.), double-directional 3D antenna and propagation modeling, frequency dependency,
smooth time evolution, spatial and frequency consistency, large antenna arrays and high
mobility, among others [100].

Typically, channel measurement campaigns are undertaken at different times, cities, en-
vironments and under different scenarios. Following the channel measurement activities,
channel parameters (such as PL, PLE, SF, penetration loss, power delay profile (PDP), delay
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spreads (DSs), angular spreads (ASs), coherence bandwidth, etc.) are estimated from the
obtained data or field results to develop channel models. Considering all necessary factors
(such as frequency, propagation environment, scenario, etc.), the developed channel models
provide statistical, mathematical and analytical frameworks for simulation studies and per-
formance evaluation of wireless communication networks. Such frameworks are also used to
compare and/or validate empirical data from field deployment and operation tests. Thus, ef-
ficient and accurate channel models are central to system design and performance evaluation.
Using channel sounding techniques, several measurement campaigns have been undertaken by
different groups, in different cities, at different frequencies (10-100 GHz) and for diverse sce-
narios and setups, to characterize the mmWave channel. References [4,100] provide excellent
summaries of the results (with respect to the PL, PLE, SF, PDP, DS, AS, Rician K-Factor
(KF), coherence bandwidth, etc.) of the cross-continent channel measurement efforts between
2012 and 2018. A summary of the capabilities of the 5G channel models adapted for this
thesis are given in Table 2.6.

Table 2.6: Comparison of adapted 5G channel models (adapted from [100]).

Features 3GPP TR 36.873
[84]

3GPP TR 38.900
[85]

NYUSIM
[42, 101,102]

Modeling approach GBSM, map-based
hybrid model

GBSM, map-based
hybrid model

Statistical

Frequency range (GHz) < 6 6-100 0.5-100
Bandwidth [<6, > 6] GHz 10% of fc 10% of fc [100 MHz, 2 GHz]
Support large array yes yes yes
Support spherical waves no no no
Support dual mobility no no no
Support 3D propagation yes yes yes
Support mmWave no yes yes
Dynamic modeling yes yes yes
Spatial consistency yes yes yes
High mobility limited limited limited
Blockage modeling yes yes yes
Gaseous absorption yes yes yes

Based on the modeling approach adopted, the channel models are classified as shown in
Figure 2.6 (shown on next page). The respective models take their name (as used in Tables 2.6)
using a bottom-up naming approach. For example, RS-GBSM represents a Regular-Shaped
Geometry-Based Stochastic Model, while TDL-NGSM is a Tapped Delay Line Non-Geometry
based Stochastic Model. Deterministic channel models characterize the physical propagation
parameters in a deterministic manner by solving the Maxwell’s equations or approximated
propagation equations. These models are site-specific and they rely on the detailed or precise
information of the propagation environment, including the location of the BSs, UEs and
scatterers. Thus, they have high accuracy, but introduce high computational complexity. An
example of deterministic channel models is ray tracing (RT), where the positions of the TX
and RX are specified and then all possible rays are predicted. The map-based deterministic
models use RT and 3D maps. The stochastic models, on the other hand, describe channel
parameters using certain statistical or probability distributions. The stochastic models are
more analytically tractable and can be adapted to various scenarios and settings. However,
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they have lower accuracy when compared to the deterministic models [100]. Hybrid models use
a combination of the deterministic and stochastic approaches [75]. Other representative 5G
channel models that have resulted from the respective measurement campaigns are compared
in Table 2.7 (shown on next page) [100].
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Figure 2.6: Classification of 5G channel models based on modeling approach (adapted from
[100]).

In this section, we provide a background to 5G channel modeling involving the interplay
of massive MIMO and mmWave communication in cellular and C-I2X scenarios.

2.3.1 mmWave Massive MIMO Channels

At mmWave frequencies, the assumption of asymptotic pair-wise orthogonality between
channel vectors under independent and identically distributed (i.i.d) Rayleigh fading channel,
which is valid for conventional massive MIMO, no longer holds. The number of independent
multipath components (MPCs) becomes limited and so channel vectors exhibit correlated fad-
ing [68,112]. For a mutuallly orthogonal channel, every pair of column vectors of the channel
H satisfies the condition in (2.13). With the assumption of i.i.d. Rayleigh fading channel,
the condition in (2.13) is asymptotically achieved with very large NTX , which by the law of
large numbers gives (2.14).

hHmhn = 0, ∀m 6= n, (2.13)

1

NTX
hHmhn −→ 0, NTX −→∞, ∀m 6= n. (2.14)
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Table 2.7: Comparison of other representative 5G channel models (adapted from [100]).

Features 3GPP TR
38.901

QuaDRiGa mmMAGIC 5GCMSIG MG5GCM

[103] [104,105] [106] [107] [108]

Modeling approach GBSM,
map-based

hybrid

GBSM GBSM,
GGBSM

GBSM,
GGBSM

GBSM

Frequency range
(GHz)

0.5-100 0.45-100 6-100 0.5-100 -

Bandwidth [< 6, >
6] GHz

10% of fc 1 GHz 2 GHz [100 MHz, 2
GHz]

-

Support large array yes yes yes limited yes
Support spherical
waves

no yes yes no yes

Support dual mobil-
ity

no no no no yes

Support 3D propa-
gation

yes yes yes yes yes

Support mmWave yes yes yes yes yes
Dynamic modeling yes yes yes yes yes
Spatial consistency yes yes yes yes no
High mobility limited yes yes yes yes
Blockage modeling yes yes no yes no
Gaseous absorption yes yes no no no

Features METIS COST
2100

MiWEBA IMT-2020

[109] [110] [88] [111]

Modeling approach Stochastic Map-based GBSM Q-D based GBSM,
map-based

Frequency range
(GHz)

up to 70 up to 100 < 6 57-66 0.5-100

Bandwidth [< 6, >
6] GHz

[100 MHz, 1
GHz]

10% of fc - 2.16 GHz [100 MHz,
10% of fc]

Support large array no yes - yes yes
Support spherical
waves

no yes no yes no

Support dual mobil-
ity

limited yes no yes no

Support 3D propa-
gation

yes yes yes yes yes

Support mmWave partly yes no yes yes
Dynamic modeling no yes yes limited yes
Spatial consistency SF only yes yes yes yes
High mobility limited no yes no limited
Blockage modeling no yes no yes yes
Gaseous absorption no yes no yes yes
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However, mmWave massive MIMO channels are neither i.i.d. nor is the NTX infinite.
Therefore, the condition for mutual orthogonality in (2.13) cannot be satisfied in reality [112].
MmWave massive MIMO channel models, therefore, have to consider this non-orthogonality
for propagation in realistic environments. Similarly, the assumption of planar waves in con-
ventional massive MIMO would have to be replaced with spherical waves representation as
depicted in Figure 2.7. Also, spatial non-stationarity which becomes more severe has to
be considered in mmWave massive MIMO channel models [95, 112, 113]. Also, for practi-
cal realization of such channels, the corresponding high computational rate required for CSI
estimation and feedback in high-mobility channels have to be factored into the design [68].
Extensive indoor and outdoor channel measurement campaigns and simulations have been
carried out by [60, 94, 114], among others, to deduce these outcomes. Many of these issues
have been factored into the different 5G channel models along their evolutionary trails as
shown in Tables 2.6 and 2.7. It should be noted, however, that the channel models employed
in this work do not consider spherical waves and dual mobility support, as earlier shown in
Table 2.6. The thesis assumes plane waves propagation and considers static BSs/APs but
mobile users.

UE 3
UE 2

eNodeB
Spherical 

wavefronts

UE 1

Cluster 1

Cluster 2

Cluster 3

Cluster 5 Cluster 4

Figure 2.7: Illustration of spherical wavefront phenomena for mmWave massive MIMO
(adapted from [112]).

2.3.2 3GPP 3D Channel Models

Over time, several channel models have evolved. These include the COST series (231,
259 and 273), the WINNER family (I and II) and the spatial channel models (SCMs). These
channel models were 2D models. However, studies such as [31–33], among others, have shown
that 2D channel models underestimate system performance. 3D channel models give a more
realistic outlook as they consider the elevation (zenith/vertical) angles alongside the azimuth
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(horizontal) angles used by the 2D models. Thus, 3D channel models are essential for the
accurate and realistic performance evaluation of mobile networks. In addition, three signif-
icant paradigms are shifting interest away from the 2D µWave channel models. The first
paradigm is the growing interest in the amazing spectral prospects achievable with mmWave
communication. Elevation beamforming, enabled by mmWave massive MIMO and planar an-
tenna arrays, constitutes the second paradigm. Interest in O2I and indoor-to-outdoor (I2O)
propagation modeling that account for building, blockage and other limiting effects is the
third [84,85,115]. Accordingly, newer (3D) channel models which address these interests have
continued to evolve as earlier shown in Tables 2.6 and 2.7.

Set: 

 scenario

 network layout 

 antenna parameters

Assign propagation 

condition: 

 LOS

 NLOS

Calculate pathloss

Generate correlated 

LSPs: 

 delay spread

 angular spread

 shadow fading

 K-factor

Generate 

cross-polarisation 

ratios

Generate: 

 AoAs

 AoDs

Perform random 

coupling of rays

Generate delays

Generate 

cluster powers

Draw random 

initial phases

Generate 

channel 

coefficients

Apply 

pathloss and 

shadowing

Figure 2.8: Flow chart for the 3GPP 3D geometry-based SCM (adapted from [32,84,85,103]).

Most recent channel model efforts are adopting the 3D geometry-based stochastic model
(GBSM) approach. References [76,104,105,116] and [101,117–123] provide a good background
on mmWave channel modeling using the GBSM approach. The three 3D 3GPP channel
models (i.e., TR 36.873 [84], TR 38.900 [85] and TR 38.901 [103]) are GBSM models and
they generally follow the flow chart in Figure 2.8 to estimate channel parameters [32,34]. The
3GPP TR 36.873 [84] is defined for the sub-6 GHz band for LTE while 3GPP TR 38.900 [85]
models the mmWave band from above 6 GHz up to 100 GHz. The features of these two models
have been shown in Table 2.6. The recent 3GPP TR 38.901 [103] generalizes the channel model
from 0.5-100 GHz as shown in Table 2.7. The 3GPP channel models consider the common use
cases: urban macrocell (UMa), urban microcell (UMi) or street canyon, rural macrocell (RMa)
and indoor office scenarios for LOS, NLOS and O2I propagation environments. The core of the
models (i.e., the SSF) is identical to the WINNER+ model. The models consider effects such
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as spatial consistency, blockage, atmospheric attenuation and oxygen absorption at mmWave
bands. However, the models have limited capabilities for dual mobility, spherical waves and
non-stationarity for massive MIMO antenna arrays. Typically, the mmWave models support
larger bandwidths (up to 10% of fc) [4, 100].

The 3GPP 3D channel models parameterize the DS, AS and cluster powers as frequency-
dependent and support multiple frequencies in the same scenario. The number of rays within
a cluster are generated within a given range based on the intra-cluster DS and AS, as well
as the array size. Each MPC may have different delays, powers and angles, with the offset
angles within a cluster generated randomly [84,85,100,103]. The models also proposed a map-
based hybrid (stochastic-deterministic) model using a combination of the described stochastic
model and a deterministic model based on RT and 3D map, considering the influences of the
environmental structures and materials [100]. The methodology from these 3GPP channels
models have been adopted in our channel implementation and the parameters and values have
been extensively used in the baseline SLS [38] used for some of the performance evaluation
and results in this investigation.

2.3.3 NYUSIM Channel Model

Following extensive mmWave channel measurements at 28, 38, 60 and 73 GHz bands, a
3GPP-like 5G channel simulator known as NYUSIM [42,101,102] was developed by the New
York University wireless team. The NYUSIM is a 3D statistical spatial channel model (SSCM)
and employs the time cluster-spatial lobe modeling approach [101]. The time cluster (TC)
and spatial lobe (SL) concepts describe the temporal and spatial statistics independently, and
their description somewhat differs from the cluster structure in the 3GPP/WINNER model.
A TC refers to a number of MPCs or rays with close delays and where different clusters are
separated by an inter-cluster void interval larger than 25 ns. The different MPCs forming the
cluster can however arrive from different directions. The SL, on the other hand, describes a set
of MPCs with close angle of arrival (AoA) or angle of departure (AoD) whose powers spread
in the azimuth and elevation planes, but whose rays could possibly arrive over hundreds of
nanoseconds. The channel impulse response (CIR) is generated for the respective TCs and
cluster subpaths (SPs) [100, 101,121]. The statistical distributions for the TC-SL generation
are given in Table 2.8.

Table 2.8: Distribution Parameters for 3D CIR Generation (adapted from [101])

TC / SL Symbol Name of Parameter Distribution
Ncl Number of Time Clusters Discrete Uniform [1, 6]
Nsp Number of Sub-paths Discrete Uniform [1, 30]
τcl Cluster Delays Exponential

TC Pcl Cluster Powers Lognormal
ρclsp Sub-path Delays Exponential
P clsp Sub-path Powers Lognormal
ψcl,sp Sub-path Phases Uniform (0, 2π)
Nlobe Number of Spatial Lobes (AoD & AoA) Poisson
φlobe Lobe Azimuth Angles (AoD & AoA) Uniform (0, 360)

SL θlobe Lobe Elevation Angles (AoD & AoA) Gaussian
σφ RMS Lobe Azimuth Spread (AoD & AoA) Gaussian
σθ RMS Lobe Elevation Spread (AoD & AoA) Laplacian
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The channel simulator (NYUSIM) has support for large arrays, mmWave communication,
gaseous absorption, large bandwidth and 3D propagation [42, 101], and through its updates,
has a graphical user interface (GUI), supports wideband communication [102] and proposes
support for spatial consistency [115]. It, however, has limited or no support for mobility,
blockage and spherical wave modeling. The NYUSIM model has a similar representation
to the extended Saleh-Valenzuela model commonly employed for mmWave massive MIMO.
The extended model is a narrowband clustered channel representation which allows accurate
capturing of the characteristics of mmWave channels. Under this clustered model in (2.15),
the discrete-time narrowband channel matrix H is assumed to be a sum of the contributions
of L propagation paths or MPCs [67,124].

H =

√
NRXNTX

L

L∑
l=1

αl·∧RX
(
φRXl , θRXl

)
·∧HTX

(
φTXl , θTXl

)
·aRX

(
φRXl , θRXl

)
·aHTX

(
φTXl , θTXl

)
,

(2.15)

where αl is the complex gain of the lth path, φTXl , θTXl are the azimuth and elevation AoDs,
respectively, while φRXl , θRXl represent the azimuth and elevation AoAs, respectively. The
vectors aRX

(
φRXl , θRXl

)
and aTX

(
φTXl , θTXl

)
represent the normalized RX and TX array

response vectors at the azimuth (φ) and elevation (θ) angles, respectively. ∧RX
(
φRXl , θRXl

)
and ∧TX

(
φTXl , θTXl

)
are the RX and TX gains, respectively, which can be set to one within

the range of the AoAs and AoDs, for simplicity and without loss of generality [125,126]. The
channel simulator updated with advanced 5G features was used for some of the performance
evaluation and results in this investigation.

2.4 Beamforming Techniques

The design of beamforming schemes is highly essential for mmWave massive MIMO sys-
tems. Beamforming optimizes the system performance using the concept of interference can-
cellation in advance by controlling the phases and/or magnitudes of the original signals. It
aims at transmitting pencil-shaped beams that point directly at targeted terminals with min-
imal or no interference projected to non-users of interest. Beamforming schemes can generally
be classified into three: analog beamforming (ABF), digital beamforming (DBF) and hybrid
beamforming (HBF). While ABF can only be employed for single-stream single-user MIMO
systems, both DBF and HBF schemes can be used for single-user as well as multi-user systems
[127]. The three beamforming schemes are overviewed in the following subsections. Detailed
description and implementation details are provided in the subsequent chapters.

2.4.1 Analog Beamforming

This is used to control the phases of signals (using phase shifters (PSs)) with single data
stream (using a single RF chain) in order to realize significant antenna array gain and effective
SNR. With perfect knowledge of the CSI available at both the BS and the UE, the analog
beamformer employs NTX antennas at the BS with only one RF chain to send a single data
stream to a terminal (i.e., UE) with NRX antennas and only one RF chain too [128]. This
concept is also called beam steering and aims at the design of the analog precoder (also
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known as TX RF beamformer) vector fRF and analog combiner (alternatively called RX RF
beamformer or postcoder) vector wRF that maximize the effective channel/SNR

∣∣wH
RFHfRF

∣∣,
where H ∈ CNRX×NTX is the channel. The optimization problem for ABF is thus formulated
as in (2.16), where ϕi and ϕl are the AoAs and AoDs, respectively [127]. The analog TX is
shown in Figure 2.9 and the analog RX can be similarly illustrated. Here, only one beam is
created and is particularly useful in LOS propagation scenarios [53].(

wopt, fopt
)

= arg max
∣∣wH

RFHfRF

∣∣
subject to

wi =

√
1

NRX
· ejϕi , ∀i,

fl =

√
1

NTX
· ejϕl , ∀l.

(2.16)
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Figure 2.9: Analog beamforming architecture.

Perfect CSI is unrealistic in practical systems, thus necessitating beam training where both
the UE and the BS collaborate in selecting the best beamformer (at the BS end) and combiner
(at the user end) pair (|f |− |w| pair) from pre-defined codebooks in order to optimize system
performance [127]. For mmWave massive MIMO systems, the codebook sizes could be very
large due to a large number of antennas, together with the accompanying huge overheads. In
solving this challenge, a systematic beam training scheme was proposed by Wang et al. [129]
which reduces the overhead and limits the potentially exhaustive codebooks search using a
hierarchical approach. Similarly, Cordeiro et al. in [130] proposed a single-sided beam training
scheme using a two-step approach which was adopted by the IEEE 802.11ad standard, where
the combiner is first fixed to search for the best beamformer exhaustively, and subsequently,
the best beamformer is fixed to search for the best combiner exhaustively. Though the ABF
scheme has simple hardware requirement (only one RF chain), it suffers severe performance
loss as only the phases of transmit signals can be controlled. More so, an extension of the
scheme to the multi-user system is not trivial [127]. Therefore, its use in mmWave massive
MIMO systems is rather limited as mmWave massive MIMO targets the multi-user case to
boost system capacity.
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2.4.2 Digital Beamforming

This can control both the phases and amplitudes of transmit signals, and it can be em-
ployed in both single-user and multi-user MIMO systems. For the single-user case, the digital
beamformer (DBF) FDBF ∈ CNTX×Ns uses NTX antennas and NTX

RF RF chains at the BS to
transmit Ns data streams (where Ns ≤ NTX

RF and NTX
RF = NTX) to a user with NRX antennas

and NRX
RF RF chains (where NRX

RF ≥ Ns and NRX
RF = NRX). The transmit DBF is shown

in Figure 2.10 and RX DBF can be similarly illustrated by replacing the TX components
with the corresponding RX components. The DBF can create a number of beams and has
flexibility of adapting the beams to multipath and frequency selecting fading [53,128].
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Figure 2.10: Digital beamforming architecture.

Examples of linear digital beamformers include the matched filter (MF), zero forcing (ZF)
and the Wiener filter (WF) beamformer, in increasing order of complexity and performance.
The digital beamformer models are expressed in (2.17)-(2.19), respectively [127], where H
is the NRX × NTX channel matrix with normalized power, PRX represents the average re-
ceived power and σ2

n denotes the noise power. The digital combiners/postcoders/beamformers
(WDBF ) can be similarly formulated.

FMF
DBF = HH , (2.17)

FZF
DBF = HH

(
HHH

)−1
, (2.18)

FWF
DBF = HH

(
HHH +

σ2
nNs

PRX
INRX

)−1

. (2.19)

For digital beamforming, the optimal TX beamformer and RX beamformer can be real-
ized via the singular value decomposition (SVD) of the channel matrix H, since H can be
decomposed as H = UΣVH . With this decomposition and using (2.20), the optimal TX
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beamformer Vopt and RX beamformer Uopt can be set as the first Ns columns of FDBF and
WDBF , respectively [131].

[WDBF ,ΣDBF ,FDBF ] = svd(H). (2.20)

On the other hand, multi-user systems employing digital beamformers simultaneously
transmit to K mobile terminals, where each terminal is equipped with NRX antennas, and
the BS is equipped with NTX antennas, NTX

RF RF chains and FDBF ∈ CNTX×NsK beamform-
ers, such that (Ns ≤ NTX) and the kth user has (NTX ×Ns) digital beamformer Fk

DBF ∈
CNTX×Ns , ∀k ∈ {1, 2, . . . ,K} with total transmit power constraint

∥∥Fk
DBF

∥∥2

F
= Ns. The

received signal by the kth terminal is thus expressed as (2.21).

yk = Hk

K∑
n=1

Fn
DBF sn + nk, (2.21)

where sn of size (Ns×1) is the original signal vector with normalized power before beamform-
ing. Hk, which is of size (NRX×NTX), is the channel matrix between the BS and the kth UE,
and nk is the AWGN vector with entries following i.i.d. distribution CN (0, σ2

n). From (2.21),
the terms HkF

n
DBFxn for n 6= k are interferences to the kth UE. For Block Diagonization (BD)

beamformer design [132], Fn
DBF is chosen to satisfy the condition HkF

n
DBF sn = 0, ∀n 6= k .

Generally, digital beamformers have best performance in terms of SE (as compared to
ABF and HBF) as they are able to control both the phases and amplitudes of transmit
signals. However, their use of one dedicated RF chain per antenna can lead to higher energy
consumption and prohibitive hardware cost, making them somewhat impractical for mmWave
massive MIMO systems. As technology matures and components consume much less power
than what they consume today, DBF may become practically feasible for mmWave massive
MIMO systems [53,57,131,133]. There are several non-linear digital beamformers such as the
optimal Dirty Paper Coding (DPC) [134] and the near optimal Tomlinson-Harashima (TH)
beamformers [135], which have superior performance than the aforementioned linear digital
beamformers (e.g., MF, ZF and WF) but they also have higher computational complexity
[127].

2.4.3 Hybrid Beamforming

This is a promising scheme for mmWave massive MIMO as it offers a significant reduc-
tion in the number of required RF chains and the associated energy consumption and cost
(when compared with DBF), yet achieving near-optimal performance. It realizes this hybrid
configuration by employing a small-size digital beamformer FBB with a small number of RF
chains (1 < NRF < NTX) to cancel interference in the first stage, and a large-size analog
beamformer FRF with a large number of phase shifters (PSs) in the second stage to increase
the antenna array gain [127]. This two-stage hybrid beamformer [136] employs the BS analog
beamformer and the UE analog combiner to jointly maximize the desired signal power of each
user in the first stage, and in the second stage employs BS digital beamformer to manage
multi-user interference (MUI). The TX HBF is illustrated in Figure 2.11 and the RX HBF
structure can be similarly illustrated with WRF and WBB as the analog RF and digital base-
band combiner, respectively, as investigated in [125,131,137,138]. The HYB configuration is
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capable of creating multiple beams (limited by NRF ) which can be adapted to the multipath
and frequency-selective fading environment [53,128].

Ns

Baseband/

Digital 

Beamformer

FBB

RF chain 1

RF chain K

. . .
. . .

PA

PA

PA

. . .

. . .

Baseband/

Digital 

Beamformer

FBB

RF chain 1

RF chain K

. . .
. . .

PA

PA

PA

. . .

. . .

1

2

NTX

Ns

Baseband/

Digital 

Beamformer

FBB

RF chain 1

RF chain K

. . .
. . .

PA

PA

PA

. . .

. . .

1

2

NTX

Analog Beamformer FRF

PSs
Ns

Baseband/

Digital 

Beamformer

FBB

RF chain 1

RF chain K

. . .
. . .

PA

PA

PA

. . .

. . .

1

2

NTX

Analog Beamformer FRF

PSs

Figure 2.11: Hybrid beamforming architecture.

For a multi-user system with K users served a BS, the RF stage of the HBF architecture
essentially involves a coordinated beamforming approach that maximizes the effective channel
gain of all users as in (2.22) [125,131,137,138].

max
FRF, WRF,k ,∀k

K∑
k=1

∥∥WH
RF,kHkFRF

∥∥2

F

subject to

FH
RFFRF = INTX , WH

RF,kWRF,k = INRX,k , ∀k ∈ {1, 2, . . . ,K}.

(2.22)

Several approaches in developing FRF and WRF have been proposed over time, including
the popular orthogonal matching pursuit (OMP) [125] and the generalized low rank approx-
imation of matrices (GLRAM) [137], among others. For the digital baseband stage, popular
methods in developing FBB and WBB include the maximum ratio transmission/combining
(MRT/MRC) and the zero forcing (ZF) and block diagonalization (BD) techniques [138]. For
this multi-user case, the baseband beamformers follow from the operations on the concate-
nated effective channel matrix that is given by (2.23)

H̃eff,k = [HT
eff,1 , . . . ,H

T
eff,k , . . . ,H

T
eff,K ]T , (2.23)

where Heff,k = WH
k HkFRF; FMRT

BB and FZF
BB are respectively given by (2.24) and (2.25),

respectively [138]. WBB can be similarly determined.

FMRT
BB = H̃H

eff,k , (2.24)

FZF
BB = H̃H

eff,k (H̃eff,kH̃
H
eff,k )−1. (2.25)
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The received signal vector rk observed by the kth terminal after beamforming can then
be expressed as (2.26) and becomes yk after being combined with the RX combiners WRF,k

and WBB,k as in (2.27), where n = k is the desired signal and n 6= k are interference terms
for the kth UE.

rk = Hk

K∑
n=1

FRF
n FBB

n sn + nk, (2.26)

yk = WH
BB,kWH

RF,kHk

K∑
n=1

FRF
n FBB

n sn + WH
BB,kWH

RF,knk. (2.27)

In [127], the authors established that hybrid beamformers outperform analog beamform-
ers in terms of achievable rate (bps/Hz) and approaches the optimal performance of digital
beamformers, particularly as the number of BS antennas increases significantly, which is of
benefit for mmWave massive MIMO systems. Thus, hybrid beamforming is currently being
extensively explored for mmWave massive MIMO as the digital beamforming counterpart is
seen as impractical, due to its prohibitive cost and high energy consumption. However, this
assumption is based on current hardware limitations. The development trends show that the
cost and power consumption of baseband processing can be reduced in the future when digital
beamforming will be the mainstream [57,133].

Other HBF schemes such as the minimal Euclidean hybrid beamformer [139], mean-
squared error (MSE)-based beamforming [140], HBF based on the 1-bit Analog to Digital
Converters (ADCs) [141] and beamspace MIMO [142] have recently been proposed, with a
view to reducing the energy consumption and hardware cost of beamformers. This is in order
to make them realistic and practical for mmWave massive MIMO systems while keeping com-
plexity at a modest level. A comparison of the three beamforming techniques is summarized
in Table 2.9.

Table 2.9: Comparison of beamforming techniques.

Features Analog Digital Hybrid
Number of streams Single-stream Multi-stream Multi-stream
Number of users Single-user Multi-user Multi-user
Signal control capability Phase control only Phase and

amplitude control
Phase and

amplitude control
Hardware requirement Least; one RF chain

only
Highest; number of

RF chains equal
number of transmit

antennas

Intermediate;
number of RF

chains less than
number of transmit

antennas
Energy consumption Least Highest Intermediate
Cost Least Highest Intermediate
Performance Least Optimal Near-optimal
Suitability for mmWave
massive MIMO

Highly-limited; no
amplitude control,

no multi-user

Impractical;
prohibitive cost and

high energy
consumption

Practical and
realistic
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2.5 Conclusions

The mmWave massive MIMO UDN technology represents an attempt to harness the
promising benefits realizable with the huge available bandwidth in the mmWave bands, the
SE improvement that can be obtained with the massive MIMO antenna array systems, and
the high capacity gains achievable with UDN. In this chapter, we have presented an overview
of the concepts and techniques being proposed for mmWave massive MIMO UDNs, principally
with respect to 3D channel modeling and beamforming techniques. In doing so, we highlighted
the requirements of the emerging network technology in contrast to legacy systems, and elabo-
rated on key use cases and research challenges for 5G networks and beyond. In particular, this
thesis identified the enhanced mobile broadband connectivity use case (5G UDN and C-I2X)
as a vehicle for evaluating the key contributions on mmWave massive MIMO UDN. The 2020+
experience is expected to represent a balanced networking ecosystem where technical require-
ments synchronize well with socio-economic and environmental concerns. Therefore, a higher
level of safety, improved health, lower cost and limited energy and CO2 footprints are among
principal drivers for the B5G era, alongside the much-anticipated boost in network capacity,
user throughput and SE. Thus, EE is employed as a critical performance metric alongside
SE that will be extensively employed throughout this thesis. As we march towards 2020,
research on mmWave massive MIMO will continue to mature, and new trends will emerge.
No doubt, mmWave massive MIMO UDN demonstates amazing potentials in realizing the
1000-fold capacity objective for 5G networks. The technology will usher in new paradigms for
NGMNs and open up new frontiers for cellular services and applications. The background,
challenges and open issues on mmWave massive MIMO leading to the compilation of this
chapter were the results of the survey that were published in IEEE Communications Surveys
and Tutorials1.

1S. A. Busari, K. M. S. Huq, S. Mumtaz, L. Dai and J. Rodriguez, “Millimeter-Wave Massive MIMO
Communication for Future Wireless Systems: A Survey”, IEEE Communications Surveys and Tutorials, vol.
20, no. 2, pp. 836-869, May 2018.
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Chapter 3

3D Channel Modeling for 5G UDN
and C-I2X

This chapter focuses on 3D channel modeling for 5G UDNs and C-I2X networks, which
is considered one of the main novelties in this thesis. The 3D channel models are pivotal
for realistic characterization and evaluation of mmWave massive MIMO performance. The
chapter principally covers three aspects: (i) evaluates the individual performance of 3D µWave
and mmWave channels in order to provide insights for coexistence in NGMNs; (ii) assesses the
joint performance of the 3D µWave and mmWave channels in the light of 5G UDNs; and (iii)
investigates the performance of cellular infrastructure-to-vehicle (C-I2V) channels involving
street-level lampost-mount APs and vehicles. This part compares the mmWave massive MIMO
channel in this propagation environment with the DSRC and LTE-A channels. The challenges
in these 5G scenarios are then highlighted and analyzed.

3.1 Background

The future networks (starting with 5G) are anticipated to be multi-tier HetNets. For
the first phase of 5G, the cost-efficient and practical deployment option being exployed is the
combination of 5G NR with the legacy LTE-A. In this architecture, the µWave LTE-A tier will
provide coverage and signaling while the 5G mmWave tier provides the anticipated capacity
boost [35]. There is a consensus in the academia and the telecommunications industry that
adding new frequency bands to existing deployments is a future-proof and cost-efficient way
to improve performance, meet the growing needs of mobile broadband subscribers and deliver
new 5G-based services. More so, 5G at mid and high bands is well suited for deployment at
existing site grids, especially when combined with low-band LTE [35]. In order to evaluate
the performance of such a network architecture, accurate characterization of the wireless
channel is fundamental. Consequently, in this chapter, we first characterize and compare
the individual performance of two 3GPP 3D channel models: the LTE channel model for
sub-6 GHz [84] and the mmWave channel for frequencies above 6 GHz [85] to provide the
basis for coexistence in 5G UDNs. Then, in the light of 5G HetNets, we investigate the joint
performance of the two channels using the UMa and UMi scenarios for LOS, NLOS and O2I
propagation environments.

Similarly, applying mmWave spectrum at street-level sites is also a good option to provide
high rate connectivity to users (cellular and/or vehicular). By placing antennas on lamposts,
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outer walls and the likes, it is possible to avoid typical diffraction losses from rooftops and
achieve shorter distances to users located in outdoor hotspots or in targeted buildings. This
topology also offloads traffic from the regular cellular BSs thereby enhancing the capacity of
the network. Along this line, there is a recent partnership of the automotive and telecommu-
nications industries (i.e., the 5G Automotive Association) in the area of intelligent transport
systems (ITSs) on the C-V2X paradigm. While the 3GPP has standardized C-V2X in Release
14, its extension to support the 5G NR is anticipated to be finalized in Release 16 for more
advanced use cases [143]. While the prospect of 5G NR C-V2X is amazing, the mmWave
channel exhibits challenging propagation properties markedly different from the sub-6 GHz
channels where both DSRC and LTE-A operate [4, 59]. The differences become even more
pronounced for mmWave vehicular channels due to the impact of high mobility [18,130,144].
In this chapter, using the enhanced 3D channel model for C-I2X adapted from the imple-
mentation in [42,101,102], we characterize the mmWave massive MIMO channel between the
street-level lampost-mount APs and vehicular users.

3.2 µWave and mmWave Channels: Individual Performance

Many recent studies have attempted system performance assessment of candidate 5G
mobile networks. However, most of the studies use simplified channel models (e.g., 2D, LOS-
only, outdoor-only, etc.) [145, 146]. These simplified models do not provide accurate and
realistic characterization of the radio environment. In this chapter, however, we provide a
comprehensive analysis using the 3GPP 3D SCMs. We adopt the 3GPP TR 36.873 channel
model for LTE [84] and the 3GPP TR 38.900 channel model for spectrum above 6 GHz [85] for
the µWave and mmWave channels, respectively. These models capture diverse channel effects
and cater for LOS, NLOS and O2I propagation as well as the building and indoor effects.
As 3D channel models account for a high volume of parameters, variables and dependencies,
analyses of the system performance require systematic investigation. Thus, in this section,
we characterize the large-scale fading (PL and SF) statistics and use it to characterize the
signal to interference ratio (SIR), SNR and SINR performance. Following this, we extend the
investigation to important calibration metrics such as coupling loss (CL) and geometry factor
(GF), and study the impacts of UE height and BS downtilt angle on the channel performance.

In the following subsections, we describe the considered network layout, outline the system
parameters for the simulation of the network and present the propagation models employed.
Except otherwise stated, we follow strictly the 3GPP-compliant baseline for evaluation in [84]
and [85] for the µWave and mmWave bands, respectively. Using CL and GF (SIR, SNR and
SINR) as metrics, we present the simulation results for the individual channel performance
under four scenarios: UMa-µWave, UMi-µWave, UMa-mmWave and UMi-mmWave.

3.2.1 System Model

We show in Figure 3.1 (on next page) the considered system layout. It is a square grid
with 57 BSs composed of 19 tri-sectored sites. The considered are is further divided inton
X × Y smaller squares. Users are deployed in the mapped area with a UE per small square.
The four scenarios considered are the UMa and UMi scenarios for both the µWave [84] and
the mmWave bands [85]. The simulation parameters for the respective scenario is highlighted
in Table 3.1 (shown on next page).
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Figure 3.1: Cellular deployment layout for channel performance.

Table 3.1: Simulation parameters for channel performance.

Parameters UMa-µWave UMi-µWave UMa-mmWave UMi-mmWave

fc (GHz) 2 28
PT (dBm) 46 35
B (MHz) 10 125
hTX (m) 25 10 25 10
ISD (m) 500 200 500 200

The simulation parameters employed are based on Tables (6.1, 7.1-1, 8.2-1 and 8.2-2) in
[84] for the µWave bands and Tables (7.2-1, 7.3-1, 7.8-1 and 7.8-2) in [85] for the mmWave
bands. For all scenarios, the BSs have uniform planar arrays (UPAs) with 4× 10 AEs while
the UEs have uniform linear arrays (ULAs) with 2×1 AEs. All elements are spaced 0.5λ apart
along the horizontal and vertical, as the case may be. All antenna ports are co-polarized.
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Each element has a gain of 8 dBi with 102o downtilt at the BS, and a gain of 0 dBi, 9 dB noise
figure (NF) and -174 dBm/Hz thermal noise power density (No) for the omnidirectional UEs.
The scenario-specific parameters are as earlier given in Table 3.1, where B is the bandwidth
and hTX is the TX height.

3.2.2 Map-based Simulation Framework

The simulation flow follows the framework described in this subsection. The inputs are
the BSs’ transmit powers (P jT ) and the 2D coordinates of the BSs (xj , yj) and the UEs
(xk, yk), ∀j ∈ {1, 2, . . . , J} and ∀k ∈ {1, 2, . . . ,K}. The output is the reference signal received
power (RSRP) for all users in the mapped area. Using the parameters in Tables 3.1, the
PLOS , PL and SF are computed using Table 3.2 (on bottom of page) and Table 3.3 (on next
page), based on Tables 7.2-1 [84] and 7.4.1-1 [85] for the µWave and mmWave bands, respec-
tively. The transmit antenna gains (GTX) are calculated based on Tables 7.1-1 [84] and 7.3-1
[85], for the µWave and mmWave, respectively. The SF is modeled as a distance-dependent
log-normal distribution N (0, σ), with zero mean and standard deviation (σ) following the
Claussen correlated SF map [147] implementation in [38]. Claussen in [147] proposed an ef-
ficient low-complexity method where each new fading value is generated based only on the
correlation with a small number of selected neighboring values in the SF map. This leads to
a significant reduction in computational complexity and memory requirements, in contrast to
other classical methods.

Table 3.2: LOS probability (adapted from [84,85]).

Scenario LOS probability (distances and heights are in meters)

UMa-µWave PLOS =

(
min

(
18

d2D
, 1

)(
1− exp

(
−d2D

63

))
+ exp

(
−d2D

63

))
(1 + C (d2D,hRX

))

UMi-µWave PLOS =

(
min

(
18

d2D
, 1

)(
1− exp

(
−d2D

36

))
+ exp

(
−d2D

36

))

UMa-mmWave PLOS =


1, d2D ≤ 18(

18
d2D

+ exp
(−d2D

63

)(
1− 18

d2D

))
(1 + C (d2D,hRX

)) , 18 < d2D

UMi-mmWave PLOS =


1, d2D ≤ 18(

18
d2D

+ exp
(−d2D

36

)(
1− 18

d2D

))
, 18 < d2D

where: C (d2D, hRX) =


1, d2D ≤ 18

1 + 1.25C ′ (hRX)
(
d2D
100

)3
exp

(
−d2D
150

)
, 18 < d2D

C ′ (hRX) =


0, hRX ≤ 13(
hRX − 13

10

)1.5

, 13 < hRX ≤ 23

and d2D (is the outdoor separation distance, hereafter referred to as d2D−out) [84], [85]

50



T
a
b

le
3.

3:
P

at
h

lo
ss

m
o
d

el
s

(a
d

ap
te

d
fr

om
[8

4,
8
5]

).

S
c
e
n

a
ri

o
P

a
th

lo
ss

(d
B

)
σ
S
F

(d
B

)

P
L
L
O
S

=

{ 2
8

+
22

lo
g

1
0
(d

3
D

)
+

20
lo

g
1
0
(f
c
),

10
<
d

2
D
<
d
B
P

2
8

+
40

lo
g

1
0
(d

3
D

)
+

20
lo

g
1
0
(f
c
)
−

9
lo

g
1
0
((
d
B
P

)2
+

(2
5
−
h
R
X

)2
),

d
B
P
<
d

2
D
<

50
00

4

U
M

a
-

µ
W

av
e

P
L
N
L
O
S

=
6
9.

51
+

3
9
.0

9
lo

g
1
0
(d

3
D

)
+

20
lo

g
1
0
(f
c
)

+
7
.5

lo
g

1
0
(h
R
X

)
−

0.
6
h
R
X
−

0
.0

82
5(
h
R
X

)2
6

P
L
O

2
I

=
P
L
L
O
S
/N

L
O
S

+
2
0

+
0.

5(
d

2
D
−
in

)
7

P
L
L
O
S

=

{ 2
8

+
22

lo
g

1
0
(d

3
D

)
+

20
lo

g
1
0
(f
c
),

10
<
d

2
D
<
d
B
P

2
8

+
40

lo
g

1
0
(d

3
D

)
+

20
lo

g
1
0
(f
c
)
−

9
lo

g
1
0
((
d
B
P

)2
+

(1
0
−
h
R
X

)2
),

d
B
P
<
d

2
D
<

50
00

3

U
M

i-
µ

W
av

e
P
L
N
L
O
S

=
2
3.

15
+

3
6
.7

lo
g

1
0
(d

3
D

)
+

26
lo

g
1
0
(f
c
)
−

0
.3
h
U
E

4

P
L
O

2
I

=
P
L
L
O
S
/N

L
O
S

+
2
0

+
0.

5(
d

2
D
−
in

)
7

P
L
L
O
S

=

{ 3
2.

4
+

2
0

lo
g

1
0
(d

3
D

)
+

20
lo

g
1
0
(f
c
),

d
10
<
d

2
D
<
d
B
P

3
2.

4
+

4
0

lo
g

1
0
(d

3
D

)
+

20
lo

g
1
0
(f
c
)
−

10
lo

g
1
0
((
d
B
P

)2
+

(2
5
−
h
R
X

)2
),

d
B
P
<
d

2
D
<

5
00

0
4

U
M

a
-

m
m

W
av

e
P
L
N
L
O
S

=
1
4.

44
+

3
9
.0

8
lo

g
1
0
(d

3
D

)
+

20
lo

g
1
0
(f
c
)
−

0.
6h

R
X

6

P
L
O

2
I

=
P
L
L
O
S
/N

L
O
S

+
P
L
w
a
ll

+
0
.5

(d
2
D
−
in

)
7

P
L
L
O
S

=

{ 3
2.

4
+

2
1

lo
g

1
0
(d

3
D

)
+

20
lo

g
1
0
(f
c
),

10
<
d

2
D
<
d
B
P

32
.4

+
40

lo
g

1
0
(d

3
D

)
+

20
lo

g
1
0
(f
c
)
−

9
.5

lo
g

1
0
((
d
B
P

)2
+

(1
0
−
h
R
X

)2
),

d
B
P
<
d

2
D
<

50
00

4

U
M

i-
m

m
W

av
e

P
L
N
L
O
S

=
2
2.

85
+

3
5
.3

lo
g

1
0
(d

3
D

)
+

21
.3

lo
g

1
0
(f
c
)
−

0
.3
h
U
E

7
.8

2

P
L
O

2
I

=
P
L
L
O
S
/N

L
O
S

+
P
L
w
a
ll

+
0
.5

(d
2
D
−
in

)
7

N
O

T
E

S
:

f c
is

in
G

H
z;
d

2
D
,d

3
D

an
d
h
R
X

ar
e

in
m

et
er

s;
d
B
P

=
32

0(
(h
R
X
−

1)
f c

)
fo

r
U

M
a

an
d
d
B
P

=
1
20

((
h
R
X
−

1
)f
c
)

fo
r

U
M

i.
d
B
P

is
th

e
b

re
ak

-p
oi

n
t

d
is

ta
n
ce

[8
4]

,
[8

5]
an

d
P
L
w
a
ll

is
th

e
w

al
l/

p
en

et
ra

ti
on

lo
ss

b
a
se

d
o
n

T
ab

le
s

7.
4.

3-
(1

&
2)

in
[8

5]
.

51



For each scenario, a UE may be in LOS or NLOS, in either O2O or O2I environment to
each BS. Consequently, the various UE maps (indoor distance (d2D−in)), outdoor distance
(d2D−out), UE height (hRX), LOS probability (PLOS), etc.) are calculated as follows. Note
that j and k subscripts represent BS and UE, respectively. Also, X and Y represented the
length and breadth of the mapped area, respectively (scaled according to a 10:1 map resolution
for complexity reduction), where binornd, randi and rand denote the binomial random num-
ber, uniformly distributed pseudorandom integer and uniformly distributed random number
operators, respectively.

(i) Generate UE indoor-outdoor map
This is generated based on the indoor (rin) - outdoor (rout) ratio. According to the
3GPP baseline in [84] and [85], rin = 0.8 and rout = 0.2, representing 80% indoor and
20% outdoor users.

χ = binornd(1, rin, X, Y ), (3.1)

χk =

0, k → outdoor

1, k → indoor.
(3.2)

(ii) Generate building floor map
The number of floors the indoor users are distributed into is computed as follows.

nmap
fl = randi([nmin

fl , n
max
fl ]), (3.3)

nfl = randi(nmap
fl , X, Y ), (3.4)

where nmin
fl = 4 and nmin

fl = 8 [84, 85]. The actual maximum number of floors used for

the height distribution of the UEs is nmap
fl , where the floor number of each user k in the

X-Y mapped area falls between 1 and nkfl, ∀k ∈ {1, 2, . . . ,K}.

(iii) Generate indoor distance map
The indoor distance of the users are computed as:

d2D−in = 25× rand(X,Y ), (3.5)

Using (3.1)-(3.5) and Table 3.1 as inputs, the computation of RSRP for the users fol-
lows the framework in Algorithm 1. Users are attached to the respective BSs based on the
maximum RSRP criterion. The values of the variable parameters depend on the state of the
simulation with respect to the scenario and user location in each run and/or transmission
time interval (TTI). For each scenario, 1000 simulation runs are performed and averaged.
The empirical cumulative distribution function (ECDF) is used to analyze the results.
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Algorithm 1: Map-based simulation framework.

Inputs :
P j
T , hj ∀j ∈ {1, 2, · · · , J} ← Table 3.1
χ, nfl and d2D−in ← (3.1)-(3.5)

Output:
RSRPk, ∀k ∈ {1, 2, · · · ,K}
for k → 1 to K do

I- Compute UE height map

hk = 1.5 + (χk × [3(nkfl − 1)]) (3.6)

for j → 1 to J do
II- Compute 2D & 3D distances to all BSs

dk,j2D =
√

(xj − xk)2 + (yj − yk)2 (3.7)

dk,j3D =

√
(dk,j2D)2 + (hj − hk)2 (3.8)

dk,j2D−out = dk,j2D − (χk × dk2D−in) (3.9)

III- Compute PLOS using Table 3.2

ξk,j = binornd(1, P k,j
LOS(dk,j2D−out)) (3.10)

ξk,j =

0, k, j → NLOS

1, k, j → LOS
(3.11)

IV- Compute PLk,j using Table 3.3

{χk, ξk,j} =



{0, 0} → PLNLOS

{0, 1} → PLLOS

{1, 0} → PLO2I−NLOS

{1, 1} → PLO2I−LOS

(3.12)

V- Compute SFk,j using Table 3.3

VI- Compute Gk,j
TX , Gk,j

RX using Table 3.4 (shown on next page) [84,85];
VII- Compute RSRPk,j

RSRPk,j = P k,j
T +Gk,j

TX +Gk,j
RX − PLk,j − SFk,j (3.13)

RSRPk = max(RSRPk,(1:J)) (3.14)

Assign user k → jth BS with maxRSRPk
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Table 3.4: Antenna radiation pattern (adapted from [84,85]).

Parameter Values

Antenna element horizontal radia-
tion pattern (dB)

AE,H = −min

{
12

(
φ

65o
, 30 dB

)}
Antenna element vertical radiation
pattern (dB)

AE,V = −min

{
12

(
θ − 90o

65o
, 30 dB

)}
Combining method for 3D antenna
element pattern (dB)

G(φ,θ) = −min {− [AE,H(φ) +AE,V (θ)] , 30 dB}

Maximum directional gain of an an-
tenna element (GAE,max)

8 dBi

3.2.3 Simulation Results

In this section, we present the simulation results for the four scenarios considered using
the CL and GF (using the SINR, SNR and SIR) as performance metrics.

(a) Coupling Loss

The difference between the received signal and the transmitted signal along the LOS di-
rection is the CL [31]. For each user and its attached BS, the CL (dB) and the RSRP (dB)
are defined as (3.15) and (3.16), respectively.

CLk = RSRPk − P k,j
T , (3.15)

RSRPk,j = P k,j
T +Gk,j

TX +Gk,j
RX − PLk,j − SFk,j . (3.16)

CL depends only on the slow fading (i.e., large-scale) parameters. It captures all attenua-
tion sources between a UE and its attached BS. As can be seen from substituting (3.16) into
(3.15), CL is independent of PT [148]. It is used in the Phase 1 calibration by standardization
bodies such as 3GPP to bring companies and organizations involved in channel measurements
and modeling to a common ground with respect to reported channel results [33]. In Figure
3.2, we show results for CL (i.e., the LOS curves) for the four scenarios.

In Figure 3.2, the minimum CL is ∼45 dB for both µWave-UMa and µWave-UMi, and
∼35 dB and ∼75 dB for mmWave-UMa and mmWave-UMi, respectively. The results in
Figures 3.2(a) and 3.2(b) are consistent with [84], and Figure 3.2(d) is consistent with the
corresponding case in [148]. Further in Figures 3.2(a)-(d), we provide loss curves for the NLOS
UEs and the overall loss curves involving all UEs (both LOS and NLOS UEs combined,
denoted on Figures 3.2(a)-(d) as LOS+NLOS). A penalty of around 20-35 dB is observed
between the LOS and NLOS cases for the µWave band and around 20-50 dB for the mmWave
case.
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Figure 3.2: ECDF of coupling loss.

(b) Geometry Factor

The GF captures the statistics of the SINR [148] or SIR [31] or either of the two [85].
These are necessary in order to compute the SE, UE throughput and cell capacity. The
SINR, SIR and SNR for a given UE are defined as (3.17), (3.18) and (3.19), respectively. GF
measures the performance of users with respect to the received signal strength relative to the
interference from other BSs (as SINR (with noise) or SIR (without noise)). It is also used
in Phase 1 calibration to assess performance as a measure of UEs’ SE and throughput [31].
The SNR performance, on the other hand, characterizes the maximum achievable capacity in
interference-free scenarios [4].
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SINRk = RSRPk,j − (
J∑

j=1, k 6→j
RSRPk,j +Nk), (3.17)

SIRk = RSRPk,j − (
J∑

j=1, k 6→j
RSRPk,j), (3.18)

SNRk = RSRPk,j −Nk, (3.19)

Nk = No + 10 log10Bk +NF. (3.20)

The SNR/SIR/SINR performance for the four scenarios are shown in Figure 3.3. In all
cases, the SINR curves expectedly characterize the worst-case performance as they incorporate
both the noise and interference terms. The SIR curves in Figures 3.3(a) and 3.3(b) overlap
the SINR curves, for the µWave UMa and µWave UMi scenarios, respectively. This outcome
shows that µWave network is interference-limited. As for the mmWave scenarios, it is the
SNR curves that overlap the SINR curves as shown in Figures 3.3(c) and 3.3(d), for mmWave
UMa and mmWave UMi cases, respectively. It reveals that the mmWave network is noise-
limited for the considered scenario. However, for ultra-dense mmWave network with much
shorter ISDs, the mmWave network could be interference-limited also due to transition from
NLOS to LOS interference [149].

For all scenarios, the GF follows a similar trend consistent with the results in [31] and [84]
for the µWave scenarios, and [148] for the mmWave bands. In comparing the SNR/SIR/SINR
performance for the four scenarios, we use the 0 dB point which translates to an SE of 1
bps/Hz. The point where the ECDF curve first crosses the 0 dB point gives the percentage
of users that will achieve a SE of 1 bps/Hz or less. For SNR, {4.5, 1.3, 68.9, 72.5}% of users
achieve up to 0 dB (or SE of 1 bps/Hz) for the UMa-µWave, UMi-µWave, UMa-mmWave and
UMi-mmWave scenarios, respectively. Therefore, while more than 95% of µWave users achieve
SE greater than 1 bps/Hz in the µWave networks, only ∼30% of mmWave users will achieve
the same feat. As for SIR, {7.1, 8.8, 6.4, 7.6}% of users achieve up to 0 dB while in terms
of SINR, {12.0, 8.9, 68.4, 74.6}% of users achieve up to 0 dB, for the same order in scenario.
Again, mmWave systems perform poorly with only ∼30% of users achieving the 1 bps/Hz
SINR, compared to ∼90% in the µWave set-ups. This SINR bottleneck is of great concern
for mmWave networks expected to provide the much-anticipated multi-Gbps throughputs in
5G/B5G networks. The results shown here are with 125 MHz mmWave bandwidth based
on [145], as 100 MHz is projected as the practical size for a component carrier in mmWave
systems [3]. SINR degradation will therefore be of more significant consequences if much
larger mmWave bandwidths (up to 1-2 GHz) are used, due to the expected increase in noise
with increasing bandwidth as can be seen from (3.20).
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Figure 3.3: ECDF of geometry factor.

The individual performance of the µWave and mmWave channels for UMa and UMi
scenarios have been shown in Figures 3.2 and 3.3. However, 5G HetNets is anticipated to
feature UMa-µWave (LTE) and UMi-mmWave (5G) channels as the feasible and cost-effective
option for increasing cell capacities in early 5G deployments [35]. The UMa-µWave is expected
to provide coverage. Low data rates from such cells are acceptable and the research on them is
more established. On the other hand, the UMi-mmWave tier is foreseen to provide the much-
anticipated capacity to meet the explosive data rate demands projected for the 5G/B5G era.
The results from Figure 3.3(d), however, show low performance. In the following subsections,
we investigate further the factors responsible for low SINR in 3D UMi mmWave channels.

(c) Impact of UE height and BS downtilt

In Figure 3.4, we show the effect of wall/penetration losses and indoor losses on the SINR
performance. The two extremes are the cases when all UEs are indoors and when all UEs are
outdoors. For the other cases, 20% of UEs are outdoors while the remaining 80% indoor users
are randomly distributed according to the maximum number of floors. For example, the curve
named “3 floors” means that the 80% indoor users are randomly distributed in floors 1-3, the
curve named “7 floors” means that the 80% indoor users are randomly distributed in floors
1-7, and so on. A significant 20-30 dB gap exists between when all the UEs are outdoors and
when they are all indoors. Further, in the 3GPP’s case with 20% of UEs outdoors and 80%
indoors, the distribution of the indoor UEs across floors (i.e., the effect of UE heights) does
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not amount to significant impact on average performance. The differences are paled by the
high number of UEs at system-level. Further, we show in Figure 3.5 the results of simulations
for the two extreme cases only (i.e., all UEs indoors and all UEs outdoors) with different BS
downtilt angles.
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Figure 3.4: Impact of UE height (floor level) on SINR.
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Figure 3.5: Impact of BS downtilt angle on SINR.
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The results show that the BS downtilt angle does not significantly impact average perfor-
mance. The observable gap between when all UEs are outdoors and when all UEs are indoors
is attributable, again, to the wall and indoor losses.

3.3 Joint Channel Performance for 5G UDN

In this section, we present results for the system-level performance for the joint µWave-
mmWave UDNs featuring both outdoor and indoor users. For the evaluation, we employ the
3GPP 3D channel model [84] and [85] for the µWave and mmWave bands, respectively. First,
we describe the considered network layout, outline the system parameters for the simulation of
the network and then present the system-level performance of the coexisting µWave-mmWave
UDN, in terms of SE, UE throughput and cell capacity. The challenges and solutions for the
5G eMBB setups are also highlighted.

3.3.1 Deployment Layout

As shown in Figure 3.6, the considered two-tier UDN consists of the µWave massive
MIMO-based MCs and the mmWave massive MIMO-based SCs densely deployed in each
MC. Buildings with four to eight floors are randomly situated within the coverage area. Also,
the UEs are randomly and uniformly distributed in the cells with a probability following the
indoor-to-outdoor ratio. Outdoor UEs are at a height of 1.5 m. Each indoor UE is at a
random height between 1.5 and 22.5 m, evaluated using hUE = 1.5 + 3(nfl − 1) where nfl is
the floor number of the user [84,85].

Figure 3.6: 5G UDN deployment layout.
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The simulation parameters are presented in Table 3.5. The simulations consider a multi-
user DL scenario and employ the MIMO-orthogonal frequency division multiplexing (OFDM)
PHY numerology for LTE [38] and mmWave [145] cells. For the channel model, the MC tier
follows the 3GPP UMa scenario of TR 36.873 [84] while the SC tier follows the 3GPP UMi
scenario of TR 38.900 [85]. For the most part, the simulation parameters are in line with
the 3GPP evaluation guidelines in [84] and [85] for the µWave and mmWave frequencies,
respectively.

Further to the simulation parameters in Table 3.5, the simulations employ the closed loop
spatial multiplexing (CLSM) transmit mode and frequency division duplexing (FDD). Also,
homogeneous power allocation (i.e., equal power per resource block (RB)) was employed. For
resource allocation, the proportional fair (PF) scheduler is adopted as it strikes a balance
between maximizing system throughput and maintaining fairness among users. For a time
slot t, the PF algorithm schedules (i.e., allocates RB(s)) to user k∗ with the largest Rk(t)

Tk(t)

among all active users in the system, where Rk(t) is the user requested rate and Tk(t) is the
average user throughput updated at specified time window [38].

Table 3.5: Simulation parameters for system performance.

Network ele-
ments

Parameters Macrocell
(MC)

Small cell (SC)

Number of cells 3 9 (3 SCs/MC
sector)

Sector layout Tri-sector Radial
Inter-site Distance [ISD] (m) 500 200
Height [hTX ] (m) 25 10

BS Planar array elements (vertical x horizontal) 10× 4 10× 4
Carrier frequency [fc] (GHz) 2 28
Bandwidth (MHz) 20 {125, 250, 500,

1000}
Transmit Power [PT ] (dBm) 49 35
Minimum Coupling Loss [MCL] (dB) 70 45
Number of UEs per MC sector and SC 20 20
Outdoor height [hRX ] (m) 1.5 1.5
Indoor height [hRX ] (m) {1.5-22.5} {1.5-22.5}

UE Linear array elements (vertical x horizontal) 1× 4 1× 4
UEs’ speed (kmph) 3 3
Noise Figure [NF] (dB) 9 9
Noise power spectral density[No] (dBm/Hz) -174 -174

3D Channel Pathloss, Shadow fading and fast fading 3GPP TR 36.873
[84]

3GPP TR 38.900
[85]

Cell capacity is employed as the main performance metric for the network. The capacity
(C) of each cell is evaluated as C = B · log2 (1 + SINR) where SINR is evaluated using (3.21).

SINR (dB) = (PT +GTX +GRX − PL− SF )−

[(
Nint∑
n=1

In

)
+ (No + 10 log10B +NF )

]
,

(3.21)

where In is the interference from non-target links operating on same frequency band. The PL
includes the penetration/wall and indoor losses while the TX and RX antenna element gains
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are 8 dBi and 0 dBi, respectively. The SE, expressed as C/B (bps/Hz), suggests that the
abundant bandwidth results in significant capacity gains only when sufficient SINR is already
guaranteed.

Table 3.6 compares and contrasts the propagation characteristics of the MC with the SC
tier, following [84] and [85], respectively. The comparison is done using (3.21). The presented
values are obtained by plugging the respective ISD values in the 3GPP models [84] and [85],
for the MC and SC, respectively. However, the actual values for each user will vary depending
on the user location. Overall, as illustrated in Table 3.6, the SINR in the mmWave SC appears
smaller than that in the µWave MC tier (when compared at the same ISD) due to the higher
losses and noise level at mmWave. If all other parameters are kept constant, the SINR (and
by extension the SE) continues to decrease with increasing amount of mmWave bandwidth
employed. However, the capacity continues to grow but not at the same rate as the increasing
bandwidth.

Table 3.6: Comparison of µWave MC and mmWave SC.

Properties Macrocell (ISD = 500 m, fc =
2 GHz) [84]

Small cell (ISD = 200 m, fc =
28 GHz) [85]

PT 49 dBm 35 dBm
Signal LOSmax = 93.4 dB LOSmax = 103.3 dB

PL
NLOSmax = 136.8 dB NLOSmax = 123.8 dB

O2Imax = 169.3 dB (including
penetration and indoor loss)

O2Imax = 154.2 dB (including
indoor and penetration losses using

low-loss model (i.e., glass and
concrete walls)).

SF Zero mean log-normal distribution
with std of 4, 6 and 7 for LOS,

NLOS and O2I, respectively

Zero mean log-normal distribution
with std of 3.1, 7.8 and 9 for LOS,

NLOS and O2I, respectively

Interference
∑Nint

n=1 In Less number of interferers but
higher interference due to directed

interference and longer range

More interferers due to higher
small cell density but with less

interference due to strong
attenuation resulting from higher

path losses.
No -174 dBm/Hz -174 dBm/Hz

Noise NF 9 dB 9 dB
10 log10B 73 dB at B = 20 MHz. Noise here

is lower than in mmWave SCs with
larger bandwidths.

B = {125, 250, 500, 1000} MHz.
Noise increases with increasing

bandwidth.

3.3.2 Simulation Results and Analyses

We present the simulation results and analyze the performance of the network. The results
are from simulations using the parameters in Table 3.5. It is instructive to note that all results
are given per MC sector.

(a) Average Cell Capacity

The average MC capacity (ACMC), average SC capacity (ACSC) and average cell capacity
(ACcell) when all the UEs are outdoor and when 80% of the UEs are indoor (according to
the 3GPP in [84] and [85]) are shown in Figures 3.7 and 3.8, respectively. In both cases,
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ACcell = ACMC + (3 × ACSC). This is the direct result of deploying three SCs within each
MC sector. In Figure 3.7, the ACMC from the 20 MHz LTE bandwidth is ∼40 Mbps. The
ACSC , on the other hand, increased from roughly 120 Mbps to 500 Mbps by moving from
125 MHz to 1 GHz mmWave bandwidth, respectively. Correspondingly, the ACcell increased
from 400 Mbps to 1.53 Gbps. It can be observed that the ACcell increased dramatically with
UDN (40× for the 1 GHz bandwidth case) compared to the 40 Mbps realizable if it were a
MC-only set-up. However, the ACSC does not increase linearly with increasing bandwidth.
For example, doubling the SC bandwidth (e.g., from 500 MHz to 1 GHz) only brought about
44.6% increase in ACSC (i.e., 343.3 to 496.4 Mbps).
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Figure 3.7: Impact of bandwidth on cell capacity with all users outdoors.

The results for the 3GPP case (with 80% of the UEs indoors) are shown in Figure 3.8.
Compared to the outdoor scenario, the performance in this case is highly degraded. Using
the 1 GHz case for example, the ACMC , ACSC and ACcell are 3.73, 41.59 and 128.51 Mbps,
respectively. Despite the 1 GHz bandwidth, the performance is even much lower than the
125 MHz case for the outdoor scenario. As highlighted earlier, the aggregate PL in O2I
environment is higher than in outdoor cases. This is due to the additional wall and indoor
losses experienced by indoor users. These losses further reduce the received signal strength,
thereby degrading the SINR and the cell capacity. Our simulations show that the network
performance decreases as the percentage of indoor users increases from outdoor-only (0%) to
indoor-only (100%).
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Figure 3.8: Impact of bandwidth on cell capacity with 80% of the UEs indoors.

(b) Average UE Throughput

The average UE throughputs for the SCs in indoor, 3GPP and outdoor environments are
presented in Figure 3.9. In each case, the UE throughput increased with increasing mmWave
bandwidth. Again, in all cases, the throughput increase is not proportional to the increase
in bandwidth. For the same reasons explained earlier, there is significant degradation in
performance for the fully indoor and the 3GPP scenarios, as compared to the fully outdoor
environment. In Figure 3.9, the three scenarios correspond to the 100, 80 and 0% of in-
door UEs, respectively. For the 1 GHz mmWave bandwidth, for example, the average UE
throughput for the indoor, 3GPP and outdoor scenarios are 3.96, 10.4 and 124.09 Mbps,
respectively.

(c) Spectral Efficiency

For the SC tier, the average SE for the three environments considered are shown in Figure
3.10. In each environment, the SE decreased with increasing bandwidth, moving from {0.25,
0.46, 1.48} bps/Hz at 125 MHz to {0.07, 0.24, 1.03} bps/Hz at 1 GHz for the indoor, 3GPP
and outdoor environment, respectively. With all parameters remaining constant in (3.21),
increasing the bandwidth expectedly leads to a reduction in SINR and SE. The emphasis
is on the SCs due to the investigation of the impact of increasing bandwidth on network
performance. For the MCs, the 20 MHz LTE bandwidth was employed for all scenarios, and
so not considered in the analysis.

63



Small cell bandwidth (MHz) % of in
door U

Es

0

20

40

60

0

80

A
ve

ra
g

e 
U

E
 T

h
ro

u
g

h
p

u
t 

(M
b

p
s)

125

100

120

140

250 80
500

1001000

Figure 3.9: Impact of bandwidth on SC user throughput.
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Figure 3.10: Impact of bandwidth on SC spectral efficiency.
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3.3.3 Challenges and Proposed Solutions

The SINR is degraded in mmWave systems due to the higher PL, increased noise, and
other additional losses, such as wall/penetration and indoor losses (for indoor users) and the
absorption losses (for the 57-63 GHz bands) [59,85,150]. In scenarios with very low received
signals, it is not unusual for the SCs to have poorer performance than the MCs (or even
complete outage), despite the much larger bandwidth in the SCs. This situation, in addition
to the high susceptibility to blockage, makes higher frequency (i.e., mmWave and THz) links
highly opportunistic and potentially unreliable, despite the amazing spectral prospects [4].
Two possible options to overcome the SINR bottleneck in mmWave systems are signal power
enhancement and interference mitigation.

(a) Signal Power Enhancement

Increasing the transmit powers of the mmWave SCs can enhance the received signal
strength. In Figure 3.11, we show that the capacity of mmWave SCs increases with increas-
ing transmit power (in steps from 30 to 49 dBm). The capacity increase with the increasing
transmit power in outdoor scenario is markedly significant. On the contrary, the performance
with both the 80% and 100% indoor UEs are poor. For the 49 dBm case, for example, the
ACSC is only 200 Mbps, compared to almost 1.4 Gbps in the outdoor scenario.
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Figure 3.11: Impact of transmit power on cell performance.

65



However, the SC transmit powers cannot practically be increased indiscriminately due to
the following constraints, among others: (i) transmit powers are limited by regulation; (ii)
excessive power will increase the interference level as well, in addition to enhancing the signal;
and (iii) more transmit power will increase the energy consumption of the network which is
undesirable for 5G networks. Therefore, the optimal transmit power is a critical design goal.

(b) Interference Mitigation

Beamforming to target UEs mitigates interference from other BSs. This will also enhance
the signal level through its transmit and receive beamforming gains. However, this requires
pencil-like beams whose performance heavily depends on beam steering, beam tracking and
beam alignment efficiencies, alongside other complexity challenges. In Figure 3.12, we show
the performance of the SCs with directional (8 dBi gain, 65o half power beamwidth (HPBW))
and omnidirectional antenna (0 dBi), for both full buffer and mixed traffic scenarios. The
implemented mixed traffic is a multi-class traffic type composed of the hypertext transfer
protocol (HTTP), file transfer protocol (FTP), gaming, voice over internet protocol (VoIP)
and video. The distribution of each of the traffic type is given in Table 3.7 following the
3GPP traffic model evaluation methodology [48] and represents a more realistic user pattern
than the full buffer which assumes that users have infinite buffers and are active all the time.

Table 3.7: Multi-class traffic model (adapted from [48]).

Application Traffic Category Percentage of Users (%)
FTP Best effort 10
HTTP Interactive 20
Video Streaming 20
VoIP Real-time 30
Gaming Interactive real-time 20

With respect to directivity, the results are shown in Figure 3.12. The network perfor-
mance with directional antenna is poorer than that with omnidirectional antenna, despite the
higher antenna gain in the directional case. This is due to the fact that we employed static
beamforming [32], where only a part of the users (i.e., those within the coverage zone of the
beams) is served. In radial SCs with users randomly in all directions, dynamic beamforming
where the locations of the users are continuously scanned and tracked is the solution. In
such a case, a better performance can be achieved with narrower beams and higher gains.
Although, this would result in a much higher complexity due to beam tracking requirements.

As for the traffic type, the performance with the mixed traffic is slightly better than the
full buffer scenario in each case, as shown in Figure 3.12. Users in the mixed traffic scenario
do not request data all the time as they have finite buffers. In such inactive time instants,
the interference level in the network is reduced. This accounts for the increased cell capacity
when averaged over the entire transmission period. The results when fc increases from 28
GHz to 0.1 THz is shown in Figure 3.13.
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Figure 3.12: Impacts of antenna directivity and traffic type on cell performance.
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Figure 3.13: Impact of carrier frequency on cell performance.
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In Figure 3.13, the performance of the SC network gets poorer as higher frequencies are
employed. This trend is due to the increasing PL with increasing fc. At 0.1 THz (100 GHz),
the ACSC for the outdoor scenario is ∼130 Mbps using 1 GHz bandwidth, compared to ∼500
Mbps at 28 GHz. In the 80% indoor UEs case, the performance is much worse. The ACSC is
∼20 Mbps at 0.1 THz compared to ∼45 Mbps at 28 GHz.

It is evident from the results in Figures 3.11-3.13 that appropriate transmit power coupled
with adequate beamforming gains will overcome the SINR bottleneck. This will consequently
boost the performance of indoor users served from outdoor mmWave SC networks, and further
boost the performance of outdoor users. In addition, as the mmWave frequency increases up
to the THz bands, the ISD would have to be correspondingly decreased. As of now, only
a coverage range (or ISD) up to 10 m can be seen as realistic for THz band application in
cellular systems, as compared to the maximum of 200 m for mmWave systems [151].

3.4 C-I2V Channel Performance

Autonomous driving is an innovative and revolutionary paradigm for future intelligent
transport systems (ITS). To be fully-functional and efficient, vehicles will use hundreds of
sensors and generate terabytes of data that will be used and shared for safety, infotainment and
allied services. Vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communication
thus requires data rate, latency and reliability far beyond what the legacy DSRC and LTE-A
systems can support. This has motivated the use of mmWave massive MIMO to facilitate
gigabits-per-second (Gbps) communication for C-V2X scenarios. Focusing on C-I2V, this
section characterizes the mmWave massive MIMO vehicular channel using metrics such as
PL, root-mean-square (RMS) DS, KF, cluster and ray distribution, PDP, channel rank and
condition number (CN) as well as data rate. We then compare the mmWave performance
with the DSRC and LTE-A capabilities and offer useful insights on vehicular channels.

Currently, DSRC (known as ITS-G5 in Europe) is the legacy system for vehicular commu-
nication and safety. It operates on the 5.9 GHz band using transceivers based on the IEEE
802.11p standard [152]. Unfortunately, DSRC can only support data rates up to 27 Mbps,
with typical average of 2-6 Mbps. This is grossly inadequate for next-generation applications
foreseen to require multi-Gbps rates. Similarly, legacy 4G systems can only support a maxi-
mum data rate of 100 Mbps in high mobility (vehicular) scenarios. The same story goes for the
bandwidth, reliability and latency requirements. Consequently, the industrial and academic
research communities have identified the mmWave bands to come to the rescue [18,152,153].
Fortunately, the mmWave bands are being extensively explored for 5G services and applica-
tions due to their amazing spectral opportunities. The mmWave band is expected to support
the high rate vehicular applications to facilitate future emerging use cases in infrastructure-
assisted and autonomous driving, and enable high-rate infotainment and ultra-reliable safety
services. This is in addition to the anticipated benefits of enhanced vehicular safety, better
traffic management, more efficient toll collection and commute time reduction, among others.
The mmWave spectrum is already being used in standardized systems such as IEEE 802.11ad
(60 GHz) and radar (76 GHz) [18].

ITS-supported vehicles will be equipped with tens to hundreds of sensors (e.g., LIDAR,
ultrasonic, radar, camera, etc.) which together with the on-board communication chipsets
will enable diverse services such as live map download, videos streaming, environmental data
gathering and broadcast for different vehicular applications like sensor data sharing, cloud pro-
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cessing, cooperative perception, platooning, intent/trajectory sharing, real-time local updates,
path planning, collision avoidance, blind-spot removal and general warnings [18,152,153]. For
V2I links, the infrastructure can gather sensing data (about the vehicles or the surrounding
traffic) from the vehicles. The sensed data can be processed in the cloud and used to provide
live images or real-time maps of the environment. These maps can be used by the transporta-
tion control system for congestion avoidance, general warnings (such as dangerous situations)
and overall traffic efficiency improvement. Also, automakers can use the sensed data for fault
or potential failure diagnosis of the vehicles. The infrastructure can also be used to provide
high rate internet access to the vehicles for automated driving and infotainment services such
as media download and video streaming [18, 143]. Similarly, the potential V2V applications
include cooperative perception where perceptual data from neighbouring vehicles can be used
to create a satellite view of the surrounding traffic. The view can be used to extend the
perception range of each vehicle in order to reveal hidden objects, cover blind spots and avoid
a collision with other vehicles. Shared data among the vehicles can also be used for other
applications such as path planning and trajectory sharing, among others [18,152].

Many authors have attempted to address different aspects of the challenges. Majority of
the works centre on the V2V and V2I scenarios in urban street [154,155], highway [152,153]
and high speed rail (HSR) [156] environments. The works on I2V consider the infrastructures
as BSs or SCs with typical range 200-500 m, which translate to sub-6 GHz and mmWave
channels with many clustered blockers and scatterers and where models such as [102, 103]
can be readily adopted. However, [102] does not consider mobility while [103] supports only
pedestrian mobility and is reported to have excessive number of clusters and SPs that is
unsupported by measurement [157]. This section, however, motivates the use of mmWave
massive MIMO lampost-mount APs spaced at very short intervals, typically 20 m for dense
road side unit (RSU) deployment [18]. We then characterize the mmWave vehicular channel
and compare its performance with the DSRC and LTE-A (sub-6 GHz) vehicular channels to
provide insights for 5G NR C-I2V.

3.4.1 Network Deployment

In this section, we present the network layout, antenna and channel models as well as the
precoding technique employed. We show in Figure 3.14 the deployment layout for the C-I2V
scenario. We consider a dr = 500 m-long section of the road in an UMi street environment.
Stationary APs are mounted a height hTX = 5 m on street lampost with a density of ΩTX

= 50 BS/km. This corresponds to 25 evenly-spaced APs for the considered distance. The
vehicles traverse the route at a speed of vRX = 36 km/h = 10 m/s, and have roof-mount
antennas with height hRX = 1.5 m above the reference ground level. Further, we assume
that the APs are connected by high rate backhaul links. The DL connectivity is by LOS
with the roof-top positioning of vehicle antenna. Therefore, the relatively high position of
the APs (compared to a V2V scenario) ensures good link [158]. Also, the 3D separation
distance (d3D) between the vehicle (RX) and its serving AP (TX) at each time instant of
the considered scenario gives a LOS probability PLOS ≈ 1, according to (3.22) [101]. As a
result, the I2V communication in this scenario is by LOS. It should, however, be noted that
LOS here does not mean pure LOS as there is still sparse blockage and scattering effects from
pedestrians, trees and road signs as illustrated in Figure 3.14.
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Figure 3.14: C-I2V deployment layout.
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3.4.2 Channel Model

We consider a clustered 3D SSCM based on the implementation in [42, 101, 102], but
adapted and enhanced for C-I2V. The fast-fading double-directional CIR (hdir) with Ncl

clusters and Nsp SPs, rays or MPCs per cluster for each transmission link is given by (3.23).

hdir(t, φ, θ) =

Ncl∑
c=1

Nsp,c∑
s=1

PRX,c,s ·ejϕc,s ·δ(t−τc,s) ·GTX(φ−φc,s, θ−θc,s) ·GRX(φ−φc,s, θ−θs,t),

(3.23)

where, in (3.23), PRX,c,s, ϕc,s and τ c,s denote the received power magnitude, phase and
propagation time delay of the cluster-SP combinations, respectively; t is time, φ and θ are
the angle offsets from the boresight direction for the azimuth and elevation, respectively. For
each ray, φc,s and θc,s are the azimuth AoD and elevation AoD at the AP (or azimuth AoA
and elevation AoA for the vehicle, as the case may be). GTX and GRX are the TX and RX
antenna gains modeled as in (3.24) and (3.25) [101].

G(φ, θ) = max

(
G0e

αφ2+βθ2 ,
Go
100

)
, (3.24)

Go =
41253 · ξ
φ2

3dBθ
2
3dB

, α =
4 ln(2)

φ2
3dB

, β =
4 ln(2)

θ2
3dB

, (3.25)
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where Go is the maximum directive boresight gain, ξ is the average antenna efficiency, φ3dB

and θ3dB are the azimuth and elevation HPBW, respectively. The variables α and β are
evaluated using (3.25).

It should be noted that due to the high vehicular mobility (relative to static and pedestrian
cases), the channel becomes time-variant (i.e., the channel coherence time becomes smaller
than the observation window). The resulting phase ϕc,s, given by (3.26)-(3.28), is now com-
posed of the distance-dependent phase change Θc,s and the velocity-induced Doppler shift
ϑD(c,s) (caused by the Doppler frequency due to the relative motion between the TX and
RX).

ϕc,s = Θc,s + ϑD(c,s), (3.26)

ϕc,s = 2π
(
fcτc,s + fD(c,s) 4 t

)
, (3.27)

ϕc,s = 2π

(
fcτc,s +

vRX cos (φc,s)

λ
4 t

)
, (3.28)

where fD(c,s) is the Doppler frequency which is positive when the vehicle is moving towards
the AP and negative when moving away from it [49,159].

3.4.3 Antenna Model

The APs and vehicles are equipped with massive MIMO arrays with NTX and NRX

AEs, respectively. We consider ULAs with inter-element spacing dTX = dRX = λ/2, where
λ = c/fc is the wavelength and c = 3× 108 m/s is the speed of light. For the massive MIMO,
the hdir(t, φ, θ) in (3.23)-(3.28) is extended to H(t, τ) in (3.29), where aRX and aTX are RX
and TX array response vectors given by (3.30) and (3.31), respectively.

H =

√
NRXNTX∑Ncl
c=1Nsp,c

·
Ncl∑
c=1

Nsp,c∑
s=1

√
PLc,s(dc,s) · e

j2π

(
fcτc,s+

vRX cos(φc,s)
λ

4t
)
· aRX

(
φRXc,s

)
aHTX

(
φTXc,s

)
,

(3.29)

aRX
(
φRXc,s

)
=

1√
NRX

ej 2πλ dRX(nr−1) sin(φRXc,s )

 , ∀nr = 1, 2, ..., NRX , (3.30)

aTX
(
φTXc,s

)
=

1√
NTX

ej 2πλ dTX(nt−1) sin(φTXc,s )

 , ∀nt = 1, 2, ..., NTX . (3.31)

DSRC and LTE-A use limited numbers of AEs. Typical MIMO configurations are 2× 2,
2× 4, 4× 4 and 2× 8 for NRX ×NTX . On the other hand, mmWave massive MIMO arrays
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employ large number of AEs. At 70 GHz, for example, the arrays can go up to 64 × 1024
(with typical configurations being 16× 64, 16× 128 and 32× 256 for NRX ×NTX according
to the 3GPP. The maximum number of RF chains or number of streams (Ns) at the RX
and TX at such frequency are 8 and 32, respectively [3, 4]. The large arrays offer amazing
opportunities to beamform highly-directive beam (through ABF) for enhanced signal strength
or to multiplex multiple streams (via DBF and HBF) for higher data rates. Many studies
advocate for HBF for mmWave massive MIMO for its balanced trade-off between SE and EE,
relative to the power-exhaustive DBF and the low-rate ABF [160]. However, for the evaluation
in this subsection, we employ ABF while the HBF analysis is employed and presented in
greater detail in Chapter 4. We note that we employ ABF for two reasons. First, the short
TX-RX separation distance, LOS propagation and high level of antenna correlation due to
SU-MIMO and sparse scattering [125] potentially guarantees near-optimal performance with
ABF. Second, single-stream beamforming ensures a fair comparison of the performance of
mmWave massive MIMO with the DSRC and LTE-A that use a modest number of antennas.
The extension to the MU-MIMO case is presented in Chapter 4.

3.4.4 Simulation Results and Analyses

In this subsection, we present the simulation results for the performance of the three
considered technologies. We simulate for 50,000 TTIs and average the results over 100 channel
realizations. For a fair comparison, we set NF = 6 dB, No = -174 dBm/Hz, PT = 30 dBm and
the PLE = 2. The technology-dependent key simulation parameters for the three systems
considered are given in Table 3.8. Using the cumulative distribution function (CDF), we
present results for the entire route traversed by vehicle. We also show the results for a
representative distance (i.e., 20 m) covered by each AP in the scenario.

Table 3.8: Key simulation parameters for C-I2V.

Parameter DSRC LTE-A mmWave
fc (GHz) 5.9 2.6 73
B (MHz) 10 20 396
NTX 2 4 64
NRX 2 4 16
φTX3dB 65◦ 65◦ 10◦

φRX3dB 65◦ 65◦ 10◦

To compare the performance of DSRC and LTE-A with the mmWave massive MIMO
advocated in this work for the considered scenario, we characterize the vehicular channel
using PL, KF, RMS DS (τRMS), number of clusters, number of resolvable MPCs, PDP,
channel rank, channel condition number and data rate as follows.

(a) Path Loss

The effective PL (PLeff), which combines the PL and SF is given by (3.32) and (3.33).

PLeff = PL+ SF, (3.32)

PLeff = 20 log10

(
4πfc
c

)
+ 10n̄ log10 (d3D) +X(0, σ), (3.33)
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where n̄ is the PLE and X is the log-normal random SF variable with zero mean and σ
standard deviation [101]. We note that blockage is modeled inherently in (3.33) as it matches
the blockage-dependent PL model (3.34) in [18] when there is randi(0,1) number of blockers
at each time instant. This appropriately models the LOS and sparse blockage regime of the
considered scenario, where κ and Υ are parameters determined by the number of blockers
(see Table 7.2 in [18]).

PL = 10κ log10 (d3D) + Υ + 15

(
d3D

1000

)
. (3.34)

Using (3.33), the CDFs of PLeff results per link for the three technologies are shown in
Figure 3.15. As can be deduced from (3.33), PL expectedly increases with increasing fc.
Hence, the mmWave system at 73 GHz exhibits a penalty of up to 30 dB in PL, compared
to the sub-6 GHz DSRC and LTE-A at 5.9 GHz and 2.6 GHz, respectively. The mmWave
system, however, compensates for its high PL with large beamforming gains from highly-
directive antennas in order to bring the received powers to levels comparable to that of sub-6
GHz systems or even higher [18,125].

50 55 60 65 70 75 80 85 90 95

Path Loss (dB)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
D

F

DSRC

LTE-A

mmWave

Figure 3.15: CDF of path loss for the three C-I2V technologies.

In Figure 3.16, the PL variation as a function of the distance travelled for an AP-vehicle
connection time for the three systems is shown, with and without spatial consistency. Simi-
larly, the PL variations as a function of the distance for the entire 500 m route are shown in
Figure 3.17. It should be noted that the plots in Figure 3.17 are periodic in nature due to the
inter-AP handovers as the vehicle moves towards and away from the coverage area of each of
the densely-deployed APs.
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Figure 3.16: Path loss variation for the coverage area of one AP.
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Figure 3.17: Path loss variation for the entire route.
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As shown in the Figures 3.16 and 3.17, PL variation is random without spatial consis-
tency, due to the impact of SF. With spatial consistency, the variation is more uniform and
systematic. We note that it is important for channel models to incorporate spatial consis-
tency where the channel parameters vary in a realistic and continuous manner as a function
of position, and by which closely-placed users have similar channel characteristics as against
randomized values [100, 161]. We note that the large-scale parameters (LSPs), such as SF
(and as a consequence the PLeff vary more slowly than the fast-fading small-scale parameters
(SSPs). The spatial consistency phenomenon leads to three time scales: channel correlation
time (Tc) for LSPs, channel update time (Tu) for SSPs, and then the data transmission time
(Tt). The time scales are related by (3.35).

Tc = χ · Tu = χ · ε · Tt, (3.35)

where χ and ε are integer values. We note further that Tt is standardized as 1 ms for 4G
and 5G systems. However, it is more realistic for channel-aware schedulers to employ Tu that
is used for updating the fast-fading channel parameters as the basis for scheduling. Inspired
by [103, 144, 152, 161], we adopt 0.1 m and 1 m as the update and correlation distances,
respectively. At vRX = 10 m/s employed for the simulation in this subsection, this corresponds
to χ = 10, ε = 10. Therefore, Tu = 10 TTIs = 10 ms and Tc = 100 TTIs = 100 ms. This
means that data is transmitted every 1 ms, the SSPs are updated every 10 ms while the LSPs
are updated every 100 ms.

(b) Rician K-Factor

The KF statistics is a measure of the ratio of LOS-to-NLOS strength and its value affects
the performance of MIMO systems significantly [162]. Higher LOS translates to stronger prop-
agation and higher SNR [157]. The KF is evaluated using (3.36) [162], where the numerator
in (3.36) is the LOS component and the denominator is the sum of all NLOS components.

KF =
PLOS∑
PNLOS

=
PRX,c=1,s=1(∑Ncl

c=1

∑Nsp,c
s=1 PRX,c,s

)
− PRX,c=1,s=1

. (3.36)

Figure 3.18 shows the CDFs of the KF for the three systems evaluated using (3.36). It
can be readily seen that mmWave has a higher KF than DSRC and LTE-A. This indicates
larger LOS strength and higher directivity. Figure 3.18 also shows that the powers of NLOS
components dominate only about 20% of time (at 0.2 CDF points) where the KF is less
than 0 dB while for the remaining 80%, LOS component dominates. It can also be observed
that the curves do not reach the 100% CDF points. The gaps indicate the percentage of
pure LOS where only the LOS component is present (i.e., KF= ∞). Figure 3.18 shows that
mmWave has higher percentage of pure LOS than the DSRC and LTE-A as can be seen at
the saturation points of the CDF curves.
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Figure 3.18: CDF of K-Factor for the three C-I2V systems.

(c) RMS Delay Spreads

The RMS DS (τRMS) is a measure of the delay dispersion of the channel and is evalu-
ated using (3.37) [115]. It is also related to the channel coherence bandwidth (Bc) which
characterizes the frequency selectivity of the channel. If Bc � B (as is the case in wideband
systems like mmWave), the channel will be frequency-selective thereby leading to inter-symbol
interference (ISI). To combat this, OFDM is employed in 4G and 5G systems to convert the
frequency-selective wideband channels to flat-fading channels. The metrics (τRMS) and Bc
are related by (3.38).

τRMS =

√√√√∑Ncl
c=1

∑Nsp,c
s=1 τ2

c,sPRX,c,s∑Ncl
c=1

∑Nsp,c
s=1 PRX,c,s

−

(∑Ncl
c=1

∑Nsp,c
s=1 τc,sPRX,c,s∑Ncl

c=1

∑Nsp,c
s=1 PRX,c,s

)2

, (3.37)

Bc ≈
1

2πτRMS
. (3.38)

The CDFs for the τRMS for the three systems are shown in Figure 3.19. The mmWave
system has lower τRMS due to its narrower beams. According to [18, 144], highly-directive
narrow beams can reduce both the delay and Doppler spreads and increase the coherence time
in mmWave channels. This resulting outcome lessens the severity of the impact of Doppler
spread. More so, the values from the τRMS CDFs in Figure 3.19 when plugged into (3.38)
gives Bc with the range [7,160] MHz which are far higher than the 156.25 kHz [163], 180
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kHz [164] and 1.44 MHz [165] for one OFDM RB for DSRC, LTE-A and mmWave systems,
respectively. Similarly, the τRMS with range [1, 22] ns in Figure 3.19 is far less than the
OFDM cyclic prefix duration of 1.6 µs [163], 5.2 µs [164] and 4.4 µs / 0.57 µs [165] for the
DSRC, LTE-A and mmWave (5G NR) standards, respectively. Therefore, ISI is not a problem
with OFDM as the CP duration is larger than the DS.

2 4 6 8 10 12 14 16 18 20 22

RMS Delay Spread (ns)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
D

F

DSRC

LTE-A

mmWave

Figure 3.19: CDF of RMS delay spreads for the three C-I2V systems.

(d) Number of Clusters and Sub-paths

The number of clusters (Ncl) and SPs (Nsp) per cluster are randomly generated as uniform
discrete distributions respectively. The cluster (and sub-paths) powers, delays and phases
follow lognormal, exponential and uniform (0,2π) distributions respectively [101]. The CDFs
for the Ncl and Nsp are given in Figures 3.20 and 3.21, respectively. Figure 3.20 shows
that for the considered scenario, the mmWave system has two clusters on average, while the
DSRC and LTE-A have between 3 and 4 clusters. Similarly, as shown in Figure 3.21, the
mmWave system has 6 SPs while DSRC and LTE-A both have 24 SPs, for the 50% CDF
points. The maximum number of resolvable rays are 9, 40 and 42 for mmWave, LTE-A and
DSRC, respectively. Also, Figure 3.21 shows that the mmWave system has limited number
of resolvable rays compared to the sub-6 GHz systems. This outcome buttresses the sparse
nature of mmWave systems.
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Figure 3.20: CDF for the number of clusters for the three C-I2V systems.

0 5 10 15 20 25 30 35 40 45

Number of resolvable MPCs

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
D

F

DSRC

LTE-A

mmWave

Figure 3.21: CDF for the number of MPCs for the three C-I2V systems.
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(e) Power Delay Profile

In Figures 3.22 and 3.23, we show two snapshots of the PDPs for the three systems
considered. PDPs show the distribution of the received signal powers of the MPCs with their
corresponding time delays, which are used to characterize the channel with respect to the DS
and coherence bandwidth [115]. From Figures 3.22 and 3.23, it can be observed that mmWave
has lower number of clusters and overall number of rays when compared to the sub-6 GHz
DSRC and LTE-A (Figures 3.20 and 3.21), as well as lower number of rays per cluster.
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Figure 3.22: Power Delay Profile snapshot from the mth AP.
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Figure 3.23: Power Delay Profile snapshot from the nth AP.
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It should be noted that the first arriving ray is the LOS component. With the sparse
nature of the MPCs in mmWave, the LOS-to-NLOS strength will be higher. This is an
indication of the higher directivity of the mmWave system as compared to the other two
systems with more diffuse scattering and lower directivity. The MPCs with longer delays
generally have lower received powers.

While the corresponding MPC (such as the LOS component) in the three systems have
comparable received directional powers (since the mmWave antenna gain compensates for the
higher PLeff), the sum of received component powers is lower in the mmWave systems due to
higher absorption and blockage such that the powers of many rays are below the noise level
and so they are filtered out.

(f) Channel Rank and Condition Number

The rank of a channel matrix determines how many data streams can be sent across the
channel. A full rank channel, for example, has rank = min(NRX , NTX). While the channel
rank is a pointer to the quantitative multiplexing capacity of the channel, it does not indicate
the relative strength of the streams. On the other hand, the channel condition number (CN)
is the qualitative measure of the MIMO channel.

Using the singular values of the channel matrix, CN indicates the ratio of the maximum
to minimum singular values resulting from the singular value decomposition (SVD) of the
channel matrix. A channel with CN = 0 dB has full rank and thus has equal gains across the
channel eigenmodes. With 0 < CN ≤ 20 dB, the channel is rank-deficient with comparable
gains across the eigenmodes while CN > 20 dB shows that the minimum singular value is
close to zero. The rank of the channel gives the measure of how many data streams can be
multiplexed while the channel CN is an indicator of the quality of the wireless channel [102].
In Figures 3.24 and 3.25, we show the variations of channel rank and CN , respectively, with
the indicated MIMO configurations.

Connecting Figures 3.24 and 3.25, DSRC with rank 2 has 0 < CN ≤ 40 dB. With the
relative variation around 20 dB, the channel strengths of the two eigenvalues are comparable.
Thus, two streams can be multiplexed over the channel with the water-filling power allocation
giving the optimal performance. For LTE-A with 4 × 4 channel, the rank varies between 3
and 4 while the CN is typically higher than 20 dB, thereby suggesting the multiplexing of
streams even lower than the rank for good performance.

Similarly, according to Figures 3.24 and 3.25, the mmWave massive MIMO system with
16 × 64 antenna configuration has rapid fluctuations in rank between 3 and 7. However,
its extremely high CN (i.e., CN > 160 dB) suggests relatively few dominant eigenmodes
resulting from the high correlation of the tightly-spaced antennas at mmWave. This outcome
reveals the rank deficiency of mmWave SU-MIMO where single-stream ABF or HBF with
a few streams will give good or optimal performance. For MU-MIMO where the users are
more separated in space, many users can be multiplexed. Thus, HBF or DBF becomes more
appropriate for higher system capacity.
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Figure 3.24: Channel rank for the three C-I2V systems.
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Figure 3.25: Channel condition number for the three C-I2V systems.
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(g) Data Rate

Using transceivers with NRF
TX = NRF

RX = 1 RF chain for the ABF processing considered,
the beamforming and combining matrices reduce to vectors f ∈ CNTX×1 and w ∈ CNRX×1,
respectively. The received signal y is then given by (3.39). The achievable data rate is given
by (3.40).

y =
√
ρwHHfs+ wHn, (3.39)

R = B · log2

(
1 + ρR−1

n wHHf × fHHw
)
, (3.40)

where Rn = σ2
nw

Hw is the noise covariance after combining.
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Figure 3.26: Data rates for the three C-I2V systems.

Finally, the data rate performance of the three systems are shown in Figure 3.26. The rate
is evaluated using (3.40) and consistently shows the mmWave massive MIMO system realizing
Gbps rates, compared to the DSRC and LTE-A. While a direct comparison is unrealistic as
we employed different configurations for the three systems based on their respective baseline
values according to the operating standards, the results in Figure 3.26 motivates the use
mmWave massive MIMO for Gbps vehicular communication, particularly for 5G NR C-I2V
investigated in this section. The data rates in Figure 3.26 results from using a bandwidth of
10 MHz for DSRC [163], 20 MHz for LTE-A [164] and 396 MHz for mmWave system [165],
as stated in the simulation parameters of Table 3.8.
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3.5 Conclusions

This chapter has presented the interplay of massive MIMO, mmWave and UDN as the
three big technologies to support the 5G eMBB use case. Using system-level simulations with
3GPP 3D channel models, we showed the performance of 3D µWave and mmWave channel
models for UMa and UMi scenarios. The results show that mmWave systems have higher
coupling losses than µWave systems. The results also show, for the most part, that µWave
systems are interference-limited while mmWave systems are noise-limited for the considered
scenarios. Also, indoor users served by outdoor BSs show highly degraded performance.
This is due to the additional 20-30 dB wall and indoor losses experienced by indoor users.
The degradation will become even more pronounced if much larger mmWave bandwidths are
employed due to the expected increase in noise.

For the purpose of coexistence, we also showed the performance of a representative 5G
UDN with µWave MCs and mmWave SCs. The impact of large bandwidth, antenna directiv-
ity, traffic type and carrier frequency on the SE, UE throughput and cell capacity were also
investigated. The results show that, without proper design, the performance of mmWave SCs
can be highly degraded despite the abundance of available bandwidth in the mmWave bands.
We also showed that while the performance is highly promising for outdoor users, the through-
put experienced by indoor users is still generally poor. This results from the SINR bottleneck
arising from the noise-limited condition of mmWave systems and the high propagation losses
at such frequencies. To overcome this challenge, the design and operation parameters of 5G
networks (such as bandwidth, transmit power, beamforming configuration, etc.) have to be
carefully considered. This has to be done in a way that optimizes performance and efficiency
while maintaining a balance in complexity and cost. By mitigating the SINR challenge, the
spectral benefits at mmWave bands can be fully tapped. This will unleash their potential for
supporting future cellular networks’ services and applications.

We also characterized the vehicular channel for C-I2V communication where the infras-
tructure are APs mounted on street-level lamposts in a UMi type environment. Using diverse
channel metrics, we compared the channel statistics of I2V using mmWave massive MIMO
with that of legacy DSRC and LTE-A systems. With modest system configurations, we
showed that mmWave massive MIMO system can enable Gbps data rates for C-I2V commu-
nication in order to support the anticipated explosive rate demands of future ITS. Finally,
we remark that the results in this chapter have been published in the proceedings of IEEE
Globecom conference2, IEEE Communication Magazine3 and the IET Intelligent Transport
Systems journal4.

2S. A. Busari, K. M. S. Huq, S. Mumtaz and J. Rodriguez, “Impact of 3D Channel Modeling for ultra-
high speed Beyond-5G Networks”, IEEE Global Communications Conference (GLOBECOM) Workshop 2018,
Dubai, United Arab Emirates, pp. 1-6, Dec., 2018.

3S. A. Busari, S. Mumtaz, S. Al-Rubaye and J. Rodriguez, “5G Millimeter-Wave Mobile Broadband:
Performance and Challenges”, IEEE Communications Magazine, vol. 56, no. 6, pp. 137-143, June 2018.

4S. A. Busari, M. A. Khan, K. M. S. Huq, S. Mumtaz and J. Rodriguez, “Millimetre-wave massive MIMO
for cellular vehicle-to-infrastructure communication”, IET Intelligent Transport Systems, vol. 13, no. 6, pp.
983-990, June 2019.
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Chapter 4

Novel Generalized Framework for
Hybrid Beamforming

This chapter focuses on beamforming techniques and the spectral and energy efficiencies
analyses for 5G UDNs and C-I2X networks. In the first part of the chapter, we propose a novel
generalized framework for HBF in mmWave massive MIMO networks. The proposed frame-
work facilitates the comparative analysis and performance evaluation of the different HBF
configurations: the fully-connected, the sub-connected and the overlapped subarray architec-
tures. The performance of the different array structures is evaluated using a C-I2X application
scenario involving lampost-mount APs and a combination of pedestrian and vehicular users.
The second part considers the C-I2P use case between the street-level APs and pedestrian
users and evaluates the performance of the system using three beamforming approaches: ana-
log beamsteering, hybrid precoding with zero forcing and the SVD precoding. The SE and EE
performance and trade-off are presented with a view to providing useful insights for enabling
high rate and energy-efficient operation for next-generation networks.

4.1 Background

Massive, soft, super-fast and green are the key attributes that will describe NGMNs (5G
and beyond). The future networks are envisaged to be massive by concurrently featuring
denser cells (UDN), larger bandwidths (mmWave) and a higher number of antennas (massive
MIMO) in contrast to legacy cellular networks. This will provide a platform for delivering
huge performance gains across all fronts. The soft and super-fast nature of the networks is
reflected by their ability to be self-organizing and virtual. However, EE is becoming a critical
design factor in addition to SE. This will raise significant design requirements that proliferate
throughout the system, that includes efficient beamforming structure that is a key energy
consumer in next-generation transceiver designs [36].

Using appropriate antenna array structure and beamforming5 (or precoding) techniques,
massive MIMO can provide the needed array gains to counter the severe effects of the high
PL at high frequencies (e.g., mmWave and THz) and thus increase the SNR for user devices.
It also provides the opportunity for highly-directional beams to mitigate MUI. The large

5Beamforming is used in its widest meaning, throughout this thesis, such that beamforming and
precoding refer to exactly the same thing and can be used interchangeably. (cf.: https://ma-
mimo.ellintech.se/2017/10/03/what-is-the-difference-between-beamforming-and-precoding/)
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arrays can also be leveraged to provide spatial multiplexing gains by transmitting multiple
streams so as to boost SE [125, 136]. The combined benefits from the huge bandwidth in
mmWave bands as well as the array and multiplexing gains from massive MIMO will lead to
significant enhancement in user throughput, QoE and system capacity. Since EE is a critical
KPI, the research community has been investigating different system architectures with a
view to identifying the optimal model, not only in terms of the SE-EE performance, but also
with respect to the hardware requirement, cost and implementation complexity [166–168].

In this chapter, we propose a novel generalized HBF framework for maintaining a balanced
SE-EE trade-off in mmWave massive MIMO networks. We focus on the MU-MIMO set-ups
employing different HBF architectures at the BSs (or TXs) and comparing their performance
with the ABF and DBF schemes. In all cases, the UEs (or RXs) employ the ABF architec-
ture. Performance of the proposed schemes are evaluated in 5G UDN and C-I2X application
scenarios. First, we introduce the HBF schemes, followed by the performance metrics, and
then the system models, performance evaluation results and discussions.

4.2 Hybrid Beamforming Schemes

For massive MIMO, three beamforming architectures (i.e., ABF, DBF and HBF) have
been identified [169]. In the ABF implementation, all the AEs are connected to a single
RF chain via a network of PSs. For DBF, each AE is connected to a dedicated RF chain.
The HBF architecture uses a reduced number of RF chains. It divides its structure into two
stages: the large-sized ABF stage for increasing array gain and the small-sized DBF stage for
mitigating MUI [127,136,170]. Comparing the three architectures, HBF maintains a balanced
performance between the ABF (with low SE, power consumption, cost and complexity) on
the one hand and the DBF (with high SE, power consumption, cost and complexity) on the
other. From the perspectives of SE, EE, cost and hardware complexity, HBF thus strikes
a balanced performance trade-off when compared to the fully-analog and the fully-digital
implementations. As a result, HBF has been copiously demonstrated as a practically-feasible
array structure for massive MIMO [167]. It is thus the architecture of interest in this thesis6.

Using the HBF architecture, it is possible to realize three different array structures, specif-
ically the fully-connected, the sub-connected and the overlapped subarray structures. In this
thesis, we present a novel generalized framework for the design and performance analysis of
the HBF architectures. The different subarray configurations can be realized by varying the
parameter known as the subarray spacing which leads to the corresponding changes in system
performance. To proceed, we recall the mmWave massive MIMO channel model and the ULA
antenna array responses that will be used throughout this chapter, where L is the number of
rays or MPCs and all other parameters are as defined in Chapters 2 and 3.

PLeff = 20 log10

(
4πfc
c

)
+ 10n̄ log10 (d3D) +X(0, σ), (4.1)

6It is worth noting that the development trends show that the cost and power consumption of the fully-digital
transceiver can be reduced in the future, thereby making it the preferred choice for system implementation due
to its superior flexibility and performance [53,133]. For example, the authors in [57] already report interesting
results using testbeds based on the fully-digital architecture for mmWave massive MIMO.
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hdir(t, φ) =
L∑
l=1

PRX,l · ejϕl · δ(t− τl) ·GTX(φ− φTXl ) ·GRX(φ− φRXl ), (4.2)

GTX/RX(dB) = GAE(dB) + 10 log10(N
TX/RX
sub ), (4.3)

H =

√
NRXNTX

L
·
L∑
l=1

√
PLl(d) · e

j2π

(
fcτl+

vRX cos(φl)
λ

4t
)
· aRX

(
φRXl

)
aHTX

(
φTXl

)
, (4.4)

aRX
(
φRXl

)
=

1√
NRX

ej 2πλ dRX(nr−1) sin(φRXl )

 , ∀nr = 1, 2, ..., NRX , (4.5)

aTX
(
φTXl

)
=

1√
NTX

ej 2πλ dTX(nt−1) sin(φTXl )

 , ∀nt = 1, 2, ..., NTX . (4.6)

where in (4.3), GTX and GRX are calculated based on the antenna element gain (GAE) and

the number of AEs in the respective TX and RX subarrays (N
TX/RX
sub ).

4.2.1 Fully-connected HBF architecture

The fully-connected HBF architecture is shown in Figure 4.1. In this structure, each RF
chain is connected to all the AEs via a network of PSs [4]. The user signal is first digitally
precoded by the baseband precoder (FBB), then processed by every RF chain, then fed to the
analog beamformer (FRF ) and thereafter transmitted using all AEs in the array [169]. By
adjusting the phases of the transmitted signals on all antennas, a highly-directive signal can
be achieved. Here, all the elements of FRF have the same amplitude, thereby achieving the
full beamforming gain [4,168]. This structure is built at the cost of large number of PSs and
combiners, where signal processing is carried out over the entire array in RF domain [166].
Thus, it consumes a high amount of energy for the excitation of the phased array network
and compensation of the insertion losses of the PSs. It also has a high computational and
hardware complexity [167].
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Figure 4.1: Fully-connected HBF architecture.

4.2.2 Sub-connected HBF architecture

The sub-connected HBF architecture is shown in Figure 4.2. In this configuration, each
RF chain is only connected to a subarray via a network of PSs [4]. Each user’s signal is first
digitally precoded by FBB, then processed by a single dedicated RF chain, then fed to the FRF

and thereafter transmitted using only a set of AEs constituting a subarray [169]. For each RF
chain, only the transmitted signals on a subarray can be adjusted. Thus, the beamforming
gain and directivity is reduced by a factor equal to the number of subarrays. Additionally,
FRF is a block diagonal (BD) matrix in this case where all non-zero elements have the same
fixed amplitude [4, 168]. This structure employs less number of PSs (as compared to the
fully-connected structure) and does not use combiners as there is no need to add the analog
signals [4]. Thus, it consumes less amount of energy for the excitation of the phased array
network and compensation in terms of reduced insertion losses of the PSs. It also has a lower
computational and hardware complexity when compared to the fully-connected structure
[167].

4.2.3 Overlapped subarray HBF architecture

The overlapped subarray HBF architecture is shown in Figure 4.3. In this structure, each
RF chain is connected to a subarray via a network of PSs, but the subarrays are allowed to
overlap [168, 171]. Here, each RF chain is connected to antennas in more than one subar-
ray. This configuration is different from the sub-connected structure where each RF chain is
mapped to only antennas in a single subarray. It is also different from the fully-connected
structure with each RF connected to all the antennas. Therefore, each user’s signal is first dig-
itally precoded by FBB, then processed by more than one RF chain, then fed to the FRF and
thereafter transmitted using only a set of AEs constituting the mapped subarrays. With this
configuration, the hardware complexity and the required number of components are reduced
compared to the fully-connected structure whilst maintaining system performance typically
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in between the fully-connected and the sub-connected architectures [168]. It is noteworthy
to mention that the overlapped structure offers a broad range of opportunities that can be
explored as many configurations are realizable in the overlapped structure (i.e., all possibili-
ties between the two extremes of the fully-connected and the sub-connected structures). The
opportunities even become wider as the system’s NTX and NRF increase.
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Figure 4.2: Sub-connected HBF architecture.
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4.2.4 Proposed Generalized Framework for HBF architectures

With respect to the HBF architecture, three classes of structures can be realized depend-
ing on the interconnection among the RF chains, PSs and AEs (i.e., the RF-PS-AE map-
ping). The three structures that have been proposed are the: (i) fully-connected structure
[167,170], (ii) sub-connected structure [167,169,170], (also known as the partially-connected
or array-of-subarrays [166]) and (iii) overlapped subarray structure [168, 171]. In addition,
the fully-connected and the sub-connected array structures have received considerable atten-
tion in the literature [136, 166, 167]. However, the investigation of the overlapped subarray
structure is rather limited [168, 171]. A parameter known as the subarray spacing (4Ms)
in [171] and (4N) in [168] was introduced for the overlapped subarray structure such that
varying its value leads to the different subarray configurations and the consequent changes
in system performance. However, no generalized framework is available in the literature for
a comprehensive comparative analysis of the different structures in a unified and systematic
manner.

In this section, a novel generalized framework for the design and analysis of HBF antenna
array structures is proposed. Beyond the state of the art, the proposed generalized model
facilitates not only the SE analysis of the different HBF array structures but also the EE
analysis. Using the generalized framework, it is possible to realize the three different HBF
structures and quantify the required number of the different components for the architectures
as well as the beam power allocation. The generalized HBF architecture is shown in the TX
side7 of Figure 4.4 (on next page) and the step-wise procedures for the design and analysis of
the generalized framework are outlined as follows.

(i) Set the transmit power (PT ) for the BS, noting the appropriate regulation on the effec-
tive isotropic radiated power (EIRP) limits.

(ii) Set the number of AEs (NTX) for the BS of the massive MIMO system under consid-
eration.

(iii) Determine the number of RF chains (NRF ) based on the expected maximum multi-
plexing capability of the BS and such that NTX

NRF
is an integer. Note that for any HBF

structure, 1 < NRF < NTX .

(iv) Set the inter-subarray spacing (4N) where 4N ∈
{

0, 1, 2, . . . , NTXNRF

}
. For the gener-

alized framework proposed in this work, note that 4N is the critical parameter that
determines the specific array structure, as given by (4.7).

4N =


0 → fully-connected[
1, 2, . . . ,

(
NTX
NRF

− 1
)]

→ overlapped

NTX
NRF

→ sub-connected.

(4.7)

7The receivers/UEs of the considered systems in this chapter employ ABF, leading to the (multi-beam) TX
hybrid and RX analog (single stream per user) configuration. For the short-range C-I2X scenarios investigated,
the RXs/UEs are assumed to exhibit LOS communication and spatial correlation and are power-constrained
such that ABF becomes optimal for each UE.
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(v) Determine the required number of PSs for each RF chain
(
Nk
PS , ∀k ∈ {1, 2, . . . , NRF }

)
using (4.8). The total number of required PSs (NPS) for a BS is then determined using
(4.9).

Nk
PS = NTX −4N (NRF − 1) , (4.8)

NPS =

NRF∑
k=1

Nk
PS = NRF ×Nk

PS . (4.9)

(vi) For each RF chain, develop the mapping index vector mk using (4.10) where ∀k ∈
{1, 2, . . . , NRF }. The entries in mk give the indices of the AEs connected to the kth RF
chain.

mk = [(k − 1)4N + 1, . . . , NTX −4N (NRF − k) .] (4.10)

Note that the number of AEs in a subarray
(
NTX
sub

)
equals the number of PSs connected

to each RF chain, where NTX
sub = Nk

PS = |mk|.

(vii) Develop the NTX ×NRF mapping index matrix (M) by stacking the mk’s. Elements of
M are given by (4.11) and each element shows the connection index of the kth RF chain
to the jth AE, ∀k ∈ {1, 2, · · · ,K}, ∀j ∈ {1, 2, . . . , J} by letting K = NRF and J = NTX .
We note that M becomes a block diagonal matrix (blkdiag) for the sub-connected array
structure.

M =



m1,1 0 · · · 0

... m4N+1,2 · · · 0

mNsub,1
... · · · mJ−Nsub+1,K

0 m4N+Nsub,2
. . .

...

0 0 0 mJ,K


. (4.11)

(viii) Develop the NTX ×NRF (or J ×K) boolean/binary matrix B by replacing all nonzero
elements of M in (4.11) with ones (1′s) as shown in (4.12).

B =



1 0 · · · 0

... 1 · · · 0

1
... · · · 1

0 1
. . .

...

0 0 0 1


. (4.12)

92



(ix) Develop the NTX × 1 combiner vector (g), given by (4.13) indicating the number of RF
chains connected to the jth AE.

g =


g1

g2

...

gNTX

 , gj =

NRF∑
k=1

Bj,k, ∀j ∈ {1, 2, . . . , NTX} . (4.13)

(x) Determine the number of combiners (Ncomb) needed for the specific array structure
using (4.14). Note that AEs connected to just a single RF chain do not need combiners.
As a result, the sub-connected structure has zero combiners as each AE is connected to
a single RF chain while the fully-connected has the maximum number of combiners as
every AE is connected to all RF chains.

Ncomb =
∣∣∣[gj > 1]NTXj=1

∣∣∣ =


NTX → fully-connected

NTX − 24N → overlapped

0 → sub-connected.

(4.14)

(xi) Determine the transmit beam power
(
P kb
)

for each of the K beams using (4.15) where
(·) is the weighting factor and gj is evaluated using (4.13). The total transmit power
constraint set in step (i) is enforced by (4.16).

P kb =
PT
NTX

∑
j∈mk

(gj)
−1

 , (4.15)

PT =

NRF∑
k=1

P kb . (4.16)

Based on the enumerated design procedures, the required number of components for the
different subarray configurations can be determined depending on the choice of 4N . We
remark that while the design procedures outlined above focus on the BS or AP, the gener-
alized framework is equally applicable for the RXs or UEs by replacing the appropriate TX
components with the corresponding RX components.

4.3 Precoding and Postcoding

Since HBF is considered at the TX, the AP uses a baseband precoder or beamformer
FBB ∈ CK×K followed by an RF precoder FRF ∈ CNTX×NTX

RF . The transmit symbol vector
s ∈ CK×1 and the sampled transmit signal vector x ∈ CNTX×1 in (4.17) are related by (4.18).

s = [s1, s2, · · · , sK ]T , x = [x1, x2, · · · , xNTX ]T . (4.17)

93



x = FRFFBBs. (4.18)

Since ABF is considered at each of the users, each UE employs an RF postcoder8 or
equalizer wk

RF ∈ CNRX×1. The received signal vector (after the precoding and postcoding

operations) is y = [y1, y2, · · · , yK ]T where yk for each user ∀k ∈ {1, 2, · · · ,K} is given by
(4.19) and n = k is the desired signal while n 6= k are interference terms for the kth UE..

yk = wH
k Hk

K∑
n=1

FRF fBBn sn + wH
k nk. (4.19)

In (4.19), Hk ∈ CNk
RX×NTX is the channel matrix between the AP and the kth UE and nk is

the AWGN following a complex normal distribution CN (0, σ) with zero mean and σ standard
deviation. The precoding and postcoding schemes considered in this thesis are described as
follows.

4.3.1 Analog-only Beamsteering

In the analog-only beamsteering (AN-BST) scheme, the RF beamformer fkRF ∈ CNTX×1

at the BS/AP and the RF postcoder at the UE wk
RF ∈ CNRX×1, ∀k ∈ {1, 2, · · · ,K} are all

implemented with analog PSs using (4.20) and (4.21), respectively.

[
fRFk

]
=

1√
NTX

ejφk = aTX
(
φTXl

)
, (4.20)

[
wRF
k

]
=

1√
NRX

ejφk = aRX
(
φRXl

)
, (4.21)

where FRF ∈ CNTX×K and WRF ∈ CNRX×K are given by (4.22) and (4.23), respectively.
The elements of both matrices (FRF and WRF ) are constrained to have constant magnitude,
though with variable phases. As given by (4.20) and (4.21), the beamsteering codebooks
FRF and WRF are parameterized by the TX and RX array response vectors aTX

(
φTXl

)
and

aRX
(
φRXl

)
, respectively. The beamsteering codebooks are particularly suitable for sparse

and single-path channels (i.e., mmWave and THz channels) [125, 166], as opposed to the
Grassmanian codebooks which are usually designed for the rich channels of traditional MIMO
systems [136,172].

FRF =
[
fRF1 , fRF2 , . . . , fRFK

]
, (4.22)

WRF =
[
wRF

1 ,wRF
2 , . . . ,wRF

K

]
. (4.23)

8Recall that we use beamforming and precoding interchangeably. Also, we use postcoding to mean combin-
ing or equalization at the UEs. However, the use of term “combiner” was avoided in order to avoid confusion
with the combiner used for adding the phase-shifted signals at the TX.
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4.3.2 Hybrid Precoding with Baseband Zero Forcing

The analog stage of the hybrid precoding with baseband zero forcing (HYB-ZF) scheme
employs FRF and WRF as in (4.22) and (4.23), respectively. The digital stage then employs
the popular zero forcing (ZF) precoder FBB ∈ CK×K given by (4.24) and (4.25) to mitigate
MUI.

FBB =
[
fBB1 , fBB2 , · · · , fBBK

]
, (4.24)

FBB = HH
eff

(
HeffHH

eff

)−1
, (4.25)

where Heff = wH
k HkFRF is the effective channel after applying the RF beamformer and

combiner to the channel. The total transmit power (PT ) constraint is enforced by normalizing
FBB according to (4.26) and (4.27). The two-stage hybrid precoding algorithm is given in
Algorithm 2.

fBBk =
fBBk

||FRFFBB||F
, ∀k = {1, 2, . . . ,K}, (4.26)

||FRFFBB||2F = K. (4.27)

4.3.3 Singular Value Decomposition Precoding

For the singular value decomposition precoding as upper bound (SVD-UB), precoding and
combining employ the unitary matrices (Fk and WH

k , respectively) resulting from the SVD

of Hk ∈ CNk
RX×NTX , ∀k ∈ {1, 2, . . . ,K} - the channel matrix between the AP and the kth

UE, according to (4.28).

[Wk,Σk,Fk] = svd(Hk), (4.28)

where Hk = WkΣkF
H
k and Σk represents the diagonal matrix for the channel’s singular val-

ues. SVD-UB uses Σmax
k value for calculating the single-user rate which denotes the upper

bound. It also represents the case with no MUI.
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Algorithm 2: Two-Stage Multi-User Hybrid Beamforming with Baseband Zero Forcing

Inputs :
Hk, akRX , akTX ∀k ∈ {1, 2, . . . ,K} ← (4.4)-(4.6)

Outputs:
FBB, FRF , WRF

First Stage: Analog Beamforming

for k → 1 to K do
- Set the RF beamformers fkRF and wk

RF to the beamsteering codebooks or array
steering vectors akTX and akRX , respectively.

fRFk = akTX ,

wRF
k = akRX .

- Set FRF =
[
fRF1 , fRF2 , . . . , fRFK

]
and WRF =

[
wRF

1 ,wRF
2 , . . . ,wRF

K

]
, according to

(4.22) and (4.23), respectively.

Second Stage: Digital Beamforming

for k → 1 to K do
- Estimate the effective channel

Hk
eff = wH

k HkFRF .

- The linear baseband zero forcing precoder FBB =
[
fBB1 , fBB2 , · · · , fBBK

]
is designed

using (4.25)
- The total power constraint is enforced using the fBBk normalizations in (4.26),
∀k ∈ {1, 2, . . . ,K}

4.4 Power Consumption Model

The power consumption model of the generalized HBF array structure in Figure 4.1 is
given in this subsection. We model a realistic power consumption framework considering not
only the power consumption at the RAN (PRAN ), but also the backhaul power consumption
(PBH). The total consumed power (Ptotal) is thus given by (4.29). The components of PRAN
and PBH are further described as follows.

Ptotal = PRAN + PBH . (4.29)

(i) RAN Power (PRAN ): For the coverage of a single BS, the PRAN , given by (4.30),
consists of the transmit power of the BS (PT ), the circuit power of the BS (P TXcct ) and
the combined RX circuit powers (PRXcct ) of all the NUE users served by the BS. Different
from most existing studies such as [37,166,167], we include the power consumed by the
RXs in the model.

PRAN = PT + P TXcct +NUE

(
PRXcct

)
. (4.30)
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(ii) Backhaul Power (PBH): This involves the power consumed for the communication be-
tween the BS and the core network. It is given by (4.31) and it is dependent on the
data rate (R) or the amount of data transferred per unit time (bits/s).

PBH = LBH ·R. (4.31)

In (4.31), LBH = 250 mW/(Gbits/s) [173] is the power per unit data rate while the
P TXRFC and PRXRFC are given by (4.32) and (4.33), respectively [166]. The P TXcct , PRXcct and
Ptotal are correspondingly given by (4.34)-(4.36). The breakdown of the values of the different
components are given in Table 4.1. We assume a fixed miscellaneous power PFIX = 1 W
(noting that SC BSs or APs do not have any active cooling system [174]).

Table 4.1: Power consumption of components

TX Component Notation Unit
power
[mW]

RX Component Notation Unit
Power
[mW]

Digital to Analog Con-
verter

PDAC [175] 110 Analog to Digital Con-
verter

PADC [175] 200

Mixer PMIX [166] 23 Mixer PMIX [166] 23
Local Oscillator PLO [166] 5 Local Oscillator PLO [166] 5
Low Pass Filter PLPF [166] 15 Low Pass Filter PLPF [166] 15
Phase Shifter PPS [175] 30 Phase Shifter PPS [175] 30
Power Amplifier PPA [175] 16 Low Noise Amplifier PLNA [175] 30
Baseband precoder PBB [175] 243 - - -
Combiner Pcomb [173] 19.5 - - -

P TXRFC = PDAC + PMIX + PLO + PLPF , (4.32)

PRXRFC = PADC + PMIX + PLO + PLPF , (4.33)

P TXcct = NTX
RF P

TX
RFC +NTX

RF N
TX
sub P

TX
PS +NTXPPA +NTX

combP
TX
comb + P TXBB + PFIX , (4.34)

PRXcct = NRX
RF P

RX
RFC +NRX

RF N
RX
sub P

RX
PS +NRXPLNA, (4.35)

Ptotal =PT +
[
NTX
RF P

TX
RFC +NTX

RF N
TX
sub P

TX
PS +NTXPPA +NTX

combP
TX
comb + P TXBB + PFIX

]
NUE

[
NRX
RF P

RX
RFC +NRX

RF N
RX
sub P

RX
PS +NRXPLNA

]
+ LBH ·R.

(4.36)
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4.5 Spectral and Energy Efficiency

Following the given generalized HBF antenna structure and the channel, beamforming
and power consumption models, we give the expressions for the performance of the system
in this section, in terms of the achievable sum data rate (R), spectral efficiency (ηSE) and
energy efficiency (ηEE). The main objective is to efficiently design FRF , FBB and WRF to
maximize the system performance.

4.5.1 Spectral Efficiency and Achievable Rate

Given the received signal yk in (4.19), the ηkSE [(bits/s)/Hz], Rk (bits/s) of the kth user
and R for sum data rate of all users are given by (4.37)-(4.39), where Bk is the bandwidth
allocated to the kth user and the SINR for the respective precoding techniques are given in
(4.40)-(4.42), ∀k = {1, 2, . . . ,K}.

ηkSE = log2 (1 + SINRk) , (4.37)

Rk = Bk × ηkSE , (4.38)

R =

K∑
k=1

Rk, (4.39)

SINRAN−BSTk =
P kT ·

∣∣wH
k Hkf

RF
k

∣∣2∑
n6=k P

n
T ·
∣∣wH

k HkfRFn
∣∣2 + σ2

k

, (4.40)

SINRHY B−ZFk =
P kT ·

∣∣wH
k HkFRF fBBk

∣∣2∑
n6=k P

n
T ·
∣∣wH

k HkFRF fBBn
∣∣2 + σ2

k

, (4.41)

SINRSV D−UBk = P kT · |Σmax
k |2. (4.42)

4.5.2 Energy Efficiency

The EE (bits/J) of the system is the ratio of the system throughput or sum data rate R
(given by (4.39)) to the total power consumption Ptotal (expressed as (4.36).

ηEE =
sum rate

total power consumed
=

R

Ptotal
. (4.43)
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The optimal EE as a function of the SE, η∗EE(ηSE) is given according to the fundamental
EE-SE relation [176] by (4.44). ∣∣∣∣dη∗EE(ηSE)

dηSE

∣∣∣∣
ηSE=

R

BW

= 0, (4.44)

where η∗EE(ηSE) = max (ηEE(ηSE)) is strictly quasiconcave in ηSE when Ptotal includes both
the transmit power PT and the circuit power Pcct [176,177].

4.6 Hybrid Beamforming for C-I2X

The performance analyses of the HBF structures have been investigated for diverse sce-
narios. The authors in [125,167,178] considered single-cell, single-user, multi-stream commu-
nication while the authors in [136, 171] analyzed for the single-cell, multi-user, multi-stream
system. In [138], the HBF evaluation was extended to the multi-cell, multi-user, multi-
stream scenario. However, these evaluations consider the typical cellular deployments with
ISD ≥ 500 m for the µWave setups and 50-200 m for the mmWave scenarios. Extension to
the short-range domain using street-level lampost-mount APs with ISDs ≤ 10 m, particularly
for outdoor applications, is still missing. Using the generalized HBF framework, we evaluate
the performance of different HBF configurations using a C-I2X application scenario involving
both cellular and vehicular users. We employ a realistic power consumption model to assess
the performance of the respective systems not only in terms of the SE and EE, but also the
power and hardware cost for the network. Different from most existing works, our compre-
hensive power consumption model includes the TX power, the TX circuit power, RX circuit
power as well as the backhaul power as given in Section 4.4.

4.6.1 System Model and Parameters

We consider the network deployment layout for C-I2X already introduced in Figure 1.6.
We focus on the single-cell, multi-user DL scenario where a massive MIMO AP communicates
NUE user devices (i. e., the sum of cellular and vehicular users being scheduled in each TTI).
We consider an urban street deployment where the APs are mounted on street lamposts along
a road 500 m long. The APs are evenly spaced at 10 m interval and are mounted at a height
hTX = 5 m on the walkway lamposts. All UEs are at a height of hRX = 1.5 m. Each cellular
user (cUE) traverses the route at a pedestrian speed of vcRX = 3.6 km/h while each vehicular
user (vUE) moves at vvRX = 36 km/h, respectively. The width (w) of the walkway for cUEs
is 2 m while the vUEs are at a further 3 m from the walkway. At each time instant, the I2X
DL connectivity is by LOS as the 3D separation distance between each user and its serving
AP gives a LOS probability PLOS ≈ 1, according to (3.21) [101]. We consider the channel
model earlier given by (4.1)-(4.6). Given that GAE is the gain of an AE and NTX

sub and NRX
sub

are the number of TX and RX AEs in a subarray, respectively, GTX and GRX are given by
(4.45) and (4.46), respectively [179].

GTX(dB) = GAE(dB) + 10 log10(NTX
sub ), (4.45)

GRX(dB) = GAE(dB) + 10 log10(NRX
sub ). (4.46)
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Using the generalized structure introduced in Section 4.2.4, a table such as Table 4.2
can be populated with the appropriate entries based on the values set and determined using
(4.7)-(4.16). In Table 4.2, we give the values of the required number of components for the
sample scenario considered in this work where the AP is equipped with NTX = 64, NTX

RF = 8
and 4N = {0, 2, 4, 6, 8}. The AP employs the generalized HBF structure as shown in Figure
4.4. This leads to the fully-connected structure when 4N = 0 and leads to the sub-connected
structure when4N = NTX/NRF = 8 while4N = {2, 4, 6} represent the overlapped subarray
structure.

For the UEs, we consider NRX = 8, NRX
RF = 1 and 4N = 0 for all the K = 8 users. This

corresponds to a fully-connected structure for the single stream per user ABF configuration
at the UEs. The numbers of the respective required components for each UE are also given
in Table 4.2. Thus, we focus on the multi-user beamforming case with a single stream per
user. Therefore, the total number of streams is Ns = NUE = NTX

RF = 8.

Table 4.2: HBF array structure components

TX 4N = 0 4N = 2 4N = 4 4N = 6 4N = 8 RX 4N = 0
NTX 64 64 64 64 64 NRX 8
NPA 64 64 64 64 64 NLNA 8
NRF 8 8 8 8 8 NRF 1
Nsub 64 50 36 22 8 Nsub 8
NPS 512 400 288 176 64 NPS 8
Ncomb 64 60 56 52 0 Ncomb 0

Different from most works in the literature where P kT = PT /K, we note that this is simply
not the case for P kT for the generalized framework explored in this work, particularly for the
overlapped subarray structure as already given in (4.15). In the literature where the fully-
connected or sub-connected subarray structures are typically employed, it is easy to assume
the uniform power allocation. In such settings, each AE is connected to either all the RF
chains (as in the fully-connected case) or to one RF chain only (for the sub-connected subarray
configuration). However, for the overlapped subarray structure, each of the AEs is connected
to different amount of RF chains depending on the configuration (based on 4N). Hence, the
beam power is dependent on the RF chain-AE mapping.

Table 4.3: Power allocation for the array structures.

Beam 4N = 0 4N = 2 4N = 4 4N = 6 4N = 8
1 1 1.2107 1.4214 1.5000 1
2 1 0.9964 0.9928 0.9583 1
3 1 0.9130 0.8261 0.7917 1
4 1 0.8797 0.7595 0.7500 1
5 1 0.8797 0.7595 0.7500 1
6 1 0.9130 0.8261 0.7916 1
7 1 0.9964 0.9928 0.9583 1
8 1 1.2107 1.4214 1.5000 1

PT (W) 8 8 8 8 8

To illustrate (4.15), for the configurations considered in this work where the AP/BS is
equipped with NTX = 64, NTX

RF = 8, 4N = {0, 2, 4, 6, 8}, K = 8 and PT = 8 W, the beam
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power to each of the 8 users for the different values of 4N are given in Table 4.3. In each
case, the total power constraint is enforced. As evident from the Table 4.3, the fully-connected
(4N = 0) and the sub-connected (4N = 8) structures have equal power allocation while the
overlapped structures have unequal power allocation.

4.6.2 Simulation Results

In this section, simulation results are provided to illustrate the system performance in
terms of ηSE , ηEE and hardware cost, and to compare the performance of the different sub-
array configurations. Further to the given deployment parameters, the other key simulation
parameters are further given in Table 4.4. In each run or channel realization, users are
randomly deployed for the first TTI. Thereafter, each UE follows its mobility course (with
respect to speed and direction) throughout subsequent TTIs. The results are averaged over
the simulations runs and TTIs.

Table 4.4: Simulation parameters for C-I2X scenario.

Parameter Description Value
fc Carrier frequency 100 GHz
B Bandwidth 2 GHz

X(µ, σ) Shadow fading (0, 7) dB
No Noise power spectral density -174 dBm/Hz
NF Noise figure 6 dB
PT Transmit power [0.1, · · · , 8] W
GAE Antenna element gain 8 dBi

GTX,max Maximum transmit gain 26 dBi
GRX,max Maximum receive gain 17 dBi
nRuns Number of channel realizations 1000

(a) Power and Hardware Costs

First, we provide a comparative performance analysis of the structures with respect to
the hardware requirement and power consumption. In Table 4.2, we provided a breakdown
of the hardware components needed to realize each of the structures for the case where
NTX = 64, NTX

RF = 8 for the AP and NRX = 8, NRX
RF = 1 for each of the K = 8 UEs. For

the phased array network, the number of required PSs (NPS) changes significantly with the
specific structure. In Figure 4.5, we show how NPS varies with the NRF for a fixed NTX .

With a PPS = 30 mW per unit PS, the overlapped subarray structures offer a window of
opportunity between the fully-connected and the sub-connected structures at the two extreme
ends, in terms of power consumption. The case is similar with respect to the number of
combiners Ncomb required for each of the structures. However, the contribution of the PSs to
the Ptotal is far greater than that of the combiners, both in terms of the number required as
well as the unit component power cost as can be seen in Tables 4.1 and 4.2, respectively.

With respect to the overall power consumption of the network, Figure 4.6 shows the Ptotal
for the different structures as well as the proportions of the contributing components (i.e.,
the consumed power at the TX (PTX), the consumed power at all RX (PRXs) and the power
consumed for backhauling (PBH) when PT = 1 W. Note that Ptotal = PTX + PRXs + PBH ,
where PT is included in PTX .
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Figure 4.5: Number of PSs required for different structures (NTX = 64).

Figure 4.6: Power consumption of components for different 4N (PT = 1 W).

From Figure 4.6, it can be seen that Ptotal decreases as we move from the fully-connected
(4N = 0), through the overlapped subarray, to the sub-connected structure (4N = 8).
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Similarly, as we move from 4N = 0 to 4N = 8, the contribution of PTX and PBH reduces,
with PTX reducing at a faster rate than PBH . Except for the fully-connected structure,
PBH > PTX for all structures. As noted in [174], the computation and backhaul power
consumption will constitute the largest of the total power consumption of future networks.
For all cases, the PRXs maintain steady values, constituting roughly 10% and 15% of Ptotal
for the fully-connected and sub-connected structures, respectively.

(b) Spectral and Energy Efficiency

The sum SE and the EE performance for different transmit powers (PT ) for all the consid-
ered structures are shown in Figures 4.7 and 4.8, respectively. For all the subarray structures
in Figure 4.7, the SE increases logarithmically as PT increases. The trend for the EE is
however different. As shown in Figure 4.8, the EE first increases, peaks (at the optimal
value) and then decreases as PT increases. The optimal EE point is critical for the design of
energy-efficient networks, as the increase in PT beyond the optimal value leads to performance
degradation of the system with respect to the EE, though the SE continues to increase.
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Figure 4.7: Sum Spectral efficiency versus total transmit power.

Figure 4.9 shows the EE-SE performance trade-off curves for the different subarray struc-
tures. For each structure, the EE starts to increase as the SE increases. It then reaches
the optimal point (given by (4.46)) and thereafter continues to decrease as SE increases.
Each curve follows a quasi-concave (bell-shaped) trend, which is consistent with the results
in [166,176,177]. Further, it can be observed that each of the structures has different perfor-
mance. The fully-connected structure has the highest SE and lowest EE on one end, while the
sub-connected structure has the lowest SE and highest EE on the other end. In between these
two ends, the different overlapped subarray structures show varying performance depending
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on4N . For example, the overlapped structure with4N = 4 strikes a good balance in EE-SE
performance for the considered scenario.
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Figure 4.8: Energy efficiency versus total transmit power.
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Figure 4.9: Energy efficiency versus spectral efficiency.
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(c) User Performance

In Figure 4.10, we show the SE performance for all the users as the PT increases. Similarly,
the EE performance for all users with increasing PT is shown in Figure 4.11. We show the
results for only the overlapped subarray case with 4N = 4, which was previously shown as
the structure having a balanced performance trade-off with respect to SE and EE.
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Figure 4.10: Spectral efficiency vs transmit power for each user (4N = 4).
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Figure 4.11: Energy efficiency vs transmit power for each user (4N = 4).
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In Figures 4.10 and 4.11, it can be seen that the performance of each of the users are
very close in values at each PT point, thus guaranteeing a level of fairness among users. As
typical, Figure 4.10 follows the logarithmically-increasing trend in SE as PT increases for each
of the users. Similarly, the curves in Figure 4.11 follows the quasi-concave trend in EE as
the PT increases for each of the users. In addition, with equal bandwidth allocation per user,
Rk = ηkSE × (B/K). Therefore, each user is able to reach a data rate of more than 5 Gbps
with a minimum SE of 20 bits/s/Hz in a 2 GHz bandwidth for 8 users.

4.7 Hybrid Beamforming for C-I2P

While the analysis in Section 4.6 involves both cellular and vehicular users (C-I2X), this
section provides discussion on the C-I2P scenario. Among several use cases, the authors in
[151] proposed that mmWave/THz APs mounted on street lamposts can be used to provide
ultra-broadband connectivity to low-mobility (pedestrian) users along street walkways and
similar hotspots. The proximity of users to these APs and the abundant bandwidth at
mmWave and THz frequencies make the setup a viable candidate to offload traffic from
the BSs in B5G networks. Unlike in the C-I2X scenario where the focal point was on the
performance of the different HBF configurations, in C-I2P we direct the attention towards
the performance of the different precoder designs (i.e., AN-BST, HYB-ZF and SVD-UB) as
highlighted in Section 4.3.

4.7.1 System Model and Parameters

The deployment layout for the massive MIMO network is shown in Figure 4.12. For the
walkway scenario, we focus on the DL where the evenly-spaced APs provide connectivity to
the pedestrian users. We assume the APs are connected by high-rate wireless backhaul links
and that each user is connected to a single AP at each time instant. For the walkway scenario,
the AP is mounted at a height hTX = 5 m on a street lampost, thus stationary. Each user
is at a height of hRX = 1.5 m and traverses the route at a pedestrian speed of vRX = 3.6
km/h. The width (w) of the walkway is 2 m. With the short TX-RX separation distance d,
we consider a single-path channel L = 1 and assume LOS connectivity between the AP and
the UEs, as PLOS ≈ 1, according to [101].
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Figure 4.12: Deployment layout for C-I2P scenario.
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Using the two-stage multi-user HBF scheme, consider the system with NTX AP antennas
and NTX

RF RF chains such that NTX
RF < NTX (TX HBF), and K terminals each with NRX

antennas and only one RF chain (RX ABF). For a fully connected hybrid beamformer system,

the AP employs a baseband (BB) digital beamformer FBB ∈ CNTX
RF ×Ns followed by the analog

RF beamformer FRF ∈ CNTX×NTX
RF such that the transmitted signal becomes x = FRFFBBs.

The received signal vector rk observed by the kth terminal after beamforming can then be
expressed as (4.47). After being combined with the analog combiner wk, where wk has similar
constraints as the analog beamformer FRF , the signal yk becomes (4.48). The multibeam TX
hybrid-analog RX configuration thus described is shown in Figure 4.13, where the HBF TX
employs the fully-connected array structure.

rk = Hk

K∑
n=1

FRF fBBn sn + nk, (4.47)

yk = wH
k Hk

K∑
n=1

FRF fBBn sn + wH
k nk. (4.48)
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Figure 4.13: Hybrid (multi-beam) beamforming and analog combining (single beam per user)
system architecture.

In each run, the users are randomly deployed for the first TTI. Thereafter, each UE follows
its mobility course (with respect to speed and direction) throughout subsequent TTIs. At
1 m/s speed and TTI length of 1 ms, it takes 10,000 TTIs to traverse the coverage area
of the AP (10 m end-to-end). The results are averaged over 200 simulations runs (where
each run is 10,000 TTIs). First, we evaluate the system performance using the baseline
simulation parameters given in Table 4.5 and thereafter, we investigate the impacts of other
key parameters such as carrier frequency, bandwidth, antenna gain, etc.
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Table 4.5: Baseline simulation parameters for C-I2P scenario

Parameter Value Parameter Value
fc 100 GHz B 1 GHz

X(µ, σ) (0, 4) dB n̄ 2
No -174 dBm/Hz NF 6 dB
NTX 64 NRX 8
hTX 5 m hRX 1.5 m
GTX 25 dBi GRX 9 dBi
K 8 vRX 3.6 km/h
PT [0:50] dBm PRF 153 mW
PPS 30 mW PPA 16 mW
PBB 243 mW LBH 250 mW/(Gb/s)
nTTIs 10,000 nRuns 200

4.7.2 Simulation Results

In this section, we present the simulation results using the SE and EE performance for
the three sets of precoding techniques described in Section 4.3.

(a) Baseline Performance

The baseline results realized with the key simulation parameters and values in Table 4.5
are shown in Figure 4.14. As PT increases, the average (i.e., per user) SE for the HYB-ZF
and SVD-UB schemes increase almost linearly. A gap of about 4 bits/s/Hz exists between the
HYB-ZF and the SVD-UB that serves as the upper bound on the achievable rate. While the
SVD-UB considers no interference at all, the HYB-ZF only mitigates the interference. As for
AN-BST, the SE performance is almost flat. This results from the inability of the technique
to mitigate MUI, thereby leading to a somewhat low SINR, relative to the other two schemes.
In this kind of scenario where the users are very close to the TX and thus have high SNRs,
interference mitigation is critical in order to lower the interference levels and guarantee good
SINR levels.

The EE curves in Figure 4.14 show the typical quasi-concave trend where the EE first
increases as PT increases, then reach the peak points and thereafter continue to reduce [177].
From the performance curves in Figure 4.14, the optimal PT for the joint EE-SE optimization
are the points where the EE and SE curves intersect for the respective precoding technique.
The optimal PT is in the range 40-41 dBm for both HYB-ZF and SVD-UB. Increasing the
PT beyond the optimal points leads to increase in SE, but at the expense of reduction in the
EE of the system. More so, the average SE of ∼27 bits/s/Hz translates to up to 3.37 Gbps
throughput per user and ∼2.7 Gbits/J in terms of EE for HYB-ZF at the joint EE-SE optimal
PT of 40 dBm, for example. However, at the peak EE point of 2.9 Gbits/J for HYB-ZF (where
PT = 30 dBm), the SE reduces to 24 bits/s/Hz (i.e., 3 Gbps per-user throughput).

It is instructive to note, however, that EE would be a more critical design goal than SE in
order to facilitate the green operation of future networks. The performance of AN-BST follows
a markedly different trend. With the relatively-low flat average SE of 4 bits/s/Hz, lower
PT appears more energy-efficient as increase in PT does not bring about any corresponding
increase in SE. This is due to the limiting impact of interference on the achievable rate. This,
again, provides the impetus for interference mitigation in MU-MIMO systems.
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Figure 4.14: EE-SE performance as a function of PT (baseline).
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Figure 4.15: EE-SE performance as a function of PT [fc = 28 GHz].

(b) Impact of carrier frequency

To show the impact of fc on the baseline results, we changed fc from 100 GHz to 28
GHz while keeping all other baseline system parameters constant. The system performance
at 28 GHz is shown in Figure 4.15. It can be observed that the trends of the EE and SE
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curves are the same as those of the baseline results in Figure 4.14. However, the SE plots for
SVD-UB and HYB-ZF are around 3 bits/s/Hz higher at 28 GHz in Figure 4.15 in contrast
to the 100 GHz baseline plots of Figure 4.14. This outcome results from the expected effect
of reduction in PL as fc decreases. However, the larger available bandwidth and the higher
antenna gain realizable at higher mmWave bands offer gains that will translate to higher
overall throughputs in the higher mmWave bands (100 GHz) than at the lower mmWave
frequencies (28 GHz).

(c) Impact of bandwidth

With respect to the effect of bandwidth on system performance, Figure 4.16 shows the
performance when the bandwidth of the 100 GHz setup is increased from 1 GHz (Figure 4.14)
to 5 GHz (Figure 4.16) while all other baseline parameters remain constant. The performance
trend remains the same for both figures and for all techniques, and evidently for both the EE
and SE metrics. However, a decrease of 2-3 bits/s/Hz can be observed on the SE performance
for SVD-UB and HYB-ZF as the bandwidth increased from 1 GHz to 5 GHz. This reduction
in SE is attributable to the increase in noise as the bandwidth increased. Nevertheless, the
larger bandwidth leads to increased user throughput and capacity for the 100 GHz mmWave
system.
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Figure 4.16: EE-SE performance as a function of PT [B = 5 GHz].

(d) Impact of antenna gain

In Figure 4.17, we show the SE-EE performance of the system when the TX antenna gain
is reduced from 25 dBi (Figure 4.14) to 18 dBi (Figure 4.17), while keeping the UE gain at 9
dBi as before. The results follow a similar pattern as the baseline, though with a reduction in
the SE. The lower GTX at the AP translates to wider beams, that potentially causes higher
interference, leading to reduced performance in Figure 4.17 relative to the baseline in Figure
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4.14. Therefore, sharper and narrower beams are more advantageous in scenarios like the one
considered in this work.
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Figure 4.17: EE-SE performance as a function of PT [GTX = 18 dBi].
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Figure 4.18: EE-SE performance as a function of PT [TX = UPA].
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(e) Impact of antenna geometry

Keeping the carrier frequency at 100 GHz, bandwidth at 1 GHz and other parameters
employed for Figure 4.14 constant, we changed the AP antenna geometry from ULA to UPA.
The resulting plots in Figure 4.18 show similar trends (i.e., linear in SE and quasi-concave in
EE) as those in the baseline results (Figure 4.14). While the HYB-ZF and SVD-UB results in
both Figures 4.14 and 4.18 are relatively the same, the EE and SE values for the AN-BST are
lower in Figure 4.18 than in Figure 4.14. With the antenna elements arranged in planar form,
inter-beam interference is higher with UPA than in ULA for the scenario under consideration.
This interference effect is not mitigated in the AN-BST (unlike the HYB-ZF and SVD-UB)
schemes, hence lower the lower SE and EE performance. It is instructive to note that the
impact of antenna geometry would be obvious with scenarios having users at different heights
where 3D beamforming would provide the opportunity to discriminate users at same azimuth
but different elevation angles [13].

4.8 Conclusions

In this chapter, we proposed a novel generalized HBF array structure for the DL multi-
user mmWave massive MIMO network. The generalized framework enables the design and
comparative performance analysis of different possible subarray configurations (i.e., the fully-
connected, the sub-connected and the overlapped subarray structures). The performance of
the proposed model was analyzed within a C-I2X application scenario, where “X” is com-
bination of pedestrian users and high-mobility vehicular users. The results show that the
overlapped subarray structure can provide a balanced performance trade-off in terms of SE,
EE and hardware costs in contrast to the popular fully-connected structure (with high SE
and limited EE) and the sub-connected structure (with reduced SE and high EE).

In particular, the overlapped subarray structures (depending on4N) can provide SE gains
in the range of 11-25% over the sub-connected array structure, while approaching the 27.5%
gain in SE of the fully-connected architecture. In a similar vein, the overlapped subarray
structure suffers between 3.4 to 14.9% reduction in EE relative to the sub-connected structure
in contrast to the 19.6% loss in EE of the fully-connected architecture. With a balanced SE-
EE trade-off, the overlapped subarray structure, therefore, shows potential for NGMNs that
targets both high-rate and energy-efficient operation of the network.

Similarly, using a C-I2P application scenario, we have shown the impacts of carrier fre-
quency, bandwidth, antenna gain and antenna geometry on the EE and SE performance
using a candidate 5G scenario (with street-level lampost-mount APs providing connectivity
to pedestrian users). Using a single-cell multi-user setup where a massive MIMO AP com-
municates to multiple users with single stream per user, we compared the performance of
the three precoding schemes: AN-BST, HYB-ZF and SVD-UB. The results show that the
AN-BST scheme (with no baseband precoder for MUI mitigation) shows poor performance
when compared to the other two schemes.

On the other hand, the HYB-ZF scheme which employs a baseband ZF precoder for
MUI mitigation approaches the performance of the upper bound SVD-UB with a gap of ∼5
bits/s/Hz in SE, and a gap of ∼1 Gbits/J in EE at the optimal operating points for the energy
and spectrally-efficient network operation. Finally, we note that the results in this chapter
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Chapter 5

Conclusions and Future Work

This chapter provides the summary of the principal findings, and design recommendations
on the concepts investigated in this thesis: channel modeling, beamforming and system-level
simulations of mmWave massive MIMO for 5G UDNs and C-I2X. The future research di-
rections are then presented as related open issues for NGMNs, in the areas of THz channel
modeling, ultra-massive MIMO, quantum machine learning and EE optimization for the forth-
coming 6G era.

5.1 Thesis Summary

The data traffic forecasts for the 5G era (2020 onwards) imply that the available band-
widths in the sub-6 GHz µWave bands will be insufficient to meet the data rate demands
of users. Next-generation cellular and vehicular applications, for example, are envisaged to
require DL data rates in the order of multi-Gbps. For these two domains of mobile wire-
less connectivity, the mmWave spectrum can provide the multi-GHz contiguous bandwidths
required to meet the projected throughput demands [180,181]. As a result, mmWave commu-
nication has received considerable attention in the research community in the present decade.
This trend is expected to continue as the progress being made in various areas of mmWave
communication (such as electronic components, channel modeling, spectrum allocation, stan-
dardization, use cases, etc.) continue to spur further research activities [151,166].

To enable mmWave communications, the TXs (and RXs) must use massive MIMO antenna
arrays [151]. This is because the free space path loss (FSPL) increases as the fc increases,
according to the fundamental Friis equation [18]. Fortunately, a 10× increase in fc (e.g.,
from 2.8 GHz to 28 GHz) correspondingly leads to a 10-fold reduction in λ. As a result,
the dimensions of the AEs as well as their inter-element spacing become incredibly small
(due to their dependence on λ). It thus becomes possible to pack a large number of AEs in
a physically-limited space thus enabling the mmWave massive MIMO paradigm. The high
PL at mmWave frequencies constrains the systems employing mmWave massive MIMO to
distances much shorter than the ISDs of legacy cellular networks. This enables the application
of scenarios such as 5G UDN and short-range C-I2X use cases. The use of mmWave massive
MIMO in this ultra-dense domain has been the central focus of the investigation in this thesis.

With the huge available bandwidth in the mmWave spectrum, the aggressive spatial mul-
tiplexing realizable with massive MIMO arrays and the expected high capacity gains from the
densely-deployed BSs or APs, the amalgam of the three technologies can meet the projected
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explosive user data demand and thereby support the 5G eMBB use case. However, despite
the potential of this architecture, a number of challenges surface regarding system implemen-
tation. Some of these challenges are investigated in this thesis, as highlighted hereunder.
Some others that are subject to future investigations are presented in the next section.

5.1.1 Channel Modeling

The accurate characterization of the wireless channel is fundamental to the realistic evalua-
tion of system performance. Different from legacy systems, 5G networks bring to the forefront
many different new perspectives for the wireless channel modeling. Moving to the mmWave
spectrum introduces new dynamics to channel modeling. Among the newly-introduced chal-
lenges are the need to model and support: massive MIMO, 3D beamforming, wide frequency
range, broad bandwidth, smooth time evolution, spatial and frequency consistency, mobility,
coexistence and diverse use cases or scenarios. Consequently, in Chapter 3 of this thesis:

• We adopted the 3GPP 3D channel models for LTE (TR 36.873 [84]) and mmWave (TR
38.900 [85]) frequencies as legacy 2D channel models have been shown to underesti-
mate performance [31–34], and do not cater for future emerging 5G scenarios such as
sky-rise buildings and vehicular scenarios that require a 3D perspective. These were im-
plemented and form part of an integrated 5G SLS with enhanced functionalities based
on LTE-A SLS [38]. Some of the added features include: 3GPP 3D mmWave channel
model (TR 38.900 [85]), 5G NR frame structure [165], multi-tier and multi-frequency
HetNet, inter-tier handover (leading to uneven cell loading), among others.

• We calibrated the channels using the appropriate metrics, standards and references.
With the evolved 5G simulator, we characterized the individual performance of the 3D
µWave and mmWave channels using the UMa and UMi scenarios in LOS, NLOS and
O2I propagation environments. Focusing on the mmWave SC tier that is particularly
required to provide the anticipated capacity boost for 5G, we investigated parameters
such as BS downtilt and UE height, that could impact system performance. Our results
show that the mmWave channel was underwhelming in terms of expected multi-Gbps
data rate due to SINR bottleneck, particularly for indoor users served by outdoor BSs.
The SINR statistics reveal that indoor users experience up to 30 dB additional losses
from wall and in-building objects. It also reveals the degrading impact of the higher
noise levels resulting from the larger bandwidths employed in mmWave systems.

• The performance of the joint use of the two channel models in a 5G UDN deployment
framework with µWave MCs and densely-deployed mmWave SCs was also evaluated.
This multi-tier scenario investigates the impact and interplay of the so-called “big three”
technologies for 5G: UDN, massive MIMO and mmWave communications. The results
show that much higher capacity can be realized with UDNs than in MC-only set-ups.
The results also reveal that performance does not scale proportionally with increase
in the employed mmWave bandwidth. The corresponding increase in noise (due to
larger bandwidths) reduces the SINR. Outdoor users experience promising data rates
notwithstanding, but the throughputs of indoor users are highly degraded. This is due
to the additional wall and indoor losses (on top of the inherently high PL at mmWave
frequencies) which further reduce the SINR of indoor users.
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• In the last part of Chapter 3, we adopted the measurement-based 3D mmWave massive
MIMO channel-only simulator [42] and enhanced its capabilities for the investigation of
the C-I2V scenario involving street-level lampost-based APs (or infrastructure or BS)
and vehicles with roof-mount antennas as receivers. We upgraded the channel simulator
by implementing blockage model, spatial consistency, mobility and advanced 5G features
with respect to the 5G NR frame structure, beamforming and scheduling. Using the
upgraded simulator, we then fully characterized the mmWave massive MIMO vehicular
channel using metrics such as PL, RMS-DS, Rician KF, cluster and ray distribution,
PDP, channel rank, channel condition number and data rate. We also compared the
mmWave performance with the DSRC and LTE-A capabilities and offered useful insights
on vehicular channels in such scenarios.

Given the 3D channel implementation and characterization for 5G UDN and C-I2V scenar-
ios, the aggregate results indicate that outdoor users show promising performance in mmWave
3D channels for 5G eMBB use cases. On the other hand, the additional wall and indoor losses
(on top of the inherently high PL at mmWave frequencies) significantly degrade the perfor-
mance of indoor users served by outdoor BSs. Therefore, overcoming the collective impact
of the increasing noise, higher PL and indoor losses remains a challenge for indoor users in
the mmWave tier of 5G HetNets where high rates are anticipated. Thus, the practical op-
tion advocated in this thesis, and supported by recent findings and deployment [35, 53] is to
employ the UMa-µWave for coverage, whilst using the UMi-mmWave for high-rate outdoor
UDN users, and serving indoor users using the indoor femtocells, or WiFi APs. Similarly,
mmWave massive MIMO can deliver Gbps rates for supporting vehicular safety, infotainment
and allied services for applications such as autonomous driving. The mmWave access can be
made available by using the 5G cellular infrastructure, dedicated mmWave V2X/I2X/I2V or
modified IEEE 802.11ad unlicensed band, as advocated for example by 3GPP Release 15 for
5G-V2X [182].

5.1.2 Hybrid Beamforming

Beamforming is required in mmWave massive MIMO systems to provide large array gains
to overcome the high PL, enable highly-directional beams to mitigate ICI, provide spatial
multiplexing gains to boost system capacity as well as facilitate the mitigation of MUI [136].
With possibilities for ABF, HBF and DBF architectures, the HBF array structure has been
extensively demonstrated as a practically-feasible architecture for massive MIMO. Considering
the SE, EE, cost and hardware complexity, the HBF approach strikes a balanced performance
trade-off when compared to the fully-analog and the fully-digital implementations. Using the
HBF architecture, it is possible to realize three different subarray structures, specifically
the fully-connected, sub-connected and the overlapped subarray structures. However, no
generalized framework exists for the comparative performance of these structures. More so,
the performance of HBF schemes in 5G UDN and short-range C-I2P and C-I2X scenarios
have not received adequate attention.

Therefore, in Chapter 4 of this thesis:

• We developed a generalized model for the design and analysis of any HBF array structure
or configuration using mmWave massive MIMO. We outlined, in a step-wise manner,
the procedures for the design, and then analyzed the performance of quintessential con-
figurations comparatively, using the C-I2X application scenario involving both cellular
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and vehicular users. A parameter known as the subarray spacing is introduced, such
that varying its value leads to the different subarray configurations and the consequent
changes in system performance.

• Using a realistic power consumption model, we assessed the performance of the sys-
tem not only in terms of the SE and EE, but also the power and hardware cost for
the network. Different from most existing works, our comprehensive power consump-
tion model includes the TX power, TX circuit power, RX circuit power as well as the
backhaul power. Our results reveal that the backhaul power constitute the largest per-
centage of the total power consumption in the 5G scenario as ultra-high data rates are
exchanged between the TX and the core network. This result is contrary to the sit-
uation with relatively low-rate legacy networks where the TX power takes the largest
chunk of the total power consumption.

• Moreover, using the HBF structure, we investigated the performance of the hybrid
precoding with baseband zero forcing for MUI mitigation in C-I2P scenario, and assessed
its superiority over the analog-only beamsteering approach and how its performance
approaches the SVD precoding as the upper bound. The impacts of system parameters
such as carrier frequency, bandwidth, antenna gain and antenna geometry on the SE-EE
performance of the network were also assessed.

Thus, Chapter 4 presented a novel generalized framework for the design and performance
analysis of the different HBF architectures. The objective of this work is two-fold: generalized
framework and performance trade-off with respect to the existing solutions. Firstly, while the
fully-connected and the sub-connected structures are popular and widely investigated, the
overlapped subarray structure has not received significant attention. Thus, this work provides
a generalized framework to realize any of the configurations for performance comparison.
Secondly, as the results show, the overlapped subarray implementation maintains a balanced
trade-off in terms of SE, EE, complexity and hardware cost when compared to the popular
fully-connected and the sub-connected structures. The overlapped structure, therefore, offers
promising potential for 5G networks employing mmWave massive MIMO to deliver ultra-high
data rates whilst maintaining a balance in the EE of the network.

5.2 Future Research Directions

As we march towards 2020, activities on 5G networks are moving from research, field trials
and standardization to real deployments. The 5G Phase 1 has been finalized, 5G Phase 2
has recently been defined by the 3GPP and the research on 6G networks is picking up pace.
Since 6G networks are expected to address the limitations and challenges of 5G and surpass
its performance, the future research directions presented in this thesis are in the following 6G
research areas.

5.2.1 THz Channel Modeling

Spectrum use will undoubtedly move to the 0.3-10 THz bands in the 6G mobile system
era. With enormous bandwidths far greater than the amount available in the sub-6 GHz and
mmWave bands combined, THz band communications (THzBC) will open up new frontiers for
exciting services and applications requiring ultra-broadband (Tbps) connectivity. To combat
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high PL at THz frequencies, directional and dynamic ultra-massive MIMO antennas are
expected to be used. High directionality and dynamic ultra-massive MIMO antennas lead to
narrow beamwidth and very limited interference. Thus, very high data rate per area or per
link can be expected. However, there are also critical fundamental challenges for applying
THz communications in mobile networks. For example, the channel modeling is still largely
unknown in the THz band [183] except those below 300 GHz for stationary indoor scenarios
[184]. Moreover, ultra-high rates lead to ultra-high energy consumption. Thus, energy-
efficient communications are needed on both the digital signal processing and radio interface
levels.

Since the future ultra-fast 6G THz network will be modeled in ultra-dense setups con-
sisting of numerous hotspots, stochastic modeling approaches have to be extended towards
the 3D channel modeling to account for effects such as 3D beamforming in THz networks.
Moreover, analytical validation would have to be complemented with real experimentation
in order to assess the feasibility of the design within the 6G networking scenario that in-
cludes practical models for characterizing the channel, data traffic, and mobility within a
multi-user environment. Modeling the impact of mobility and dual mobility for THz cellular
and vehicular networks is still a fundamental challenge for the forthcoming 6G system. In
addition, extension of the mmWave channel models to cover new and extreme application
scenarios such as tunnel, underground, underwater, human body, molecular and unmanned
aerial vehicle (UAV) communication is still largely missing or sparingly explored. Moreover,
6G will integrate terrestrial, airborne and satellite networks leading to future emerging use
cases and extreme scenarios that will benefit from THzBC [12, 100]. How to exploit THzBC
and performance analysis will be a topic for future research. Also, design and development of
integrated multi-band transceivers that will facilitate the coexistence of µWave, mmWave and
THz communication will be a fundamental component of 6G and is thus a research outlook.

5.2.2 Ultra-massive MIMO

The extremely small size of THz antennas will enable ultra-massive MIMO (UM-MIMO)
or extra-large scale massive MIMO (XL-MIMO) arrays with elements far greater than the
number expected in 5G systems. UM-MIMO is being explored as the practical technology to
combat the distance or range challenge in THz systems, while offering amazing opportunities
for beamforming and spatial multiplexing in delivering ultra-high capacities for 6G systems.
The ultra-large arrays, however, bring about new set of challenges with respect to THz UM-
MIMO fabrication, channel modeling, modulation, waveform design and beamforming, multi-
carrier antenna configurations, spatial modulation, and other challenges across all layers of
the protocol stack [151,185–187].

In UM-MIMO or XL-MIMO, the array dimension is pushed to the extreme. For example,
XL-MIMO arrays can be integrated into large structures such as the walls of buildings in a
megacity, in airports, large shopping malls or along the structure of a stadium and thereby
serve a large number of user devices. This use case is considered a distinct operating regime of
massive MIMO and comes with its own challenges and opportunities [188]. The prospective
use cases that would be the subject of 6G research activities include the use of THz UM-
MIMO for communication and sensing, on-chip/chip-to-chip communication and data centers
and other cellular, vehicular, biological and molecular applications [185,189].
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5.2.3 6G for Energy Efficiency

Hardware cost, complexity and power consumption have largely limited 5G antenna and
beamforming designs to the hybrid architectures which have reduced flexibility and rate when
compared to the fully-digital implementation. However, the development trends show that
the cost and power consumption of fully-digital transceivers can be reduced in the future,
thereby making digital precoding a good choice for spectral- and energy-efficient 6G system
implementation [53, 57]. Another technology being considered for EE optimization in 6G
systems is wireless communication with reconfigurable intelligent surfaces (RISs) or large
intelligent surfaces (LISs) for centralized, distributed or cell-free UM-MIMO systems [12,188,
190,191].

LISs generically denote active large electromagnetic surfaces that possesses communication
capabilities. The walls of buildings, room and factory celings, laptop cases and human cloth-
ing, among others, can be used as intelligent surfaces for smart environment in 6G. They will
be equipped with metamaterial-based antennas, programmable metasurfaces, fluid antennas
or software-defined material for wireless communication [11]. RIS refers to a meta-surface
equipped with integrated electronic circuits that can be programmed to alter an incoming
electromagnetic field in a customizable way. It can be readily fabricated using lithography
and nano-printing methods and is attractive from an energy consumption standpoint as it
amplifies and forwards the incoming signals without employing any power amplifier thereby
consuming less energy than legacy transceiver designs [190, 191]. In harnessing the benefits
of LIS/RIS technology, new transceiver designs are being considered for energy-efficient 6G
networks and are thus continuing topics for future research.

5.2.4 Quantum Machine Learning

An ultra-massive and complex networking scenario is foreseen for 6G systems, from extra-
large scale MIMO and ultra-wideband spectrum to ultra-dense small and tiny cells, LIS and
massive IoT/internet of everything (IoE) deployment. The anticipated huge scale of data, no
doubt, necessitates the use of artificial intelligence (AI) tools for intelligent adaptive learning,
accurate prediction and reliable decision making for efficient network management. Some
of the areas where AI would be applied include: channel estimation/detection, radio re-
source management, energy modeling, cell/channel selection association, location prediction,
beam tracking and management, cell/user clustering, switch and handover among HetNets,
spectrum sensing/access, signal dimension reduction, user behavior analysis, mobility man-
agement, intrusion/fault/anomaly detection, complexity reduction and system optimization
[9, 192,193].

Due to the advances in AI techniques, especially deep learning and the availability of
massive training data, the interest in using AI for the design and optimization of wireless
networks has significantly increased and it is widely accepted that AI will be at the heart
of 6G [11]. Machine learning (ML), as a subbranch of AI, enables machines to learn, per-
form, and improve their operations by exploiting the operational knowledge and experience
gained in the form of data. ML (via supervised, unsupervised or reinforcement learning) can
potentially assist big data analytics to realize self-sustaining, proactive and efficient wireless
networks. Also, the tremendous potential of parallelism offered by quantum computing (QC)
and related quantum technologies over classical computing paradigms is further enabling ML.
Quantum machine learning (QML) has, therefore, emerged as a technology paradigm to ad-
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dress the evolving challenges of the increasing human and machine interconnectivity, big data,
autonomous management and self-organization demands in 6G networks [9].

In summary, the above-named subjects constitute the principal future research directions
as a natural evolution from the 5G technology enablers investigated in this thesis, whose
solution can be considered the first building block of 6G. Like the 5G enablers, these 6G
concepts are inter-connected. THz spectrum enables UM-MIMO and their joint use demands
QML in the foreseen complex communication scenarios (cellular, vehicular, etc) where EE
would be a critical performance metric. Therefore, the interplay of these technologies together
with the associated issues of use cases, standardization, health and safety, business model and
performance optimization remain interesting open issues that are subjects for future works.
6G would be a stimulating research area with both evolutionary and revolutionary paradigms
that would deliver innovative solutions for NGMNs. Finally, we remark that the open issues
and future research directions presented in this chapter were the results of the surveys that
were published in IEEE Network11 and IEEE Communications Surveys and Tutorials12.

11K. M. S. Huq, S. A. Busari, J. Rodriguez, V. Frascolla, W. Buzzi and D. C. Sicker, “Terahertz-enabled
Wireless System for Beyond-5G Ultra-Fast Network: A Brief Survey”, IEEE Network, vol. 33, no. 4, pp.
89-95, July/August, 2019.

12S. A. Busari, K. M. S. Huq, S. Mumtaz, L. Dai and J. Rodriguez, “Millimeter-Wave Massive MIMO
Communication for Future Wireless Systems: A Survey”, IEEE Communications Surveys and Tutorials, vol.
20, no. 2, pp. 836-869, May 2018.
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