
Journal of Physics: Conference Series

PAPER • OPEN ACCESS

Numerical approximation of second-order boundary value problems via
hybrid boundary value method
To cite this article: G. O. Akinlabi et al 2021 J. Phys.: Conf. Ser. 1734 012022

 

View the article online for updates and enhancements.

This content was downloaded from IP address 165.73.223.243 on 15/03/2021 at 11:32

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Covenant University Repository

https://core.ac.uk/display/395132178?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
https://doi.org/10.1088/1742-6596/1734/1/012022
https://googleads.g.doubleclick.net/pcs/click?xai=AKAOjsv16q1yUZq6duR_6Ve5Dtb5Tm_0xvDyt4QCVHqvYqRtH7sM15Espio8C-rAfDXqLCmx6RJnweKZhJnB9_lA9KlNkUxc463vCbcj7ffuPTGIY-1ypz_OdjjC4w2Wa-qgJnRYdIw6NpC2P4z39nQuTsK-34h2pk48-xhcAlevIwqRwRIN8O0qiuyiJx9q5MN0HTewZl9V6ELLSX18JMNRPdlYyL4mPDDml9RjN1V0Skcm2BDZyUmfXSNqEKyGmZ2z6D4lzp4ayY5w9MhgoucB53Iq&sig=Cg0ArKJSzDW---18pFj8&adurl=https://ecs.confex.com/ecs/240/cfp.cgi%3Futm_source%3DIOPPW%26utm_medium%3DBanners%26utm_campaign%3D240Abstract%26utm_content%3DApr9


Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI.

Published under licence by IOP Publishing Ltd

International Conference on Recent Trends in Applied Research (ICoRTAR) 2020
Journal of Physics: Conference Series 1734 (2021) 012022

IOP Publishing
doi:10.1088/1742-6596/1734/1/012022

1

 

 

 

 

 

 

Numerical approximation of second-order boundary value 

problems via hybrid boundary value method 

G.O. Akinlabi
1*

, A. A. Busari
2
, O. G. Abatan

3
, O. A. Odunlami

3
 

1
Department of Mathematics, Covenant University, Canaanland, Ota, Nigeria 

2
Department of Civil Engineering, Covenant University, Ota, Nigeria 

3
Department of Chemical Engineering, Covenant University, Ota, Nigeria 

*
Corresponding Author’s e-mail:  grace.akinlabi@covenantuniversity.edu.ng 

Abstract. Hybrid Boundary Value Method (HyBVM) is a new scheme, which is based on 

Linear Multistep Method (LMM).  The HyBVM is the hybrid version of the Boundary Value 

Methods (BVMs) which are methods derived to overcome the limitations of the LMMs. This 

new scheme shares the same characteristic with the Runge Kutta method as data are utilized at 

off-step points. In this work, we apply this method to two second order Boundary Value 

Problems (BVPs) with mixed boundary conditions and the results are efficient when compared 

to other BVMs in literature. 

Keywords: Hybrid BVM; Linear Multistep Method; Boundary Value Problem; Boundary 

Value Method 

1.  Introduction 

Boundary Value Problems (BVPs) arise from the modelization of real world phenomena and are 

applicable in Sciences and Engineering. They are more difficult to handle compare to the Initial Value 

Problems (IVPs) and are usually solved by reducing the BVP to IVP. 

Boundary Value Methods (BVMs) are methods based on Linear Multistep Methods (LMMs) used for 

the numerical approximation of Differential problems. They were proposed to overcome the 

limitations of the LMMs. That is, the application of the shooting method to BVP, which requires that 

the BVP is first converted to IVP before solving [1]. 

In this work, a new class of BVMs called Hybrid Boundary Value Methods (HyBVMs) is introduced 

and also applied to second-order linear and nonlinear BVPs. These methods are also based on LMMs, 

where data are used at and off-step points. 

The derivation is achieved by the generalization of the Numerov method by interpolating and 

collocation procedures. These methods are then applied and implemented as BVM and used as a 

numerical integrator for the BVP of the form: 

                 

      

   

   

0 0 0

1 1 1

, ,

0 0

1 1

y x f x y x y x

a y b y

a y b y





 


  


  

                                                                                              (1) 

where 0 1 0 1 0 1,  ,  ,  ,  ,  a a b b    are constants and f  is a continuous function which satisfies the 

conditions for existence and uniqueness of solutions. 
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Many researchers have proposed different hybrid methods for the approximation of differential 

equations and their properties have also been fully discussed [2 – 6]. The application of BVMs for the 

numerical integration of BVPs was first proposed by Brugnano and Trigiante with their first two 

symmetric schemes: the Extended Trapezoidal Rule (ETR) and the Top Order Method (TOM). BVMs 

have been applied to different differential equations and their properties fully discussed [7 – 21]. 

 

2.  Derivation of Methods [20] 

In this section, the objective is to derive a LMM and derivative formula of the form: 

i i

i

k 1 k
2 2

n k i n i i n i v n v

i 0 i 0 v

y y h f h f  


   

 

               (2) 

i i

i

k 1 k
2 2

n k i n i i n i v n v

i 0 i 0 v

hy y h f h f  


   

 

                  (3) 

We start the process of derivation by seeking to approximate the analytical solution  y x  by a 

continuous method  Y x : 

   
r s 1

i i

i 0

Y x P x
 



                 (4) 

where ,  r s  are the number of interpolation and collocation points,  iP x  are the polynomial basis of 

degree r s 1  . A k -step multistep collocation method is then constructed from: 

     1TY x V M P x              (5) 

where  

         0 1 2 1, , , ,n r sP x P x P x P x P x                (6) 

 1 1, , , , ,n n r n n sV y y f f                 (7) 
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         (8) 

Which results into a continuous LMM 

     
 1

2

1 1
2

0 0

r s

i n i i n i

i i

Y x x y h x f 
 

 

 

             (9) 

Where    ,i ix x   are continuous coefficients to be determined. This is then used to generate the 

discrete LMMs of the form (2) and other additional methods. These equations are then applied 

simultaneously to solve (1). 

 

2.1.  Specification of the Methods [20] 

Consider the case with the specification 2r  and 5s   using (4) we have the polynomial of degree 

1r s   : 
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   
6

i i

i 0

Y x P x


            (10) 

which yield the following vectors and collocation/interpolation matrix: 
2 3 4 5 61, , , , , ,P x x x x x x               (11) 

1 3
2 2
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       (13) 

These are then substituted into the equation below: 

     1TY x V M P x           (14) 

Which results into a continuous LMM 
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



       (15) 

 

The main method (16) is then obtained by evaluating (15) at 2nx   : 

 1 3
2 2

2

2 1 1 22 26 16
60

n n n n n n n n

h
y y y f f f f f     

       
  

       (16) 

This main method is then used together with the initial conditions (17 – 19): 
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1 1 3
2 2 2

2

1 1
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1920

h
y y y f f f f f        

 
      (17) 

3 1 3
22 2

2

31
0 1 0 1 22 2

17 402 3 252 52
1920

h
y y y f f f f f       

 
      (18) 

3 1 3
22 2

2

31
0 1 0 1 22 2

17 402 3 252 52
1920

h
y y y f f f f f       

 
      (19) 

and with the following derivative formulas (20 – 23): 

31
2 2

1
2

2 0 1 2
0 1

7713 7

480 10 1440 144 240

fff f f
hy y y h

 
        

  

       (20) 
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1313
+

72 60 360 45 45

fff f f
hy y y h

 
       
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       (21) 

31
2 2

3
2

2 0 1 2
0 1

1571931 8
+

1440 15 96 80 720

fff f f
hy y y h

 
       
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       (22) 

31
2 22 1 2

2 1

2147 59
+

120 20 360 45 3

n nn n n
n n n

fff f f
hy y y h

  
 

 
       

  

      (23) 

 

3.  Numerical Examples 

In this section, the HyBVM derived in section 2 is applied to two second-order boundary value 

problems (linear and nonlinear). Their maximum error, CPU time and efficiency curves are compared 

to the ones in literature [21]. These are shown in the graphs and tables below: 

 

Case 3.1: Consider the linear second-order BVP [22]: 

  
1

y xy
y ,

x


 


       0 1x ,           (24) 

with initial and boundary conditions: 

   

   

0 2 0 1

1 2 1 3

y y

y y e

  

 
           (25) 

with exact solution:    

  xy x e
           (26) 
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Fig. 1: Solution of Case 3.1 

 

 

 
           Fig. 2: Efficiency Curve for Case 3.1 
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Table I: Maximum errors and CPU time for HyBVM, BVM and BUM for Case 3.1 

 

N 

HyBVM 

                 CPU 

Time 

BVM [21] 

                   CPU 

Time 

BUM [21] 

               CPU Time           

       

8 1.193e-9 0.37

6 

6.368e-9 0.39

1 

3.348e-8 0.390 

16 2.050e-11 0.39

1 

7.092e-11 0.42

2 

5.211e-10 0.422 

32 3.335e-13 0.40

7 

9.117e-13 0.53

1 

8.126e-12 0.469 

64 9.104e-15 0.53

1 

1.865e-14 0.53

2 

1.459e-13 0.483 

128 2.398e-14 0.60

8 

5.418e-14 0.54

7 

2.576e-14 0.485 

 

 

Case 3.2: Consider the nonlinear second-order BVP [22]: 

 
22

  ,
2

ye y
y


         0 1x ,          (27) 

with initial conditions: 

   

   

0 0 1

1
1 1 2

2

y y

y y ln

 

   
          (28) 

with exact solution:      

 
1

log
1

y x
x


            (29) 

 

 

 

e


e


e

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Fig. 3: Solution of Case 3.2 

 

 
Fig. 4: Efficiency Curve for Case 3.2 

 

Table II: Maximum errors and CPU time for HyBVM, BVM and BUM for Case 3.2 

 

N 

HyBVM 

                 CPU 

Time 

BVM [21] 

                  CPU 

Time 

BUM [21] 

                  CPU 

Time           

4 4.640e-6 0.31

3 

2.876e-1 0.34

4 

6.970e-5 0.391 

8 1.368e-7 0.37

6 

1.122e-6 0.39

2 

1.967e-6 0.422 

16 3.025e-9 0.39

0 

1.596e-8 0.42

2 

3.892e-8 0.470 

32 5.684e-11 0.42

2 

4.118e-10 0.43

7 

6.546e-10 0.485 

64 9.756e-13 0.49

9 

3.625e-12 0.51

5 

1.043e-11 0.517 

128 1.757e-14 0.64

0 

1.983e-14 0.51

7 

1.639e-13 0.594 

 

e


e


e

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4.  Conclusion  

In this work, we have applied the Hybrid Boundary Value Method (HyBVM) to two second order 

BVPs with boundary conditions and compared their maximum error and efficiencies with BVM and 

BUM in [21]; and the results are efficient when compared to other BVMs in literature In constructing 

these methods, the Numerov method was adopted as the LMM while utilizing data at both normal and 

off-step points. 
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