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a b s t r a c t

The present work deals with the application of coevolutionary algorithms and artificial neural networks
to perform input selection and related parameter estimation for nonlinear black-box models in system
identification. In order to decouple the resolution of the input selection and parameter estimation, we
propose a problem decomposition formulation and solve it by a coevolutionary algorithm strategy.
The novel methodology is successfully applied to identify a magnetorheological damper, a continuous
polymerization reactor and a piezoelectric robotic micromanipulator. The results show that the method
provides valid models in terms of accuracy and statistical properties. The main advantage of the
method is the joint input and parameter estimation, towards automating a tedious and error prone
procedure with global optimization algorithms.

1. Introduction

The field of black-box nonlinear system identification [1] deals
with the creation of data-driven mathematical abstractions of
dynamic systems with little or no information about its in-
trinsic properties. The range of its applications spans various
domains [2–8]. The model construction procedure in nonlin-
ear black-box system identification is experimental and involves
subjective decisions [9]. After the definition of the experiment
protocol, the excitation signal should be devised so that the mea-
sured data contains information about the system dynamics. Once
data is available, the model structure and related parameters are
set so it is possible to evaluate the model quality and assess its
adherence to validation metrics. If the model fails to meet the
validation criteria, depending on the outputs in terms of model
accuracy and residual properties the engineer should reiterate
and construct a new model. Being so, the data-driven modeling
activity involves subjective decisions and at times tedious and
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error-prone activities. In the present contribution we try to ad-
dress one of such issues, focusing on the automatic definition of
the inputs of the model.

In this context, Computational Intelligence (CI) [10] paradigms
are a source of algorithms in order to alleviate from the engineer
some procedures when creating the simulation artifacts. For a
review on swarm and evolutionary computing applied to system
identification, see [11]. Parameter estimation of infinite impulse
response filter models through system identification is made
in [12] with a cat swarm algorithm. In [13] the authors introduce
a structure identification procedure to evolve fuzzy models using
incremental partitioning learning. The cuckoo search algorithm
has been applied to optimize an adaptive Hammerstein model
in [14]. Solar radiation prediction, which is important in the con-
text of renewable energy dispatch, is made in [15] using different
types of Artificial Neural Networks (NNs). In [16] the Covariance
Matrix Adaptation Evolution Strategy (CMA-ES) is implemented
to perform neuroevolution of NN controllers for playing the Doom
game in visual mode. Evolutionary Algorithms (EAs) are used to
discover deep architectures for NNs in [17] and test it in image
classification problems, where no human intervention is needed
for describing the architecture. Pan evaporation prediction is
carried out in [18], showing overall better results for CI methods
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Fig. 1. Summary of the proposed methodology. The CoEA estimates the orders of the model and the model parameters in a cooperative fashion. The response of
the model is compared to the one measured, and this information is used to evaluate the individuals in each population.

such as NN and neuro-fuzzy, and in [19] with a genetic fuzzy
hybrid method. In [20] the authors use reinforcement learning to
generate recurrent NNs for the tasks of image classification and
language modeling. Genetic programming has been applied to
evolve deep NN structures also for the task of image classification
in [21]. In [22] a self-organizing strategy for constructing deep
belief networks is proposed and tested for an artificial system,
where the architecture is defined by the method iteratively. A
variable structure fuzzy wavelet neural network controller has
been proposed in [23], which can also be applied to nonlinear
adaptive modeling. In [24] the authors use a hybrid training pro-
cedure for NNs with Genetic Algorithm (GA) and backpropagation
to predict aerosol optical depth.

Bringing CI methods to the context of system identification is
however not straightforward. It is necessary to address how these
methods adhere to the system identification procedure towards
the automation of model generation, which would yield more
efficient and cheaper model building activity. Indeed, by automat-
ing the tasks in model construction one needs to investigate
application specific issues, such as how to avoid to obtain models
overly complex which might not be applicable to design feedback
control laws. In fact, there are many sources of inspiration which
could be drawn in order to build more accurate models with
system identification relying more in CI methods.

CoEAs [25] are based on the interaction of different popu-
lations and their successes in order to evolve the individuals
for decision making [26]. Individuals are compared not by their
fitness as in traditional EAs, but by their outcomes in the inter-
action with other populations. Many problems have been tackled
by such algorithms by decomposition as results appeared in the
literature [27] and also for evolving NNs [28]. CoEAs have been
applied in the context of system identification or function approx-
imation. Reference [29] implements a CoEA with GAs to evolve

Takagi-Sugeno (TS) fuzzy models and further extended to soft
sensor design in [30] to deal with high-dimensional input space.
In [31,32] the authors implement two populations of a GAs to
represent both the lag space and the related parameters of Radial
Basis Functions Neural Networks (RBFNNs) for the purpose of
time-series forecasting.

In the present paper, we propose the use of a CoEA to perform
model-based input selection and related parameter estimation
for the special case of system identification and RBFNN models.
The coevolutionary approach was able to build accurate and valid
models as shown later in the results. This approach is flexible and
we may employ different or improved EAs in order to achieve
better results. Different types of nonlinear mappings may be used
as the metaheuristic paradigm for optimization is very flexible in
facing different classes of problems and does not require the cost
function to be neither differentiable or convex. The novelties of
the present work are highlighted in the following. In the work of
Wang and Li [33], the authors propose a CoEA framework for solv-
ing the reliability–redundancy problem by dividing the resolution
of the problem with continuous and integer decision variables to
different EAs. In this contribution, the authors use a Differential
Evolution (DE) algorithm for the continuous and an improved
Harmony Search (HS) algorithm for the integer variables. The
problem of input and parameter estimation can be formulated
similarly as in the work from Wang and Li, where in our case the
continuous variables represent the NN parameters and the binary
variables represent the presence/absence of a lagged input/output
in the model. Herein we introduce an improved architecture for
the model building problem in system identification based on
the concept of CoEA. Specifically, we propose the use of the DE
algorithm for optimizing the continuous variables and a recently
introduced Adaptive Binary Harmony Search (ABHS) for choos-
ing the inputs of the model. To the best of our knowledge the



mentioned CoEA approach has not been applied so far for the
purpose of model input selection and related parameter estima-
tion in nonlinear black-box system identification problems. It is
important to highlight that, by using a similar method as in [33]
proposed to other domain, it is possible to solve concomitantly
the problem of selecting the model inputs and estimating the
related model parameters. This is important in the modeling
activity as saves the engineer time spent on defining the model
architecture and estimating the parameters in an iterative proce-
dure. We test the novel methodology with three case studies: a
MR damper, a continuous polymerization reactor, and a hysteretic
piezoelectric actuator that the authors proposed in a previous
work [34]. The results are validated with the tests based on
higher-order correlation functions of the residual and the input
and the multiple correlation coefficient, showing competitive re-
sults when compared to results found in the literature. Moreover,
from the results it can be seen that the hysteretic behavior of
the piezoelectric micromanipulator is adequately captured, what
motivates the application of the proposed method for building
sensorless controllers which are important in this domain. It is
also important to highlight that the framework proposed in this
paper leverages the automation of the data-driven model building
activity, what is desirable with the increasing complexity of sys-
tems and the pervasiveness of simulation in various industries for
building more accurate models using less human resources. Fig. 1
summarizes the approach presented in this paper.

The remainder of the paper is organized as follows. We state
the concepts used in the scope of nonlinear black-box system
identification input selection and parameter estimation, together
with the formulation of the problem in Section 2. The EAs step-
by-step procedures are given in Section 3 while in Section 4
the proposed methodology is detailed. The case studies used as
references for checking the accuracy of the method are given in
Section 5. The results of the proposed methodology are detailed in
Sections 6 and 7 concludes the document, giving general remarks
about the study and also future research directions which will be
pursued.

2. Nonlinear black-box system identification

This section introduces the mathematical formulation of the
NN models used for system identification and their validation
metrics. Moreover, we state the problem formulation in this
context for input selection and parameter estimation which will
be the focus of the CoEA methodology proposed for system iden-
tification.

In the present work we restrict our attention to Nonlinear
AutoRegressive with eXogenous inputs (NARX) models which are
defined as

y(t) = F [y(t − 1), y(t − 2), . . . , y(t − ny),

u(t − 1), u(t − 2), . . . , u(t − nu)] + ξ (t).
(1)

where u(t) and y(t) are the input and output of the system at a
given instant t , considered to be measured. The residual is given
by ξ (t) = y(t) − ŷ(t), where ŷ(t) is the predicted output. Let F [·]
be in general a nonlinear function mapping in R

nφ → R, from the
nφ model inputs to the predicted output. In this paper we define
F [·] as a RBFNN, thus we have

ŷ(t) = F [rrr(t)] =

M
∑

m=1

wmφ(rrr(t), cccm, σm), (2)

where M ∈ N
+ is the number of neurons in the hidden layer

and rrr(t) ∈ R
nr is the input vector at a given instant t; cccm ∈ R

nr ,
σm ∈ R

+, and wm ∈ R are the RBFNN parameters set during
training, respectively the center and the width of the mth hidden

node and the output weights. We use the Gaussian activation
function for φ(·) so that we have

φ(rrr(t), cccm, σm) = exp

[

−
1

2σ 2
m

nr
∑

i=1

(ri(t) − cm,i)
2

]

. (3)

Now we are ready to state the following two problems which
will be tackled in the present work.

Problem 1 (Input Selection). For systems like the ones described
in Eq. (1), select the model inputs of lagged terms on u(t) and y(t)
such that the model represents the physical system accordingly. �

Problem 2 (Parameter Estimation). Estimate the related parame-
ters of F [·] for the inputs chosen for the model Eq. (1), in a way
that the model is valid according to some predefined measure. �

Both problems are critical whenever building a model. It is
well known that inadequate inputs lead unavoidably to poor
model abstractions. Moreover, often this part is left dependent
on the engineer which chooses in a tedious trial and error proce-
dure a suitable set of inputs. Thus, automatic methods to select
appropriate inputs which are able to give valid models are highly
desirable. Also, the parameter estimation naturally impacts the
overall model quality. The engineer builds a model for each new
set of inputs of the models chosen, as this part is dependent on
input selection. In the following section, we introduce a novel
methodology for input selection and parameter estimation based
on the concept of coevolution and problem decomposition, which
aims at the resolution of Problems 1 and 2 concomitantly in the
context of system identification.

Let us introduce some model validation metrics in the fol-
lowing. The multiple correlation coefficient (R2) is calculated
as [35]

R2 =

[

1 −

∑N
t=1 ξ (t)2

∑N
t=1 (y(t) − ȳ)2

]

(4)

where the upper bar denotes the mean value of the sequence.
The R2 measures the adherence of the model to the measured
data, such that R2 = 1 means perfect data reconstruction and
R2 > 0.9 may be considered sufficient for many applications [36].
It can be calculated for predictions in (i) One-Step-Ahead (OSA)
and (ii) Free-Run simulation (FR). While (i) uses the most recent
measured data to perform predictions, in (ii) predictions are made
recursively. In general FR-based metrics are more reliable when
assessing the model predictive capability and show more easily
if the model is valid for longer prediction horizons.

The statistical correlation can also be used for model vali-
dation. It indicates whether the estimation procedure was able
to explain the data provided for the estimation phase. Usually
OSA predictions are taken for calculating the correlations, as they
are more often used as metrics for estimating parameters due to
computational issues. According to the set of tests given in [37]
for NNs, we have


























φξξ (τ ) = δ(τ ),

φuξ (τ ) = 0, ∀τ ,

φξ (ξu)(τ ) = 0, τ ≥ 0,

φ(u2)′ξ (τ ) = 0, ∀τ ,

φ(u2)′ξ2 (τ ) = 0, ∀τ ,

(5)

where δ(·) is the Kronecker delta function, (u2)′(t) = (u(t))2 − ū2,
(ξu) = ξ (t+1)u(t+1) and φab is the normalized cross-correlation
function between two sequences {a} and {b}, which is given by

φab(τ ) =

∑N−τ

t=1 [a(t) − ā]
[

b(t + τ ) − b̄
]

[

∑N
t=1[a(t) − ā]2

∑N
t=1[b(t) − b̄]2

]1/2
. (6)



3. Evolutionary algorithms

This section briefly outlines the DE and HS algorithms, which
compose the CoEA system identification approach. As will be
shown, they are used as global search methods in order to jointly
define the inputs and the parameters of the black-box models
represented by Eq. (1). In the following we depict the step-by-
step procedure of both algorithms. All initial solutions are initial-
ized randomly within the search space using an uniform distri-
bution, and the optimization problems are all set as minimization
with no loss of generality.

3.1. Differential evolution

The notation used for the description of the DE algorithm is
given in Table 1. The steps necessary for implementing computa-
tionally the algorithm are as follows.

• Step 1: Perform mutation;

vvvi(g) = xxxr1 (g) + F
(

xxxr2 (g) − xxxr3 (g)
)

(7)

• Step 2: Perform binary crossover;

ui,j(g) =

{

vi,j(g), if rand < CR

xi,j(g), otherwise,
(8)

where rand is a random number distributed uniformly in the
range [0, 1].

• Step 3: Evaluation of the newly generated solutions and
selection;

xxxi(g + 1) =

{

uuui(g), if f (uuui(g)) < f (xxxi(g))

xxxi(g), otherwise,
(9)

• Step 4: Increment generation counter g = g + 1 and check
termination criterion. If g < G, go to Step 1, otherwise
terminate.

The DE algorithm just exposed is used in the present paper
for evolving the NN parameters, as will be discussed in the next
section.

3.2. Adaptive binary harmony search algorithm

The ABHS algorithm used in the scope of the present work was
proposed in [38]. In this paper, the authors study many adaptive
mechanisms to adjust the project parameters of the HS algorithm
with binary encoding. In the present work it will be used to
denote the evolve the set of candidate lags. The description of the
algorithm is given below, while in Table 2 we state the variables
used.

• Step 1: Adaptively update PAR and HMCR:

PAR = PAR0 +
PARf − PAR0

G
· g, (10a)

HMCR = HMCR0 +
HMCRf − HMCR0

G
· g. (10b)

• Step 2: New harmony improvisation, considering Boolean
decision variables

– Harmony memory consideration;

1. Bit selection strategy;

hnew
j =

{

hpj, if r1 < HMCR

round(r2), otherwise
(11)

Table 1

Description of the nomenclature for the variables used in the DE optimization
algorithm.

Symbol Description

NP Number of individuals in a population
D Problem dimension
g Generation counter
G Total number of generations
F Scale factor, in [0, 1]
CR Crossover probability, in [0, 1]
xxxi(g) i−th individual vector
vvvi(g) i−th mutant vector
uuui(g) i−th trial vector
r1, r2, r3 Uniformly random integers, mutually different

with the target vector index, in the range [1,NP]

Table 2

Description of the nomenclature for the variables used in the HS optimization
algorithm.

Symbol Description

HMCR0 , HMCRf Initial and final harmony memory considering rate,
respectively

PAR0 , PARf Initial and final pitch adjusting rate, respectively
bwj Pitch bandwidth for the jth dimension
HM Harmony matrix
HMS Number of solutions HM
hhhi i−th binary harmony stored in HM
hhhnew New solution generated according to ABHS strategies
r1, r2, r3 Random numbers uniformly distributed in the range [0, 1]

2. Individual selection strategy;

hnew
j =

{

htj, if r1 < HMCR

round(r2), otherwise
(12)

where t = round (r3 · HMS).

– Pitch adjustment;

hnew
j =

{

hbj, if r1 < PAR

hnew
j , otherwise

(13)

where b is the index of the best harmony found so far
by the algorithm.

• Step 3: Update HM by replacing the worst stored harmony
by hhhnew, if it is better than any of the ones stored.

• Step 4: Update generation counter g = g + 1. Check ter-
mination criterion, go to Step 1 if g < G or terminate
otherwise.

The ABHS algorithm is used to perform the input selection in the
CoEA scheme given in the next section.

4. Proposed methodology

Now we shall focus to state the proposed methodology based
on CoEA to perform input selection and related parameter es-
timation. We adopt the CoEA paradigm with two populations,
namely H and X , in order to decompose the problem of system
identification into lag selection and parameter estimation respec-
tively. Being so, H is composed of a set of candidate lags and is
evolved by a binary optimization algorithm while X represents
the corresponding RBFNN model parameters (centers and widths)
evolved by the continuous optimization algorithm. We shall de-
note hereafter both populations at the gth iteration respectively
by H(g) and X(g).

The individuals in H and X coevolve during the procedure,
and their individuals’ fitnesses are calculated according to the
ability of the individuals of both populations. It means that if



Fig. 2. Encoding of the individuals (a) hhh and (b) xxx for the proposed
coevolutionary approach.

one population performs inappropriately, then unavoidably the
performance of the other population will also decrease. In this
way, the individuals cooperate as both fitnesses depend on the
composed solution formed by them. Each individual of the pop-
ulations hhh ∈ {0, 1}DH in H and xxx ∈ R

DX in X is evaluated
according to Eq. (14), which represents the objective function to
be minimized based on the Mean Squared Error (MSE)

f (www) = MSE =
1

N

N
∑

t=1

[ξ (t)]2 (14)

where N represents the amount of data used and www denotes the
solution formed by the concatenation of both decision vectors

www ,
[

hhh⊤ xxx⊤
]⊤

. (15)

We show in Fig. 2 how the individuals of each population are
composed. From this illustration we can see that in H the absence
or presence of a given lag is indicated by binary variables and
in X the individuals encode the corresponding model parameters
for the RBFNN, composed by the centers and widths (the output
weights are defined by QR factorization [39]).

The dimensions of the decision variables xxx and hhh depend on the
project parameters given by (i) nmax

y (maximum number of lags
in y(t)); (ii) nmax

u (maximum number of lags in u(t)); and (iii) M
(number of neurons of the RBFNN). Being so, the total dimensions
of the individuals in H and X are given as defined in Eq. (16):

DH = nmax
y + nmax

u , (16a)

DX = (nmax
y + nmax

u + 1) · M. (16b)

The objective function aims at the definition of the model pa-
rameters based on the MSE of the OSA prediction, which is a quite
standard metric for building models. Here, we could in principle
employ different types of models but we rather focus on the case
of RBFNNs. They are proven to be global approximators [40] being
very convenient from the architecture point of view, should the
designer select solely the complexity of the RBFNN.

Fig. 3. Pseudocode for the coevolutionary system identification approach based
on ABHS and DE.

In this approach we adopt the framework for coevolution as
described in [33] to solve the optimization problem with the cost
function in Eq. (14). In that work, the authors tackle the prob-
lem of reliability–redundancy optimization, which is formed by
both integer and continuous variables. They adopted a population
to handle the integer variables and another to cope with the
continuous ones, which coevolve concomitantly in a cooperative
fashion. They proposed a modified HS algorithm to deal with the
integer variables and a standard DE to manipulate the continuous
variables. After half of the overall evolution process, the integer
optimization stops and the best candidate is held for the rest
of the half of the algorithm, where the continuous variables are
further refined.

The framework in [33] is not directly applicable to our prob-
lem as H is formed with binary individuals, not integers. Thus,
we substituted the modified HS by an ABHS algorithm recently
proposed [38], with individual selection strategy. In principle we
could employ any other metaheuristic optimization algorithm ca-
pable of dealing with binary decision variables. In this case there
are many possibilities. ABHS was one of the possible choices, but
the best candidate so as to change as little as possible the original
framework given by [33] and not increase the number of project
parameters. Figs. 3 and 4 show the overall procedure and the
representation of the individuals for the coevolutionary system
identification approach.

It is important to highlight that we face the problem of input
selection and related parameter estimation for system identifi-
cation as different subproblems which are solved separately in a
cooperative fashion. We adopt one population to represent the
lags and the other that encodes the parameters of a RBFNN.
Being so, we are able to cope with the problem of selecting the
input variables and the parameters of the model concomitantly.
In this way the designer is not obliged to set the orders of the



Fig. 4. Coevolutionary approach adopted for system identification. In this figure we summarize the individual representation for both populations and how they
relate to the RBFNN model for black-box system identification.

model beforehand, what is very convenient specially when e.g. (i)
little knowledge about the system is available, (ii) little time is
available to spend on trial and error methods for input selection,
(iii) there are many inputs and outputs on the system studied,
what makes trial and error methods for input selection even more
time-consuming.

5. Case studies

This section is devoted to describe the benchmarks used in the
scope of the present work. We describe three dynamic systems
given below which will be modeled using their input–output data
through the CoEA approach for system identification.

(i) MR Damper: it is a device used for structural vibration
control, as it may change its viscosity actively. The data has been
used for identification in e.g. [41,42]. The input is the velocity at
the ends of the damper, while the output is the force which it
reacts to excitation, that are measured at 200 Hz.

(ii) Continuous polymerization reactor: it describes the free-
radical polymerization of MMA (methyl methacrylate) with AIBN
(azobisisobutyronitrile) as initiator and toluene as solvent and
is supposed that the reaction is made in a jacketed continuous
stirred tank reactor. The nonlinear state space model based in
first-principles is given in [43]:

ż1(t) = 10[6 − z1(t)] − 2.4568
√

z2(t), (17a)

ż2(t) = 80u(t) − 10.1022z2(t), (17b)

ż3(t) = 0.0024121z1(t)
√

z2(t) + 0.112191z2(t) − 10z3(t), (17c)

ż4(t) = 245.978z1(t)
√

z2(t) − 10z4(t), (17d)

y(t) =
z4(t)

z3(t)
, (17e)

where u(t) is the dimensionless volumetric flow rate of the ini-
tiator; z1(t) is a dimensionless variable representing monomer
concentration; z2(t) represents the initiator concentration; and
y(t) is the output of the system, representing the number-average

molecular weight. We generated 50,000 data at 5 Hz, with u(t) ∼
U[0.007, 0.015] [44], by solving the nonlinear state equations
with the Runge–Kutta method. With the aforementioned input,
the range of the output is roughly between 2.6 × 104 and 3.4 ×
104 [44]. As in [45], we use 960 data for the purpose of model
building and validation. This system has been used for model
input selection in [44,45]. Reference [44] used this simulated
system to exemplify an input selection algorithm for nonlinear
models based on the false nearest neighbors algorithm using only
the input and output data. In [45], the authors apply a novel
algorithm to build linear-in-the-parameters models for system
identification using genetic programming and orthogonal least
squares.

(iii) Piezoelectric micromanipulator: the microactuator,
called unimorph, is a free-clamped cantilever composed of two
layers: the piezoelectric layer based on lead–zirconate–titanate
material (PZT), and a nonpiezoelectric layer based on copper
material, see Fig. 5a. The nonpiezoelectric layer is called passive
layer. When a voltage u is applied to the piezoelectric layer, it
expands or contracts. Due to the constraint between the two
layers, this expansion/contraction yields a global deflection (dis-
placement) y of the cantilever (Fig. 5b). Such principle is widely
exploited to perform precise positioning [46–50] because of the
nanometric resolution and the high dynamics of the deformation.
However, the relation between the voltage u and the output
displacement y is known to be hysteretic which drastically affects
the final precision. Moreover, this hysteresis was demonstrated
to be dynamic, such that the piezoelectric actuator finally ex-
hibits nonlinearities [51]. The experimental setup, presented in
Fig. 5c is composed of (i) the piezoelectric actuator with sizes of
15 mm × 2 mm × 0.3 mm (length × width × total thickness).
The thickness of the piezoelectric layer is 0.2 µm while that
of the passive layer is 0.1 µm; (ii) an optical sensor (LK2420
from Keyence company) which is used to measure the deflection
(displacement) of the actuator. Its resolution is tuned to be 40 nm
and its bandwidth to 5 kHz, which are sufficient for the tests



Fig. 5. The experimental setup. (a) and (b): principle of functioning of the
piezoelectric actuator. (c): the experimental setup diagram.

in this paper; (iii) a computer (with MATLAB-Simulink) and a
dSPACE acquisition board (dS1104) which are used to generate
the voltage signal u and to acquire the measurement y. The
sampling time is set to 50 µs; and (iv) a voltage amplifier (HV,
+−200 V) that amplifies the voltage.

6. Results

In the present section, we describe the results obtained by
the application of the proposed methodology based on CoEAs
for system identification. Three examples are used to test it,
namely (i) a MR damper, (ii) a continuous polymerization reactor
and (iii) a piezoelectric micromanipulator which were detailed
in Section 5.

The common project parameters used for the simulations in
the case studies mentioned above are stated in Table 3, as indi-
cated by [52,53]. Specifically, for each case study (i), (ii) and (iii)
we used G = 200, G = 400 and G = 100 respectively and the
quantity of neurons on each RBFNN as M = 10 for cases (i) and
(ii) andM = 13 for (iii), according to the complexity of the system
to be modeled. It is important to highlight that the number of
generations and model complexity needed for a given system
should be set in order to meet model validation requirements.
In the present work we established the number of generations so
as not to waste computational resources with stalled evaluations
after some experimentation. For all case studies we normalized
the data in the range [−1,1]. The search range was set for the
cm,i in [−4,4] and σm in [0.01,20]. The initial population was
generated randomly according to a uniform distribution.

Now we focus on the statistical analysis of the final outcome of
the proposed methodology. As the search procedures are stochas-
tic, it is necessary to evaluate the outcome of the procedure
with different initial conditions. Thus, each case study reported
in Section 5 was identified with 30 different initial conditions of
the CoEA algorithm. Table 4 shows the statistics of the values
obtained by all runs of the CoEA optimization. It is possible to
see that the standard deviation is relatively low when considering
many different initial conditions. This indicates that the proposed
algorithm was able to converge to similar solutions in the ob-
jective space irrespective to the initial conditions, what shows

Table 3

Parameters used in the CoEA for system identification.

Parameter description Value

Number of candidate lags on y(t) and u(t) nmax
y = nmax

u = 10

Population size (both H and X) 20
DE type DE/rand/1
Crossover probability CR = 0.8
Scale factor F = 0.6

Harmony memory consideration rate

{

HMCR0 = 0.8

HMCRf = 1

Pitch adjusting rate

{

PAR0 = 0.1

PARf = 0.9

Table 4

Minimum (min.), maximum (max.), mean and standard deviation (std. dev.) of
the results in terms of f (www) for the case studies analyzed.

Case study Min. Max. Mean Std. dev.

MR damper 10.5049 11.8069 11.2856 0.3273

Pol. reactor (×104) 0.9806 4.7628 2.4681 0.8897
Piezoelectric actuator 0.012570 0.01273 0.01266 4.1034E−05

Table 5

Multiple correlation coefficients for the case studies analyzed in OSA and FR, for
estimation (est.) and validation (val.) phases.

Case study OSA FR

R2 R2 R2 R2

(est.) (val.) (est.) (val.)

MR damper 0.9968 0.9971 0.9716 0.9591
Polymerization reactor 0.9989 0.9993 0.9987 0.9992
Piezoelectric actuator 0.99998 0.99998 0.99995 0.99995

the robustness of the stochastic search approach. Fig. 6 shows
the progression of the objective function value at each generation
considering all runs. The mean value at each generation is plotted,
together with a shaded area representing the bounds set with the
standard deviation. From this graph it is possible to confirm what
was mentioned before for Table 4 that the solutions vary slightly,
even though working on completely different initial conditions.
We further notice that the algorithm was able to converge after
the defined number of generations as expected.

Let us now focus on the analysis of the multiple correlation
coefficients obtained by the models, as given by Eq. (4). To this
end, we denote by these coefficients obtained in estimation and
validation phases respectively by R2

e and R2
v . In Table 5 we de-

pict the metrics in terms of R2 for the best models found, after
running the procedure with 30 different initial conditions for the
algorithm. By best model found we mean that we selected the run
with minimal value found for R2

v in FR. We can see that in the case
of the polymerization reactor and the piezoelectric manipulator,
the values of the R2 metric are close to unity for estimation and
validation phases and in OSA and FR, what represents excellent
modeling capability. On the other hand, the MR damper case
study presented R2 close to unity in OSA and R2 > 0.9 in FR what
should be considered satisfactory as defined by [36] and by our
practical appreciation. The excellent accuracy reported in Table 5
is also confirmed in the plots of the measured versus predicted
variables. The predictions in OSA and FR can been seen in Figs. 7, 8
and 9 for all case studies, which illustrate R2 coefficients reported
in Table 5 as previously discussed.

Hereafter the results of the solutions presented in Table 5 are
detailed. Table 6 shows the set of lags selected by the proposed
methodology. In the case of the polymerization reactor, the re-
sults reported are in line with previous works which also used
the same case study. In [44] the authors apply the false nearest
neighbors algorithm to define the order of nonlinear input/output



Fig. 6. Evolution at each generation of the mean and standard deviation of the
objective function for the (i) MR damper , (ii) polymerization reactor and (iii)
piezoelectric actuator. In dotted lines we see the mean of the objective function
value measured at each iteration of the algorithm, while in red we see area
covered by the standard deviation around the mean value.

systems, as part of the algorithm herein presented performs. In
this work the authors suggest the use of y(t−1), u(t−1), u(t−2)
for identification. In the results reported in [45], the authors use
genetic programming together with orthogonal least squares to
discover higher-order polynomial model structures for nonlinear
system identification. They have found different sets of lags for
various structures, allowing ny, nu up to 4 in the overall search
procedure. For the most accurate results in average reported, 60%
of the trials returned orders as in [44]. Thus, we emphasize that
the present methodology, which performs joint input selection
and related parameter estimation, presents similar results which
are compatible with the ones previously reported in [44,45].
Specifically, the coevolutionary based approach selected the same
lags for u(t) and one additional lag on y(t), out of 10 possibilities
which were allowed in each u(t), y(t) if compared to [44] per the
CoEA algorithm parameterization (see Table 3). With respect to
the MR damper case study, the lags found in the present work are
simpler, when compared to the ones found by another method for
joint input and parameter estimation method previously reported
by the authors in [42], as here we have one less lagged variable in
each input and output. It is important to highlight that the set of
lags are not unique when considering real-world measured data
and the computational burden is much higher in [42] to obtain
the models, as for this method to generate a single model we need

Fig. 7. Predictions and errors for the MR damper case study.

Fig. 8. Predictions and errors for the polymerization reactor case study.

a couple of hours and the current method instead needs a couple
of seconds. This is due to the fact that the problem is decomposed
by the CoEA formulation, as opposed to the approach in [42].

Now we analyze, for the micromanipulator case study, the
ability of the generated model to capture its hysteretic behav-
ior. It is important to highlight that this is another validation
requirement for this particular system as this characteristic is
known beforehand and important for its real-world application.
The path following control algorithms are typically constructed



Fig. 9. Predictions and errors for the piezoelectric actuator case study.

Table 6

Best regressors found by the coevolutionary based methodology.

Case study Regressors chosen

MR damper
y(t − 1)
y(t − 2)

u(t − 1)
u(t − 2)
u(t − 6)
u(t − 7)

Continuous polymerization reactor
y(t − 1)
y(t − 2)

u(t − 1)
u(t − 2)

Piezoelectric actuator

y(t − 1)
y(t − 2)
y(t − 3)
y(t − 4)
y(t − 8)

u(t − 1)
u(t − 2)
u(t − 6)
u(t − 8)
u(t − 10)

on the basis of hysteresis models such as Bouc–Wen, Preisach,
Phase-Preisach combined, Prandtl–Ishlinskii, among other ap-
proaches [51]. The goal is to use the information contained in the
model about the hysteresis of the system in order to adequately
compensate it for improving the accuracy of the regulation. In
Fig. 10 we can see the plot of the output versus the input for
the piezoelectric manipulator case study. This is very similar to
the one presented in [34]. In this paper the authors have solved
this same identification problem testing manually many architec-
tures; in contrast, in the present work we have selected the inputs
and parameters of the model concomitantly, what represents
a substantial gain in computational effort. It can thus be seen
that the hysteretic behavior has been adequately captured. This
reinforces the great opportunity in the application of data-driven
modeling tools in order to design the mathematical abstraction
for systems with higher complexity as demonstrated in a recent
work which investigated 2-DOF piezoelectric micromanipula-
tors [54] with ad-hoc model structures for NN. Thus, machine
learning-based feedback control such as [55] can be directly
applied on the basis of the accurate models constructed with less
intervention from the engineer, as we have demonstrated.

Finally, Fig. 11 shows the plot of the statistical tests based
on the autocorrelation of the residuals and the higher order

Fig. 10. Plot of the u(t) versus the real output and the free simulation result,
for the piezoelectric actuator case study. Note that the hysteretic behavior has
been adequately captured.

cross-correlation between the residuals and the system’s inputs,
given in Eq. (5). In this case it can be seen that the models
obtained are also valid in the statistical sense, since the residual
analysis points that the dynamics present in the data has been
adequately captured. This is important to demonstrate that the
models that were built have acquired the dynamics present in the
OSA residual information, which was the metric established for
the CoEA approach, what confirms the results reported in terms
of prediction quality.

7. Conclusion

In the present paper, we showed the application of a novel
coevolutionary based methodology for black-box system identi-
fication with RBFNN models. We have shown that the present
methodology has proven to be suitable for choosing the model
orders and related parameters — saving thus time spent on choos-
ing manually the orders of the system or resorting to decoupled
methods for input selection and parameter estimation. We chose
the ABHS and DE algorithms tuned with standard parameters
to compose the overall model building scheme. The method-
ology was tested with three nonlinear case studies for system
identification, giving accurate and valid results as the R2 for
OSA and FR showed as well as the statistical tests based on
correlation functions of the residuals. A piezoelectric manipulator
has been used in the scope of the present work, where accurate
models have been built with real acquired data by using the
present methodology, and the hysteretic behavior of the system
is adequately captured.

In future works, other metaheuristic algorithms may be used
in order to evaluate the performance of each combination for the
task of coevolutionary system identification. To this end, we may
make use of statistical tests in order to evaluate each combination
of algorithms that compose the coevolutionary approach [56]
or test different approaches [57]. Being so, we may establish
what is the best symbiotic relation among algorithms in the
CoEA approach. This will be important to devise new research
directions on the improvement of each of the EAs that compose
the CoEA framework. There is relevant work in the field of evo-
lutionary computation in the creation of novel, more efficient
and complex, metaheuristic optimization algorithms based on



Fig. 11. Tests based on the correlation of the residuals and inputs for the (i) MR damper case study, (ii) the continuous polymerization reactor and (iii) the piezoelectric
actuator.

krill herd [58], beetles [59] and thermal exchange [60] or yet
DE improvements [61] to mention a few. It is important that
the field of data-driven modeling takes advantage of these new
methodologies. Another further study that will deserve attention
is the automatic definition of the structure of the nonlinear map-
ping F [·] and also newer approaches such as [62]. In the case of
RBFNNs this regards to the automatic definition of the number
of neurons. Some studies have been devoted to the generation
of metrics to measure complexity in the scope of NNs applied
to system identification [63,64], which may be applied in studies
directed to the extension of the present methodology. A possi-
bility in the specific case of RBFNNs is to adopt the two-steps
methodology for training with a clustering technique that defines
automatically the number of classes, as the X-means [65] or
hybrid approaches [66]. Another idea which should be explored in
the context of system identification is the creation of ensembles,
which is the use of many models towards having more precise
predictions [67].
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