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A B S T R A C T

The use of a modern technological system requires a good engineering approach, optimized operations, and
proper maintenance in order to keep the system in an optimal state. Predictive maintenance focuses on the
organization of maintenance actions according to the actual health state of the system, aiming at giving a precise
indication of when a maintenance intervention will be necessary. Predictive maintenance is normally im-
plemented by means of specialized computational systems that incorporate one of several models to fulfil di-
agnostics and prognostics tasks. As complexity of technological systems increases over time, single-model ap-
proaches hardly fulfil all functions and objectives for predictive maintenance systems. It is increasingly common
to find research studies that combine different models in multi-model approaches to overcome complexity of
predictive maintenance tasks, considering the advantages and disadvantages of each single model and trying to
combine the best of them. These multi-model approaches have not been extensively addressed by previous
review studies on predictive maintenance. Besides, many of the possible combinations for multi-model ap-
proaches remain unexplored in predictive maintenance applications; this offers a vast field of opportunities
when architecting new predictive maintenance systems. This systematic survey aims at presenting the current
trends in diagnostics and prognostics giving special attention to multi-model approaches and summarizing the
current challenges and research opportunities.

1. Introduction

The use of a modern multi-technological system requires a good
engineering approach, optimized operations, and proper maintenance
in order to keep the system in an optimal state of operation. Predictive
maintenance focuses on the organization of maintenance actions ac-
cording to the actual health state of the system, aiming at giving a more
precise indication of when a maintenance intervention will be neces-
sary. This is performed by using specialized models and techniques that
make possible to perform diagnostics and prognostics over the multi-
technological system health state.

Predictive maintenance research has a lot of attention in industry
and academy due to its potential benefits in terms of reliability, safety
and maintenance costs among many other benefits. As explained by [1],
predictive maintenance might reduce maintenance costs by 25 %–35 %,
eliminate breakdowns by 70 %–75 %, reduce breakdown time by 35

%–45 %, and increase production from 25 %–35 %. These percentages
do not consider important aspects such as system safety and company
image.

This article aims at performing a systematic literature review on
predictive maintenance, the state of the art on the models used for di-
agnostics and prognostics, the current challenges, and new potential
opportunities of research. Fast expanding trends such as Industry 4.0
boost the use of predictive maintenance, and the interest on the topic
remains increasing. Recent reviews mainly focus on a limited scope:
prognostics and data-driven models, as for example [2–4]. This moti-
vates an update of the reviews as every year hundreds of publications
related to the topic are published.

The methodology to perform the literature review is based on [5]
and concerns a systematic literature review methodology that aims at
summarizing the existing work of a specific topic. The systematic lit-
erature review helps to carry out the literature review process in a
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structured manner so to obtain a better overview of the subject under
study. The systematic literature review protocol includes four main
parts: research questions definition, search strategy, study selection,
and data synthesis. The research questions are:

• RQ1: What are the current trends in diagnostics and prognostics for
predictive maintenance?

• RQ2: What kinds of models, techniques or methods are used to
address diagnosis and prognosis in predictive maintenance?

• RQ3: What are the current challenges facing predictive maintenance
in diagnostics and prognostics?

The search was divided into two steps; the first one was aimed to
check the previous literature reviews on predictive maintenance so to
understand the evolution of the topic over the last years. This first
search step also helped to identify the model types used for diagnostics
and prognostics: knowledge-based, data-driven, physics –based and
multi-model approaches. The second search step is based on trial
searches using various combinations of search terms derived from the
research questions so to identify the main trends in the different models
for diagnostics and prognostics. Special attention is given to multi-
model approaches, as these models present a promising opportunity to
overcome current challenges in predictive maintenance applications.
For example, more than one model could be used to address different
sources of heterogeneous data, complementary models could be used to
reduce uncertainty and improve accuracy on diagnostics and prog-
nostics (see Sections 6 and 7). For both search steps, four sources were
consulted: IEEE Xplore, ScienceDirect, Springer and Web of Science.
The selection of studies was performed accordingly to the research
questions. An assessment on each publication was performed con-
sidering the clearness of research objectives, the explanation of pro-
posed model results and the case studies completeness. Appendix A
offers further explanation of the structured literature review process
followed for this survey.

The rest of the paper is organized as follow: Section 2 introduces
predictive maintenance. Section 3 shows some statistics from the sys-
tematic literature review. Section 4 shows the findings of the first
search step on previews reviews of the topic. Section 5 explains the
main single-model approaches identified in the current literature re-
view. Section 6 addresses the multi-model approaches. Section 7 sum-
marizes the identified challenges for predictive maintenance as poten-
tial opportunities for future research. Section 8 concludes the current
systematic literature review.

2. Predictive maintenance

Within the maintenance strategies to trigger maintenance actions,
three terms are commonly applied: corrective maintenance, preventive
maintenance and predictive maintenance. Corrective maintenance
triggers the maintenance actions once the failure of a component or
system has occurred. Preventive maintenance uses intervals of time
such as cycles, kilometres, flights, etc. to determine the right moment to
trigger the maintenance actions. As explained by [6], the existence of
faults is frequently unknown in preventive maintenance. This may lead
to replacing components with still remaining useful life, which may be
costly. Predictive maintenance can be presented as a maintenance
strategy aiming at defining the accurate moment to trigger actual
maintenance actions [7]. Too early interventions could represent a
waste of resources by changing components with an important Re-
maining Useful Life (RUL), too late interventions could lead to cata-
strophic failures. As strategy, predictive maintenance is complementary
to corrective and preventive maintenance. Predictive maintenance finds
its bases in using specialized techniques and tools to identify the ex-
istence of faults on the technical systems and forecast their remaining
useful life. A combination of the three mentioned strategies is needed to
reach an efficient maintenance management [7].

Predictive maintenance has the goal of improving maintenance ac-
tivities, performance, safety and reliability [8]. It is a vast topic with
two main scopes diagnostic and prognostic. Diagnostics aims at de-
tecting faults, determining their root cause and determining the current
health state of the system to prevent unexpected failures. Prognostics
are dedicated to predictions of future states of the system and the re-
maining useful life. Diagnostics and Prognostics can be performed on-
line or off-line. In online applications, data is gathered, processed and
analysed in real time to generate alarms or trigger maintenance or
adjustment action while the system is running. Off-line applications
focus on gathering all operational information to be analysed later (off-
line) by the maintenance team. They are not constrained by online real-
time limitations [9].

Predictive maintenance is not a new topic. Some studies like [10]
state that predictive maintenance already existed in the 1940′s and
during the current systematic literature review, publications from the
1970′s were easily found [11]. However, the last 25 years show a
growth of interest of the topic year by year. Two extensions of pre-
dictive maintenance are found in literature: Condition-Based Main-
tenance (CBM) and Prognostics and Health Management (PHM). Ac-
cording to [10], CBM was also introduced in the 1940′s while PHM is
the most recent term, introduced in the early 2000′s [12]. These terms
frequently substitute predictive maintenance in literature and there is
no consistency on how these terms are used or how they fit together in

Fig. 1. An overview of Maintenance strategies.



the maintenance field. Over the last years, different contributions are
made under different terms and refer to the same field of research. It
has an impact on the current review. As result, the three terms were
considered for the current review: predictive maintenance, CBM, and
PHM. Fig. 1 shows an overview of the maintenance strategies. Pre-
dictive maintenance is traditionally grouped along with preventive and
corrective maintenance [10,13]. CBM is traditionally shown as a
counterpart to time-based maintenance [14]. Besides these traditional
classifications, Fig. 1 shows a simple taxonomy which initially classifies
the strategies between two categories with regards the maintenance
actions triggering: before or after a failure occurs. For the strategies that
trigger maintenance actions before failure there is sub-division between
strategies with fixed schedule for maintenance actions and strategies
that use health monitoring to decide the precise moment to trigger the
maintenance actions. This last group includes the chosen strategies for
this literature review. It is important to point out that Fig. 1 is not a
hierarchical diagram. The lines connecting the different strategies only
represent the existence of important commonalities among the con-
nected ones. The clarification of potential confusion in the use of these
terms is out of the scope of the current review.

Predictive maintenance is normally implemented through specia-
lized systems which collect data or information from the technical
system for diagnostics or prognostics purposes. Norms and standards
like OSA-CBM [15,16] offer a list of the traditional functional blocks of
these predictive maintenance systems. Fig. 2 shows a functional de-
composition of a predictive maintenance system for remaining useful
life (RUL) estimation on one machine component subjected to a single
failure mode. It shows the traditional functional blocks: collect data
(F1), pre-process data (F2), detect and identify faults (F3), assess de-
gradation (F4), compute RUL (F5) and make report (F6). These func-
tional blocks may be present or not in a predictive maintenance system,
they could be duplicated or modified depending on the system archi-
tecture which relays on the technical system complexity, the require-
ments for predictive maintenance system and the available knowledge,
data and/or information [17]. According to the scope of this literature
review, the models used for the functional blocks F3, F4 and F5 are
addressed. It is important to point out that one or more models can be
used to fulfil one single functional block, see also Section 6.

3. Survey process and some statistical results

The systematic literature review shows that predictive maintenance
is gaining importance in the research community, especially over the
last 25 years. To illustrate this, Fig. 3 shows the number of publications
mentioning the terms “predictive maintenance”, “condition based
maintenance and “prognostics and health management” over the last 25
years in one of the consulted search sources (ScienceDirect). The ten-
dency on IEEE Xplore, Springer and Web of Science is the same. The
topic has a high importance in the research community; hundreds of
articles are published every year with new contributions. It is important
to mention that not all the papers mentioning the terms of interest are
directly related to the scope of the current survey. The articles related
to maintenance management practices, maintenance policies,

maintenance schedule optimization, are examples of topics discarted in
the scrutinity process for this survey as they were out of scope.

During the first search step 23 survey articles were consulted (see
Appendix B) to identify the models used for predictive maintenance and
the evolution on the trends over the years. The taxonomies used to
classify the different models for diagnostics and prognostics in pre-
dictive maintenance show slight variations on the terms from one study
to another. Two main approaches can be extracted: single-model ap-
proaches and multi-model approaches. For single-model approaches
there are three model types; for this survey these model types will be
named knowledge-based models, data-driven models and physics-based
models. Multi-model approaches combine at least two models from the
three mentioned models types. Multi-model approaches may have dif-
ferent configurations and sometimes are called hybrid models; how-
ever, not all multi-model approaches should be referred to as hybrid
(see Section 6).

The identified groups were the basis for the second search step.
Following the mentioned taxonomy, Table 1 shows the distribution of
consulted articles from 2015 to 2019. The survey also considered stu-
dies from previous years; however, due to the scrutiny process recent
articles with similar scope and case study substituted older articles. The
table shows that recent papers have been consulted to illustrate each
category. Further explanation of model types, their current challenges
and research opportunities are discussed in Sections 4,5 and 6. Data
driven models are divided into three categories to be consistent with
the taxonomy shown in Section 5. The three categories are: statistical
models, stochastics models and machine learning models.

An important aspect is the distribution of the mentioned models
between diagnostics and prognostics as main task for the consulted
studies. In the end, out of the consulted articles in the second search
step, 48.9 % were dedicated to diagnostics while 51.1 % to prognostics
so that it is possible to say that they have equal share. Fig. 4 shows the
distribution of the consulted studies between single-model approaches
and multi-model approaches for diagnostics (left part of Fig. 4) and
prognostics (right part of Fig. 4), for all the consulted articles in the
second search step. It is important to point out that diagnostics and
prognostics are not always exclusive to each other. To perform prog-
nostics is normal to have a previous diagnostic step to determine the
current health state of the technical system to estimate future beha-
viours of the technical system. The main contribution presented by each
consulted study in the second research step was considered to classify
the scope between diagnostics and prognostics. For both, diagnostics
and prognostics, single-model approaches are more presented than
multi-model approaches. For diagnostics, knowledge-based models
have a higher importance than for prognostics. Consulted studies on
physics-based models were dedicated almost exclusively to prognostics.
Data-driven models have the main part of consulted studies for diag-
nostics and prognostics.

4. Findings on the first search step

The first search step was dedicated to previous reviews on pre-
dictive maintenance and it helped to study the commonalities among

Fig. 2. Functional decomposition for an example of predictive maintenance system, modified from [17].



the terms “predictive maintenance”, “condition-based maintenance”
(CBM) and “prognostics and health management” (PHM). The use of
these terms is not homogeneous in literature. Sometimes CBM and PHM
are presented as if they were synonyms to predictive maintenance
[95,96], while other studies shown CBM and PHM as extensions or sub-
divisions of predictive maintenance [6,10,97–99]. Opposite statements
are also found clustering predictive maintenance as sub-part of CBM
[100]. The three terms were developed by different research commu-
nities and today many contributions concern similar maintenance ac-
tivities done under different names. None of the consulted reviews
presents an alignment of the three terms in the same study.

Trying to align these terms, this survey adopts predictive main-
tenance as the first term to refer the maintenance strategy. CBM is

suggested as an extended version of predictive maintenance where
alarms are added to warn when the system has overpassed pre-
determined thresholds. CBM has been used as preferred term to de-
scribe diagnostics tasks in norms [99,101] and in some referential
books such as [102]. Likewise, PHM is suggested as an extension of
CBM as an answer to the need to improve on predictability and life
cycle management of the assets [100,102,103]. Fig. 5 shows a summary
of the evolution on the use of the terms considering the consulted re-
views. When performing literature research, it is then worthy to con-
sider the three terms.

Besides a general notion of the terminology, the first search step of
the current survey allowed the study of evolution of the research trends
on the topic. Out of the 22 consulted reviews, the first one dates from

Fig. 3. Number of publications over the last 25 years related to prognostics and diagnostics in maintenance using three search terms in ScienceDirect.

Table 1
Distribution of publications per model from 2015 to 2019 in the systematic literature review on Predictive maintenance.

Approach Model type Models 2015 2016 2017 2018 2019

Single-model approaches Knowledge-based
models

Rule-based, Case-based, and fuzzy models [18–20] [21] – [22–24] [25–28]

Data-driven models Statistical, stochastic and machine learning models [29–33] [34–37] [38–49], [50–62,7,63–75] [76–81]
Physics-based models Laws of physics governing the degradation of the

system.
– [82] [83,84] [85] [76,78,86]

Multi-model approaches Different configurations Combination of two or more models. – [87] [88] [69] [76,78,89–94]

Fig. 4. Studies distribution for diagnostics and prognostics considering the consulted papers for the second search step.



2006 and is frequently cited by others [104]. This first survey dedicates
a different section for diagnostics a prognostics, summarizing the most
important techniques for each approach (only single-model ap-
proaches). Other survey articles have more specific subtopics that
where addressed: RUL estimation through vibration data analysis on
bearings and gears [105]; prognostics with a bound scope on data-
driven or physics based models [106]; or on bibliometric indicators for
predictive maintenance [107]. More general overviews on predictive
maintenance models were covered by conference papers [97,108].
These conference articles have a limited scope to only few models and
examples.

The most complete reviews are [2] and [3], from 2017 and 2018
respectively. These two reviews gave privilege to the term PHM to
address the topic and offer an overview from the data collection to the
decision making process (all functional blocks mentioned in Section 2);
however, their main scope is on predictability and remaining useful life
(RUL) estimation. They both respect the taxonomy of four model types
(with slight differences in the naming): knowledge-based, data-driven,
physics-based and hybrid (partially addressed). These two articles up-
date and extend the work done by previous survey studies on prog-
nostics and RUL estimation [109–111]. The latest consulted survey is
from 2019 and is exclusively dedicated to data-driven methods for
prognostics tasks, especially those related to machine learning and deep
learning [4]. A summary of the previous reviews could be found in
Appendix 2.

The consulted reviews on predictive maintenance are mainly fo-
cusing on single-model approaches, data-driven models and prog-
nostics. The second search step covers these gaps giving special atten-
tion to the use of multi-model approaches in both diagnostics and
prognostics. The following Sections (5, 6 and 7) cover the findings of
the second search step based on a complementary point of view to re-
cent reviews to cover the mentioned gaps.

5. Single-model approaches for predictive maintenance

This section briefly introduces to single-model approaches used for
diagnostics or prognostics, their strengths and weaknesses and how

recent studies already implement complementary models to fulfil the
intended tasks in predictive maintenance systems and overcome com-
plexity. It is a complementary point of view to recent and complete
review that have extensively covered single-model approaches. The
models in this section are divided into three model types: knowledge-
based models, data-driven models and physics-based model.

5.1. Knowledge-based models

Knowledge-based models build upon experiences. Experience can be
represented by rules, facts or cases that have been gathered over the
years of operation and maintenance of the technical system
[9,112,113]. Experience can be used to identify faults, describe the
degradation and forecast a potential failure of components or systems.
These rules, facts or cases, can be used in computational intelligence
techniques to automate the inference on diagnostics and prognostics for
maintenance purposes. It was the state of the art of maintenance in the
early 1990′s. Publications such as [9,114,115] describe how knowledge
based models were used to perform diagnostics in technical systems.
Knowledge based models remain an important field of research for
maintenance purposes and three main topics were identified in the
systematic literature review: rule-based models, case-based models and
fuzzy knowledge-based models.

Rule-based models are knowledge-based models in which the
knowledge is represented by rules in the format “IF-THEN”, allowing to
perform an inference supposed to simulate a simplified reasoning me-
chanisms of human experts [112]. Rule-based systems consist of a
knowledge base gathering all the rules, a fact base and an inference
engine. The inference using rules is an iterative process. Initial “facts”
are used as inputs. The inference engine compares these inputs with the
set of rules contained in the knowledge base and produces conclusions
as outputs. The inference engine uses these conclusions as new facts to
be compared again with the set of rules so that new conclusions are
obtained. This process is repeated depending on the inference engine
design until the reasoning process comes to an end. Fig. 6 shows a
simplified generic model of a rule-based system for diagnostics and
prognostics.

Fig. 5. Relationship among Predictive Maintenance, CBM and PHM.

Fig. 6. Basic RBS inspired on [18].



Case-based models are knowledge-based models whose knowledge
representation is through cases, obtained from previously experienced,
concrete problem situations [116]. Cases are normally represented by a
paired knowledge, like for example (problem, solution), in a case base.
When facing a new problem, the most similar case is retrieved from the
case base. Once a similar case has been identified, its “solution” is re-
used to adapt the solution for the new. There is a revision to confirm if
the suggested solution solves the new problem. If the solution is con-
firmed, the new case can be retained as learnt knowledge in the case
base. Fig. 7 shows the standard case-based reasoning cycle. Unlike rule-
based reasoning, case-based reasoning can be used when the relations
between facts cannot be declared explicitly [9]. A case is described by a
set of attributes that could be numeric data and/or text-based data.
Finding the relevant attributes to describe the cases is a difficult task
when developing case-based systems.

Fuzzy knowledge-based models use basically the same format of rules
IF-THEN as rule-based systems but the statements use intentionally
fuzzy logic [110]. Unlike Boolean logic in which a proposition can only
be true or false, in fuzzy logic there are intermediate values to describe
the level of truth or falsehood of a statement [117]. Fuzzy logic is
strongly related with human perceptions. Symbolic linguistic terms
such as ‘hot’, ‘cold’, ‘small’, ‘large’, etc., are frequently used. This
characteristic makes fuzzy logic an important tool for uncertainty
management. Fuzzy logic can be also used in case-based reasoning and
other data-driven models.

Knowledge-based models find limitations for prognostics as it is
very difficult to obtain accurate knowledge for predictability purposes
from experience. The identified examples in the current literature re-
view are more related to diagnostic tasks and those which are intended
for prognostics also include complementary models to estimate re-
maining useful life. Another drawback of knowledge-based models is
the limited access to experts or knowledge sources to build the systems.
Current trends in knowledge-based models use data mining techniques
to extract the required knowledge from databases. [118,119] are ex-
amples for rules extraction while [22,120] aim at extracting cases from
databases. One strong point of knowledge-based models forms the

explicative results they offer [101]. It is possible to explain each rea-
soning step these models perform, it makes easier to justify their im-
plementation against authority regulations for safety-critical systems,
such as aircraft or nuclear power plants. Table 2 shows a summary of
the identified applications of knowledge-based models in the current
systematic literature review.

5.2. Data-driven models

Data-driven models have gained a lot of importance in recent years
thanks to the improved availability of computational power and the
production of large amounts of data coming every day from technical
systems. Modern technical systems include an important number of
operational parameters constantly measured and recorded. The re-
sulting high volume of data can be used explicitly or implicitly for many
purposes, including maintenance. Information obtained from data can
be used to study the degradation of components, the current health
state of the system or its remaining useful life. Fig. 8 shows an example
of jet-engines degradation assessment based on trend analysis of mea-
sured data [7]. For the current survey, data-driven models are classified
in three groups: statistical models, stochastic models and machine
learning models.

One of the main challenges for data-driven models is the manage-
ment of uncertainty coming from data [3,104,108,127]. Probability
theory plays a vital role in data-driven models, as it is the most common
way to manage uncertainty. Other studies use Dempster–Shafer models
[31,40] (evidence theory), fuzzy logic [128] or possibility theory to
manage data uncertainty.

5.2.1. Statistical models
Statistical models aim at analysing the behaviour of random vari-

ables based on recorded data. For predictive maintenance, statistical
models are used to determine the current degradation and the expected
remaining life of the technical systems. This is performed by comparing
their current behaviour of measured random variables against known
behaviours represented by series of data. Normalization and data

Fig. 7. The Case-based reasoning cycle [116].



cleaning are common preliminary tasks performed on data series to
obtain the distribution function before the trend analysis. This prevents
from outliers, constants, binary or any other variable that is not useful
for degradation analysis.

For degradation analysis, the trend analysis of random variables is
vital. The random variables must show a correlation with operational
time or any other non-random variables that describe the lifecycle of
the technical system. This correlation will show the evolution of de-
gradation along the life cycle. For instance [129], used correlation to
select the variables to describe the degradation on jet engines data.
Covariance evaluations are frequently performed when the degradation
is described by several variables [30]. Statistical models are also used
for prognostics. Regression analysis will help to determine the re-
lationship between the random variables and the life cycle of the
technical systems so that a computation of future behaviours is possible.

Besides regression analysis there are two other statistical ap-
proaches that stand out: Autoregressive models and Bayesian models.
Autoregressive-moving average models (ARMA) are statistical models
for which a future value of a random variable is assumed to be a linear
function of past observations and random errors [110]. ARMA models
and their variants [50,130–133] are used to forecast future values of
data series. Autoregressive-models have the advantage of simplicity in
their computation. However, as they rely on statistical degradation
trends, their accuracy could be affected when assessing new degrada-
tion trends where no previous information was available [3].

Bayesian models are those which apply Bayesian theorem [108], a
statistical inference method to estimate conditional probability. It
computes the probability of an hypothesis based on the prior (initial)
probabilities of events that are related to the hypothesis [134]. Finding
these prior probabilities poses the main problem for Bayesian theorem
application. For predictive maintenance purposes, Bayesian models can
be applied when data including anticipated failures with their corre-
sponding symptoms and life expectancy is available [96,108]. Bayesian
models play an important role on data-driven models for predictive
maintenance, specially combined with other data-driven models to
manage uncertainty [36,53,54,135]. Table 3 presents a summary of the
applications of these two statistical approaches identified in this lit-
erature review.

Statistical models offer an important number of potential solutions
to fulfil diagnostic and prognostic tasks. The main drawbacks of sta-
tistical models concern the need of enough previous data to build a
reliable model and uncertainty management. For predictive main-
tenance systems, statistical models are often implemented in multi-
model approaches.

5.2.2. Stochastic models
Stochastic models are probability models aiming at the study of the

evolution of random variables over time [134]. The building blocks of
stochastic models are stochastic processes. In the literature review,
three main stochastic processes were identified for diagnostics and
prognostics: Gaussian processes, Markov processes and Levy processes.

• A Gaussian process is a collection of random variables or any finite
variable number of which have a joint Gaussian distribution [137].
Gaussian processes can be used for non-linear regression [138]. This
property has motivated the use of Gaussian processes for diagnostics
and prognostics in the maintenance field. According to [139]
Gaussian processes are flexible models to work with small or large-
dimensional datasets for prognostics purposes. However, it requires
a high computational power to perform the predictive tasks.

• Markov chains are part of a bigger family of stochastic tools called
Markov processes [140]. Markov chains suppose that given a pro-
cess in its present state, the future depends on the present state in-
dependently of the past of the process. According to [110] the main
shortcomings of Markov models for predictive maintenance are: 1)
the need of large volume of data for training, 2) the impossibility toTa
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model different degradation stages, and 3) the impossibility to
model unanticipated failures or faults. As these models cannot be
used to model different degradation stages, they are not suitable for
reparable components that have been partially restored. It should be
noted that the model complexity increases when the degradation
does not follow an exponential trend [3].

• Lévy processes are stochastic processes within the family of Markov
processes [141]. These processes represent the motion of random
variables whose displacements are independent and stationary
within time intervals of the same length [142]. Weiner processes,
Gamma processes and Poisson processes belong to the category of
Lévy processes used for predictive maintenance. Extensive reviews
in Lévy processes for predictive maintenance can be found in
[59,60]. Lévy share the general limitations of Markov processes. In
prognostics, Lévy processes are bound to monotonic degradation
processes [3,110].

Table 4 presents a summary of the stochastic models addressed in
this literature review. It can be seen that this type of models is more
suitable for degradation modelling and RUL estimation because of their
regression capabilities. These models have many drawbacks in
common, such as for example high computational power requirements,
advanced mathematical knowledge to be implemented and uncertainty
management. Complementary techniques or models are often used
along stochastic models.

5.2.3. Machine learning models
Machine learning is a branch of artificial intelligence [96] that uses

specialized learning algorithms to build models from data. These
models are capable of dealing with and capturing complex relationships
among data, difficult to obtain using physics-based, statistical or sto-
chastic models. One key point of machine learning models is their
learning process and depends on the application, goal and the available
data for the system [146].

• Supervised learning is preferred when the expected outcomes of the
model and data under study are known. Its training is an iterative
process assessing the output error against the expected one. The
training finishes when an “acceptable” level of error is reached.

• Unsupervised learning is used when no preliminary outcomes are
known. No error levels are measured to assess or to end the training
process. These algorithms use other criteria to end the training
process, such the number of training iterations or the progress of a
convergence indicator over time [147]. Clustering is an example of
tasks performed by unsupervised learning algorithms.

• Reinforcement learning aims to train a model by experience instead of

examples [148]. The model “interacts” with an environment and
receives a “reward” depending on the interaction. This reward is
linked to a performance indicator that the learning algorithm tries to
optimize. The final outcomes of the learning are not known.

Within the identified machine learning models for predictive
maintenance applications, artificial neural networks are computational
models inspired by biological neural networks in an attempt to mimic
their unique processing capabilities [149]. They consist of elementary
units called “neurons”, usually represented graphically as nodes in a
graph. Neurons are processing units which receive several inputs and
produce one or multiple outputs that may be the input for other neu-
rons. A neuron’s output is equal to the weighted sum of its inputs values
by means of an activation function. The learning process of the neural
network aims at choosing and adjusting the weights of the neurons’
inputs. Neurons are organized into layers. These layers can be orga-
nized in different configurations (architectures). For predictive main-
tenance the most used configurations are multi-layer perceptron neural
networks, recurrent neural networks (including long-short term
memory neural networks), convolutional neural networks, self-orga-
nizing maps and support vector machines with different variants. An
extensive explanation of these models can be found in the reviews [3]
and [4].

The learning process used to train the neural-network will depend
on its architecture and the available data, information or knowledge for
training. As [99] suggests, artificial neural networks do not need in-
depth knowledge of dysfunctions of the technical system which makes
artificial neural networks a strong tool to get implicit knowledge from
the data.

Table 5 summarizes some applications of machine learning models
identified in this literature review. Opposite to other predictive main-
tenance models, machine learning approaches might not include all the
functional blocks F3, F4 and F5 mentioned in Section 2 (see Fig. 2).
Some neural network applications with several internal layers of neu-
rons (Deep Learning) aim at letting the algorithm learn from raw data
to obtain directly the desired outcome, whether it is diagnostic or
prognostic. Even when good results are already obtained, a compre-
hensive explanation of the trained algorithm behaviour is even more
difficult to be justified against regulations on safety-critical systems,
such as aircraft or nuclear power plants. Once the model has been
trained, it is difficult to explain how it works, what is reasoning behind
in the model. Explaining the reasoning inside a trained machine
learning model is a promising opportunity of research for the coming
years. Even when publications are found in this area (e.g. [150]), they
do not cover predictive maintenance applications.

Fig. 8. An example of degradation analysis based on series of data [7].
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5.3. Physics-based models

Physics-based models use the laws of physics to assess the de-
gradation of components. They demand high skills on mathematics and
physics of the phenomena for the application. This kind of mathema-
tical model remains an important topic of research with interest for
many disciplines. With an accurate model of the physical behaviour of a
system it is possible to perform accurate simulations to study the de-
gradation behaviour on a specific component or a system. Within the
identified studies of physics-based models there are fatigue and crack
propagation models for mechanical and structural components
[102,152]. With the computational power rising over the last decades,
the use of finite element methods has increased for damage propagation
and failure prediction, some identified examples are [83] on a rotor
cage and [85] on solenoid valves. Other physics based model have been
used to study the tube erosion of boiler head exchangers [86], clogging
prognostics on filters of fluids [82], degradation evaluation of industrial
robots [84] and remaining useful life estimation on lithium-ion bat-
teries [76]. Physics-based models offer a possibility to study and assess
degradation by means of computational simulations. However, many
physics phenomena cannot yet be accurately described. The outcomes
of a physics-based model will be as good as the “accuracy” or “com-
pleteness” of the model. The operational context of a technical system
affects its performance. External influence such as temperature, pres-
sure or any other environmental conditions might drastically change
the expected operational parameters and the actual behaviour. In-
corporating external influence data is a challenge already mentioned by
other studies such as [108,153]. These may be solved by adding com-
plementary models (potentially other physics-based model).

6. Multi-model approaches for predictive maintenance

Single-model approaches hardly address all the diagnostics and
prognostics tasks of complex systems; the consulted studies with single-
model approaches often proposed complementary models to overcome
the weak points of some models. It is increasingly common to find re-
search studies that combine different models in multi-model ap-
proaches to overcome complexity of predictive maintenance tasks.
Increasing complexity includes the number potential faults and failure
modes of the technical system, the type and number of information
and/or data sources obtained from it and the number of diagnostics and
prognostics tasks that are targeted, all these apart from the design
complexity of the selected model. Most of the consulted studies had
limited case studies with only few failure modes (sometimes only one)
which poses a challenge to extrapolate single-model approaches to real
complex systems applications [98,103]. Identified studies that had
more complex case studies usually applied multiple models to fulfil the
predictive maintenance system tasks.

However, even when the consulted studies in this section usually
had simple and limited case studies, multiple models were often in-
volved. As explained in Section 2, predictive maintenance systems in-
clude different functional blocks depending on their initial require-
ments and the complexity of the available knowledge, data and/or
information for the implementation. A multi-model approach is often
implemented to fulfil all functional blocks for the predictive tasks (ex-
cept for some deep learning approaches, see Section 5.3).

A related term to multi-model approaches is “hybrid model”. Hybrid
models are usually presented as the fourth classification of model types
along with knowledge-based, data-driven and physics-based. However,
there exist many multi-model approaches which cannot be named as
hybrid. The definition of a hybrid model evolves over the different
consulted publications. After a careful analysis this literature review
suggests that hybrid models are part of multi-model approaches in
which two or more models are combined to fulfil one single functional
block (F3, F4 or F5 in Fig. 2, see Section 2) of the predictive main-
tenance systems and there is mutual cooperation among the combinedTa
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models to obtain their outputs.
An introduction to the notion of different types of multi-model ap-

proaches (under the name of hybrid models) can be found in [154]. The
authors classified them into 5 groups: knowledge-based models com-
bined with data-driven models, knowledge-based models combined
with physics-based models, combination of multiple data-driven
models, data-driven models combined with physics-based models, and a
combination of one models of each type. However, multi-model ap-
proaches can also include two more categories not mentioned in their
proposed hybrid model taxonomy: combination of multiple knowledge-
based models and combination of multiple physics based models. Fig. 9
presents a diagram of the potential combinations of multi-model ap-
proaches for predictive maintenance purposes.

6.1. Configurations for multi-model approaches

Before presenting the findings on the different model combinations
and expand on the potential opportunities for future research in multi-
model approaches, it is important to explain how they could be com-
bined from a systems architecture point of view. There are many pos-
sible combinations, however, there are three basic configurations on
top of which more complex architectures can be built: models working
in series, models working in parallel, a model working as a subpart of
another model (embedded model), see Fig. 10. These configurations
explain the flow of information, data or knowledge through the pre-
dictive maintenance system. When architecting new predictive main-
tenance systems, it is important to consider the potential configurations
in order to find the “best” solutions to fulfil the requirements for the
system.

Two models are in series when the output of a first model is the input
for a second one. The functional blocks presented in Section 2 present
intuitively a configuration in series where a single model is used to fulfil

each functional block. For example [147] presents a series configura-
tion of SOM along with a statistics model using probability density
function to address the functional blocks of degradation modelling and
fault detection. Nevertheless, as complexity in the information or data
increases, two complementary models could be used in series to fulfil a
single functional block. Multi-model approaches using a series config-
uration are not usually referred to as hybrid, even when combined
models are used to fulfil one single functional block; there is no mutual
cooperation among the models to obtain the outputs.

Two models are in parallel when they process their input simulta-
neously and their outputs are combined in a single one. It is important
to point out that the input could be the same for both models working in
parallel or they could have different but related inputs. For example,
given a technical system, one model could address text-based data
(from operational or maintenance logs), while another could address
measured data from sensors. Paper [2] gives a good example of a multi-
model approach in parallel, with a data-driven model to address all the
data coming from the technical system along with a physics-based
model for RUL computation for bogie components. Two parallel models
fulfilling one single functional block are usually referred as a hybrid
model as there is mutual cooperation between the models to obtain the
final result.

For the embedded configuration a model is incorporated as a sub-
part of another one. [155] presents for example a neuro-fuzzy model
including a hidden Markov model as part of its internal functioning.
Actually, neuro-fuzzy models could be seen as an example of a model
embedding another one. They implement a fuzzy inference system
within a neural-network architecture. Some identified applications of
neuro-fuzzy models in the current survey are degradation prognostics
on bearings [90] and fault diagnostics on railways track circuits [156].
Paper [94] combines a Kalman filter embedded an online sequential
extreme learning machine (OS-ELM) for remaining useful life

Fig. 9. Potential combinations for multi-model approaches.

Fig. 10. Generic basic configurations for multi-model approaches.



estimation, and refer to it as KFOS-ELM. Another example for em-
bedded models could be a case-based reasoning system embedding a
rule-based system for one or more tasks of the case-based reasoning
cycle as proposed by [157]. Multiple models in embedded configuration
are usually referred as a hybrid model.

The configurations shown in Fig. 10 could include more than two
models and could be combined among them. This means that one can
propose for example a set of many parallel models (more than two)
followed by another model to combine their result, which is what paper
[69] proposes for fault diagnostics on aircraft turbojet engines. They
present nine data-driven models in parallel and in the end, the outputs
where assessed and combined with a knowledge based model. Having a
clear idea of the basic configurations and their potential combinations
allows expending the creativity process at architecting new predictive
maintenance systems.

6.2. Combinations for multi-model approaches

This section summarizes the survey findings on the different com-
binations for multi-model approaches presented in Fig. 10. The ex-
planation of the identified examples for each combination includes the
architecture configuration used to combine the different models, and
which functional blocks of predictive maintenance system they are
covering.

6.2.1. Multiples knowledge-based models
This type of multi-model approaches has not been widely used in

recent research on predictive maintenance applications. A multi-model
approach using only knowledge-based models keeps the same chal-
lenges as for single-model approaches and besides, it has an additional
difficulty component at designing the combination of multiple models.
Nevertheless, the combination of multiple knowledge-based models
allows addressing complex diagnostics tasks while explaining the rea-
soning. The authors of [158] present a case-based system combined
with a rule-based system for problem diagnostic in IT services, the rule-
based system is embedded in reuse phase of the case-based system. A
comprehensive review of case-based, reasoning systems combined with
other knowledge-based models can be seen in [157].

6.2.2. Multiple data-driven models
This approach combines several data-driven models to perform ei-

ther diagnostics or prognostics. Neural networks are the most used
data-driven models to build this kind of multi-model approaches be-
cause of the current trends in machine learning and deep-learning re-
search that aim at incorporating more autonomous and intelligent
systems. However, as mention in Section 5.2.3 these models still face
problems as their results remain non-explicative [101]. Within the ex-
amples found in this literature review [159], presents a multi-layer
perceptron and a radial basis function neural network in a parallel
model to estimate the remaining useful life from input sensors on si-
mulated jet-engines data [160]. performs fault prognostic with a mix-
ture of Gaussian hidden Markov model (stochastic model) to evaluate
the health index and fixed size least squares support vector regression
(statistical model) for remaining useful life estimation on the same jet-
engines simulated data. A more recent article [91] suggests a hybrid
deep learning neural network for RUL estimation on the simulated jet-
engines data. The authors propose a parallel analysis of the input data
by a convolutional neural network and a long-short term neural net-
work. The fusion of the results is done by three layers of neurons with
different activation functions. Some of the presented examples show
that the combination of data-driven models gives more accurate results
compared to single-model approaches for the same tasks.

6.2.3. Multiple physics-based models
Multiple physics-based models can be used to increase the accuracy

of a more general model. The precision usually brought by the laws of

physics embedded in a mathematical model may indeed allow im-
proving the accuracy of diagnostics and prognostics estimations. Most
of the identified applications of multiple physics-based model ap-
proaches present a series configuration. Initially, a model is used to
assess the health state of the technical system (diagnostics), then, an-
other model for remaining useful life estimation (prognostics) [161]
mixes physics based models (crack and fatigue models) for helicopter
gear prognostics [162] applied a physic-based model to predict the
machine condition (i.e. diagnostic), complemented by Forman crack
growth remaining useful life estimation in a series configuration [163].
presents an example of multiple physics-based models in parallel con-
figuration. The multiple Kalman filter models are used for single fault
detection in jet-engines using temperature, pressure and rotation speed
as parameters. The use of multiple physical based models is not wide-
spread. Their implementation requires high skills in mathematics,
physics and a large knowledge of the technical system under study,
making their implementation difficult. However, they offer a large set
of opportunities to obtain accurate and explicative results in the pre-
dictive maintenance domain. Several commercial solutions for finite-
element analysis include multi-physics models working in parallel to
improve the accuracy of the technical system model. Such solutions are
widely used for structures and fluid dynamics modelling and simula-
tions [83,85].

6.2.4. Knowledge-based models with data-driven models
This multi-model approach has allowed taking advantage of the

strong points of both model types. Knowledge-based models could in-
corporate valuable information from human experts to complement the
results of data-driven models for diagnostics or prognostics tasks. For
example [87], presents a combination of a fuzzy knowledge-based
model and Markov chain for degradation prognostics in aero-engines.
The already mentioned neuro-fuzzy systems are other examples of fuzzy
logic combined with a data-driven model [90,156,69]. presents a rule-
based system to summarize and combine the diagnostics coming from
multiple neural networks assessing the same aero- engines data base.
Knowledge-based combined with data-driven models offer a vast field
of opportunities to innovate at architecting new predictive maintenance
systems, allowing analyzing more complex and heterogeneous data
coming not only from sensors but also from declared data obtained
from the technical system operators or extracted from large databases
[118,119] by means of data-mining techniques. This declared data,
normally assessed by knowledge base systems may reduce the un-
certainty in data-driven models. One example of this is presented in [2]
on a train suspension case study.

6.2.5. Knowledge-based models with physics-based models
These models use the experts’ knowledge to improve the accuracy of

physics-based models. The number of studies related to this approach is
limited for predictive maintenance applications as this combination
gathers the main drawbacks from both model types: difficulty to gather
the experts’ semantic knowledge and high mathematics complexity to
develop physics-based models. However, a strong point of this model
combination is the high explicative results they may offer. Within the
identified studies [164], combines a fuzzy knowledge-based system
with a physics based model for different prognostics tasks on mechan-
ical parts. Potential unexplored applications could include hybrid par-
allel models using knowledge-based systems to address the declared
knowledge by the technical system user, combined with a physics-based
model to model its degradation. Another application option could be
this multi-model approach to incorporate external influence data to
predictive maintenance models. External factors affect directly the
performance of technical systems and so their degradation. It is a
challenging unexplored field that could offer many interesting solutions
in the maintenance field.



6.2.6. Data-driven models with physics-based models
This multi-model approach is the most common in recent research

because of the increasing popularity of data-driven models and their
complementarity with physics-based models for degradation modelling.
Within the possible combinations of data-driven and physics-based
models, three main combinations were identified for predictive main-
tenance applications:

- Statistic models with physics-based models such as [165] uses a
physics-based model to build a health index that is later analysed by
a support vector-machine to estimate the health state of the system,
fitted with an exponential regression. A similarity-based approach is
finally used to compute the remaining useful life.

- Stochastic models with physics-based models, such as [145] that
uses a stochastic process (Wiener process) combined with a data
analysis method (Principal Component Analysis) to model the de-
terioration of the components that is fitted by an exponential phy-
sical degradation, and to estimate the remaining useful life on a case
study [92]. presents a more recent example of this type of combi-
nation. It uses a physics-based model along with hidden Markov
chains and particle filter model for RUL computation of railway
tracks.

- Neural network models with physics-based models, such as [166]
that use a multi-layer network to generate the system health state,
then a physical degradation model of exponential type is used to
evaluate the remaining useful life. [167] presents a regression vector
machine (which is already a combination of two data-driven
models) along with a physics based model to predict the remaining
useful life of aluminium plates under fatigue stresses. This is not
precisely predictive maintenance but the predictability approach
can be extended to other mechanical components.

6.2.7. Knowledge- based models with data-driven models and physics-based
models

This approach combines at least one of each model type. It benefits
from the strengths of every model type, the explicability from knowl-
edge-based models, and physics-based models and the ability to analyse
past data to gather additional important information. As an illustration
[168], combines a physics based models with a support-vector machine
to obtain an analytical health index of rolling bearings, the results
combination is performed by a fuzzy rule-based system [169]. proposes
the combination of the three model types to address the diagnostics and
prognostics of rolling bearing, it presented the models to address dif-
ferent but complementary input data. The number of studies in pre-
dictive maintenance combining the three model types remains limited,
based on the literature findings. As [2,154] state, this combination
could be extremely difficult. The implementation of a multi-model
approach combining knowledge-based, data-driven and physics-based
models not only represents the individual complexity of each model
type but also includes the complexity at architecting the whole system
and fusing the outputs of each model.

6.3. Some general observations on multi-model approaches

The development of multi-model approaches of any type of the
mentioned combinations face particular challenges. Besides the diffi-
culty to develop the individual models composing the multi-model
approach, their combination poses additional challenges. The lack of
systematic approach for designing predictive maintenance systems is an
important challenge [108,170]. However, multi-model approaches
present a vast field of opportunities in research for the coming years.
The number of unexplored alternative combinations remains huge.
These multi-model approaches may help incorporating external influ-
ence data, semantic knowledge from experts, and the laws of physics
governing the degradation of components or systems to manage un-
certainty and improve the accuracy in diagnostics and prognostics.

Also, combining different models may give the opportunity to extra-
polate diagnostics and prognostics approaches (today focused on single
failure mode applications) to complex systems that include many
components with many failure modes.

7. Summary of the identified challenges and research
opportunities

This systematic literature review allowed the study of the different
models, the different approaches to implement them, their benefits,
drawbacks and challenges for diagnostics and prognostics in predictive
maintenance. This section summarizes the most relevant challenges for
diagnostics and prognostics identified in the literature review.

• The extrapolation of existing solutions to complex system applications,
including multiple components, and their associated faults [98,103].
Most of the identified applications were focused on a single com-
ponent with a limited number of faults. However, real-life applica-
tions are frequently complex systems composed of many compo-
nents and many faults associated to each component and to the
system itself. Multi-model approaches offer a potential solution to
overcome complexity in predictive maintenance systems. As [171]
states, complexity can be reduced by functional decomposition and
later each function can be addressed individually. As explained in
Section 2, a predictive maintenance system could have several
functional blocks for each component and/or failure mode in a
complex system. It is necessary at least one model to fulfil each
functional block for each component and failure mode. However,
the implementation of these models is not trivial and adds another
complexity factor for the model combination.

• The lack of a systematic approach to design and develop predictive
maintenance systems [108,170]. There exist standards, norms and
generic architectures to develop new predictive maintenance sys-
tems, such as OSA-CBM [15]. However, they only focus on the basic
functional components of the system and do not cover important
aspects regarding performance indicators or context constraints of
the technical system. Besides, they do not offer yet a consistent
explanation on which models to use depending on the initial needs
of the predictive maintenance system. The lack of a systematic ap-
proach limits the implementation of predictive maintenance systems
on real scale industrial applications. When developing a new pre-
dictive maintenance system the number of potential models to solve
the problem is too high. For engineers the simple fact of choosing
the right model or a reduced set of models remains a challenging
task. It turns out to be very difficult to perform an objective selec-
tion of models as there are not enough comparative studies of the
use of different models on the same tasks for predictive maintenance
systems. None of the consulted publications in this survey gives
extensive explanations for the selection of the proposed method and
the architecture methodologies to create a concept of the system
varies from one study to another. Besides, many studies do not
present detailed design parameters for their proposed models, or the
case study data is not available. All these aspects make it difficult to
reproduce results and even more difficult to retrieve models from
previous studies for use in new predictive maintenance systems.
There are no clear guidelines for selecting the right model or models
for a specific task given the operational modes and available data to
perform diagnostics and prognostics.

• The fusion of large and different sources of condition monitoring data
[3,153]. This challenge is related to the extrapolation of current
models in predictive maintenance to complex technical systems.
Technical systems may have different types of data sources, for ex-
ample sensor measurements, maintenance logs, operational logs,
design documents, etc. Important knowledge could be gathered
from all these sources to implement new predictive maintenance
systems. However, the heterogeneity of these data sources makes



knowledge modelling and fusion a difficult task for predictive
maintenance purposes. Today, the main part of studies uses time
series to perform diagnostics and prognostics and important in-
formation coming from text-based data is frequently ignored [17].
Text-based data is difficult to analyse when it is not in a structured
form. Current trends in maintenance aim at analysing natural text
log to extract information that can be used to improve maintenance
tasks. Different models are needed to address text-based data while
others address measured data from sensors. Multi-model approaches
can be used to fuse heterogeneous data sources.

• The incorporation of external influence data [108,153]. Systems op-
eration may differ depending on their operational context. Changes
in the operational context may affect directly the performance of the
technical system and consequently the readings on the health
monitoring. It may trigger false alarms suggesting fault existence, or
it may prevent existing fault identification. This could be addressed
by complementary models able to incorporate the external influence
for predictive maintenance purposes.

• Uncertainty management [3,104,108,127]. Uncertainty affects di-
rectly the accuracy of the diagnostics and prognostics. It can be due
to the collected data or to imperfections of the model used for the
analysis. It may affect the trustworthiness of the results. Uncertainty
management is vital for critical systems subject to authorities’ reg-
ulations. This is the case for critical systems like nuclear power
plants and aircrafts on which the regulations are restrictive to keep
safety standards and avoid catastrophic events. Probability theory,
Dempster–Shafer theory and fuzzy logic have been the most
common techniques used to manage uncertainty observed in the
systematic literature review. Multi-model approaches may be a so-
lution to address uncertainty in complex systems.

8. Conclusion

This systematic literature review performed on predictive main-
tenance shows that its importance in research has been increasing
dramatically over the last 25 years. The search was performed initially
using three related terms: “Predictive Maintenance”, “Condition Based
Maintenance” and “Prognostics and Health Management”. Different
contributions were found under the different terms but referring to the
same activities. Considering all the terms helped to have a wider
overview on the current trends used for diagnostics and prognostics in
the maintenance field. The survey allowed to answer research question
1 by identifying two main approaches for model implementation: single

model approach and multi-model approach. The current trends lead
towards the use of multi-model approaches as one single model is not
able to cover all necessary functional blocks in a predictive main-
tenance system.

Deepening in both approaches, the survey allowed to answer re-
search question 2. The identified models for single-model approaches
can be clustered in knowledge-based models, data-driven models and
physics-based models. A brief explanation of the most single models
used in recent research was presented in Section 5. It is a com-
plementary point of view to other recent reviews that already covered
single model approaches. Most of the consulted papers already used
complementary models but they are not presented as multi-model ap-
proaches. For multi-model approaches, seven different combinations
considering the model type were identified: knowledge-based models
combined with data-driven models, knowledge-based models combined
with physics-based models, data-driven models combined with physics-
based models, combination of multiple data-driven models, combina-
tion of multiple knowledge-based models, combination of multiple
physics-based models, and the combination of one model from each
model type. Some of these combinations have not been widely explored
in predictive maintenance applications. Besides, three basic configura-
tions are presented to perform the combination of models: in series, in
parallel and embedded. Out of these basic configurations more complex
architectures can be conceived. Depending on the configuration and the
task to fulfil, multi-model approaches can be named hybrid models;
however, not all multi-model approaches are hybrid models. There
must be mutual cooperation among the models to be a true hybrid
model.

To answer the research question 3, the identified challenges are the
extrapolation of current solutions on diagnostics and prognostics to
complex systems, the lack of a systematic approach for predictive
maintenance system design, fusion of different types of data sources,
incorporation of external influence data and uncertainty management.
These challenges open a branch of opportunities for future research in
the topic.
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Appendix A. Systematic literature review process

The methodology used in this paper concerns a systematic literature review methodology that aims at summarizing the existing work of a specific
topic [5]. Systematic literature reviews help to carry out the literature review process in a structured manner to ensure impartial results and thus a
better overview of the subject under study [5]. stresses the importance of a well-structured protocol to carry out the systematic literature review.
This protocol spans from the planning of the review until its reporting. For the work presented here, the protocol consists of four steps: research
questions definition, search strategy, study selection, and data synthesis. The protocol is summarized in Fig. A1.

Research questions

The systematic literature review starts by defining the Research Questions (RQ) that drive the review process to define the state of the art of a
specific topic and identify the opportunities for future research, setting the boundaries for the search. As the goal of the survey is an update of models
or techniques used for diagnostics and prognostics for predictive maintenance, the research questions were chosen as follow:

• RQ1: What are the current trends in diagnostics and prognostics for predictive maintenance?

• RQ2: What kinds of models, techniques or methods are used to address diagnosis and prognosis in predictive maintenance?

• RQ3: What are the current challenges facing predictive maintenance in diagnostics and prognostics?

Search strategy

In the search strategy phase, the search terms and resources are selected, as well as the time lapse to be covered by the search. For predictive
maintenance, the strategy divides the search into two steps, and both of them considered the last 25 years as time lapse. Older papers were consulted



to identify when exactly some of the terms started to be used. Four search sources were selected: IEEE Xplore, ScienceDirect, Springer and Web of
Science.

The first search step focuses on existing literature reviews on predictive maintenance to check if any of them answer to the proposed research
questions. To do so, the following search terms pattern have been used: (“Predictive” OR “Prognosis” OR “Diagnosis” OR “Prognostics” OR
“Diagnostics”) AND (“Maintenance” OR “Condition-based” OR “Health Management”) AND (“Survey” OR “Review” OR “Benchmark”). This leads to
search “Predictive Maintenance Survey” or “Diagnostics Maintenance Benchmark” for example. Since many terms used for predictive maintenance
are also present in medical research, a refinement on the search is done by discarding all papers and journals on human medicine and diseases. The
search on previous literature reviews topics helped to study the evolution of the topic over the last 14 year since the first review was published in
2006 [104]. It was possible to identify some research opportunities that were used to perform the second research step.

The second search step is based on trial searches using terms derived from the identified models in the first search step. The search terms have
been refined for this search step. The following terms pattern have been used: (“Predictive” OR “Prognostics” OR “Diagnostics” OR) AND
(“Maintenance” OR “Condition-based” OR “Health monitoring”) AND (“Data-driven” OR “Physics-based” OR “Knowledge-based” OR “Hybrid” OR
“Multi-model). The terms “diagnosis” and “prognosis” were not used in this second search step as there were no differences when using “diagnostics”
and “prognostics” in the first search step.

Study selection

The search considers publications from four different search sources. The types of publications could be from journals articles, conference
proceedings, workshops, symposiums, bulletins or book chapters. For the scrutiny of relevant publications, a first analysis through the titles is
performed. The search was limited to publications in the English language. If a publication appeared in more than one search list, it was considered
only once. All publications out of the scope of the research questions were discarded such as publications regarding maintenance scheduling
optimization, maintenance management, corrective maintenance, scheduled maintenance, signal processing, and requirements elicitation for
maintenance systems. Some publications turned out to be extensions of previous published works. In such cases, only the most recent and complete
were considered. The references of these identified publications were consulted to identify relevant studies missed in the search process. In the end,
187 relevant publications were found, from which 23 are previous reviews and 164 correspond to the second search step.

After the scrutiny, a quality assessment of the publications took place to consider only the most relevant publications. For the first research step,
all identified reviews were kept. For the second research step, four characteristics were assessed for the quality assessment: the clearness of research
objectives, the explanation of proposed model to fulfil a specific task, the case study explanation, and the comparison to other models or approaches.

The consulted studies were ranked with points. For each study, each characteristic is ranked with one out three possible values: 0, 0.5 and 1. The
max score for a publication is 4 points. For this review, publications with a score higher than 3 points were kept. This process narrowed down the
number of publications from 187 to 158; from which 23 are previous reviews and 135 correspond to the second search step. An important reason to
discard certain papers was the absence of sufficient explanation of the case study and/ comparisons with other existing models to fulfil the same
tasks.

The current paper includes 175 references, 158 are from the structured literature review and 17 of them are for theoretical background of some
models. These background references were not identified in the systematic literature review.

Appendix B. Summary of previous reviews

Year Author REF. Single model approach Multi-model ap-
proach

Physics-based Data-driven Knowledge based

2006 Jardine et al. [104] Physics of failure Statistical models, AI models (FFNN, CCNN) Experts systems, Fuzzy Logic No

Fig. A1. Systematic literature review protocol [5].



2006 Kothamasu et al. [6] N/A Statistics and Stochastic models. Bayesian models and Markov
models

Rule-based systems and
Fuzzy logic

No

2007 Vachtsevanos
et al.

[102] FEM, Physics of failure ANN, stochastic and statistics Expert systems Yes

2009 Dragomir et al. [109] Physics of failure AI techniques, ANN, NFL, Bayesian, Markov models N/A
2009 Liu et al. [113] N/A HMM, ANN, Experts systems, Fuzzy Logic No
2010 Peng et al. [172] First principle modeling. ANN, state space model, hazard rate, proportional hazard rate,

gray model
Experts systems, Fuzzy Logic Yes

2011 Sikorska et al. [110] Physics of failure Statistical models, stochastic models, ANN Experts systems, Fuzzy Logic Yes
2012 Prajapati et al. [10] N/A Statistics, stochastic, artificial intelligence Expert systems Yes
2014 Okoh et all [111] Physics of failure Statistics and Stochastic. Experts systems Yes
2014 Liao and Köttig [154] In hybrid models In hybrid models In hybrid models Yes
2015 An et al. [106] Physics of failure Neural Networks, Gaussian process regression Out of scope Yes
2015 Bailey et al. [173] Physics of failure Statistical, Machine learning. Out of scope Yes
2015 Schmidt and

Wang
[108] Physics of failure Stochastic, Statistic, ANN (Bayesian) Experts systems Yes

2016 Elattar et al. [174] Physics of failure Probabilistic models, machine learning Reliability-models Yes
2016 Vanraj et al. [175] FEM ANN with BPN, SOM N/A No
2017 Alaswad and

Xiang
[98] N/A Markov, Gamma process, Gaussian, among others. N/A No

2017 Javed et al. [96] Physics of failure Machine learning, ANN, Bayesian, MC, NFL, CBR. Included in the data-driven
models.

Yes

2017 Wang et al. [105] Physics of failure Statistical models, machine learning N/A No
2017 Atamuradov

et al.
[2] Paris’ Law, Forman Law,

Others
ARIMA, Gaussian models, ANN, Bayesian Network Experts systems, Fuzzy Logic Yes

2018 Lei et al. [3] Physics of failure Statistics, Stochastic, ANN, SVM/RVM N/A Yes
2018 Sakib and Wuest [97] N/A MC Bayesian, MC, Machine learning, Monte Carlo. N/A No
2019 Zhang and Yang [4] N/A ANN, DNN, Logistic regression, SVM, Random Forest, auto-

encoder.
N/A No
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