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#### Abstract

Current symmetric ciphers including the Advanced Encryption Standard (AES) are deterministic and open. Using standard ciphers is necessary for interoperability. However, it gives the potential opponent significant leverage, as it facilitates all the knowledge and time he needs to design effective attacks. In this review paper, we highlight prominent contributions in the field of symmetric encryption. Furthermore, we shed light on some contributions that aim at mitigating potential threats when using standard symmetric ciphers. Furthermore, we highlight the need for more practical contributions in the direction of polymorphic or multishape ciphers.
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## 1. INTRODUCTION

The convenience and low cost of deploying and using online services have dramatically increased the utilization of E-Services as a complementary or even a replacement for traditional and manual services' ports. In [1], it has been reported that ICT increased labor productivity by at least $31 \%$ in the European Union and by $33 \%$ in the United States since 1995.

Unfortunately, a significant segment of society is still reluctant to utilize E-Services. This is mainly due to the widespread of cybercrimes or specifically, the cybercrimes which target consumers (consumer-oriented cybercrimes) [2]. As stated in [3], although the direct effect of cybercrimes is significant, the indirect cost is even higher, as many potential users avoid cyber precarious scenarios by simply avoid using the EServices. Therefore, unless E-Services have been equipped with proper and reliable security services, E-Services cannot be fully utilized.

Each security service can be provided using the appropriate mechanism or mechanisms. For instance, to provide the Confidentiality security service, we usually use encryption. Other security
services, such as Integrity, or Availability can be provided using other cryptographic mechanisms.

The next section will introduce the building blocks for symmetric encryption. This includes a brief background for symmetric encryption, as well as introducing some of the well-known symmetric ciphers including DES, 3DES, Serpent, Twofish, RC6, MARS, AES. After that, we shall highlight some of the contributions in the direction of using non-standard ciphers. This includes AES-Like ciphers, Steganography, Split and Encrypt, Encryption Cascading, Chaotic Encryption, Dynamic Encryption among other ciphers. Consequently, we have discussed a few encryption techniques which have been designed to fulfill the requirements of a specific environment. Finally, a brief contribution is provided to stress on the contribution of this research paper, and the need for polymorphic ciphers.

## 2. CRYPTOGRAPHY

The need to keep some sort of communications secret has been realized early in history. For instance, it has been discovered in the remnants of an ancient Egyptian town, 4,000 years old hieroglyphic inscriptions written in an unusual approach to obscure its meaning [4]. However, the
last century has seen a dramatic peak in the evolution of encryption algorithms. Perhaps, the pivotal reasons were the world wars, and later in the century, the widespread of computer networks.

Encryption algorithms scramble the secret data into an unintelligent form. The scrambling process is called encryption or encipherment. Only the legitimate receiver can recover the encrypted message (i.e. decrypt or decipher the message) using a data structure called the encryption key. This key is typically kept privately with the legitimate receiver [5-7].

Encryption algorithms can be classified according to three different criteria [8]:

1. The operations used to encipher the plaintext.
2. The number of used keys.
3. How the plaintext is processed.

However, a slightly less formal, yet widely used, classification focuses only on the second criterion, the number of keys. According to the latter classification, encryption algorithms can be classified into symmetric and asymmetric encryption algorithms.

Symmetric encryption algorithms use the same key for both encryption and decryption. Therefore, communicating parties are expected to "somehow" share the encryption key. This is the main limitation of symmetric encryption algorithms which is also known as the key exchange problem [9, 10].

On the other hand, asymmetric encryption algorithms use two different keys per user, a public key and a private key. For instance, if Bob wishes to send a confidential image to Alice, he will fetch Alice's public key and encrypt the confidential image using her public key. Consequently, only the holder of the corresponding private key (i.e. Alice) will be able to decrypt the image using her private key. Alice's public key is generally posted in an integrityprotected format and is accessible virtually to everyone.

Although public-key ciphers resolved the key exchange problem, they are considerably sluggish compared to symmetric ciphers. This is why most contemporary cryptographic protocols use a hybrid of both symmetric and asymmetric ciphers
to utilize the virtues and eliminate the drawbacks of both schemes.

This research paper focuses on symmetric encryption. Hence, the following subsections highlight the prominent contributions on this area, and guide the reader to a potential research area.

### 2.1. Data Encryption Algorithm

Numerous ciphers are available. However, to facilitate confidential communication across various platforms, intuitively, the communicating parties must agree on the used encryption algorithm. Therefore, in 1977, the National Bureau of Standards (Currently known as the NIST) has selected the Data Encryption Algorithm (DEA) as the standard cipher [8]. Until the introduction of the Advanced Encryption Standard in 2001, the DEA was the most widely used cipher [8]. It also worth mentioning that the terms Data Encryption Algorithm (DEA) and the Data Encryption Standard (DES) are used interchangeably in the literature.

In the DES cipher, the length of the block size is 64 bits and the length of the key is 56 bits. A dedicated module is used to expand the key to 16 sub-keys. Each of these sub-keys has 48 bits. As will be described shortly, every sub-key is used in one round. DES has 16 identical rounds which are used to transform the plaintext into the corresponding ciphertext. Moreover, DES cipher has a Feistel structure. This means, in every round, only 32 bits of the input is processed by the encryption function. Figure 1 depicts the Feistel structure of an arbitrary round in the DES.


Figure 1: Explaining the Feistel Structure (Stallings, 2016)
The F function receives a 32 bits input and produces a 32 bits output. It includes an expansion operation, an X-OR operation, a substitution operation, and a permutation operation. The expansion operation is carried using a dedicated data structure called the

Expansion Box (E-Box). This operation expands the received 32 bits to a corresponding 48 output bits. The 48 output bits undergo an XOR operation with the 48 bits round-key. The resulting 48 bits are split into 8 blocks. Every block is fed to one Substitution Box (S-Box) of the eight available S-Boxes. These S-Boxes are usually denoted as $S_{1}, S_{2}, S_{3}, S_{4}, S_{5}, S_{6}$, $\mathrm{S}_{7}$ and $\mathrm{S}_{8}$. The DES designers were aware that these S-Boxes are the only nonlinear element in the cipher design. Hence, it has been selected with caution to maximize the confusion property in the DES design. The last step in the F function is a permutation operation that provides a layer of diffusion. This is because the 4 bits output of every S-Box will be scattered within the 32 bits. Consequently, it will be substituted by different S -Boxes in the subsequent rounds [11].

In 1994, the NIST realized that given the rise in the computational power, the 56 bits key length of the DES cipher is not going to be sufficient to counter brute force attacks in the future. Hence, in that year, the NIST declared that DES can be used for five more years to secure unclassified federal communications. In 1998, the Electronic Frontier Foundation managed to develop hardware called DES cracker that successfully retrieved the DES key in less than three days [12-14]. This experiment has proved that, the DES cannot resist brute force attacks [15]. Therefore, in 1999, the NIST declared that the DES cipher should not be used except for legacy systems. They also introduced the Triple Data Encryption Algorithm (TDEA), which is commonly known as the Triple-DES or 3DES for short [8]. The next section will highlight some aspects related to the 3DES cipher.

### 2.2. Triple Data Encryption Algorithm

The Triple Data Encryption Algorithm simply applies the DES algorithm three times. Assume $M$ is the message that needs encryption, $E$ is the encryption module of the DES, and $D$ is the decryption module of the DES. TDEA works as specified in equation 1 :

$$
\begin{equation*}
C=E_{K 3}\left(D_{K 2}\left(E_{K 1}(M)\right)\right) \tag{1}
\end{equation*}
$$

Where $C$ is the ciphered version of the message $M$. Moreover, $K_{1}, K_{2}$, and $K_{3}$ are three different DES keys. This arrangement increases the key size of the key size from 56 bits to 112 . Note that the key length is not multiplied in three as expected.

This is due to the meet-in-the-middle attack, which significantly reduces the effective key bits [8, 16].

TDEA inherits the strength of the DES and resolved the short key problem realized in the DES algorithm. However, TDEA is a sluggish algorithm, which has a relatively poor performance.

### 2.3. Advanced Encryption Standard Competition

### 2.3.1. Introduction

In addition to the short key of the DES cipher, several cryptographers have always criticized the "closed-door" strategy adopted by the National Bureau of Standards in selecting the standard cipher. Therefore, in 1997, the NIST has published a Call for Proposal that request interested cryptographers to design new ciphers that can replace the DES and TDEA. The winning algorithm will be the called Advanced Encryption Standard (AES). The NIST has specified a number of evaluation criteria which can be summarized in three groups: security, cost and implementation characteristics. Furthermore, the NIST has specified a number of guidelines to which all submissions must abide. For instance, the cipher must be a block cipher with a block size of 128 bits. Moreover, the cipher must support the key lengths 128,192 and 256 bits.

Initially, the NIST received 21 candidate algorithms. Using the aforementioned criteria, this number has been reduced to fifteen ciphers and in the next round, it has been reduced to five ciphers. These ciphers are Rijndael, Serpent, MARS, Twofish, and RC6. All these five algorithms are outstanding. Nevertheless, Rijndael has been selected as the Advanced Encryption Standard (AES). In the following subsections, we shall provide a brief description for each one of these five ciphers.

### 2.3.2. Serpent

During the AES competition, Serpent cipher managed to reach the final round against Rijndael cipher, where it gets 59 votes against 86 votes for Rijndael [17, 18]. The Serpent has 32 rounds, regardless of the length of the key. Every round contains a key-mixing, byte substitution and a linear transformation to provide diffusion. Due to the large number of rounds, Serpent is known to have a high-security margin. Nevertheless, this huge number of rounds degrades the cipher's performance.

According to Serpent authors, one of their key design strategies is to inherit the strength of the DES cipher, yet promoting the cipher performance. Therefore, Serpent uses the same DES S-Boxes. For every round (round) ${ }_{i}$, a particular S-Box (S-Box) $)_{i}$ is used. Moreover, in every round, Serpent makes 32 replicas for $(S-B o x)_{i}$. The 128 bits input to this round is sliced to 32 groups of four bits. Every four bits group uses its own replica of (S-Box) $)_{i}$. Consequently, for all 32 groups, the substitution process is parallelized to optimize the cipher performance [19].

### 2.3.3. RC6

This cipher is introduced by Rivest, Robshaw, Sidney, and Yin as a candidate for the AES competition. The RC6 design is mainly an improvement to the RC5 cipher to fit the requirements of the AES competition. Moreover, compared to the RC5 cipher, several optimizations have been incorporated such as including a multiplication phase on the RC6 design to provide faster diffusion, decreased number of rounds, increased throughput, and increased security. It worth mentioning that RC6 is not a royalty-free cipher.

RC6 is a flexible cipher, which can be parameterized in a number of different ways. However, like all other candidates, the RC6 can support a block size of 128 bits. Moreover, RC6 has a Feistel structure and the default number of rounds is 20 [20]. During the AES competition, RC6 managed to secure 23 votes [18].

### 2.3.4. Twofish

Twofish is a Feistel-like cipher that has 16 rounds. It has been described as a Feistel-like cipher because some parts of the round input are rotated before being processed by the F function, where F is the function responsible for carrying out the encryption transformations. Hence, because not all transformations are localized inside the F function, it is called a Feistel-like cipher.

The F function includes byte substitution using four different S-boxes. These S-boxes are keydependent. It also includes a multiplication in the matrix under $\operatorname{GF}\left(2^{8}\right)$. The aforementioned operations are carried inside the F function by the sub-function g . Inside the F function, the g function has two replicas. Each one of the $g$ function replicas receives and processes one word (i.e. four bytes), and outputs one word. The resulting two words are then
processed with each other using a Pseudo-Hadamard Transformation (PHT). The two words, which comes out of the PHT transformation, are added to specific words of the round key. At this point, the F Function has finished its processing for this round. However, before proceeding to the next round, the resulting words are rotated. Then, the Feistel structure is invoked to XOR the processed half of the input with the other half. Consequently, the two halves are swapped [21].

It may worth mentioning that in the AES competition, Twofish has secured 31 votes [18]. That makes Twofish cipher in the third place after Rijndael and Serpent Ciphers [18].

### 2.3.5. MARS

This cipher proposal was submitted by $\mathrm{IBM}^{\ominus}$. It worth mentioning that IBM is one of the big names in the cryptography field. This is because they have introduced a cipher upon which the DES cipher has been standardized by the National Bureau of Standards in 1977 [22].

Like all other AES candidates, the block size of the MARS cipher is 128 . Furthermore, MARS supports all the key lengths 128, 192 and 256 as specified by the NIST. However, it can also support other key lengths in the range 128 to 1248 bits. As justified by its authors, supporting keys longer than 256 is mainly to fit some existing keysharing protocols, such as Diffie-Hellman, which usually shares a symmetric key of lengths beyond 256 bits.

The cipher has a Feistel structure with 32 rounds. Before we commence processing the data using these rounds, a key addition (modulo 32) is performed between the plaintext and one of the keys generated from the expanded key. Similarly, after finishing the 32 rounds, a key subtraction is carried (also modulo 32) between the processed data and one of the keys generated from the expanded key. The first 8 rounds, as well as the last eight rounds, are unkeyed. These sixteen rounds contain mixing operations, and byte substitution using two S-Boxes consisting of 256 words, where every word is $32-$ bits. The remaining sixteen rounds contain keyed transformations which include multiplication, rotations and S-Box lookup [23].

Not as expected, the MARS cipher gets only thirteen votes [18].

### 2.3.6. Rijndael

Rijndael is a symmetric block cipher. The size of the block can be 128, 192 and 256 bits. The key can have the lengths 128,192 , or 256 bits. In the start, the cipher splits the input to $n$ blocks according to the desired block size. If necessary, a padding scheme is invoked to fill the remaining empty bytes of the last block. The first block is copied in plain into a matrix called the state matrix. The state is always modified until reaching the final encrypted text. The structure of the AES is not Feistel. This means all the bits in every data block are processed in parallel during each round using substitutions and permutations.

The key is expanded to be $4 \times\left(N_{r}+1\right)$ words, where the word consists of 4 bytes. $N_{r}$ represents the number of rounds, which is a function of the key size and block size. Table 1 depicts the value of $N_{r}$ according to the values of the key size and the block size:

Table 1 Rijndael Number of Rounds as a Function of the Key Size and the Block Size

| Klock Size | 16 bytes | 24 bytes | 32 bytes |
| :---: | :---: | :---: | :---: |
| 16 bytes | 10 | 12 | 14 |
| 24 bytes | 12 | 12 | 14 |
| 32 bytes | 14 | 14 | 14 |

At every round (except the final round), we have four stages (or layers), which are:

1. ByteSub.
2. ShiftRow.
3. MixColumn.
4. AddRoundKey.

The encryption process starts with an initial AddRoundKey operation, followed by $\left(N_{r}-1\right)$ identical rounds. Each one of these rounds consists of the above four layers. After that, a final round is applied. This final round consists of all these layers except the MixColumn layer.

Each one of these layers has its own function. ByteSub maps each byte in the state to another value determined by the S-box. The S-box can be viewed as a $16 \times 16$ matrix, with all the possible bytes values'. This process can be inverted using the inverse S-box. This operation maintains a low correlation between input bits and output bits. ShiftRow shifts the last three rows in the state cyclically to the left by different amounts. After completing this operation, it is guaranteed that every 4 bytes which were previously on the same column are currently on different four columns in the new state. MixColumn intends to add confusion. To get the output from this layer, we have to multiply our state matrix, by the following matrix:

$$
\left[\begin{array}{llll}
02 & 03 & 01 & 01 \\
01 & 02 & 03 & 01 \\
01 & 01 & 02 & 03 \\
03 & 01 & 01 & 02
\end{array}\right]
$$

During multiplication, the state matrix should be to the right, and the above matrix should be to the left. Each new value in the new state (i.e. the state after the MixColumn operation) is identified by the summation of the values of all the column elements, multiplied by some value, specified according to the corresponding value in the above matrix. It is worth mentioning that the multiplication process is performed under Galois Field $G F\left(2^{8}\right)$, to guarantee that the outcome length will not exceed 8 bits.

Finally, the AddRoundKey operation is a simple XOR process between the bytes of the state and the bytes of the round key. The latter operation equips our state with initial security, while the other layers add extra complexity. Rijndael has won the AES competition by securing 86 votes.

### 2.3.7. Selecting the AES

In contrast to the DES cipher, the process of selecting the AES has been open to feedback from virtually everyone. Hence, after eliminating all unsuitable candidates, cryptographers from all over the world were approached to provide their feedback regarding these five candidates. As aforementioned in the previous subsection, the number of votes secured by the Rijndael cipher exceeded all other candidates. This is because, among all five ciphers, Rijndael is thought to provide the best trade-off
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between security, performance, and implementation cost.

After selecting Rijndael, the NIST has published the Federal Information Processing Standards Publications 197, commonly known as FIPS 197, declaring that Rijndael as the Advanced Encryption Standard (AES). However, in this publication, they have introduced slight changes to the names of the AES operations. For instance, the ByteSub has been changed to SubBytes. MixColumn and ShiftRow have been changed to MixColumns and ShiftRows respectively. Moreover, although the Rijndael cipher can support three block sizes, it has been fixed to 128 bits in the NIST specifications for the AES.

### 2.3.8. Concerns when using the Advanced Encryption Standard

The reader should know that the only way to determine whether an algorithm is secure or not is by assuring that the cipher can resist known attacks such as differential and linear cryptanalysis. Things are always changing, and it is possible that a new technique has been discovered, yet has not been publically known. This has been seen in the OpenSSL implementation (i.e. the Heartbleed bug). Needless to say that the same scenario can be repeated in the design or implementation of any encryption protocol or encryption algorithm. The current trend of standardizing and leaving the exact operation details of the encryption algorithm open and accessible by everyone is crucial for interoperability. However, it exposes the algorithm to significant hazards. Moreover, it has been suspected that standardization agencies have some undisclosed agenda for encouraging the use of an open and standardized algorithms. This concern has stated explicitly by some researchers [24].

The active research work in designing and introducing new symmetric encryption algorithms (not to mention the classified work in some government agencies) acknowledges the implicit consensus among a wide segment of cryptographers to the need to avoid using the AES.

Furthermore, many attacks are designed to penetrate the AES [25-34]. Although they are still considered impractical, they have achieved partial success. Probably it is only a matter of time until an effective attack will be publically published.

It can be concluded that it is generally safer to be prepared for the possibility that the AES can be penetrated, rather than trying to patch the problem when it has already occurred.

If we can keep our algorithm design open (to preserve the interoperability and facilitate testing), yet eliminate the opponent knowledge about the exact used encryption algorithm and other cryptographic parameters, that will significantly enhance the security of the used encryption algorithm.

## 3. EXAMPLES FOR ENCRYPTION ALGORITHMS AND ENCRYPTION PROTOCOLS PROPOSED TO AVOID USING THE STANDARD SYMMETRIC ENCRYPTION ALGORITHM

This section highlights alternative ciphers that have been suggested to avoid using the symmetric standard encryption algorithm, namely the AES. The active research work acknowledges the implicit consensus for not to rely entirely on the AES as an ultimate solution for providing confidentiality.

### 3.1. Combined Encryption

The impressive study of C. E. Shannon [35] explored the possibility of combining encryption algorithms or "secrecy systems" in a variety of ways. Assume we have the encryption algorithms $T$ and $R$. A new algorithm $S$ can be developed as the "product" of the algorithms $T$ and $R$. Thus, $S=T . R$. This means the data is encrypted by both $T$ and $R$ (i.e. encryption cascading). Another way to combine the encryption algorithms is "weighted addition". This means assigning a probability for using each algorithm. Therefore, $S=p T+q R$, where $p$ is the probability of using $T$ and $q$ is the probability of using $R$. Needless to say that $p+q=1$. This means with every different message, $S$ encrypts using either $T$ or $R$ according to the probability given to each encryption algorithm.

Both models can be generalized to include $n$ different encryption algorithms. For instance, weighted addition may incorporate $n$ different encryption algorithms as $S=\sum_{i=1}^{n} p_{i} C_{i}$, where $p_{i}$ is the probability of using the encryption algorithm $C_{i}$, and of course $\sum_{i=1}^{n} p_{i}=1$.

Although encryption cascading protocols have been introduced and closely studied [36, 37],
the performance degradation associated with encryption cascading has always been an obstacle. On the other hand, alternating between several algorithms did not receive enough attention. One possible reason is that there is no need to use a set of algorithms when we can directly use the best algorithm in the set. Implementing and managing a group of algorithms adds unnecessary complexity to the encryption model design without any tangible benefit.

Few other studies have discussed the concept of combined encryption algorithms. However, most of the proposed models are still deterministic and open. This means communicating parties, as well as anyone in the middle, can see the design and operation details of the used encryption algorithm.

An example of the combined encryption algorithms is TDEA. Although TDEA is the most well-known example of encryption cascading, additional models exist. For example, in [36] the authors proposed a model in which AES, Serpent and Twofish encrypt the message successively (see figure 2). Initially, three different keys are generated on the sender side, one key per algorithm. The data are then encrypted successively three times by different key and a different algorithm from the above list. The keys (i.e. symmetric keys used with the AES, Serpent, and Twofish) are encrypted by RSA using the recipient's public key. The encrypted keys are attached to the beginning of the encrypted message. On the recipient's side, the keys are decrypted using the recipient's private key. Then, each key is used along with its corresponding algorithm to decrypt the message sequentially until we retrieve the plaintext.

The logic of this model is that the message will be secure as long as at least one of the three mentioned algorithms is secure. Furthermore, the key length increases significantly, as three different keys are used instead of only one.


Figure 2 Multilayer Hybrid Encryption [36]
Although no clear information has been provided regarding the performance of this model, it can be easily inferred that the required computational overhead, due to applying all these encryptions will not be tolerable for most applications.

### 3.2. Dynamic Encryption

Although it is less common, a few researchers had some attempts on the direction of dynamic encryption. For instance, C. B. Roellgen has introduced a cipher that has eight different base ciphers. These ciphers are Rijndael, Serpent, Twofish, Anubis, RC6, SEED, Serpent and Cast256. Depending on the key value, the cipher will suggest a specific sequence for executing eight ciphers out of the above eight base ciphers. This sequence can be the same cipher repeated eight times (e.g. $\quad$ serpent $>$ serpent $>$ serpent $>$ serpent $>$ serpent $>$ serpent $>$ serpent $>$ serpent ) or all the eight ciphers, where every cipher appears just only once. The number of possible permutations is $8^{8}$ which is equal to $16,777,216$ different possible permutations. The plaintext will be encrypted using all the ciphers specified in the randomly selected sequence of permutation and the same order [38].

Although the encryption time is not provided for this new cipher, it can be easily guessed that the performance will be severely degraded. This is because now we shall apply 8 different ciphers for encrypting any given plaintext, which is a computationally intensive procedure. Needless to say that high performance is a crucial requirement for most platforms. Hence, poor performance cipher will not attract the attention of developers.

Another work that has been introduced by Ijaz Shoukat [39] is a suitable example for a fully
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dynamic cipher. In this work instead of processing fixed-size blocks, they have proposed a Dynamic Data Blocking Mechanism (DDBM) to generate dynamic sized data blocks. Furthermore, a Randomized Substitution Mechanism (RSM) is introduced to unpredictably alter the keys and the blocks of the plaintext. After that, a Multi Operation Data Encryption Mechanism (MODEM) is used. The MODEM operates by dynamically picking a group of encryption operations among several other groups. Each group includes a set of operations such as XOR, permutations, random substitution, shifting, and logical operations. The process of selecting which group to be used is key-dependent.

The main criticism to this model is that it has quite poor performance. To illustrate, the time needed to encrypt 13216 bits ( $\approx 1.6$ Kilo Byte) using this algorithm is 21.21 seconds, and the time needed to decrypt the same amount of bits is 124.49 seconds. Hence, it is fair to say that this model is impractical.

Another dynamic encryption approach is based on DES and matrices multiplication. In this model, the plaintext $x$ is initially multiplied in a binary invertible matrix $k_{a} . k_{a}$ is generated according to the concepts of Network Coding and using an arbitrary integer positive value $D_{a}$. After carrying out the multiplication process, $x$ will be transformed to $z_{1}$. Consequently, the DES cipher is invoked to encrypt $z_{1}$. The outcome of this step is $z_{2}$. According to the authors' statement, the main reason for invoking the DES cipher is to "bring nonlinearity". After that, another binary invertible matrix $k_{c}$ is generated and $z_{2}$ is multiplied in $k_{c}$ to get our ciphertext y . The details of generating $k_{a}, k_{c}$ as well as the routine used to update $k_{c}$ is elaborated in [40].

An essential step suggested in the aforementioned study is to update the matrix $k_{c}$ before sending new messages. Consequently, even if the same message has been sent twice using this model, the outcome will be different, even before employing any block cipher mode of operation. This change leads to dynamic cipher. The process of updating $k_{c}$ is called a partial key update. This is because the 64 bits DES key, $k_{a}$ and $k_{c}$ are together used as a key for this new cipher.

According to the statement of the authors, the performance of this model is comparable to the 3-DES cipher. Nevertheless, 3-DES performance was never considered acceptable. In fact, one of the
main objectives for the AES competition is to overcome the sluggishness of the 3-DES cipher [8]. Moreover, the choice of the DES cipher in the intermediate layer is hard to understand, especially when you have other secure and efficient alternatives. Furthermore, according to the statement of this cipher authors, the security of this model needs further analysis, which has been postponed as future work. Hence, it is early to assure the strength of this cipher in terms of security.

Another example of a dynamic encryption algorithm has been introduced in [41]. It may worth noting that this cipher also belongs to the family of lightweight ciphers. In this algorithm, the main concern is to drastically enhance the performance of the cipher by reducing the number of rounds to only one round. This is because, according to their claim, several delay-sensitive applications cannot tolerate the delay introduced by typical ciphers including the AES. On the other hand, the cipher must maintain adequate security levels to resist all known attacks.

It is assumed that the communicating parties have exchanged a secret Session Key (SK) a priori of establishing their communication. Using SK, an XOR operation is carried out with a 512 bits nonce. The resulting 512 bits are hashed using SHA512. The result will also be 512 bits. These bits will change with any new nonce, hence it will be called the Dynamic Key (DK). DK is divided into 5 subkeys: $\left\{k_{S 1}, k_{S 2}, k_{P}, k_{R K}, k_{S R K}\right\} . k_{S 1}$ and $k_{S 2}$ are used to construct 2 different key-dependent substitution table $S_{1}$ and $S_{2}$ using the key setup algorithm of the RC4 cipher. $k_{P}$ is used to construct a permutation table $\pi$. $k_{R K}$ will seed a stream cipher to generate a random sequence of bits. These randomly generated bits are divided into m blocks, where m represents the number of blocks of the plaintext. Every block of these $m$ blocks will be used as a sub-key to be XORed with the one block in the plaintext. The $k_{S R K}$ will be used to generate a selection table that specifies which sub-key to be XORed with which plaintext block. All the cipher's building blocks are key-dependent. Hence, any change in any part of the key will lead to a major and unpredictable change in the output.

The cipher processes two blocks at a time. The first block is XORed with a sub-key selected using the selection table. Consequently, the result undergoes a byte substitution process using $S_{1}$. The outcome of this substitution is XORed with the second plain block and the result undergoes a byte substitution process using $S_{2}$. The result is the
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ciphered version of the first block. The second plain block undergoes a slightly different process [41].

The authors of the latter approach claim that the cipher demonstrates adequate security level in resisting all attacks including linear and differential attacks. However, it is known that the repetition of the transformations of any cipher in several rounds is the only approach to decrease propagation ratio and correlation for linear trails. However, there is no compelling argument to support the claim of resisting linear or differential analysis.

### 3.3. Split and Encrypt

Instead of cascading encryption algorithms, in [42] they chose to split the plaintext into different pieces $p_{1}, p_{2}, \ldots, p_{n}$ of equivalent length. Each peace $p_{i}$ is passed to a different crypto-processor (i.e. encryption process) $E E_{i}$, which may apply a different encryption algorithm. It is necessary to ensure that the first piece of the input (e.g. $p_{i}$ ) has been encrypted and ready for transmission before the second peace ( $p_{i+1}$ ), and so forth. This, however, is not always true, as the encryption burst depends on the base ciphers' performances. Therefore, we might have a case in which $c_{i+1}$ (i.e. the result of $\left.E E_{i+1}\left(p_{i+1}\right)\right)$ is ready for transmission, but $c_{i}$ (i.e. $\left.E E_{i}\left(p_{i}\right)\right)$ is not ready yet. This results in ciphertext collision or disordering which might render the whole encryption protocol impractical. To avoid such outcomes, the maximum possible encryption burst is identified (the critical encryption burst). For other $E E_{i}$, a delay is added to make the encryption bursts for all the pieces of the input equal. Consequently, the order is preserved.

In this model, the identity of the algorithm which has processed each part is declared. Thus, if some of the input pieces have been encrypted using a weak algorithm that can be penetrated, all these pieces will be subject to effective cryptanalysis attacks.

### 3.4. AES like Encryption

Some researchers suggested using modified versions of the AES. The logic of this set of new algorithms is to introduce a minor and secret change in the design of the AES. This results in a new encryption algorithm with the inherited strength of the AES. Changes might include using a dynamic SBox as proposed in many studies including [43-47]. Nevertheless, it can be argued that it is not judicious
to manipulate the AES S-Box. This is because the AES S-Box has been selected with caution to keep the maximum values of prop-ratio and input-output correlation as minimal as possible. Consequently, the prop-ratio and input-output correlation of the AES S-Box are less than $2^{-6}$ and $2^{-3}$ respectively. These values play an essential role in determining the resistance of the cipher to differential and linear attacks. Using other S-Boxes from the space of 8-bits invertible S-Boxes will typically have the scores $2^{-5}$ to $2^{-4}$ for the maximum prop ratio and $2^{-2}$ for the maximum input-output correlation [48]. Consequently, the overall resistance of the cipher against linear and differential attacks will decrease.

ShiftRows transformation can also be updated (e.g. shift the row $i$ in the state matrix by $x_{i}$, where $x_{i}$ can be $0,1,2$ or 3 ). Other researchers have suggested a more profound alteration to the AES ShiftRows stage [49]. To elaborate, in every round, a value extracted from the round key will be used to determine the exact operation of the new ShiftRows operation. The technique of extracting this value is inspired by the DeoxyriboNucleic Acid (DNA) structure. It can be argued that the ShiftRows stage in the AES has been selected to achieve a specific diffusion property, that is, to ensure that every column bytes will be scattered among all other bytes. This property is essential in the proof of resistance to differential and linear attacks [48]. Hence, it cannot be granted whether this new technique has a real improvement to the cipher security or not. Moreover, there is no analysis for the cipher performance, in terms of time needed for encryption and decryption. Hence, due to the complexity of the modified ShiftRows stage, it may significantly reduce the time performance of the cipher.

Furthermore, the matrix used for column mixing can be modified. The RotWord operation in the key expansion can also be modified, etc. In [50], they increased the number of rounds to 16 and dramatically increased the key length to 320 bits, rather than 128,192 or 256 bits (see figure 2-3).
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Such tweaks can make cryptanalyzing the AES harder for intruders. However, it was proven in [51] that to retrieve these new parameters is relatively easy.

Another category of AES-like algorithms aims mainly to modify the internal operation of the algorithm for performance reasons. This includes [52] in which they replace the relatively CPU intensive operation of Column Mixing by another layer of customized SubBytes operation. Although the overall performance has been increased notably, the security has been degraded.

### 3.5. Chaotic Encryption

Some researchers have chosen to follow a relatively different path for designing a new approach for encryption, which is Chaotic Encryption. Since Edward Lorenz introduced Chaos Theory in the 1960s, it has attracted the interest of scholars from different disciplines including cryptographers [53]. Chaos systems are simply nonlinear systems that have several properties including:

1. Ergodicity "similar to the confusion" property of the symmetric ciphers.
2. Sensitivity to initial conditions (future states are very hard to predict given the initial states).
3. Topological Mixing "similar to multi-round transformation".

For these reasons, chaos systems can serve as a suitable encryption tool. Several encryption schemes that rely on chaotic systems have been introduced in the last few years [54-56].

Another example of the latter class of encryption techniques has been introduced in [57]. In this research, they proposed an algorithm for image encryption. At the start, they will generate 256 different S-Boxes with good algebraic properties (i.e. nonlinearity, avalanche criterion, bit independence...etc.). The plain image will be decomposed into 3 layers: Red, Green, and Blue. Pixels of each layer will be substituted using one of the S-Boxes that has been generated above. The identity of the S-Box that will be used to substitute each pixel will be determined according to a chaotic system. After encrypting all three layers, they will be composed together to form the encrypted image. Another similar approach has been introduced in [58]. In this approach, the encryption is performed using three chaotic maps and S8 Liu J S-boxes. The encryption operation includes 4 rounds, and each round contains cyclic shifting, row and column permutation and Substitution with the S-Boxes. According to the performance and security analysis provided in the paper, the approach has leverage on many widely used ciphers. Moreover, it has been mentioned that the introduced approach can recover the encrypted data even if they have been slightly corrupted by intentional or unintentional noise. It can be noted from [57] and [58] among other researches that S-Boxes are considered a vital component in the operation of each cipher. A good S-Box must meet several criteria which have been addressed thoroughly in the literature. To make things easier, in [59] they suggested an algorithm that can be used to generate S-Boxes with the required features.

Although chaotic encryption is one of the current active research areas, it has its limitations such as the requirement of floating-point computations, conversion of operations, infinite periodicity and expensive hardware implementation [41]. Moreover, chaotic encryption algorithms remain deterministic algorithms that do not change how they work. Accordingly, there is no dynamism or polymorphism in the operation of chaotic encryption algorithms.

### 3.6. Steganography

Steganography algorithms, techniques, and protocols can be considered as a variant of
encryption algorithms. In steganography, the existence of secret communication is hidden by hiding the secret data inside an apparently innocent carrier, instead of scrambling the data like encryption algorithms [60].

Steganography has ancient techniques, which includes:

1. Character marking: over-writing selected letters of printed text by pencil. The hidden traces are not normally appearing unless the paper is tilted.
2. Invisible ink.
3. Letters puncturing: applying small punctures on selected letters that are normally not appearing except when holding the paper in front of a light.

On the other hand, modern steganography uses computer files to achieve the same goal. Different file types can be used as a carrier and the steganography techniques usually depend on the file type in use. The most popular branch of steganography algorithms relies on using images as a carrier and replacing the Least Significant Bits (LSBs) of the whole or specific pixel in the image to hide the secret data (See figure 2-4) [61, 62]. Other file types can be used too, including text files, video files or even executable files.


Figure 4: Least Significant Bit Steganography in one Pixel
The key problem of using steganography algorithms is that if the opponent becomes aware that a secret communication is taking place, he can threaten the whole model. Some solutions have been introduced, most of them rely on using a sort of encryption and a key to protect the data from steganalysis techniques [7].

On the other hand, the effect on the performance due to using encryption and steganography is usually high [7]. Moreover, the size of the cover file "carrier" will be added to the transmitted message. This will waste valuable network capacity. One more challenge is the carrier selection. For example, if you need to send a long message, you must select a huge file as a carrier, as most steganographic techniques use only a fraction of the carrier file to hide the real message. Furthermore, this carrier file should be changed with every new message or the opponent may suspect the communication. The file should contain relevant data that can be considered reasonable for the opponent. Otherwise, the opponent will question this message. To clarify, assume the opponent is monitoring the communications between one military personnel and his commander. If the carrier was a romantic novel (due to a poor selection of the carrier file in the sender side) the opponent will certainly suspect the message.

### 3.7. Security through Obscurity

This ubiquitous concept includes:

1. Renaming built-in system components (user accounts, operating system utilities...etc.).
2. Use non-standard network ports to provide services.
3. Install applications to non-default directories.

The proponents of obscurity techniques use the following arguments in support of using obscurity measurements to secure the relying system [63]:

1. Reduce the probability of successful attacks.
2. Slowing down the determined attacker.

On the other hand, the opponents of obscurity have the following arguments:

1. These techniques do not provide "real security", as the determined attacker will always be able to find these obscured configurations.
2. Such configurations might significantly affect the system interoperability.
3. Some obscurity arrangements might conflict with the automatic updates. As a result, the
system admin might ignore or postpone updating the system due to the complexity of resetting the modified parameters. This exposes the system to real threats, as the system will not be up-to-date, thus vulnerable.

Therefore, it is of high importance to well consider the cost of using obscurity arrangements before applying them. Moreover, it is judicious to apply these arrangements at the top of other robust security safeguards (e.g. encryption) rather than relying on it as the only layer of protection.

One variant of security through obscurity is to build your encryption algorithm, without sharing its operation details with anyone except a small group of trusted people who need to engage in confidential communication. This approach is generally not encouraged because it eliminates interoperability. Moreover, to decide whether a cipher is secure or not, it must be made available for a wide range of experts. These experts will state whether the cipher is secure or not after applying several tests. If the corporation decided to use their own cipher without enough wide-scale testing, they might have a false feeling of confidence toward their cipher robustness. As mentioned before, Kerckhoffs has introduced this concept over more than a century [64, 65]. Since then, it has got a great consensus among security experts and cryptographers.

### 3.8. Encryption on Demand

In this model [66], they developed a webbased application that is used to encrypt the secret messages. The two parties' who wish to engage in is the secret communication agree on a number in the range 1 to $999,999,999$. This number is called the Tailoring ID (TID). The method of agreeing on the TID (i.e. sharing the TID) is considered out of the scope of their research. This TID is sent to the server, which "cooks" a specific software package that includes a specific encryption algorithm with its parameters and key. The algorithm is either AES, DES, RSA or ECC. The encryption algorithm, key, and key length are assigned by the algorithm according to the TID value. This package is then sent back only to the clients who provided this TID. Clients can then use this package to encrypt their work by writing or pasting the secret message to this software. The package will calculate the equivalent ciphertext of the entered text, and the user can copy the encrypted version of the message and send it to the other party. All the cryptographic parameters will be hidden from everyone, including the
communicating parties. Only the server knows which cipher, key...etc. has been assigned to this TID package. In [67] the same concept has been slightly optimized to fit multimedia data (See figure 2-5).


Figure 5: Encryption on Demand Explained (Amato et al., 2014)
This model has the following limitations:

1. Encryption operations should be transparent for the user. Enforcing the user to explicitly visit a webpage, and download the package is a tedious task. If this is the only solution for encryption inside specific corporate, many users will just ignore encrypting their messages, which will significantly decrease the overall level of security inside the corporation.
2. As mentioned explicitly inside their research paper [66], The opponent can intercept the client, and got a copy of the encryption package. Therefore, he can now decrypt all secret messages exchanged between communicating parties.
3. As the TID ranges from one to $999,999,999$, the opponent needs to guess the TID from this range (i.e. $999,999,999$ different options) rather than trying all the different combinations for the AES key. The shortest AES key is 128 bits length, which is $340,282,366,920,938,463,463,374,607,431,768$ ,211,456 different options.

### 3.9. A hybrid symmetric and asymmetric approach

Probably, the most intuitive example for symmetric and asymmetric ciphers' hybrids is the Secure Sockets Layer (SSL) protocol. Using this well-known protocol, the client and the server exchange all the needed material to establish a secure session. To elaborate, the SSL protocol is composed of four sub-protocols. One of these sub-protocols is the SSL Handshake Protocol. During the SSL Handshake Protocol, the client typically generates a pseudorandom value known as pre-master-secret. This pre-master-secret is typically encrypted using the RSA using the server public key, after verifying and validating the server certificate. The pre-mastersecret is used to generate a symmetric encryption key that will be used with a symmetric cipher to encrypt the messages exchanged in this session.

It worth mentioning that one phase in the SSL Handshake Protocol involves negotiating the symmetric cipher that will be used for encrypting the payloads. In this phase, the client will send a list of ciphers ordered according to his preference. The server will pick one cipher taking into account the order of preference provided by the client. This cipher will typically be used to secure all the messages in a given session [8]. Although, the context is different, the reader can note that it is normal for the client to support several ciphers, and to pick one of these ciphers according to some considerations for the purpose of encrypting the payload.

Apart from the SSL, there are some efforts to design other symmetric and asymmetric ciphers' hybrids. For instance, in this work [68], they are using the conventional integration between RSA and AES to resolve the key sharing obstacle and utilize the high performance of the symmetric encryption algorithms. The idea is to generate a random AES key to be used for encrypting the secret data. After encrypting the data, the RSA will be used to encrypt the symmetric key. Now the encrypted data can be shared, and the private key holder (i.e. legitimate receiver) can decrypt the AES key (used for encrypting the message payload) and, consequently, decrypt the payload.

The only worth mentioning contribution of this work is that the authors enhanced the process of generating the public-private keys pair by introducing a novel approach that finds prime numbers faster. Therefore, this variant of the RSA
that has been proposed is more efficient compared to the standard RSA. Consequently, the whole model will be more efficient. On the other hand, the whole model is basically a trivial version of the SSL Protocol. Moreover, even the real contribution of the paper (i.e. enhancing the RSA performance by expediting the process of prime numbers generation) comes at the cost of the level of assurance in the primality of the selected parameters. The reader is reminded that the RSA relies solely on the difficulty of factorizing prime numbers. Therefore, using numbers with low primality can pose the RSA algorithm to potential attacks.

## 4. SPECIAL PURPOSE ALGORITHMS

Some algorithms have been proposed to meet the requirements of a specific environment. These are not general-purpose algorithms, and usually, they will not fit except the targeted environment. Next paragraphs will make a brief overview of some of these algorithms.

### 4.1.1. Searchable Symmetric Encryption

This is a direction of research in which the encrypted data, typically a database, is encrypted yet the client can search for keywords in the encrypted database. The need for this category of algorithms arose as a requirement to protect the very sensitive data in semi-trusted servers that provide storage service. Several attempts that satisfy this requirement has been discussed in the literature, including [69] and [70].

Although these algorithms provide a symmetric encryption function, their main design goal is to facilitate the requirement of searching within encrypted data. Therefore, it can be classified as special-purpose encryption algorithms. This study focuses mainly on a generic encryption algorithm that provides a high level of security and acceptable performance.

### 4.1.2. Polymorphic Encryption Key

In [71], they introduced a model for broadcast traffic encryption. A piece of the data that will be used to calculate the key is built-in the receiving side machine. When the encrypted traffic has been received, a specific part of that traffic plus the built-in key will be passed together to a cryptographic function. The output of this function will be the decryption key to be used for decrypting
the traffic. The same concept has been developed and optimized in [72] and [73].

This model is designed solely to protect broadcast traffic. Accordingly, its scope is limited only to that context.

### 4.1.3. Securing the TFTP protocol

According to [74], the Trivial File Transfer Protocol (TFTP) is a widely known protocol that is used mainly for transfer, configure, or update low storage devices including Wireless Access Points (WAPs). This protocol does not provide security services, thus the authors enhanced the protocol by providing the appropriate security mechanisms. Briefly speaking, the following steps are applied to every new communication:

1. A Diffie Hellman key exchange algorithm (DHKE) is applied to securely agree on a session key. In DHKE the communicating parties exchange two different values that help in calculating the key. This process might fall to a Man-In-the-Middle attack (MITM), as no previous authentication took place, thus the attacker can impersonate the identity of Alice to Bob or vice versa. To avoid this, the value that should be sent from the client to the server in the DHKE will be built-in the server. Therefore, they will be no enough information for the opponent to construct the session key.
2. A compression function will be applied using the Huffman coding algorithm. This phase has been applied to reduce the size of the data packets to be sent.
3. The data will be encrypted using the AES algorithm.
4. The hash code for the data will be calculated using the SHA-2 algorithm, and sent separately, so the recipient can regenerate the digest in his side, and compare it to the received digest.

The authors claimed that the overall performance would be better than the performance of the default protocol. The reason for this improvement according to the authors is due to the compression process that decreases the packets size, thus reduce the time consumed in processing the file.

The originality of this research relies in applying these well-known, widely used security
measures to secure the TFTP. An additional contribution is the slight modification applied to the DHKE protocol to resolve the authentication difficulty, which exposes the protocol to the MITM attack.

On the other hand, it can be argued that all the used mechanisms - other than stated above - is a conventional mechanism used to secure a wide range of applications.

## 5. CONCLUSION

Many researchers have attempted to develop new protocols to utilize a set of other algorithms or to modify the design of encryption algorithms. However, most of these models either have a significantly poor performance or relies solely on the privacy of the encryption keys, without attempting to hide the identity or the operation details of the used encryption algorithm. It can be concluded that the current encryption approaches give the opponent a significant advantage, as he will be aware of which algorithm was used to encrypt the message. As a result, if the opponent has managed to obtain a technique to cryptanalyze the encryption algorithm, the security of the message will be threatened. One exception is the research work that supports building your own cipher without sharing it with anyone outside a specific trusted group of individuals. As mentioned previously this approach generally unacceptable [64, 75]. Another exception is to use dynamic encryption. However, current dynamic ciphers have a considerably poor performance or does not have provable security.

Therefore, there is probably a need to introduce a dynamic cipher that can operate unpredictably. This cipher must also provide interoperability, provable security, and high performance. Furthermore, the implementation cost of this cipher must be tolerable.
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