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“We are children of the days, children of time, and every day has a story to be told because,
according to scientists, we are made of atoms, but a little birdie told me that we are also made
of stories.”

Eduardo Galeano



Abstract
We live in an era where mass surveillance and online tracking against civilians and or-

ganizations have reached alarming levels. This has resulted in more and more users relying on
anonymous communications tools for their daily online activities. Nowadays, Tor is the most
popular and widely deployed anonymization network, serving millions of daily users in the en-
tire world. Tor promises to hide the identity of users (i.e., IP addresses) and prevents that external
agents disclose relationships between the communicating parties.

However, the benefit of privacy protection comes at the cost of severe performance loss.
This performance loss degrades the user experience to such an extent that many users do not
use anonymization networks and forgo the privacy protection offered. On the other hand, the
popularity of Tor has captured the attention of attackers wishing to deanonymize their users.

As a response, this dissertation presents a set of multipath routing techniques, both at
transport and circuit level, to improve the privacy and performance offered to Tor users. To
this end, we first present a comprehensive taxonomy to identify the implications of integrating
multipath on each design aspect of Tor.

Then, we present a novel transport design to address the existing performance unfairness
of the Tor traffic. In Tor, traffic from multiple users is multiplexed in a single TCP connection
between two relays. While this has positive effects on privacy, it negatively influences perfor-
mance and is characterized by unfairness as TCP congestion control gives all the multiplexed
Tor traffic as little of the available bandwidth as it gives to every single TCP connection that
competes for the same resource. To counter this, we propose to use multipath TCP (MPTCP)
to allow for better resource utilization, which, in turn, increases throughput of the Tor traffic to
a fairer extend. Our evaluation in real-world settings shows that using out-of-the-box MPTCP
leads to 15% performance gain. We analyze the privacy implications of MPTCP in Tor settings
and discuss potential threats and mitigation strategies.

Regarding privacy, in Tor, a malicious entry node can mount website fingerprinting (WFP)
attacks to disclose the identities of Tor users by only observing patterns of data flows. In response
to this, we propose splitting traffic over multiple entry nodes to limit the observable patterns that
an adversary has access to. We demonstrate that our sophisticated splitting strategy reduces
the accuracy from more than 98% to less than 16% for all state-of-the-art WFP attacks without
adding any artificial delays or dummy traffic. Additionally, we show that this defense, initially
designed against WFP, can also be used to mitigate end-to-end correlation attacks.

The contributions presented in this thesis are orthogonal to each other and their synergy
comprises a boosted system in terms of both privacy and performance. This results in a more
attractive anonymization network for new and existing users, which, in turn, increases the security
of all users as a result of enlarging the anonymity set.



Acknowledgements
This work was conducted at the SECAN-Lab of the University of Luxembourg’s Interdis-

ciplinary Centre for Security Reliability and Trust (SnT).
First, I would like to thank Prof. Dr. Thomas Engel for giving me the opportunity to be

part of the Secan-Lab group, where I conducted the research that resulted in this dissertation.
Second, I would like to thank Prof. Dr. Andriy Panchenko for his constant guidance, patience,
support, trust, and the valuable knowledge I have learned from him. Thanks to him, I know what
doing top research means, and I am deeply indebted for that. Third, I would like to thank Prof.
Dr. George Danezis for his constructive feedback on my work.

I want to thank all my colleagues at the Secan-Lab, particularly Asya and Daniel, and all
the co-authors of the achieved publications. My research would not have been possible without
their support and the fruitful discussions.

Most of all, I would like to thank my family. To Gina, for being always with me along this
journey. To my parents, Misbel and Augusto, and to my brothers, César and William. All my
accomplishments would not be possible without their support and understanding. My triumphs
are theirs.

This research was funded by the Luxembourg National Research Fund (FNR) within the
CORE Junior Track project PETIT. The experiments presented in this dissertation were carried
out using the HPC facilities of the University of Luxembourg [1].

iii



Contents

Abstract ii

Acknowledgements iii

List of Figures viii

List of Tables ix

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Research Question and Objectives . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.5 Publication List . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Background 7
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Tor Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 The Tor Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.3.1 Relay and Circuit Selection . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.2 The Tor Transport Design . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.3 Reliability, Flow, and Congestion Control . . . . . . . . . . . . . . . . 12

2.4 Anonymity Attacks against Tor . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4.1 Threat Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4.2 The Website Fingerprinting Attack . . . . . . . . . . . . . . . . . . . . 13
2.4.3 End-to-end Correlation Attacks . . . . . . . . . . . . . . . . . . . . . 14

2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3 Related Work 16
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2 Improving Performance in Tor . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.2.1 Alternatives Tor Transport Designs . . . . . . . . . . . . . . . . . . . 17
3.2.2 Multipath in Anonymous Communication Systems . . . . . . . . . . . 19

3.3 Security and Privacy in Tor . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3.1 Routing Attacks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3.2 Congestion and DoS Attacks . . . . . . . . . . . . . . . . . . . . . . . 21
3.3.3 Traffic-Analysis Attacks . . . . . . . . . . . . . . . . . . . . . . . . . 22

iv



Contents v

3.3.3.1 Website Fingerprinting . . . . . . . . . . . . . . . . . . . . 22
Website Fingerprinting Attacks. . . . . . . . . . . . . . . . . . 22
Website Fingerprinting Defenses. . . . . . . . . . . . . . . . . 24

3.3.3.2 End-to-end Correlation Attacks . . . . . . . . . . . . . . . . 26

4 Multipath Routing in Tor 27
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2 Considered Multipath Onion-Routing Approaches . . . . . . . . . . . . . . . . 28
4.3 Classifying Design Choices . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

4.3.1 Traffic Management . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.3.1.1 OR-Link Layer . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.3.1.2 Circuit Layer . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.3.1.3 Multipath Layer . . . . . . . . . . . . . . . . . . . . . . . . 33

4.3.2 Circuit Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.3.3 Path Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.4 Performance Evaluation of Multipath Onion Routing-based Approaches . . . . 36
4.4.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.4.2 Private Local Network Experiment . . . . . . . . . . . . . . . . . . . . 37

4.4.2.1 Multipath Circuits and Load Balancing . . . . . . . . . . . . 37
4.4.2.2 Client Performance . . . . . . . . . . . . . . . . . . . . . . 38

4.4.3 Larger-Scale Experiment . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.4.3.1 Client Performance . . . . . . . . . . . . . . . . . . . . . . 40
4.4.3.2 Network Scalability . . . . . . . . . . . . . . . . . . . . . . 41

4.5 Anonymity Implications of Multipath Routing . . . . . . . . . . . . . . . . . . 42
4.5.1 Client Multipath Circuits Compromise . . . . . . . . . . . . . . . . . . 42
4.5.2 Using Multiple Entry Onion Routers . . . . . . . . . . . . . . . . . . . 42
4.5.3 Selective Denial of Service Attack and Circuit Reliability . . . . . . . . 43

4.6 Design Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.7 MPTCP-Tor — A Novel Tor Transport Design for Fairer Bandwidth Allocation 46

4.7.1 Problem Statement and Proposed Solution . . . . . . . . . . . . . . . . 46
4.7.2 MPTCP as a Tor Transport Protocol . . . . . . . . . . . . . . . . . . . 47

4.7.2.1 MPTCP Overview . . . . . . . . . . . . . . . . . . . . . . . 47
4.7.3 Integrating MPTCP in Tor . . . . . . . . . . . . . . . . . . . . . . . . 48
4.7.4 Implementing MPTCP as a Tor Transport Design . . . . . . . . . . . . 49
4.7.5 Performance Evaluation of MPTCP-Tor . . . . . . . . . . . . . . . . . 50

4.7.5.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . 51
4.7.5.2 Private Local Network Experiment. . . . . . . . . . . . . . . 51
4.7.5.3 Larger-Scale Experiment . . . . . . . . . . . . . . . . . . . 53
4.7.5.4 Fairness achieved for Tor Traffic . . . . . . . . . . . . . . . . 54

4.7.6 Anonymity Evaluation of MPTCP-Tor . . . . . . . . . . . . . . . . . . 54
4.7.6.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . 55
4.7.6.2 Socket Exhaustion Attack . . . . . . . . . . . . . . . . . . . 55
4.7.6.3 Connection Profiling . . . . . . . . . . . . . . . . . . . . . . 56
4.7.6.4 Countermeasures . . . . . . . . . . . . . . . . . . . . . . . 56
4.7.6.5 Comparison with Prior Designs . . . . . . . . . . . . . . . . 57

4.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58



Contents vi

5 Improving Privacy with Multipath Routing 59
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2 Splitting Traffic over Multiple Entry ORs . . . . . . . . . . . . . . . . . . . . 60
5.3 Traffic Splitting Strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.3.1 Number of Entry ORs Used for Traffic Distribution . . . . . . . . . . . 61
5.3.2 Distribution of Traffic over Multiple Circuits . . . . . . . . . . . . . . 61

5.4 Finding the Most Effective Splitting Strategy . . . . . . . . . . . . . . . . . . . 63
5.4.1 Simulation of Traffic Splitting . . . . . . . . . . . . . . . . . . . . . . 64
5.4.2 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.4.3 Determination of Optimal Splitting Scheme . . . . . . . . . . . . . . . 65

5.4.3.1 Number of Entry ORs Used . . . . . . . . . . . . . . . . . . 66
5.4.3.2 Efficiency of Different Splitting Schemes . . . . . . . . . . . 67

5.4.4 Success Factors for Traffic-Splitting Strategies . . . . . . . . . . . . . 68
5.4.4.1 Number of Slices Generated by Traffic Splitting . . . . . . . 68
5.4.4.2 Diversity Inserted over Traffic Traces . . . . . . . . . . . . . 70

5.4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.5 Evaluation of our Traffic-Splitting Defense . . . . . . . . . . . . . . . . . . . . 71

5.5.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.5.2 Open-world Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.5.3 Closed-world Evaluation in the Real Tor Network . . . . . . . . . . . . 72
5.5.4 Security against More Advanced Adversary . . . . . . . . . . . . . . . 73
5.5.5 Security against Multiple Malicious Entry ORs . . . . . . . . . . . . . 74

5.6 Obfuscation of Most Informative Features . . . . . . . . . . . . . . . . . . . . 76
5.7 Comparison with Prior Defenses . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.8 Overhead and Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . 77
5.9 Improving Performance in Our Traffic-Splitting Defense . . . . . . . . . . . . 80

5.9.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.9.2 Setting Weights Based on Bandwidth . . . . . . . . . . . . . . . . . . 81
5.9.3 Sorting Weights Based on Bandwidth . . . . . . . . . . . . . . . . . . 81
5.9.4 Tunable Weights based on Bandwidth . . . . . . . . . . . . . . . . . . 82
5.9.5 Sorting Weights Bassed on the 60% Rule . . . . . . . . . . . . . . . . 83

5.10 Traffic Splitting against End-to-End Correlation . . . . . . . . . . . . . . . . . 83
5.10.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

5.10.1.1 Traffic Traces Representation . . . . . . . . . . . . . . . . . 84
5.10.1.2 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.10.1.3 Classifier and Evaluation Metrics . . . . . . . . . . . . . . . 85

5.10.2 Evaluation of Traffic Splitting against End-to-end Correlation Attacks . 86
5.11 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

6 Discussion 89
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.2 Limitations and Perspectives of MPTCP-Tor . . . . . . . . . . . . . . . . . . . 89

6.2.1 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.2.2 Road-map for Adoption of MPTCP in Tor . . . . . . . . . . . . . . . . 90

6.3 Limitations and Perspectives of our Traffic-Splitting Defense . . . . . . . . . . 91
6.3.1 Protecting against ISP-level Adversaries . . . . . . . . . . . . . . . . . 91
6.3.2 Multiple Entry ORs and Path Compromise . . . . . . . . . . . . . . . 91



Contents vii

6.3.3 Multiple Entry ORs vs. Congestion and DoS Attacks. . . . . . . . . . . 92
6.3.4 Multiple Entry ORs vs. Guard Fingerprinting . . . . . . . . . . . . . . 92
6.3.5 Selective Padding over Multiple Entry ORs . . . . . . . . . . . . . . . 92

6.4 Multipath Routing in other Aspects of Tor’s Design Space . . . . . . . . . . . . 93

7 Conclusions 94
7.1 Answer to the Research Question . . . . . . . . . . . . . . . . . . . . . . . . . 95
7.2 Future Research Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

Abbreviations 97

Bibliography 99



List of Figures

2.1 Overview of Tor operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

4.1 Taxonomy of design choices for onion routing-based approaches . . . . . . . . 30
4.2 Time to first byte for web and bulk clients . . . . . . . . . . . . . . . . . . . . 40
4.3 Download speed for web and bulk clients . . . . . . . . . . . . . . . . . . . . 40
4.4 Performance metrics for different number of clients . . . . . . . . . . . . . . . 41
4.5 Compromise rate for clients using multiples entry ORs . . . . . . . . . . . . . 43
4.6 Reliability under the SDoS attack for multipath Tor . . . . . . . . . . . . . . . 45
4.7 Components modified to implement MPTCP as a Tor transport protocol . . . . 50
4.8 Time to last byte for different number of subflows between ORs . . . . . . . . . 51
4.9 Performance evaluation of MPTCP and TCP as transport protocol between ORs in the

local Tor network. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.10 Cumulative distribution function (CDF) of time to last byte for web and bulk clients for

scenarios when MPTCP and TCP are used as transport protocol between ORs. . . . . 53
4.11 Connection profiling scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.12 Evaluation of connection profiling . . . . . . . . . . . . . . . . . . . . . . . . 57

5.1 Design overview of our traffic-splitting defense. . . . . . . . . . . . . . . . . . 61
5.2 Coefficient of variation (CV) of the lengths of all instances for each class (web

page) after applying each splitting scheme (m = 5) . . . . . . . . . . . . . . . 70
5.3 ROC curves for today’s WFP attacks in open world. Dashed lines represent re-

sults for undefended traces and solid lines results for defended traces. . . . . . 72
5.4 Accuracy for a more advanced adversary . . . . . . . . . . . . . . . . . . . . . 73
5.5 Feature importance score of the first 50 best-ranked features for defended and

non-defended traces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.6 Cumulative distribution function (CDF) of bandwidth and latency overhead cre-

ated by WFP defenses. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.7 Accuracy of our and prior defenses against state-of-the-art WFP classifiers . . . 79
5.8 Throughput produced by our defense compared to Vanilla Tor . . . . . . . . . . 79
5.9 Throughput produced each of the splitting schemes variations compared to BWR

and Vanilla Tor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.10 Cumulative distribution function of the highest weight assigned to the fastest

entry OR. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.11 End-to-end correlation attack scenario. . . . . . . . . . . . . . . . . . . . . . 83
5.12 TPR and FPR for different threshold values . . . . . . . . . . . . . . . . . . . 86
5.13 ROC of end-to-end correlation attacks . . . . . . . . . . . . . . . . . . . . . . 87

viii



List of Tables

4.1 CPU usage percentage on the onion routers for the maximum number of clients. 38
4.2 Performance metrics for the maximum number of clients. . . . . . . . . . . . . 39
4.3 Evaluated scenarios in the private local network for MPTCP-Tor. . . . . . . . . 51

5.1 Accuracy (in %) for different intervals of the batch size n needed in our BWR
strategy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.2 Accuracy (in %) of state-of-the-artWFP attacks in scenarios without defense and
against our splitting strategies, wherem indicates the number of entry ORs used
in user connections. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

5.3 Number of splits generated by each strategy form = 5. . . . . . . . . . . . . . 69
5.4 Number of splits generated by the BWR variations form = 5. . . . . . . . . . 69
5.5 Accuracy (in %) of state-of-the-art WFP attacks against our defense. . . . . . . 73
5.6 Accuracy (in %) of WFP attacks for two malicious entry ORs during a single

page load. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.7 Accuracy (in %) of WFP attacks for n malicious entry ORs. . . . . . . . . . . . 74

ix



The unity is like a corn cob, if the kernel goes, the row goes,
and if the row goes, so does the cob.

Tránsito Amaguaña

1
Introduction

1.1 Motivation

Internet has undoubtedly become a fundamental catalyst for the modern society. For the majority
of the worldwide population, daily life involves several online activities such as access to infor-
mation, communication with other parties, education, voting, social networking, and commercial
activities. Although in the past decades, Internet has become a massive communication means
and people are more aware about the implications of using it, many users still ignore that their
online activities and identity can be tracked and disclosed.

Internet was originally not designed to provide anonymous communications. Users’ iden-
tities are generally linkable and observable by the destination or any third party with access to
the communication channel. Even though the content of information exchanged on the Inter-
net is typically protected via encryption, the exposure of sender-receiver relationships opens the
door to numerous threats against privacy. Besides the commercial purposes of disclosing and ex-
changing online information (e.g., selling the history of websites visited by users), endangering
users’ privacy also leads to the restriction of their fundamental right to freely express their ideas
and access to information. Considering the history of mass surveillance programs [2], Internet
users such as journalist, whistle-blowers, or people living in oppressive regimes cannot exchange
information without fearing the risk of prosecution.

In response to this, the research community has proposed over the years several methods
to improve online privacy, and to allow users to retain control over the data they share on In-
ternet [3]. However, since the real-world adoption of such systems is bound to the performance

1



Introduction 2

offered to end users, only a handful of them have gained enough deployment to achieve attractive
conditions for daily use (e.g., web browsing). Currently, the onion router (Tor) is the most pop-
ular anonymous communication system serving more than two million daily users. The main
objective of Tor is to hide the identity (i.e., IP address) of Internet users and to prevent third
parties from linking the communicating partners. However, despite the continuous acceptance
and development of Tor, several weaknesses on its design produce performance degradation that
may drive away existing users and discourage new ones to join the network. Furthermore, the
popularity of Tor has also captured the attention of attackers wishing to deanonymize its users.
These factors highlight the necessity of providing a more compelling system for both new and
existing users, which, in turn, would increase the security of all users as a result of enlarging the
anonymity set. Giving its enormous relevance and continuous deployment, the contributions of
this dissertation are mainly oriented to Tor. However, several of the proposals here exposed are
applicable to other systems with similar design characteristics.

To provide anonymity, Tor operates as an overlay service in which users communicate
with their destinations via a single virtual path (called circuit) composed by typically three vol-
unteer nodes. When packets transverse several intermediaries to reach the destination, security
properties of the communication rely on the integrity of each forwarder. Thus, Tor can ensure
anonymous communication while no more than one intermediate node is malicious. In this dis-
sertation, we propose to upgrade Tor to amultipath scheme in order to boost both the performance
and anonymity properties of the system. Specifically, we present routing design alternatives for
allowing Tor to transmit data using multiple paths at transport and overlay level. The former
is designed to tackle the suboptimal usage of bandwidth in Tor, and the latter aims to limit the
information that an adversary can use for an attack. Though, from the security perspective, it
may not seem compelling to increase the number of nodes to build more circuits for forwarding
data (because we would increase the number of exposure points that an attacker could compro-
mise), we will demonstrate in this thesis that when an adversary, still controlling certain nodes,
has a limited view of the data he can exploit, attacks to users’ privacy become significantly less
harmful. The formal definition of the adversarial model considered in the scope of the attacks
and defenses of this thesis is presented in Section 2.4.1.

As for many other communication systems, the migration from this single-path scheme to
more sophisticated pathing paradigms represents a natural evolution in order to provide enhance-
ments in terms of reliability, performance, and resources optimization [4–6]. In particular, it has
been shown that increasing the number of available paths (i.e., multipath) between two commu-
nicating parties can enlarge bandwidth, provide redundancy, optimize the routing, and secure the
communication [4, 6–8]. We believe that these factors also represent a strong motivation for the
investigation conducted in this thesis — the advantages of incorporating multipath techniques in
Tor.

In this dissertation, we present novelmultipath routing techniques for anonymous commu-
nication systems, particularly Tor. To this end, we start conducting a comprehensive exploratory
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analysis to identify the implications of including the multipath scheme in the Tor design space.
Based on this analysis, we design and evaluate novel multipath-based techniques that enhance
both the privacy and performance levels of Tor users.

Despite being conceived to individually address performance or privacy issues, the con-
tributions presented in this thesis are orthogonal to each other, and thereby, their synergy con-
tributes to develop a significantly boosted anonymous communication system on both aspects.

1.2 Research Question and Objectives

In this thesis, we seek to answer the following research question:

“How could multipath routing techniques improve the privacy and performance of Tor users?"

The objective of this dissertation is to identify where and how multipath routing is appli-
cable in the design space of Tor for boosting their performance and privacy properties. It is well
known that improving privacy comes at the cost of degrading performance [9]. Therefore, our
objective is to address each one of these aspects independently without noticeably harming the
other one. We aim that the techniques here presented are orthogonal to each other, which, in
turn, leads to enhance both the privacy and performance of the overall system.

At first glance, the design component subject to be enhancedwithmultipath is the currently
single-circuit scheme. Therefore, prior works have focused primarily on this aspect for improving
exclusively performance of Tor clients [10, 11]. Nonetheless, Tor’s design is complex [12] and
there are more aspects where multipath techniques can bring advantages in terms of both privacy
and performance. Hence, our first objective to extensively explore the Tor design space in order
to assess the viability of multipath on each component.

Once we have identified the opportunities for multipath in the Tor design, the next goal is
to propose novel techniques addressing each specific aspect. Regarding performance, the objec-
tive is to make use of the already known advantages of multiple paths (e.g., enlarging available
bandwidth and better load balancing). On the other hand, for privacy enhancements, the goal is
to counter traffic-analysis threats by not exposing all observable information on a single path, but
over a dispersed structure, in which adversarial exploitations are less harmful.

Another objective of this thesis is to ensure, to the best of our ability, that our novel mul-
tipath routing techniques are not severely unfavorable for other elements of Tor. The goal is to
minimize the probability of novel emerging surface attacks, which, in turn, would make our pro-
posals unattractive for adoption in the real Tor system. Moreover, we also assess whether our
contributions — designed to address specific weaknesses of Tor — can extend their benefits to
further existing issues (e.g., other anonymity attacks).
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1.3 Contributions

The goal of this thesis is to design advanced multipath routing techniques to enhance anonymity
and performance of anonymous communication systems (i.e., Tor). To address the challenges
raised from this main objective, we next provide a summary of the contributions of this disser-
tation:

1. Due to their complex designs, anonymous communication systems can be enhanced with
multipath routing at different levels. Thus, our first contribution comprises a comprehen-
sive taxonomy of these systems considering the incorporation of multipath capabilities.
After this systematic analysis, we conducted evaluations of existing multipath-based real-
izations and propose new approaches to fill gaps in the design space. Our evaluation fo-
cuses on the corresponding implications regarding performance and anonymity, and serves
to outline the techniques used in our next contributions.

2. As a first outcome of our proposed taxonomy, we present a novel design alternative to
address performance unfairness in Tor. To allow for low-latency anonymous communi-
cation, Tor relies on TCP for transporting data across circuits. Between two consecutive
nodes, a single TCP connection carries multiplexed data from multiple users. This leads
to an unfair allocation of bandwidth to Tor traffic as several circuits would receive as little
resources as other concurrent applications serving a single client. In response to this, we
have identified that implementing the multipath paradigm in the transport design of Tor
can increase the available bandwidth for Tor traffic to a fairer extend. Instead of propos-
ing to entirely redesign the Tor transport design, our solution comprises the utilization of
multipath TCP as an out-of-the-box transport protocol between any pair of nodes. Our
evaluation at different scales shows that our easy-to-deploy solution decreases download
times for Tor users in average by 15%. Furthermore, we identify potential anonymity risks
emerged from our design, and propose mitigation strategies.

3. We also identified that multipath routing at circuit level can be used to counter website
fingerprinting (WFP) attacks. Thus, one of the major contributions of this dissertation
comprises an effective defense technique to counter WFP attacks based on splitting traf-
fic over multiple paths. In WFP, the adversary — located in a position where the user’s
IP address is visible — analyses patterns of the exchanged traffic in order to identify the
content (i.e., visited website) of the anonymous communication. To run WFP in Tor, an
attacker only requires to participate as volunteer node at the entry position to the network.
This means that anybody without extraordinary resources is able to evaesdrop the traffic
needed to mount the attack. Our countermeasure is built upon the idea of employing multi-
ple entry nodes instead of one at the overlay level. This implies to craft a traffic distribution
to significantly disturb patterns that an attacker (i.e., a malicious entry node) can use to per-
form WFP. Our defense drastically reduces the effectiveness of WFP attacks from more
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than 95% accuracy to less than 16% under real-world Tor conditions. In addition to the
offered protection, our defense is incrementally deployed in Tor and its real-world adop-
tion is feasible because the required changes are backwards compatible and the introduced
overhead is marginal. Even though our defense does not cause severe performance degra-
dation, we conduct a further refinement of our traffic distribution mechanism to improve
the throughput experienced by Tor users. This is achieved by considering a metric that
responsively reports the best conditions of the paths on which a certain portion of traffic
must be sent. We show that this enhancement to the traffic-splitting technique improves
web download times to an extend that Tor users do not notice differences compared to the
regular unprotected system. With this, we aim to propose an integral system that can boost
the privacy Tor clients while offering attractive performance.

4. The last contribution comprises an analysis to determine whether our effective WFP de-
fense can extend their protection against end-to-end correlation attacks. In this attack, the
adversary has a global view of the traffic entering and leaving the Tor network. With this,
he can infer correlations to discover the user and the destination of a certain communica-
tion. We analytically determine that our traffic-splitting mechanism has the potential to
also mitigate end-to-end correlation. Then, we conduct an evaluation to assess the effec-
tiveness of the multipath scheme, initially proposed as WFP defense, to counter the most
recent and powerful end-to-end correlation attack. We show that by splitting traffic through
only two paths, the correlator observing a single exposure point on the entry side, and the
corresponding exiting traffic, drastically looses the ability to perform correct correlations.

1.4 Outline

The structure of this thesis is organized as follows. Chapter 2 introduces the foundations of
anonymous communication systems. Specifically, we present the relevant design aspects of Tor
and the existing anonymity threats.

Chapter 3 presents the prior work related to the contribution of this thesis. Then in Chap-
ter 4, we introduce our taxonomy for multipath anonymous communication systems and present
our alternative transport design to increase fairness in Tor.

In Chapter 5, we propose a novel countermeasure against WFP attacks. We start by eval-
uating several traffic-splitting strategies for our defense. Then, once the best splitting scheme
is found, we conduct an extensive realistic evaluation to assess the effectiveness of our defense
against state-of-the-art attacks. We also include in this chapter our preliminary evaluation to
determine whether our WFP defense can also provide security against end-to-end correlation
attacks.

Chapter 6 covers the challenges and limitations of the presented contributions. Further-
more, we sketch further possibilities of multipath within other design aspects of Tor. This thesis
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concludes in Chapter 7 with a final discussion, analysis of the response to the research question,
and a description of future work.
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Most of the content of this dissertation is based on the specific author’s work presented in the
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Human beings aren’t forever born the day their mothers
bring them to life; instead they must be reborn time and time
again.

Gabriel García Márquez

2
Background

2.1 Introduction

For a communication to be anonymous, the identities of one or both parties must be kept hidden
from the respective counterpart or external agents. Here, the value to preserve is not the content
of the communication (it can be protected via encryption) but the identities of the involved parts.
To this end, data exchanged between two ends is primarily done through intermediate hops. The
simplest anonymization technique consists on using a single hop (e.g., a VPN service) between
a user and its destination. The anonymity provided by this method, however, depends on the in-
tegrity of the intermediary hop. Therefore, effective anonymization techniques employ multiple
hops between users and their destinations. The resulting hop-based overlay structure is known as
anonymization network. Despite this method prevents any hop to directly discover who converses
with whom (each hop knows only the predecessor’s and successor’s IP addresses), an adversary
— a malicious intermediary or an external agent with wiretapping capabilities — can perform
traffic analysis to infer the identities of senders and receivers. For this reason, anonymization
systems are designed to withstand traffic analysis at different levels and performed by distinct
adversarial models. In the following, we summarize the existing anonymization techniques and
their main properties.

Mix Networks. Proposed by Chaum in 1981 [14], mix networks relay traffic through a
chain of intermediate nodes known as mixes. When forwarding data from several users, a mix
delays, shuffles, and re-encrypts the data before passing it to the next node. This prevents that an
adversary correlates, bit-wise or timing-wise, the traffic entering and exiting a mix. Thus, even
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Figure 2.1: Overview of Tor operation

a global adversary located along all links of the network is unable to break the anonymity. In
order to protect against malicious mixes, a user can send the message through multiple mixes
because one honest mix along the path is enough to achieve anonymity. The effectiveness to
withstand powerful traffic analysis motivated the implementation of this technique in systems
like Mixmaster and Mixminion [15]. Unfortunately, the number of operations performed within
each mix produce unacceptable latency for daily online activities such as web browsing, and
therefore, their application is limited to high-latency use cases such as e-mail.

DC-Nets. Dining cryptographers (DC) [16] networks rely on cryptography to prevent traf-
fic analysis for discovering the users’ identities. Each member of the network uses a secret key
to encrypt his message, and then all messages are distributed via a broadcast channel in rounds.
This technique is highly resistant to traffic analysis, but unfortunately requires large computa-
tional capabilities, which, in turn, are not easy to achieve for low-latency applications (e.g., web
browsing from a mobile device). Hence, this technology has not been widely implemented and
developed over the years.

Onion Routing. This the most popular and deployed anonymization technique. Its most
widespread implementation, Tor [17], servesmore than twomillion daily users. Tor is designed to
provide anonymity for low-latency applications, e.g., web browsing and interactive applications.
Considering its acceptance, and that the vast majority of online activities demand low latency,
Tor has become the de-facto tool for providing anonymity on the Internet. Unfortunately, Tor
faces several challenges from both the performance and privacy perspectives. For the former,
some designs aspects of the used transport protocol cause degraded performance [18]. For the
latter, several anonymity attacks have been demonstrated to be effective against Tor users [19–
22]. Thus, proposals to improve the performance and privacy properties of Tor are crucial for
attracting more users in order to enlarge the anonymity set and comprise a more secure system.
Given the relevance of Tor, the scope of this thesis is primarily delimited to this system. Nev-
ertheless, our proposals are applicable to other anonymization systems that share design details
with Tor. In the following of this chapter, we detail the relevant design aspects of Tor and the
existing privacy threats.
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2.2 Tor Overview

Tor is themost popular low-latency anonymization network designed for TCP-based applications.
The main objective of Tor is to hide the identities (i.e., IP addresses) of users who communicate
through the Internet. To start a connection via Tor, the user runs local software, an onion proxy
(OP), and creates a virtual tunnel to the destination. This virtual path is referred to as a circuit
and is typically composed by three nodes known as onion relays (ORs) [23]. Depending on their
position on the circuit, the ORs are denoted as entry, middle, and exit. Via a Diffie-Hellman key
exchange, the user negotiates a distinct symmetric key with each OR on the circuit. The sym-
metric keys are used to encrypt the actual user data in multiple layers of encryption [23]. While
forwarding user traffic, each OR on the circuit removes (or adds, depending on the direction)
a layer of encryption (see Figure 2.1). This ensures that none of the ORs on the circuit knows
the source, the destination, and the content of the communication. Along a circuit, user traffic
travels encapsulated in fixed-size units referred to as cells. Based on the data they carry, Tor cells
can be categorized in two main groups: control and relay cells. While the control cells convey
management information to the ORs to build and maintain circuits, the relay cells transfer the
user data.

The ORs are run by volunteers who determine the amount of bandwidth they are willing to
share. The position of an OR in a circuit has implications about the type of information that can
be accessed (e.g, knowing destination at exit OR) or be more attractive for attackers. Therefore,
there are specific requirements to run a relay as entry, middle, or exit OR . When an OR becomes
active in Tor, it starts by default as middle OR. The only requirement for this is to be reachable
from any host on the Internet. Thus, ORs in the middle position are currently the most numerous
and have an overall larger bandwidth capacity than entry or exit ORs [24]. Since the ORs at exit
position make the connection directly to the web server, their Internet service providers (ISPs)
can recognize the websites visited by Tor users, which involves a disclosure of high-sensitive
data. For this reason, an OR operator must explicitly set this option in the relay’s configuration
if he desires to run the relay at this position. On the other hand, to become an entry OR, higher
requirements are necessary because this node has direct access to the client’s IP address. In this
case, the OR must be stable for a longer period of time and offer more bandwidth than ORs in
other positions.

For censorship circumvention, Tor offers a set of alternative ingress points to users that
are blocked to make connections to IP addresses of public ORs . These non-published ORs are
referred to as bridges, and their access can be provided out-of-band (e.g., via e-mail or friend-
to-friend).

Given its complex design, Tor is studied under several research directions [18]. We next
detail the Tor design from two perspectives: privacy and performance.
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2.3 The Tor Design

As for any other privacy enhancing technology, the anonymity offered by Tor comes at the cost
of a reduced performance compared to a non-anonymized communication. During the commu-
nication, the overhead is introduced by the multihop-based data forwarding (ORs can be geo-
graphically distant), the costly multi-layer encryption and decryption operations, and the limited
bandwidth capability offered by the ORs. For this reason, Tor requires an optimized transport
design, a tailored control and congestion management, and an efficient OR selection algorithm.
We next elaborate on each of these aspects.

2.3.1 Relay and Circuit Selection

The topology of Tor is complex and dynamic [25]. There are ORs located all around the world
offering highly diverse bandwidth capabilities to Tor traffic. Therefore, the criteria to choose
and use ORs for building circuits are critical for providing acceptable performance. A Tor client
chooses the ORs for a circuit based on their availability, flags, and offered bandwidth. When
a volunteer decides to run an OR, it takes around 40 minutes until their status and capabilities
are validated. After launching the Tor application, the OR must wait that a set of special nodes,
called directory authorities, update a consensus document where all ORs are listed. This docu-
ment contains various details of each OR such as allowed flags (e.g., the exit OR flag), offered
bandwidth, geographical location, and IP address. Once the validation round of the directory
servers is performed, all fresh ORs are included in the consensus and they earn the active flag.
Further flags are assigned as more conditions are fulfilled. The stable flag comes when an OR
has been active at least the median time among all other ORs. And the fast flag is assigned to
ORs that are in the top of relays with a certain speed defined by the authorities.

Tor aims to distribute traffic as balanced as possible among all ORs in the network. For
this reason, the relay selection is done in a weighted-random manner where the OR’s bandwidth
gives it more chances to be chosen by a client. Besides considering bandwidth, as a result of
emerging attacks and investigations [26], further constrains to the relay selection process have
been included. These conditions vary depending on the relay’s position within the circuit. Firstly,
a router can only participate once in the circuit (e.g., it cannot be entry and exit simultaneously).
Furthermore, any pair of ORs in a circuit must not be on the same /16 subnet, nor be maintained
by the same operator. Middle ORs are the easiest-to-run relays. They only need to offer the
minimum allowed bandwidth of 75 KBytes per second. For becoming an exit ORs, the operator
must specifically activate the ExitRelay option. This position is sensitive as it directly access
to potentially-monitored websites on behalf of anonymous clients. Therefore, these ORs are
commonly under constant watching of prosecutions agencies, and it is thus recommended that
they are run by universities or research centers. Special attention require the entry ORs since they
are in direct connection with the clients (i.e., entry ORs know users’ IP addresses). By default, a
Tor client chooses the same entry OR from a list of candidate relays with the fast and stable flags.
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This selection remains unaltered for a long period of time (around 60 days). The list of possible
entry ORs (known as primary list) remains fixed after filtering out slow and geographically-closer
ORs.

With this OR selection criteria, a Tor client creates preemptively — even before streams
need to be attached — several circuits and records the corresponding circuit build times (CBTs).
Then, when user data is ready to be sent, the Tor client discards the circuits with the slowest CBTs
and attaches the stream to the circuit that is expected to have the best performance. Generally,
any circuit has an overall lifetime of 10 minutes. After that, a new circuit is used for stream
attachment. It is also possible that a Tor client leverages a Tor control framework (e.g., the Tor
control protocol) to ignore the standard OR selection process and use customized circuits with
specific desired nodes.

2.3.2 The Tor Transport Design

At the transport level, Tor operates as an overlay service for forwarding TCP traffic between the
user and its destination. To achieve this, each OR in the circuit maintains a TCP connection
with its successor and predecessor nodes. On circuit creation, the client establishes a first TCP
connection with the chosen entry OR. After that, an instruction cell to extend the communica-
tion towards the next OR is sent. Then, next ORs, if not yet established, start their own TCP
connections with their subsequent node. Finally, the exit OR reads the destination address in
the instruction cell, and performs a TCP connection with the destination. The user can then ex-
change data through the Tor network using the TCP connection with the entry OR. If multiple
users choose the same ORs on their circuits, these ORs reuse the existing connections to mul-
tiplex the traffic of all other involved users. This design choice implicitly contributes to users’
privacy because traffic of each user travels hidden in an anonymity set. However, the bandwidth
of the shared link is unfairly limited as it was intended for one single user.

When data arrives to an OR, it is demultiplexed and stored into per-circuit queues. After
the corresponding cryptographic operations, packets of each queue are multiplexed and placed
into the output kernel-level TCP buffers for forwarding them to the next OR or OP. The priority
and order in which traffic from different circuit queues is dispatched into the next TCP connection
depends on the scheduling Tor configuration. Currently, relay operators can choose among three
options. The vanilla scheduler, the first one implemented in Tor, assigns cells to each circuit in
a round robin manner. A noticeable improvement was included with the kernel-informed socket
transport for Tor (KIST) scheduler [27, 28]. This technique uses TCP-kernel information to
definewhen and how to distribute the cells into circuits. For operative systems that do not allow to
access to kernel-level information, the alternative KISTLite scheduler works as an approximation
that artificially estimates the kernel status.
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2.3.3 Reliability, Flow, and Congestion Control

Tor, per se, does not implement congestion control nor reliability for the transmitted data. The
existing OR-to-OR connection is the primary means to regulate congestion and to guarantee
end-to-end (between OP and the exit OR) correctness and in-order packet delivery. In addition
to this flow control provided in the OR-link level by TCP, Tor implements two window-based
flow-control mechanisms at circuit and stream level respectively.

At circuit level, the maximum allowed number of in-flight cells within a circuit at any
moment is regulated using two windows: the package and the deliver window, both initialized
by default to 1,000 cells. Every relay cell received in an edge node (the OR or the OP depending
on the stream direction), decrements by one its delivery window, and when a decrement of 100
cells is registered (the delivery window reaches 900), a control cell called SENDME is sent back
as acknowledgment to the corresponding counterpart. A SENDME received at the other edge (the
OR or the OP) increments its package window by 100 and greenlights the delivery of other 100
cells. When a package window reaches zero, the OR or OP refrains to process more TCP packets
associated to that circuit and to send more relay cells before receiving a SENDME cell.

An analogous mechanism operates at stream level. The differences lie on the window sizes
(initialized to 500) and the SENDME sending pattern (after 50 received relay cells). With this, the
maximum amount of in-flights cells within a stream is capped to 500.

2.4 Anonymity Attacks against Tor

Due to its popularity, Tor is an attractive target for attacks aiming to discover the identity of its
users. Numerous attacks have been investigated and proposed. Although many threats rely on
powerful adversarial models — not specified in the original Tor design, many others have shown
successful results considering a weak adversary such as a local passive observer.

A comprehensive taxonomy of existing attacks is presented in [18]. One research direc-
tion comprises end-to-end correlation attacks [29–31]. Here, an adversary, with a global view
of the Tor network, monitors traffic at ingress and egress points to correlate patterns and identify
users and destinations of the communication. Other family of attacks focuses on congesting or
blocking ORs [32, 33] in order to prevent them to serve Tor users. Consequently, the anonymity
set size of both routers and users may decrease and the security of the overall system is dimin-
ished. Similarly, denial of service (DoS) attacks [24] also represent an anonymity threat that
can affect Tor at different levels. This includes from sybil-based attacks targeting single ORs,
to large-budget state-level adversaries overloading a large amount of ORs using cloud services.
Another highly-relevant research field comprises website fingerprinting (WFP) attacks. Here,
the adversary uses merely network-level traffic information to discover the visited website (i.e.,
the destination).
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A major contribution of this thesis is the design and evaluation of an effective multipath-
based countermeasure against WFP attacks. Moreover, we study whether this defense can ex-
tend the protection to end-to-end correlation attacks. Hence, we next detail these traffic-analysis
threats and the respective adversarial models.

2.4.1 Threat Model

Tor was not designed to resist global adversaries with a general view of the entire network. Con-
trary, it is assumed that an adversary has access to a limited portion of the network, which does
not comprise observing simultaneously both edges of a circuit . Thus, the anonymity of a Tor user
is considered compromised when an adversary accesses to the traffic at the entry and exit ORs.
This is the adversarial model considered in end-to-end correlation attacks. Here, the attacker
can discover user and destination by only observing traffic patterns at both ends (passive), or by
watermarking/injecting patterns on one side and reporting it on the other (active). Evidently, the
former is more dangerous as it is harder to be detected and requires less capabilities.

Among all the possible adversaries applicable to the Tor’s threat model, one particularly
critical — because of the weak required capabilities — is the passive local observer. This is
the adversarial model considered for website fingerprinting attacks. As passive, the adversary is
not able to decrypt, modify, or interrupt the communication; and as local, he is located where
he can eavesdrop the traffic exchanged between the user and the Tor network. This bounds the
possible attackers to: local network administrators, ISPs, entry ORs operators, and any other
network sniffer agent placed along the user-entry OR connection. It is important to mention that
among the listed possibilities, malicious entry ORs are particularly dangerous because anyone
with moderate technical capabilities can run a volunteer OR on that position and easily become
an adversary. This dissertation focuses on defeating malicious entry ORs mounting WFP at-
tacks. Though, we also discuss potential enhancements to also offer protection against ISP-like
adversaries.

To sum up, we have described the two adversarial models considered in the scope of this
thesis. First, for addressing WFP, we consider a malicious local passive observer (i.e., entry
OR). Second, when analyzing end-to-end correlation, we assume an adversary capable to observe
traffic at both ends of the communication (i.e., entry and exit ORs).

2.4.2 The Website Fingerprinting Attack

Despite Tor promises to hide users’ identities from passive a local observer e.g., a malicious
entry OR — one of the weakest adversaries in the attacker model of Tor [13], it cannot conceal
information regarding size, direction, and timing of packets. This has opened the possibility to
local adversaries formountingwebsite fingerprinting (WFP) attacks. In this attack, a passive local
observer scrutinizes traffic patterns of the encrypted connection between the client and the entry
OR of the anonymization network. WFP is a type of traffic analysis attack, which aims to identify
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the content (i.e., the visited website) of anonymous user connections by passively observing
patterns of data flows. Over the years, multiple studies have systematically demonstrated the
continuously improved effectiveness of WFP attacks [34, 35].

An adversary develops this attack as amachine learning (ML) classification problem. First,
he visits multiple times the set of pages he wants to monitor and logs the corresponding traffic
records (i.e., the timestamps, sizes, and directions of sent/received packets), which are refereed
to as traces. Then, he detects distinguishable traffic patterns of each website (fingerprints), and
extracts features from all traces to train a classifier that will be later used for identifying the
victim’s eavesdropped traffic. AWFP attack is commonly deployed in two settings: closed world
and open world.

In the closed-world scenario, the user is allowed to visit a limited set of websites and
the attacker can train on all of them. This setting typically denotes a classic balanced multi-
class classification problem. Thus, accuracy — the number of correct predictions among all
predictions — is the metric used to evaluate the attack’s performance. Although this scenario is
unrealistic, it allows to make fair comparisons between attacks.

In the open-world setting, the set of websites that a user may visit is unrestricted (this
reflects a more realistic Internet browsing) and the attacker trains only with the set of websites
he is interested in. The set of pages that the attacker can train on is referred to as foreground,
and the set of pages unknown for the attacker is referred to as background. In the open-world
setting, the primary goal of the attacker is to identify whether a page is part of the foreground
or background class (binary classification). To measure the success of predicting both classes,
true positive rate (TPR) and false positive rate (FPR) are the commonly used metrics. However,
when the background and foreground set sizes are heavily unbalanced, precision and recall are
the preferred metrics [36].

For comparison with prior work, this thesis respects the assumptions commonly done
when investigating WFP. We consider that the attacker can isolate the traffic corresponding to
a single page load and that WFP is only applied to the index page of a website. Moreover,
we assume that the adversary has sufficient computational power to train several fingerprinting
techniques on large training datasets.

2.4.3 End-to-end Correlation Attacks

When an adversary accesses to traffic at the entry and exit ORs of a certain circuit, it is assumed
that this connection is compromised because the adversary only requires to correlate flows en-
tering and exiting the network, and then, pair those matches with origin (IP address is visible by
the entry OR) and destination (IP address is visible by the exit OR).

In this attack, the adversary obtains a certain number of ingress and egress encrypted traffic
flows. Then, he aims to match flows on both sides corresponding to the same origin-destination
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pair. Encryption avoids that this is done by looking at the content. Therefore, the attacker can
only compare characteristics such as packet sizes, timestamps, and traffic direction.

There exist several techniques to correlate traffic patterns obtained from two ends of a Tor
circuit. One option is to rely on the mutual information [37] metric to assess the dependency
between two random variables assigned to each traffic flow. Another possible statistical measure
to use is the Pearson coefficient [38]. This well-known metric can be also extracted from a
mathematical representation of the traffic flows, and thus, be compared to assess the correlation
level. Analogously, the cosine similarity [39] and the Spearman correlation [40] metrics have
been also used for finding correlations in traffic flows.

Although these statistical metrics are easy to compute and extract from traffic traces, they
are not always optimal for Tor traffic because data flows in real networks are noisy, and thus,
patterns for checking similarities become hardly identifiable. Therefore, a recent work [31] has
proposed to use deep learning (DL) to find correlation matches. Here, a convolutional neural
network (CNN) model classifies whether a certain pair of ingress/egress traffic flow was origi-
nated on the entry/exit ORs of a certain Tor user. Thus, this attack is conceived as a two-class
classification problem where the model is fed with raw input traffic flows pairs represented by
sequences of packets’ sizes, times, and directions. This data is labeled as positive if a traffic pair
belongs to the same user, and as negative if no correlation exists. DL-based models are known
for their adaptability to learn patterns at different levels (i.e., big and small details of the input
data can be recognized) and for not requiring sophisticated feature extraction processes (i.e., the
model can use as input a raw traffic representation).

2.5 Summary

We have covered the relevant concepts used in this dissertation. After introducing the existing
anonymization techniques, we presented the design details of themost popular system—Tor. We
started describing the various components of Tor. We described the process for selecting relays
and building circuits. This is an important element considered in the contributions of this thesis,
since one of our proposals is to upgrade Tor to a multipath structure, in which more nodes are
required to build extra circuits. Thus, it is essential to understand the implications from setting
up a relay on any position.

Then, we detailed the Tor transport design and the employed flow and congestion control
techniques. Another major contribution of this thesis proposes an alternative protocol to be used
at the transport level. Hence, the concepts covered in this section are important to discover the
weaknesses that can be mitigated with the novel proposed multipath-based transport design.

Lastly, we described the relevant aspects regarding attacks against Tor users’ privacy.
Specifically, we detailed the threats and adversarial models considered in the scope of this dis-
sertation, the website fingerprinting and the end-to-end correlation attacks.



Have no fear of perfection; you’ll never reach it.

Salvador Dalí

3
Related Work

3.1 Introduction

We next revise the relevant related work for this dissertation. For performance improvements,
we focus on prior works addressing alternative transport designs and proposals to migrate from
the current single-circuit scheme to a multi-circuit communication paradigm. Then, we focus on
the specific considered privacy threats, the website fingerprinting and the end-to-end correlation
attacks. Specifically for WFP, we also survey the state-of-the-art defenses, which will be then
compared with our proposed countermeasure.

3.2 Improving Performance in Tor

Providing anonymity in Tor comes at the cost of performance loss for the users. For instance,
the inefficient transport design, and the dynamic nature of the system — anybody can join the
network by running an OR or leave the network at any time — cause that Tor suffers from both
high congestion and latency. This often leads to significant delays for users which, in turn, may
discourage them from using the network.

Since the strength of anonymity provided by Tor strongly depends on the number of users,
the protection of Tor clients utilizing the network is weakened by any user leaving the network.
Therefore, performance improvements are necessary to make the system more attractive for both
new and existing users. This will further improve the security of all users due to the increased
anonymity set.

16
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Several components of the design space of Tor can be improved for a better performance
of end users. A significant amount of research has focused on exploring a variety of relay selec-
tion algorithms, e.g., by trying to avoid congested ORs [41], considering the geographical loca-
tion [42] or bandwidth [43, 44] of chosen ORs. Another group of works [45–47] criticizes the
transport design applied by Tor, i.e., circuits from several users are multiplexed through a single
TCP connection between two ORs. This may slow down the performance of interactive circuits.
In response to this, several works evaluate advanced circuit scheduling mechanisms [48, 49],
propose improved congestion control algorithms [47, 50] or even replacing the underlying trans-
port protocol [51, 52] to optimize the utilization of available bandwidth in Tor. In contrast to this
thesis, these works did not evaluate the effect of multipath techniques in Tor. Nevertheless, these
proposals complement our work and their coexistence can further improve the performance and
harden the security of Tor.

The scope of this dissertation is oriented to apply the multipath routing paradigm for im-
proving privacy and performance of Tor users. As our investigation will show in Chapter 4, this
can be done in several components of the design space. Specifically, we address the benefits
of using multipath routing at transport and circuit level. Thus, we next describe the relevant
previous works on these two research areas.

3.2.1 Alternatives Tor Transport Designs

As stated before, Tor, as part of its privacy-preserving design, specifies that all traffic from differ-
ent circuits coexisting between a pair of ORs is multiplexed within a single TCP-secured (TLS)
connection. Besides preventing one-to-one linkability between users and TCP sessions, keep-
ing a single connection also avoids large processing times produced by multiple handshakes and
cryptographic operations. This design choice has been identified as one of the main causes for
the performance issues in Tor. Traffic from a single high-volume circuit is able to obstruct a
fluid traffic flow from other circuits using the same TCP connection. For instance, a congestion
event (e.g., a packet loss) on the high-volume circuit will produce that packets of other circuits
are retained on the ORs’ buffers until the lost packet gets retransmitted. Furthermore, the shared
TCP connection offers bandwidth resources that without Tor would be allocated to a single user,
and thus, are considered unfair when transporting multiplexed traffic.

The produced latency is particularly problematic for circuits carrying interactive traffic, in
which delayed responses may significantly decrease the web browsing user experience. Another
consequence of packets staying longer times in the buffers, is the degradation of the router’s ca-
pacity for packet scheduling decisions and serving other applications. The intrusion produced by
one circuit over another is known as cross-circuit interference. And the specific effect of packets
retention of one circuit due to the congestion experienced by another one is known as head-of-
line (HoL) blocking. Although HoL always refers to packets from different sources queued at
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buffers, it is important not to confuse the HoL effect produced in Tor by several coexisting cir-
cuits, with the blocking that out-of-order delivery or shared buffers on network switches produce.
The latter arises from traffic originated from multiple TCP sessions, while the former occurs due
to the circuit multiplexing used in Tor.

As alternative Tor transport protocols, several works [47, 53–55] suggest increasing the
number of TCP connections between ORs to minimize the coexistence of traffic from multiple
circuits in a single connection. Another group of studies [52, 56, 57] proposes to replace the
underlying protocol (e.g., with UDP), and profit from alternative congestion control mechanisms
implemented outside the transport layer.

Attempting to reduce the unfairness of sharing a single TCP connection between ORs, and
to simplify the tasks that each relay performs, Viecco proposed UDP-OR [52]. Here, any pair
of ORs communicate using UDP instead of TCP. Reliability and congestion control are achieved
by tunneling the data through an OP-to-exit OR TCP session. Since acknowledgments must
transverse the entire circuit to reach an end point, an enormous latency is expected especially for
congested scenarios.

Reardon and Goldberg [47] were the first that experimentally demonstrated at small scale
the negative effects of cross-circuit interference. The authors suggested to use a secured datagram-
based protocol to tunnel TCP (TCP-over-DTLS) communication between ORs. This design
avoids that packets get blocked on buffers because in UDP the OR does not wait for acknowledg-
ments to continue sending data. For providing reliability and congestion control between ORs,
a separate user-space TCP connection is created for each OR-to-OR link. Two major concerns
impede deploying this approach in Tor: (i) there is, to the best of authors’ knowledge, no TCP
user-space implementation with a licence compatible to be used in Tor. And (ii), the unacceptable
high CPU capacity required for running the transport protocol at user-space.

A more tailored proposal for Tor, Torchestra [55], opens two TCP connections between
ORs, one intended for circuits with high-volume traffic, and another for lightly-loaded circuits.
Unfortunately, the presented small-scale evaluation and a suboptimal effectiveness of the algo-
rithm to classify the traffic load on the circuits as heavy or light, are major concerns to include
this design in Tor.

Al Sabah and Goldberg [54] proposed to assign a kernel-level TCP connection per existing
circuit (PCTCP). However, this proposal increases the aggressiveness of the traffic on parallel
connections, and opens the door for socket exhaustion attacks [53] due to the one-to-one circuit-
to-connection mapping. PCTCP is not backwards compatible because channels are secured with
IPSec instead of TLS and a new Tor cell format is required.

Tackling specifically HoL blocking, Nowlan et al. [56] disabled the in-order delivery of
TCP packets between ORs. With this, packets are sent regardless of possible missing data. Re-
ordering is implemented at circuit-level and the channel is secured with an unordered version of
TLS (uTLS). Unfortunately, the still shared I/O buffers in the ORs, and the effort for providing
reliability on an upper layer, cause that performance is marginally improved.



Related Work 19

Geddes et al. [53] proposed IMUX, an approach where the number of TCP connections
between ORs is dynamically determined by the number of circuits. The objective is to avoid
socket exhaustion attacks possible in PCTCP and Torchestra. Since the connections are created
or closed depending on the existing circuits together with a configured threshold, a mapping 1:1
between connections and circuits is not always possible. In general, there are n circuits to occupy
m connections. Therefore, IMUX implements three scheduling mechanism to dispatch cells of
each circuit among the available connections. Although round robin scheduling outperformed
other techniques, the obtained improvements were still modest. Furthermore, since themaximum
number of connections is capped, it is likely to have more circuits than connections between a
pair of ORs, and it is still possible that cross-circuit interference appears.

The latest proposal to refurbish the Tor transport design is BackTap [57]. The authors
considered that the main problem for performance are the cells stored for long time on the per-
circuit queues. In response to this, BackTap implements per-hop congestion control on the user
space and relies on UDP as transport protocol. This work reported promising improvements,
however, as for other similar proposals, the incompatibility with the current system, and the
difficulties of migrating to UDP, discourage Tor developers to adopt this approach.

Despite the numerous alternatives proposed to redefine the Tor transport design [18], none
of them can be practically deployed in Tor. We identify the following major concerns for their
practical adoption: (i) replacing the underlying transport protocol is backwards incompatible
and requires updating the entire system (e.g., BackTap). (ii) proposals cannot be used out-of-
the-box as they usually require major adjustments for running in Tor (e.g., uTor). (iii) showed
performance gains do not merit the proposed complex update to the entire system (e.g, TCP-
over-DTLS, Torchestra). One of the main contributions of this thesis is to propose a transport
design that can provide performance gains without raising these concerns (see Section 4.7.2).

3.2.2 Multipath in Anonymous Communication Systems

The notion of employing multiple paths is not entirely new in anonymous communication sys-
tems. This technique has been also considered in previous theoretical analyses, simulations,
and non onion routing approaches. The objectives pursued by those works were: passive at-
tack resilience [58–60], multipath as a means of anonymity [61], and performance improve-
ments [10, 11, 62, 63].

Karaoglu et al. [63] investigated the feasibility of multipath techniques within the Tor
network in order to solve performance issues related to congestion and low throughput. The
authors propose a multipath routing scenario which emulates the operation of unidirectional
multipath TCP [64]. Here, the Tor client is responsible for splitting and sending the traffic through
multiple disjoint circuits to a web server which, in turn, is required to merge the received data.
Thus, the authors do not require any modification in the core Tor network.
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Applied to high-latency mix-based systems, Serjantov and Murduch [58] proposed that
while a packet transverses a mix node, it can also be forwarded to a next node belonging to a
different route. The goal is to minimize the exposure to adversaries correlating traffic on two
points on the route.

Engelman and Jukan [60] presented a simulation where multiple circuits were used to
evade censors blocking the access to the Tor network. Using linear network coding, this approach
extends with redundancy the original data, and send chunks of data through several circuits.
Then, in case the censor blocks traffic from one circuit, the decoding process allows recovering
the full data on the exit OR.

The multipath paradigm was used as a means of anonymization in [61]. The authors de-
signed a systemwhere a sophisticated data fragmentation technique prevents an observer to know
the content and identities of user and destination of the communication. In order to know the
route of each packet, the messages’ fragments contain on their header information about the next
node in the path. With this, anonymity and secrecy is provided without using cryptographic keys.

To the best of our knowledge, there exist only three systems have been fully developed
and implemented as multipath onion routing-based approaches. Two of these, Conflux [10] and
mTor [11], are extensions to vanilla Tor that adapt its trafficmanagement design to utilizemultiple
circuits; the third, MORE [65], comprises a multipath design over UDP where each cell travels
along a different circuit.

In Conflux [10], the OP builds multiple circuits with the same exit OR. Once those circuits
are created, the OP sends a cell with a random nonce towards the exit OR as an identifier of the
multipath structure. To send each cell, the OP and the exit OR, known as end-points, select
one of the multiple circuits according to its congestion, which is estimated as the time interval
between the 100th cell being sent, and the corresponding SENDME being received. Cells that
arrive out-of-order to the end-points are merged and sorted using a 4-byte sequence number
included in the cell’s payload. The authors of Conflux presented results from an implementation
that supports only two circuits. They showed that performance improvements are particularly
noticeable for bridges because they usually have a larger bandwidth than middle and exit ORs.
Thus, the capacity of a multipath circuit structure is the sum of the individual capacities of each
circuit.

Following a similar approach, mTor [11] was proposed. Here, the multipath structure and
cell merging procedure is similar to Conflux. However, the end-points (exit OR or OP) choose
one of the multiple circuits according to its current stream-level window value. The end-point
drops cells to the circuits in a first-in-first-out manner, while their stream window is greater than
zero. Furthermore, in mTor, clients tend to choose less-used low-bandwidth middle ORs. The
idea is to use those relays with low demand and contribute to load balancing the Tor network.

In a contrasting approach, MORE [65], a new path is freshly created and used for each
data cell. Here, it is required that the client participates as OR within the network (peer-to-peer
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network). To send data, the client OR captures TCP data via a TUN device1 and encapsulates
it in cells, which will each be sent across a different circuit. This means that no initial circuit
establishment takes place, but that each cell travels along its own randomly-chosen path. To
guarantee reliability of cells traveling along different routes, MORE takes advantage of the TUN
device’s functionality and provides an IP overlay service for tunneling TCP data. In this sense, a
multipath layer TCP session exists between sender and receiver. To discover each cell’s route, an
intermediary OR onion-decrypts and reads the corresponding successor node from the header. To
reduce the computational cost of re-setting up a cryptographic context for each cell, MORE uses
elliptic curve cryptography (ECC). While using one circuit for each cell increases the resilience
against traffic analysis attacks, it also considerably reduces performance.

While Conflux and mTor were designed to improve client-side performance raised from
using a possibly single slow circuit, MORE pursued to be resilient against traffic-analysis attacks
by switching on-the-fly to a new circuit for each cell.

An important contribution of this thesis is a comprehensive evaluation of the design space
of multipath for onion-routing anonymous communication systems. Thus, these approaches are
further evaluated and analyzed in Chapter 4.

3.3 Security and Privacy in Tor

Tor promises to hide the relationships between the user and its destination from third parties.
Nonetheless, several attacks have been demonstrated to be effective against the anonymity of Tor
users. The study of attacks in Tor is a wide research field, there are various adversarial perspec-
tives that may harm Tor. An extensive taxonomy of attacks against Tor is presented in [18]. We
next summarize the existing attacks making special emphasis on those within the scope of this
dissertation.

3.3.1 Routing Attacks

This family of attacks [40, 66–68] aims to deviate from the secure manner in which Tor clients
select and use the routes to their destinations. Specifically, malicious agents gain control over one
or more nodes to fake their characteristics in order to make them more likely to appear in target
users’ circuits. With this, adversaries gain confidence to perform further attacks (e.g., website
fingerprinting) or correlate traffic among a compromised path.

3.3.2 Congestion and DoS Attacks

These attacks [24, 32, 33, 69] pursue to block or congest target ORs in order to weak the entire
system making it unattractive for existing and new users. Furthermore, tearing down ORs is a
mechanism to also deviate from a legitimate route to a potentially maliciously controlled path.

1A TUN device is a virtual kernel network interface that works as a bridge between the user and kernel spaces.
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3.3.3 Traffic-Analysis Attacks

These attacks have been widely investigated in Tor. The technique used is the exploitation of traf-
fic characteristics to infer source, destination, or content of the communication without breaking
the encryption. Usually, these attacks are performed in conjunction with the previous ones. For
instance, routing attacks force a client to user certain ORs, and then, traffic-analysis discovers
the destination by scrutinizing traffic patterns exchanged over the Tor network.

Depending on the adversarial capabilities, we can categorize traffic-analysis attacks per-
formed by local or global observers. At the same time, they can be passive — they only observe
traffic — or active — they can insert patterns (e.g., watermarks) to the traffic flow to ease the
analysis. While it is true that global adversaries are not considered in the Tor threat model, and
therefore Tor does not offer protection against them, traffic-analysis can be also mounted by a
local observer. In this regard, the most prominent threat is the website fingerprinting attack [20–
22, 70–75]. A major contribution of this thesis comprises protection mechanisms against this
threat. Hence, we cover more in the detail the related work regarding WFP attacks and defenses
in the next sections.

Another important type of traffic-analysis attacks are the end-to-end correlation attacks.
Here, an adversary with global capabilities, observes traffic entering and leaving the Tor network
in order to pair matching patterns originated by a certain user and its destination. In this thesis, we
also assess the effectiveness of our technique — initially indented to withstand WFP — against
end-to-end correlation. We aim to demonstrate that ourWFP defense can also serve as mitigation
against these attacks. Hence, we also survey the corresponding related work.

3.3.3.1 Website Fingerprinting

Next, we briefly review previously proposed WFP attacks and defenses.

Website Fingerprinting Attacks. The first work in applying machine learning for website
recognition in anonymization networks was done by Herrmann et al. in 2009 [74]. The au-
thors evaluatedWFP in Tor and other single-hop systems such as OpenSSL and OpenVPN. They
showed that the recognition rate of a multinomial naive Bayes classifier within a closed-world
dataset of 775 sites is more than 94% for single-hop systems and 2.96% for Tor. The main fea-
tures used in this attack are the occurrences of packet sizes. This explains the low effectiveness
in Tor due to its traffic encapsulation in fixed-size cells.

In 2011, Panchenko et al. [70] applied support vector machine (SVM) to the dataset of
Herrmann et al. [74] and achieved a classification rate of 54.61% for the Tor system. The authors
extracted a diverse feature set that included: number of packets, percentage of incoming and
outgoing packets, and traffic direction changes. Furthermore, this work includes an open-world
evaluationwhere a set of five pages was detectedwithin a set of thousands of unknown pages. The
recognition rate in this scenario achieved 73% (TPR). Results of this work drew the attention of
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the research community, and caused that subsequent works focused on increasing the recognition
rate and studying the feasibility of this attack on real-world conditions [71, 76, 77].

In 2012, Dyer et al. [78] presented a comprehensive comparison of classifiers, datasets,
and countermeasures using an enhanced feature set. Unfortunately, the newly introduced features
did not significantly improved the attacks’ effectiveness.

Two disruptive attacks [22, 72] based on the k-nearest neighbors (k-NN) classifier were
presented by Wang et al. After data preprocessing, the authors extracted a large set of around
2,000 features to achieve a recognition rate of more than 90% within a closed world of 100
websites. In the open-world setting, the authors achieved a TPR of 85% and a FPR of 0.6%,
recognizing a foreground set of 100 websites within a background set of 5,000 sites.

To ease the feature engineering involved in a WFP attack, Panchenko et al. [75] presented
a feature set that represents a traffic trace as a vector of the cumulative sums (CUMUL) of the
packet sizes, considering the sign of each packet size according to its direction. Then, this feature
set was enhanced with the number of packets and the sum of packet sizes on both directions.
In order to have the same vector length for traffic traces with different number of packets, this
cumulative vector is linearly interpolated to 100 equidistant points. The authors achieved an
accuracy of more than 91% for a closed-world setting of 100 websites. In the open-world setting,
the authors achieved a TPR of 96% and a FPR of 10% recognizing 100 foreground websites
within a background set of 9,000 sites. This work also studied the feasibility of recognizing a page
at Internet scale by evaluating different background set sizes, and explored how to fingerprint the
internal web pages members of a single website.

Hayes and Danezis [21] proposed to use random forests to extract the fingerprint of a traffic
trace. They calculated a diverse set of 175 features that included: sizes, direction, concentration
and ordering of packets, data rate, and timing statistics. This vector is then associated to a leaf
of the forest, which finally composes the fingerprint of the web page. In the closed world, the
random forests’ output directly provides the detected website label. Conversely, in the open-
world case, these features leafs are input to a k-NN classifier. This attack is known as k-FP, and
on the dataset provided by Wang et al. [72], it achieved an accuracy of 91% in the closed world,
and a TPR of 88% with a FPR of 5% in the open world.

Following the latest techniques to solve classification problems, several works proposed to
use deep learning (DL) to perform aWFP attack. The main advantage of these techniques is that
feature engineering is not necessary, which means that the input to the classifier (model) can be
a matrix representation of the raw traffic packet sequence. This sequence is usually represented
as a vector of ±1s that corresponds to each in/out packet of the trace. In order to keep the same
length for all inputs, packet sequences are either zero-padded or truncated to a maximum length.

In the first DL-based approach, Abe and Goto [79] used stacked denoising autoencode
(SDAE) as the model, and achieved 88% accuracy for a closed-world setting of 100 websites. In
the open world with a background set of 9,000 sites, the authors achieved a TPR of 86% with a
FPR of 2%.
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Later on, Rimmer et al. [80] evaluated the following three DL models in the context of a
WFP attack: SDAE, CNN, and long short-term memory (LSTM). In the closed-world setting of
100 pages, SDAE reported 95.46% accuracy, CNN achieved 97%, and LSTM reached 94%. In
the open-world setting with a foreground set of 200 pages and a background set of 400,000, the
best model (SDAE) achieved a TPR of 80% with a FPR of 9%. The main disadvantage of the
models presented in this work is the requirement of a large number of training instances, which
significantly increases the training time.

In 2018, Sirinam et al. [20] designed an improved CNN-based architecture as the model
of the neural network classifier. This attack, known as deep fingerprinting (DF), achieves high
accuracy without requiring a large number of training instances. DF reported 98.3% accuracy
in a closed-world setting of 95 websites. In the open-world setting, this attack achieved 95.7%
TPR and 7% FPR for a foreground set of 95 pages and a background set of 20,000 sites. Thus,
DF outperformed all previous DL-based attacks. Furthermore, due to its fast training runtime,
accuracy, and robustness against countermeasures, DF is considered one of the state-of-the-art
WFP attacks (together with k-NN, k-FP, and CUMUL).

A hybrid approach, called Var-CNN [35], that combines DL and ML was introduced by
Bhat et al. Here, a CNN model called ResNet is fed with: the raw packet sequence, seven pre-
computed cumulative features (relative to number of packets in both directions), and inter-packet
timing features. This ensemble model reported 97.8% accuracy in the 100-websites Rimmer et
al.’s closed-world dataset. In the open-world, with a foreground set of 100 sites and a background
set of 10,000 sites, this attack achieved a multi-class TPR of 89.2% with 1.1% FPR. Due to the
adaptation of two kinds of inputs to the model (the raw packet sequence and the precomputed
features), this attack requires significantly larger training times for achieving slightly higher de-
tection rates than DF.

Lastly, Sirinam et al. [73] focused on other DLmethods to deal with changing content. The
authors showed that it is possible to train on old datasets and still be able to achieve remarkable
attack accuracy. Hence, this work demonstrated that the WFP attack has become more realistic
and alarming for Tor users.

Website Fingerprinting Defenses. Along with the research of attacks, concurrent works have
proposed several mechanisms to counter the recognition ability of a WFP adversary. Fundamen-
tally, the idea of a defense is to modify the packet sequence in a way that the extracted features
do not significantly contribute to the classifier’s task. To achieve this, a basic idea is to intention-
ally insert dummy traffic on the transmission flow. Following this principle, Wright et al. [81]
proposed traffic morphing as a mechanism to make that a website’s packet sequence looks as
a different one. This work outperformed previous packet-level padding countermeasures [82].
However, Dyer et al. [78] demonstrated that none of those padding techniques are effective against
a WFP attack.
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Panchenko et al. [70] proposed to introduce noise within the website’s traffic flow by si-
multaneously loading an additional web page in parallel. Unfortunately, the required amount of
introduced traffic noise is too high for an acceptable defense [72].

Another defense technique consists on generating a continuous data flow. Dyer et al. used
this principle to present BuFLO [78]. This defense sends fixed-length packet units in bursts at
a constant data rate. To achieve this, the defense delays and inserts a large amount of dummy
traffic. As a proposal to reduce the bandwidth and latency overhead produced by BuFLO. Cai et
al. presented two defenses, CsBuFLO [83] and Tamaraw [84], in which websites are associated
in groups of similar size and padding packets are added to reach the maximum website size
of each group. Likewise, Glove [85] groups web pages of similar size and adds cover traffic
to make them indistinguishable within a cluster; and Supersequences [72], builds longer traffic
sequences by padding similarly to Tamaraw. The a-priori knowledge required to protect a page
load trace represents a complex usability problem that hinders the deployment of these defenses.
Furthermore, bandwidth and latency overheads are still too high for considering the adoption of
these defenses in Tor [20].

As a proposal to avoid the substantial changes that the development of a packet-level de-
fense may require, other works have proposed countermeasures deployed at the application layer.
As a response to the attack of Panchenko et al. [70], Tor developers experimented a technique
called randomized pipelining [86] within the Tor Browser. This defense randomizes the order
and number of requests produced by a website object. Similarly, HTTPOS [87] (HTTP Ob-
fuscation) achieves the randomization by altering some parameters of the HTTP requests and
responses (e.g., the accepted-range field header). Later on, Wang and Goldberg [22] showed that
both application-layer defenses were not effective, and in some cases, leaded to higher recogni-
tion rates. Cherubin et al. [88] proposed client- and server-side defenses, LLaMA and ALPaCA.
LLaMA reorders outgoing HTTP requests by randomly delaying them and adds dummy HTTP
requests. ALPaCA applies morphing by padding the web objects of a page and inserting invisible
dummy web objects.

The Tor research community has considered two defenses as candidates for adoption in
Tor [89, 90]: adaptive padding [36] (WTF-PAD), and Walkie-Talkie [91] (WT). In WTF-PAD,
the network point (client or router) inserts padding following a preloaded histogram that changes
according to the current transmission state (burst or gap). This causes that the observed traffic
for all websites follows the statistical properties of a single set of histograms. Padding according
to the transmission state produces low bandwidth overhead and does not introduce latency on the
traffic. Tor developers have shown a preference for this defense, and therefore have included in
the recent Tor versions (from v.0.4.0.1) the framework for implementing histograms, protocols,
and adaptive padding mechanisms. Lastly, WT enables the web browser to communicate in half-
duplex mode. With this, each burst (in or out) is molded via padding in order to imitate the
bursts of a decoy page. Despite the practicability and moderate overhead of WTF-PAD and WT,
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Sirinam et al. [20] showed that none of them are enough effective against the DF attack. Thus,
these defenses do not appear as suitable candidates for adoption in Tor.

As a defense for multihomed clients, Henri et al. [92] proposed strategies to split TCP
traffic between the client and an additional Tor bridge over two independent network connections.
The considered adversary is an ISP mounting WFP only on one of the two existing connections.
Thus, this defense fails to provide any protection against malicious entry ORs (an adversary
weaker, and thus easier to deploy, than an ISP).

There is, as of yet, no defense that effectively counters modern WFP attacks, while being
easily deployable and producing unnoticeable overheads.

3.3.3.2 End-to-end Correlation Attacks

The objective of this attack is to assess the similarity of a pair of traffic flows observed at the
two ends of a Tor circuit (e.g., at entry and exit ORs). To measure this similarity, several attacks
considered traditional statistical correlation metrics such as the Pearson coefficient [38] or the
mutual information [37]. This attack aims to predict whether a certain pair of traffic flows was
originated or not (binary decision) on a single Tor connection. Thus, its performance can be
assessed with the true positive and false positive rates.

There are two approaches that an attacker can employ to mount end-to-end correlation.
First, by running malicious relays at entry and exit positions and logging the traffic activity on
both sides. In this scenario, the attacker can leverage other routing attacks [24, 30, 67] to increase
the chances to be selected by more clients. Second, the adversary can control an autonomous
system (AS) or ISP to record traffic of the entry and exit ORs he has access to [40]. While this is
more expensive for the adversary, it considerably increases the likelihood to control more ORs.

Among all existing attacks [31, 37–40], the latest proposed work, DeepCorr [31], has
shown to be the most powerful attack. It achieved a TPR above 0.8 for a FPR below 2 × 10−3

correlating more than 50,000 traffic flows. This attack uses a CNN model to learn the level of
correlation of a data flow. This DL model is highly resistant to changes on time and position of
traffic patterns, which makes it robust to identify correlation on noisy realistic Tor traffic. For
learning the model, DeepCorr represents each instance as a vector of inter-packet delays and
packet sizes of ingress and egress traffic on both directions. Two classes are defined, the positive
class determines that the instance shows high correlation (i.e., traffic belongs to the same Tor
connection), and the negative class denotes low or no correlation (i.e., traffic belongs to entry
and exit ORs from different Tor connections).



The ignorance the people live in leads them to commit mis-
takes against their own happiness.

Simón Bolívar

4
Multipath Routing in Tor

4.1 Introduction

Considering the complexity of its design, it is not trivial to directly determine which Tor as-
pects are subject to be redesigned with multipath. Therefore, we next introduce a comprehensive
taxonomy in order to identify the possibilities that the multipath routing paradigm has for Tor.
Then, we evaluate existing approaches that provide multipath in onion routing and, in addition,
we enhance the design space with further alternatives. Particularly, we propose two novel design
variations aiming to provide better performance to Tor clients. The specific contributions of this
chapter are as follows:

1. We provide a systematic survey of currently-existing multipath approaches for Tor and
other similar onion routing-based anonymization systems, as well as techniques that allow
adding the multipath capability. To this end, we introduce a taxonomy for onion routing-
based low-latency designs with a focus on multipath approaches and classify the existing
related works accordingly.

2. We conduct a comprehensive evaluation to compare these approaches in terms of both
performance and anonymity. Based on the results from our evaluation and our theoretical
analysis, we discuss which design choices should be considered to achieve a desired set of
properties in new systems.

3. We introduce two novel design alternatives for onion routing anonymous communication
systems. The former, mUDP-OR, is an incremental design to an existing UDP-based onion

27
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routing system, which aims to boost— via multipathing— the advantages of removing the
congestion control mechanisms from the transport layer. The latter, MPTCP-Tor, proposes
to createmultiple transport connections betweenORs in order to provide a fairer bandwidth
allocation to the inter-OR multiplexed traffic.

4.2 Considered Multipath Onion-Routing Approaches

Before proceeding with the analysis of multipath in the Tor design space, we first recapitulate the
existing multipath onion-routing-based systems (see Chapter 3 for more details).

From the existing fully-developed multipath onion-routing-based approaches, two of them
(Conflux and mTor) are extensions to vanilla Tor, and thus, operate with TCP traffic and using
fixed circuits. On the other hand, MORE tunnels the traffic over UDP using a different circuit for
each cell. To our knowledge, there is no fully-developed multipath approach that is both UDP-
based and uses, as Tor does, fixed circuits per data transfer. For a more comprehensive analysis
of standard transport protocol (UDP, TCP)-based multipath approaches, we consider closing this
gap in the design space to be necessary and so added multipath support to UDP-OR [52] as a
contribution; we refer to the result as mUDP-OR. We chose enhancing UDP-OR because it is
fully-developed and relies on standard transport protocols (see Section 4.3).

We next summarize the main characteristics of the existing systems and describe our en-
hanced system, mUDP-OR.

Conflux: This extension to Tor allows a client to use two circuits with a common exit
OR. Cells are dispatched based on the perceived congestion inferred from the time required by
the SENDME cell to travel between the OP and exit OR. For reordering, a sequence number is
appended to the cell’s payload. In order to allow a further extensive evaluation, we implemented
the generalization of Conflux to operate withm circuits.

mTor: This approach operates similarly as Conflux. The difference is the scheduling
technique. Instead of using the SENDME-based RTT estimation as congestion metric, the stream-
level window triggers the signal for switching between circuits.

MORE: In this system, each packet is sent through a different freshly-created circuit. To
allow that packets are well received out-of-order — due to the diverse employed paths, MORE
uses UDP for tunneling TCP data, and so, provide reliability and correctness between the end
points.

mUDP-OR: For extending UDP-OR with multipath, we based the multipath structure and
the circuit identification in a manner similar to Conflux. However, ORs in a circuit communi-
cate with each other using the UDP transport protocol. This circuit is used for tunneling TCP
application data. Instead of encapsulating complete TCP segments, an end-point builds cells,
appending to the header the necessary TCP fields (e.g. sequence and acknowledgment numbers)
to reconstruct a TCP packet at the other end-point. This TCP virtual connection is realized by
setting up a SOCKS proxy in the exit OR, and establishing a virtual tunnel from a virtual TUN
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device in the OP. We implemented two strategies to dispatch cells into the circuits. In the first,
the end point chooses the circuit(s) in a round robin (RR) manner with a configurable number of
cells per circuit. In the second, the end point randomly chooses through which circuit the next
cell will be sent. We leverage the existing circuit-layer TCP session to merge cells arriving from
different circuits. In this sense, the existing virtual end-to-end TCP connection is agnostic to the
circuit(s) used.

4.3 Classifying Design Choices

In this section, we introduce a hierarchical taxonomy for classifying and discussing onion rout-
ing design choices. The top level classes of our taxonomy comprise traffic management, path
selection, and circuit construction.

Figure 4.1 illustrates our taxonomy. We focus on the multipath aspects and the effect of
adding multipath capabilities. Based on the structure of our taxonomy, we classify and discuss
the multipath OR approaches introduced in the previous section.

4.3.1 Traffic Management

The traffic management class comprises design choices which are concerned with transmitting
data over already-established circuits in an anonymization overlay network; specifically regard-
ing providing a TCP-like end-to-end service and scheduling decisions. This class is a key el-
ement of designing OR approaches and significantly affects performance. It also has an effect
on anonymity, as feedback mechanisms might leak information, allowing for fingerprinting at-
tacks [47].

We classify traffic management into OR-link layer, circuit layer, and multipath layer.
These layers are intertwined, as their combination must provide the same service as a direct TCP
connection, namely reliability, congestion control, and flow control. While it would be plausible
(albeit very inefficient) to fully address these aspects on each layer, not addressing them at all
would not fulfill the requirements of a system for anonymizing reliable communication (e.g. a
TCP connection). Inter-layer dependency gives rise to problems, the most prominent of which
is cross-circuit interference. In general, cross-circuit interference is a consequence of OR-link
layer connection artifacts affecting virtually independent circuits, because several circuit-layer
connections share the same OR-link.

4.3.1.1 OR-Link Layer

The OR-link layer comprises the transport connection between ORs. We classify the OR-link
layer design according to which of reliability, congestion control, and flow control it incor-
porates. Tor uses TCP on the OR-link layer, realizing reliability, congestion control, and flow
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control on this layer. Since Tor multiplexes all circuit segments over a single OR-link layer con-
nection (TCP connection) between ORs and TCP mechanisms are agnostic to these circuits, it
is subject to cross-circuit interference; specifically, because of shared I/O buffers and congestion
control. Shared I/O buffers are a problem because segments are taken out of the shared TCP
buffer on a first-come-first-served basis, no matter which circuit they are associated with. This
leads to high latency for all circuits in the presence of high-throughput circuits that congest the
shared TCP I/O buffer. This, in turn, may render interactive sessions using a low-throughput cir-
cuit over the same TCP connection unusable, as there is no means for prioritizing an interactive
session.

Congestion control causes TCP connections to be throttled in the case of a congestion
event1; thus, if a congestion event occurs related to a single circuit, all circuits over the same
TCP connection are throttled. Even without congestion control, reliability2 would cause cross-
circuit interference because the recovery from packet loss in one circuit would also affect all
other circuits sharing the same TCP connection.

Two classes of solutions addressing Tor’s cross-circuit interference have been proposed;
firstly, dedicating a TCP connection to each circuit segment [54]; and secondly, using a simple
transport protocol, e.g., UDP [52]. Conflux and mTor are Tor extensions that add the multipath
layer while inheriting this weakness of Tor. mUDP-OR and MORE both use UDP as a transport
protocol, avoiding cross-circuit interference. However, this countermeasure leads to aggressive
traffic3, which might congest the network. This issue has been addressed in [57].

A multipath based mitigation technique for cross-circuit interference on the OR-link layer,
which to our knowledge has not yet been discussed, would be the use of multipath TCP [64]
as a transport protocol. Since multipath TCP handles scheduling among the various TCP sub-
streams on the transport layer, it is not suited to circuit-aware scheduling. Still, having several
TCP sub-streams would lower the risk of cross-circuit interference while potentially multiplexing
several circuits over a single connection hiding them in an anonymity set. However, especially in
congested networks, having several TCP connections also increases the aggressiveness of traf-
fic [93].

Lastly, we classify the OR-link by the employed socket prioritization schedulingmethods.
An OR typically keeps TCP connections with several other ORs. Thus, an OR-link level sched-
uler is required to decide the priority for serving the open sockets. We identify two subclasses
of scheduling methods: (1) ad hoc (e.g., round robin or random), and (2) metric-based. In 2017,
the KIST scheduler technique replaced the round robin scheduling in Tor. This method moni-
tors the kernel-level state of pending sockets to decide which one is first served. In vanilla Tor,
Conflux, and mTor, the KIST and round robin scheduler are available. MORE and mUDP-OR

1A congestion event might, e.g., be a packet loss.
2The realization of reliability is typically intertwined with congestion control.
3traffic sent at high rates even in case of network congestion
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do not implement any socket prioritization method, and each socket is served as it has available
packets to send.

4.3.1.2 Circuit Layer

The circuit layer comprises a single overlay connection between an OP and an exit OR. As
with the OR-link layer, we classify the circuit layer design by which of reliability, congestion
control, and flow control it incorporates. The Tor circuit layer protocol [23] does not implement
reliability, since it is already provided by TCP at the OR-link layer. It provides flow control with
a fixed-size-window-based mechanism and no congestion control.

Reliability methods do not benefit from inter OR-link or inter-layer communication and
thus should be realized on one layer exclusively. Flow control and congestion control can benefit
from inter OR-link and inter-layer interaction [57], and thus may be (partially) realized on several
layers. Both having a fixed-size window for flow control and not providing congestion control
have been identified as the major performance limiting factors of Tor [18]. Prioritization of
interactive connections on the circuit-level has been proposed by Tang et al. [48] as a mitigation
technique for cross-circuit interference, making interactive connections more responsive.

Conflux andmTor also inherit the properties of Tor for the circuit layer. mUDP-OR tunnels
TCP, meaning the onion proxy and the exit node have a virtual TCP connection; thus, mUDP-
OR provides all of flow control, congestion control, and reliability on the circuit layer. MORE
is an overlay IP service where TCP data can be tunneled, making it part of the same class as
mUDP-OR. The advantage of both mUDP-OR and MORE is being able to avoid cross-circuit
interference. However, the OP-to-exit feedback loop for congestion control and reliability re-
alization is very long and therefore not responsive. If a packet is dropped on the first circuit
segment, this packet loss is detected at the end of the last circuit segment and the notification
of this event needs to travel all the way back. The same problem occurs for adapting the TCP
congestion window. Further, because mUDP-OR tunnels kernel-level TCP, the feedback across
the whole circuit allows OS fingerprinting attacks [47].

A further property we use to classify the circuit layer by is circuit to OR-link mapping. The
circuit to OR-link mapping decides how circuit segments are mapped to connections between the
corresponding pair of ORs. Realizations comprise (1) n : 1, where all circuit segments between
a pair of ORs are multiplexed over one transport connection, (2) 1 : 1, where each circuit segment
is mapped to a dedicated transport connection, and (3) n : m, where several circuit segments
between a pair of ORs are multiplexed over a set of transport connections. While (1) may suffer
from cross-circuit interference (e.g., when reliability is provided) but offers the best anonymity
properties, (2) prevents cross-circuit inference but may allow passive attackers to infer which
circuit a given packet is associated with, which in turn might allow association with the sender. A
compromise is provided by (3) which reduces cross-circuit interference while still hiding packets
in an anonymity set. Tor implements strategy (1), which is inherited by Conflux and mTor.
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mUDP-OR also implements this strategy. MORE implements strategy (2) and further uses a
new circuit for each (set of) cell(s). The multipath TCP based solution described above is an
example of (3).

We also classify the circuit layer by its circuit prioritization scheduling methods. This
scheduler decides from which of the existing circuit-level output queues the next ready cell must
be taken for its immediate allocation onto the corresponding OR-link transport connection. We
classify circuit prioritization methods into (1) ad hoc, and (2) metric-based. Ad hoc methods
do not depend on a metric; subclasses are, e.g., (1a) random, where cells are randomly taken
from input queues and put into the output queue, and (1b) round robin. Metric-based methods
collect information about available circuits. This information is used to calculate a metric, based
on which scheduling decisions are made. A subclass is (2a) traffic class prioritization, where
specific traffic classes, e.g., traffic from an interactive connection, are prioritized. (1) is simple
to implement and neither consumes additional computational power nor needs extra network
messages. However, as shown in [18], (2) provides superior overall performance.

Prior to 2012, Tor used round robin as circuit prioritization scheduler. Then, an improved
scheduler (EWMA), based on the recent circuit’s activity was implemented [48]. This sched-
uler works in conjunction with the socket prioritization scheduler. The recently introduced KIST
scheduler improved the efficiency of EWMA by reducing the number of queued outbound pack-
ets. The integration of KIST in Tor improved the efficiency of EWMA by reducing the number
of queued outbound packets. Conflux and mTor inherit this characteristic from Tor. mUDP-OR
does not maintain circuit-level queues and therefore directly passes cells to the transport layer.
Because MORE has a 1 : 1 mapping between circuit segments and OR-links, it too does not
implement any circuit-level scheduling and leaves this task to the transport layer. Not having a
circuit-level queue decreases feedback time and total queueing delay, but comes at the cost of not
having the advantages of circuit prioritization.

4.3.1.3 Multipath Layer

The multipath layer incorporates sets of circuits jointly building communication channels. We
classify the multipath layer design by which of congestion control and flow control it considers.
While it is a feasible design choice for the multipath layer to be agnostic to both flow control
and congestion control, the realization of reliability for a multipath approach always includes
the multipath layer. The subclasses of multipath reliability are merge and full reliability. The
former expects the underlying circuits to provide a reliable ordered stream of cells — either by
realizing reliability on the OR-link layer or on the circuit layer — and merges cells coming from
different circuits. The latter collects all packets from the associated circuits and fully implements
reliability. Having reliability on the multipath layer allows for sending control information on
less-congested circuits to reduce feedback time.
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While Tor does not offer multipath capabilities, both Conflux and mTor can be seen as
multipath extensions to vanilla Tor. As Tor already provides reliability and congestion control
on the OR-link layer and flow control on the circuit layer, both solutions apply themerge strategy
on the multipath layer. Since mUDP-OR is a multipath extension of UDP-OR, which already
provides a means for anonymizing a reliable connection, mUDP-OR adds merge on top of the
circuit layer provided by UDP-OR. MORE sends cell(s) over a different unreliable circuit; thus,
full reliability is performed at the multipath layer.

Another multipath layer design choice is multipath scheduling. While circuit scheduling
decides from which circuit-level queue the next cell is put into the transport-level queue, multi-
path scheduling decides over which circuit a given cell should be sent. The classes of scheduling
algorithms, however, are the same as for circuit scheduling. New subclasses are (2b) congestion-
based, where cells are sent through less congested circuits, (2c) round trip time (RTT) based,
where circuits with lower RTT are prioritized, and (2d) tunable, which is a tunable combina-
tion of the other subclasses. As multipath layer scheduling allows for congestion control which,
in turn, leads to more even utilization of circuits, it also helps in mitigating cross-circuit in-
terference. Both Conflux and mTor implement congestion-based scheduling. While Conflux’s
scheduling strategy has a very long feedback loop, mTor implements a more responsive method
based on the stream-level receive window size. Still, in absolute terms, the feedback loop is long.
The mTor scheduling algorithm improves the throughput of bulk transfers while not negatively
affecting interactive sessions. The default scheduler used in mUDP-OR is round robin. MORE
is special in this case, as it creates new circuits on the fly for each cell and sends cells over the
respective newly-created circuit. Thus, it depends on path selection and circuit construction dis-
cussed in the following subsections. The scheduling itself is therefore ad hoc, because a cell is
scheduled to the only available circuit at a given point in time.

Multipath TCP [64] could be used not only on the OR-link layer, but also on the circuit
and multipath layers, tunneling multipath TCP’s sub-streams on the circuit layer and using its
scheduling and merging strategy on the multipath layer. While this solution has the advantage of
using an established protocol, it comes with little flexibility for adapting it to be a Tor transport.
Such a solution should not use TCP at the OR-link layer as this would lead to TCP over TCP
throttling effects [94].

Summarizing the realization of TCP functionality, all approaches directly use TCP and do
not introduce custom designs. Both Conflux and mTor use TCP on the OR-link layer, mUDP-OR
uses TCP on the circuit layer, and MORE uses TCP4 on the multipath layer. Like Tor, Conflux
and mTor add only a simple flow control mechanism on the circuit layer. More sophisticated
approaches tailored to anonymization overlay networks (see, e.g., [57]) have not as yet been used
in the context of multipath onion routing.

4MORE uses TCP when anonymizing a reliable service. Because MORE provides an IP service on the overlay, it
can also be used without providing TCP functionality at all.
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4.3.2 Circuit Construction

This design class comprises the considerations for building the path(s) that the OP will employ.
The only subclass of circuit construction is the number of circuits required by the OP for ex-
changing data. The subclass single circuit is valid for Tor, since only one circuit is required by
the OP for a data transfer. If multiple circuits are required, the design choice needs to specify
where the merging/splitting points are. This in turn defines how many ORs per position (entry,
middle, or exit ORs) can compose a circuit. This design choice influences anonymity, perfor-
mance and implementation complexity. Conflux, mTor, and mUDP-OR enlarge the bandwidth
capacity of the last hop by building extra middle-to-exit connections.

From the anonymity perspective, using multiple entry ORs may improve the resilience
against some attacks (see Section 4.5). None of the considered approaches merge on a middle
OR; this scheme would represent a more complex implementation but at the same time an eas-
ier deployment in the network, since there are fewer requirements for starting a middle OR in
Tor [95].

Another class refers to the topology formed by the selected ORs. Conflux, mTor, and
mUDP-OR form a partial mesh, since each entry OR communicates with onemiddle OR.MORE
tends to form a full mesh as the number of sent cells increases.

Lastly, the linking subclass refers to the mechanism to associate/save several circuits as a
singular structure upon their creation. In Conflux, mTor and mUDP-OR, multiple circuits are
referred by an end-point under a common identifier exchanged via a control cell. This type of
linking comprises the subclass identifier. The other subclass, cell-based, is used byMORE. Here,
paths are not linked in the construction process, but their cells will be grouped during the data
transmission based on their header. This linking class is strongly related to the scheduling from
the multipath layer, and choosing it properly results in faster multipath build times, and a more
secure multipath structure.

4.3.3 Path Selection

Preemptively, more than the required circuits can be built before streams are attached to them.
This design choice determines which of the built path(s) will be next used for the data transfer.
Once the path(s) are selected, the OP sends cells based on the traffic management design choices.

The subclass selection criteria determines which parameter(s) must be considered for
defining which circuit(s) will be employed. In Tor, after discarding circuits with slow build
times, the newest available is chosen. Other parameters such as round trip time (RTT), conges-
tion, or a tunable combination of these may be also considered. The subclass stream attachment
comprises special choices for multipath approaches. In contrast to Tor, where the stream will be
directly attached to a single circuit, multiple circuits allow this attachment to be fixed, when the
set of selected circuits does not change after they are chosen, or to be dynamic when the set of
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selected circuits may change during the data transfer. When the set of selected circuits changes
as dynamically as in MORE, this design choice determines the multipath layer scheduling.

To sum up, the top level classes of the taxonomy address the design choices to be consid-
ered before user data is sent (path selection and circuit construction), and for the data transmis-
sion itself (traffic management). In our evaluation, we identify the effects of the design choices
employed by the analyzed approaches.

Our taxonomy has explored and described the design points in which multipath for onion
routing (particularly Tor) can be implemented. We observe several components of the design
space in which it is worth to evaluate the anonymity and performance implications of integrating
the multipath paradigm.

In the following of this chapter, we evaluate the design space considered by existing ap-
proaches. From this analysis, we sketch considerations for novel multipath-based approaches.
These recommendations serve then as base for our novel proposed designs — the main contri-
butions of this thesis — that improve privacy and performance for Tor users.

4.4 PerformanceEvaluation ofMultipathOnionRouting-basedAp-
proaches

In this section, we present an extensive performance evaluation of the existing multipath onion-
routing systems and our mUDP-OR enhancement. To this end, we have built a testbed where
all networks can run under the same conditions. Setting up a realistic environment for evaluat-
ing anonymization systems, such as Tor, is challenging by itself and, thereby, has been deeply
investigated [96, 97]. For our evaluation, this task becomes even more complex as the studied
systems utilize different transport protocols, various client interfaces, and were written in dif-
ferent programming languages. For instance, the preferred Tor evaluation tool — the Shadow
simulator [97] — does not support other transport protocols than TCP. Hence, two of the studied
approaches cannot be simulated with this tool. On the other hand, the ns-3 simulator5 requires
that applications are rewritten as modules part of this simulator. Thus, we prefer instead to run
the applications in real machines, and when needed, we emulate network effects such as latency
and packet drop rate.

4.4.1 Experimental Setup

We conduct our experiments in two settings: a private local network and an emulated larger-scale
scenario. The former setting allows us to verify the functionalities of each system and assess their
performance upper bounds. With the latter scenario, we aim to show the effects expected under
realistic conditions.

5https://www.nsnam.org/

https://www.nsnam.org/
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When performing experiments in the local network, unless otherwise specified, we do not
introduce any artificial network effect. We implemented a set of scripts to coordinate and log the
events and results of our experiments.

Emulating a larger-scale network is more challenging. Besides running several hundreds
of parallel applications (e.g, Tor, web servers, and web clients), the testbed must introduce re-
alistic network effects between each emulated network node. To achieve this, we leverage an
integration of two frameworks: the NetMirage6 emulator and the Chutney7 testing platform.
NetMirage is a tool to emulate any IP-based application that can be bound to a desired IP ad-
dress. This emulator uses the Linux network namespaces to create several virtual network spaces
to which multiple instances of an application are attached to. To simulate network effects, Net-
Mirage uses the netem functionality to set latency, bandwidth, and packet drop rate values taken
from a pre-loaded realistic topology. This process is carried out in two physical hosts, the core
machine runs all the applications, and the edge simulates the network effects. To avoid external
influences, both hosts are connected on an isolated network with uncapped bandwidth. On the
other hand, the Chutney tool is used to launch several Tor instances (both as OPs and ORs) in
the core host and to setup the Tor configuration options accordingly.

We report three metrics in our experiments. The time to first byte (TTFB), which is de-
fined as the time between the content is requested to the server until the first data byte arrives.
The download time (DT), defined as the time to get the full content from the server. And the
percentage of CPU utilization on the anonymization nodes (i.e., the ORs).

4.4.2 Private Local Network Experiment

We use this experiment to understand the differences between all designs without external in-
fluence. In our private local network we set up seven ORs, one client for measurements, four
web servers, and up to 30 clients to generate load on the employed circuit(s). Three metrics are
reported on the client: TTFB (Time to First Byte), and download times (DT) for HTTP web
(320 KiB) and bulk (1 MiB) requests. We repeated the measurements 200 times to present them
with with 95% confidence Furthermore, on each OR the CPU usage was periodically logged.
Considering that there are no congestion effects from other sources in an isolated network, we
evaluated each approach with the round robin multipath scheduler. This also ensures that mul-
tiple circuits will be equitably used. Effects of congestion-based schedulers are evaluated in the
second scenario.

4.4.2.1 Multipath Circuits and Load Balancing

In Table 4.1 we present the average CPU load on each OR for the maximum number of clients.
For multiple circuits, we present results for only one of them, since values in others are similar.

6https://crysp.uwaterloo.ca/software/netmirage/
7https://gitweb.torproject.org/chutney.git
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Table 4.1: CPU usage percentage on the onion routers for the maximum number of clients.

CPU Usage on the OR
Approach Paths Entry Middle Exit

Conflux
1 57.87 ± 2.16 49.85 ± 1.82 31.74 ± 1.15
2 33.22 ± 2.25 31.01 ± 2.21 31.51 ± 2.22
3 27.24 ± 1.94 22.78 ± 1.56 32.94 ± 2.28

mTor
1 57.87 ± 2.16 49.85 ± 1.82 31.74 ± 1.15
2 25.10 ± 2.21 23.19 ± 1.73 32.51 ± 2.26
3 13.45 ± 0.97 14.62 ± 0.85 32.90 ± 2.27

mUDP-OR
1 88.31 ± 1.51 86.89 ± 1.48 71.33 ± 1.24
2 36.75 ± 2.51 32.67 ± 2.79 73.48 ± 3.09
3 22.73 ± 3.11 24.45 ± 3.27 75.30 ± 3.21

MORE
1 6.73 ± 0.14 6.93 ± 0.19 75.92 ± 2.34
2 6.65 ± 0.13 6.93 ± 0.20 70.09 ± 2.24
3 6.57 ± 0.11 6.52 ± 0.08 68.19 ± 2.48

It is clearly observable that the load assigned to each OR is decreased by using multiple circuits
simultaneously. An important effect to notice is the different level of load created on the ORs by
each approach. While in the systems which fixed circuits — Conflux, mTOR, and mUDP-OR—
exit ORs are more loaded than entry ORs, the dynamism of MORE significantly alleviates entry
ORs and translate the heavy computation effort to the exit OR. Since our clients mostly retrieve
data (outgoing packets are minority), the backwards flow is expected to be more computational
intensive for entry ORs because they are handling data with three encryption layers.

Regarding load balancing among entry ORs, our mUDP-OR enhancement drastically re-
duces the amount of CPU consumption on entry ORs. This decrease is less noticeable when a
third entry OR is added.

In general, we observe that middle ORs remarkable capitalize the benefits of usingmultiple
paths. Furthermore, we identify that despite mTor and Conflux are similar designs, the imple-
mentation and scheduling techniques of mTor require less capacity for the ORs, which, in turn
highlights the importance of developing efficiently the multipath design for a future real-world
adoption.

Furthermore, it is noticeable that translating the reliability and congestion control tasks to
the end-points (in mUDP-OR and MORE) results in a higher load on them. We also observe that
entry ORs are more loaded than others (except by MORE) in the circuit due to the cryptographic
operations performed.

4.4.2.2 Client Performance

Performance metrics are presented in Table 4.2. As an expected consequence of the dynamic
stream attachment in MORE, its clients experience the slowest download times, making it unfea-
sible to complete data transfers in many cases (e.g., for bulk downloads). Since the local network
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Table 4.2: Performance metrics for the maximum number of clients.

Client Performance Metrics
Approach Paths TTFB [s] DT Web [s] DT Bulk [s]

Conflux
1 0.027 ± 0.005 0.059 ± 0.003 0.113 ± 0.008
2 0.016 ± 0.002 0.052 ± 0.0005 0.082 ± 0.002
3 0.014 ± 0.003 0.049 ± 0.0007 0.079 ± 0.0024

mTor
1 0.027 ± 0.005 0.059 ± 0.003 0.113 ± 0.008
2 0.012 ± 0.002 0.055 ± 0.001 0.079 ± 0.003
3 0.017 ± 0.003 0.049 ± 0.0007 0.081 ± 0.002

mUDP-OR
1 0.002 ± 0.0003 0.031 ± 0.0018 0.076 ± 0.005
2 0.002 ± 0.0001 0.034 ± 0.0017 0.081 ± 0.001
3 0.0024 ± 0.0001 0.035 ± 0.001 0.113 ± 0.014

MORE
1 0.014 ± 0.004 1.41 ± 0.007 N.A
2 0.014 ± 0.004 1.37 ± 0.19 N.A
3 0.016 ± 0.006 1.39 ± 0.014 N.A

provides almost ideal links between all nodes, effects of packet loss and latency are not present,
therefore the mUDP-OR approach performs better than the TCP-based approaches. However,
more paths do not contribute to better performance in UDP-OR because in such case reordering
must be handled end-to-end with a long feedback that reacts slower than the hop-level TCP of
mTor and Conflux. In contrast to Conflux and mTor, our multipath enhancement to UDP-OR did
not produce the desired improvements due to the still-existing very long feedback for retransmis-
sions and acknowledgments.

4.4.3 Larger-Scale Experiment

Currently, the Shadow [97] tool is widely used for large-scale Tor simulations. However, due
to lack of support for some required functions (e.g., TUN devices) in Shadow, we opted for the
NetMirage tool for building a common testbed. This emulator uses the virtual network spaces
facility from Linux to create a large virtual environment, where any application(s) can be bound
to each virtual network space. In order to simulate the effects of a real network, NetMirage uses a
topology file (GraphML) to reproduce effects such as packet loss, latency, bandwidth between the
links in the virtual network. Within this emulator we built a test bed to perform a fair performance
comparison among all considered approaches. Since Tor is the only one network deployed at
large scale, we tried to reproduce a scenario enough large to recreate realistic conditions for all
approaches.

We based our experiment on the PlanetLab and Tor topologies included in version 1.12.1
of the Shadow simulator. It consisted of 303 nodes distributed all over the world, where we set
up 206 web clients, 22 bulk clients, 14 exit nodes, 59 non-exit nodes and 14 web servers. Web
clients performed successive downloads of 320 KiB data, waiting randomly from 0 to 20 seconds
between each download, and bulk clients downloaded 1 MiB sequentially without pausing.
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Figure 4.2: Time to first byte for web and bulk clients
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Figure 4.3: Download speed for web and bulk clients

4.4.3.1 Client Performance

For every approach, two design variations were evaluated: the number of paths (labeled as 1,2,3)
and the multipath scheduler (labeled as RR for round robin and CB for congestion based). We
run our experiments for two hours (see Figure 4.2 and Figure 4.3). We observe that, in a con-
gested environment, mUDP-OR only outperforms other approaches in the TTFB metric. This is
a clear advantage of using UDP as transport protocol, because data can be received before any
acknowledged is confirmed.

On the other hand, the congestion-based scheduling techniques of mTor and Conflux do
not profit completely from the utilization of multiple circuits; this may explain why the round
robin scheduler performs better, particularly for bulk downloads. Thus, it is necessary to develop
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Figure 4.4: Performance metrics for different number of clients

a more efficient circuit congestion estimation procedure. Since Tor does not directly access the
congestion information provided by TCP for each OR link, the estimations done in the circuit
layer are not completely reliable and may not represent the state of the circuit at that moment.
We observe that the improvements in downloading data are more advantageous to bulk transfers.
Moreover, the TCP-based approaches outperform the UDP-based ones in terms of download
speed for nearly all the 228 clients.

4.4.3.2 Network Scalability

In this experiment, we incrementally introduced up to 228 clients (always keeping the propor-
tion 10% for bulk and 90% for web clients) and measured TTFB and download speed for each
iteration. In Figure 4.4, we show the variation of TTFB and download speed while more clients
participate in the network. For both metrics, we observe, as expected, that for all systems per-
formance is degraded as more clients participate on the network. For TTFB, we notice that
mUDP-OR outperforms other systems in terms of scalability, while mTor and Conflux download
data faster when more clients are present.

The fast first response of mUDP-OR is clearly advantageous within a congested network;
however, clients of Conflux and mTor download data faster. We observe that the download speed
for all approaches stabilizes to its minimum value when around 140 clients are present. After
this point, differences between all approaches remain constant. We notice that using round robin
for multipath scheduling scales better, due to the equitable usage of network resources. It is also
noticeable that congestion-based mechanisms perform better in a lightly-congested environment;
this reinforces the intuition that the employed congestion estimation techniques are not fully
precise. We refrain from comparing MORE in this regard due to its poor performance.
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4.5 Anonymity Implications of Multipath Routing

In this section, we address the anonymity implications produced by using multiple paths in the
context of the evaluated approaches. We aim to shed light on the privacy risks that emerge from
using multiple paths in order to avoid unfavorable design choices for future proposals.

4.5.1 Client Multipath Circuits Compromise

A circuit becomes compromised if an attacker gains control over both its edges. An adversary
that controls a fraction of entry and exit nodes (fg and fx), can compromise any single circuit
with a probability P (c) ≈ fgfx [10, 98]. For multipath clients employing m entries and one
exit OR, this expression becomes Pm(c) ≈ fx(1− (1− fg)m). This expression is valid for
all evaluated approaches; however, for MORE, an adversary must compromise many more than
m circuits to fully affect one client, which means that this approach provides higher levels of
anonymity.

Even thoughPm(c) ≥ P (c), this difference is negligible even in the presence of a powerful
attacker. For instance, an adversary controlling 20% of the total bandwidth (ca. 60 Gbit/s in Tor)
is considered as very powerful; in this case P (c) ≈ 4% and Pm(c) ≈ 9.8% for m = 3. Hence,
we consider that clients using even five or six entries do not significantly loose their anonymity
protection against adversaries with realistic bandwidth capabilities.

4.5.2 Using Multiple Entry Onion Routers

To make the probability of de-anonymization vanishingly small, Tor clients try to choose the
same entry OR from the so called priority-ordered primary list. From all ORs with entry flags
listed in the consensus, by default, a client filters three ORs from several lists, choosing the first
that is reachable as its entry OR.

Since a multipath client uses m entries, they should be taken from a primary list of min-
imum size m. In order to evaluate the anonymity implications, we leverage the framework pre-
sented in [26] together with metrics and adversary models presented in [99]. Two adversary
models are considered for a client using m entries, the first determines that a client is compro-
mised if at least one entry is controlled, which may be valid for confirmation and correlation
attacks [100]. The second, defines a compromised client if and only if all m entries are con-
trolled, which may be valid for website fingerprinting attacks [19, 101–103]. We aim to cover
with these two models the security bounds of compromise rate for multipathed clients. Both
models are valid for designs that assign streams to a fixed set of circuits (Conflux, mTor and
mUDP-OR). For systems with dynamic stream attachment (MORE), the models are valid during
the usage interval of the circuits.

Using consensus data from 2015, we simulated 500,000 clients and a high-resource adver-
sary controlling 10% of the overall entry bandwidth. Figure 4.5 shows the mean compromise rate
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Figure 4.5: Fraction of compromised clients (Compromise Rate) during one year: Single,
two, and three entries refer to the second adversary model. In the scenario labeled as COMB,
60% of the clients use a single entry, 20% two entries and 20% three entries.

(CR) of 50 simulations. We notice that, for the second adversary model, the CR decreases expo-
nentially with each additional entry. Conversely, if one fromm entries is enough to compromise
a client, they become around twice as vulnerable.

Lastly, we analyze the guard fingerprinting attack. Guard ORs refer to the entry ORs
regularly selected by a client. This set of nodes may be used as a fingerprint for de-anonymizing a
client. In this attack, usingmultiple entries decreases themean anonymity set size (A). Currently,
each Tor client shares its entry OR with on average another 1,000 users (A = 1000). If clients
usedm paths, A would drastically decrease to:

A =
2× 106(

2000
m

) (4.1)

Using the Tor source code, we simulated the creation of primary lists for 83,000 clients.
Form = 1, we experimentally obtainedA = 112, while form = 2 roughly 90% of clients had a
unique pair of entries, and the user with the largest anonymity set shared its entries with another
14 users. For this attack, the dynamism of MORE is also favorable, because all clients tend to
use all nodes as entries. Thus, A converges to its upper limit (the total number of clients).

4.5.3 Selective Denial of Service Attack and Circuit Reliability

Another threat that affects to Tor clients utilizing multiple paths is the selective denial of service
(SDoS) [67]. Contrary to a general denial of service attack, the SDoS is particularly dangerous
to systems such as Tor because it is cheaper, less detectable, and more destructive since denying
service on specific ORs would not drive users away, but making their communication less reli-
able. The reliability of a Tor circuit is defined as the probability that any of its ORs does not fail.
In other words, if an OR has a probability of being reliable of f , the reliability of the circuit is
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R = f3 (entry, middle and exit OR are reliable). Non-reliable circuits lead to users reattempting
to restart the communication and increasing the chances to get compromised (i.e., an adversary
aiming to control both edges of a circuit).

In Tor, the SDoS operates as follows: an adversary controlling a certain number of ORs on
the entry or exit position monitors for a correlation between traffic at both points to compromise
a client. In case such match does not occur, or the adversary is at the middle position, the attacker
refuses to forward traffic. This kills the circuit and forces the client to build a new one. Ultimately,
the attacker gets a new chance to correlate the traffic of the client. Tearing down a circuit by
refusing forwarding traffic makes it less reliable. Therefore, under SDoS, the reliability of a Tor
circuit depends on the reliability of the ORs and the fraction of honest nodes (t) in the network8.
Borisov et al. [67] defines the reliability of a single Tor circuit under a SDoS attack as:

RDOS = (1− t)2 + (tf)3 (4.2)

In other words, the circuit is reliable if all nodes are honest (the component (tf)3) or both entry
and exit OR are compromised (the component (1− t)2). For multipathed clients, the reliability
on this attack can however change as an entire multipath circuit is not necessarily destroyed if
one OR denies service. On one hand, (1 − t)2 changes as described in Section 4.5.1 because
the compromise likelihood on the entry side is slightly higher. On the other hand, (tf)3 changes
for two cases: (i) if one failing OR destroys the entire multipath circuit, and (ii) if a failing OR
destroys only the circuit it is part of, but not the entire multipath tunnel. In general, one would
prefer the option (i). However, if the usage of multiple circuits is the means for anonymity boost
(e.g., see Chapter 5), it is preferable to close the tunnel rather than allowing the reduction to a
single-circuit communication. Hence, the generalization of RDOS for a multipath client using
m circuits for the both cases is9:

RDOSm(i)
= (1− t)(1− tm) + (tf)2m+1 (4.3)

RDOSm(ii)
= RDOSm(i)

+ (m− 1)[(tf)m(1− tf)2m−2 +m
m∑
k=1

(tf)k(1− tf)m−k+1] (4.4)

Where t is the fraction of honest nodes, f is the probability of a OR being reliable, and m the
number of entry ORs. Conflux andmTor operate under the option (i), andmUDP-OR andMORE
with the option (ii).

Figure 4.6 shows the graphical representation of the reliability formulas for single- and
multipath-circuit scenarios for m = 3 and f = 0.99. We observe that multipath systems are
more reliable when the minority of nodes are honest. It means that adversaries can compromise
easier mulltpathed clients. Nonetheless, this difference is not drastic for realistic adversarial

8This is an approximation for an adversary controlling a fraction (1− t) on both entry and exit sides. See Section
4.5.1 when bandwidth fractions on entry and exit ORs are different.

9Formulas are based on the case: multiple entries, multiple middles, and merging at the OP and exit OR.
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scenarios. It is important to notice that in the multipath operation, the system can also decide to
rebuild the lost circuit even if the communication is still alive. For the attacker, this ends up with
a similar effect as in the single-circuit scenario, because he has a new chance to participate in the
client’s circuit. A good compromise would be to define a minimum number of required circuits
to operate, and, in case of lost circuits, not to create new ones while the multipath tunnel is still
alive.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.2

0.4

0.6

0.8

1

Fraction of honest nodes (t)

SD
oS

Re
lia

bi
lit
y

Single path
Multipath option (i)
Multipath option (ii)

Figure 4.6: Reliability under the SDoS attack for single- and multipath-circuit scenarios in Tor

To sum up, the anonymity advantages of using multiple entry ORs, together with the pre-
sented performance gains, are compelling reasons to enhance systems such as Tor with multipath
capabilities. The main constraint is the fact that using multiple entries is not considered in the
latest Tor specification, however future research directions [26] aim to give more flexibility in
this regard.

4.6 Design Recommendations

From the performed evaluation, we identify relevant design aspects where multipath may provide
improvements for performance and anonymity. Regarding performance, we identify that any
design (single or multipath) based on UDP, provides a fast first response. This feature comes
however, at the cost of a slower total download time. If fast download speed is desired (e.g., in web
browsing), the design should use the TCP protocol on the OR-link layer together with an effective
congestion-based multipath scheduler. Here, we notice that the multipath-level scheduler must
be optimized to use the path with the best characteristics. This, in turn, has to be implemented
without creating novel surfaces for further anonymity attacks.

If the objective is to ease the burden onORs, the round robin scheduler ensures an equitable
traffic distribution. If performance is not of the essence — for instance in non-time-sensitive
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applications like messaging or microblogging — even higher anonymity can be achieved by
systems with the characteristics of MORE. We also notice that an unexplored design option
comprises the implementation of multiple transport connections between ORs to replace the
single shared one. With this, a fairer bandwidth allocation for Tor traffic could be achieved.

With respect to anonymity, a client using multiple circuits — particularly multiple entry
ORs — could withstand traffic-analysis attacks such as website fingerprinting, while the infor-
mation available to a certain malicious entry OR does not disclose enoughmeaningful patterns to
mount the attack. Thus, we identify the usage of multiple entry ORs as an opportunity to design
a protection mechanism against website fingerprinting attacks.

4.7 MPTCP-Tor — A Novel Tor Transport Design for Fairer Band-
width Allocation

One remarkable outcome from our analyzed taxonomy is that the design of Tor at transport level
is suboptimal. We noticed that using a single TCP connection for traffic that carries packets
from multiple users leads to unfairness and performance degradation. In response to this, and
following the main motivation of this thesis, we next investigate whether the multipath paradigm
can be applied to this design aspect in order to improve the performance of Tor users.

4.7.1 Problem Statement and Proposed Solution

In Tor, between any pair of ORs, cells of different circuits (typically originating on different
clients) travel multiplexed in a single TCP connection. This protects users’ privacy because it
prevents adversaries from mounting traffic confirmation attacks over circuit-specific traffic, and
minimizes information leakage about circuits’ activity. However, this design choice causes an
unfair allocation of bandwidth for Tor traffic, as TCP congestion control gives all the multiplexed
Tor traffic as little of the available bandwidth as it gives to every single TCP connection that is
competing for the same resource. Additionally, congestion events affect all circuits, even if those
events were caused by a single circuit. In response to this, several transport alternatives have been
proposed [18]. Although some of these designs have shown noticeable performance benefits,
none of them can practically be deployed in the real Tor network because they are backwards
incompatible, and require structural changes to the entire system.

In response to this, we propose creating multiple transport connections between ORs using
an out-of-the-box solution — multipath TCP (MPTCP) [64]. This aims to better utilize the
available resources and to increase the bandwidth intended for Tor traffic to a fairer extent.

As of May 2020, from the 6,469 relays listed within the Tor network10, 5,947 run Linux,
464 run BSD-based systems, 8 run Unix for MacOS, 46 run Windows, and 4 run Solaris. Hence,

10All relays that are or were stable and operative were registered
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beyond the advantages of using an out-of-the-box and backwards-compatible protocol, we con-
sider the study ofMPTCP applicability in Tor as highly relevant, because its integration as default
feature in Linux-based systems (used by most of the ORs) is foreseeable in the near feature [104].

4.7.2 MPTCP as a Tor Transport Protocol

Proposing changes to the Tor transport design is a challenging task [46]. There are approaches
that offer attractive improvements and address the root problem of the Tor transport design [57].
However, such upgrades require structural changes on the Tor network — an upgrade for practi-
cally the entire system. Thus, and despite the promised benefits, the Tor community still believes
that those alternatives require more research to determine optimal benefits that merit such an im-
pacting change on Tor. Alternatively, we propose a design that offers acceptable benefits while
being compatible and easy to deploy in Tor. We believe that such light upgrades on the system can
provide significant improvements without noticeable implementation and deployment overhead.
We next define the design goals (DG) for MPTCP as a Tor transport protocol

• DG-1: Provide fairness to the bandwidth allocated to Tor traffic. Consequently, Tor clients
should experience faster downloads.

• DG-2: For easing deployability, MPTCP must be used out-of-the-box — no further de-
ployment over the protocol must be required.

• DG-3: The integration in the real Tor world must be incremental and compatibility to
legacy TCP traffic must be supported by ORs.

Next, we survey MPTCP, analyze its integration in Tor, and describe our implementation.

4.7.2.1 MPTCP Overview

MPTCP enables two hosts to communicate using multiple TCP connections (called subflows)
simultaneously. To this end, MPTCP provides mechanisms to open extra connections, distribute
traffic along different paths, and associate packets from different routes to a unique MPTCP
connection. We next describe the relevant design aspects.

Connection Initialization. A MPTCP connection is initiated by a three-way handshake
that includes the flag MP_CAPABLE in the SYN packet. If both hosts support this flag, hand-
shakes for new subflows can be exchanged, otherwise the connection is treated as regular TCP.
With the parameter path-manager, MPTCP offers three options for the creation of subflows. In
(i) fullmesh, each host announces all available network interfaces, and all possible subflows in
full-mesh topology are created. The (ii) ndiffports option allows that between a single pair of
IP addresses, multiple ports are used to open a configurable number of subflows. The option
(iii) binder initiates subflows among all available gateways on the hosts. MPTCP limits the max-
imum number of simultaneous open subflows to 32.
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Association of Subflows. While establishing the first subflow, both hosts exchange cryp-
tographic material to calculate a common token. Then, the handshake of each extra subflow that
includes a matching token is associated with the same MPTCP connection.

Data Transfer. The multipath scheduler has three options to decide the route for each
outgoing packet. In the (i) default mode, the path with the lowest RTT is selected while the
congestion window is not full. Then, packets are routed to the subflow with the next higher
RTT. The (ii) round robin scheduler sends a configurable number of packets on each subflow
sequentially. Lastly, the (iii) redundant mode sends replicated traffic on all subflows. In order to
reorder packets coming from different subflows, an additional sequence number relative to the
subflow is introduced in the packet’s header.

Congestion Control. A design goal of MPTCP is that it should not be more aggressive
than TCP. To achieve this, congestion should not be regulated for each subflow independently
or uncoupled. Therefore, the lia algorithm — the default MPTCP coupled congestion control
algorithm— keeps track of all per-subflow congestion windows, and regulates them with a com-
mon factor to avoid all subflows becoming more aggressive than a TCP connection. On the other
hand, MPTCP also allows the use of legacy congestion control as in TCP (e.g., cubic). In this
case, congestion is treated uncoupled per subflow, which increases the throughput of the MPTCP
connection proportionally to the number of subflows.

4.7.3 Integrating MPTCP in Tor

In order to fulfill our design goals, we next analyze how each parameter and configuration must
be set up when usingMPTCP as a Tor transport protocol. We identify two options for integrating
MPTCP into Tor: (i) externally or (ii) internally. (i) is the de facto setting for most applications.
Here, all MPTCP options are configured for all applications in the OR host and Tor’s source code
remains unmodified. In (ii), MPTCP is configured from Tor’s source code, offering flexibility,
adaptability, and interaction with Tor events. For both options, ORs maintain the capability to
serve legacy TCP connections. Next, we suggest settings for the integration of each MPTCP
option in Tor.

Enabling MPTCP. If MPTCP is enabled externally, it becomes available to any TCP
service operating concurrently with Tor. For a more flexible operation (i.e., the OR operator can
decide when the relay uses MPTCP) we suggest incorporating it internally into Tor.

PathManager. Since ORs are typically not multihomed, the ndiffports setting allows for a
wider adoption of MPTCP in Tor. Moreover, it has been shown that ndiffports performs better in
symmetric scenarios [105] (e.g., when a single interface is used for MPTCP). However, fullmesh
could still be used by multihomed ORs which, besides offering increased bandwidth, provides
communication resilience due to the diversity of the employed routes (e.g., 4G and Wi-Fi). For
supporting MPTCP to any OR regardless of the available network interfaces, we suggest setting
this parameter internally in Tor.
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Number of Subflows. To achieve a fair bandwidth allocation, n circuits in a MPTCP
connection should optimally have m = n open subflows at their disposal. Otherwise, either
excessive (m > n), or deficient (m < n) bandwidth would be unfairly allocated to Tor traffic.
Thus, it is required that Tor and MPTCP synchronize the number of employed subflows. To this
end, each pair of ORs must coordinate to demand MPTCP to maintain open a certain number of
subflows. In a Tor transport connection, both ORs keep track of the number of active circuits.
Hence, the ORs can communicate this parameter to MPTCP (integrating it internally into Tor) to
open/close subflows on demand, and so, provide fair bandwidth resources to the existing circuits.
It is worth mentioning that althoughm = n, this does not imply that a subflow carries traffic of
exclusively one circuit, because the multipath scheduler still selects independently the subflow
for each packet.

Multipath Scheduler. Performance improvements are expected when TCP packets are
transmitted through the route with the best characteristics. Thus, and as recommended in the
MPTCP specification [64], we consider the default scheduler for integration into Tor.

Congestion Control. Using an uncoupled congestion control algorithm causes overly ag-
gressive traffic, which should be avoided. Typically, a MPTCP connection represents a single
logical connection of two communicating applications. However, for interconnecting ORs, this
multipath TCP connection carries a variable number of logical connections — the Tor circuits.
Because each Tor circuit carries the packets corresponding to a communication that without
Tor would be transmitted over a separate TCP connection, having a separate congestion win-
dow should be considered for better fairness. For this reason, we suggest using an uncoupled
(e.g., cubic) congestion algorithm for interconnecting ORs. Since ORs would keep as many
open subflows as active circuits, MPTCP will not cause more aggressiveness than what could be
considered fair.

To sum up, we have addressed the most relevant design aspects of incorporating MPTCP
in Tor. We noted that integrating MPTCP parameters internally in Tor offers fair performance
benefits, high flexibility, and adaptability.

4.7.4 Implementing MPTCP as a Tor Transport Design

An important advantage of MPTCP over other Tor transport designs is that it can be used out-
of-the-box (i.e., it is ready to be used without additional deployment). Only Tor may require
modifications for the case that MPTCP is integrated internally (e.g., to open or close subflows
from Tor). We next describe the implementation details for each integration option. We use the
most-deployed MPTCP Linux implementation [106] and its available API [107].

External Integration. Here, MPTCP operates transparently for all applications running
on the hosting machine. Thus, this does not require any modification in Tor but only to configure
the host as specified by the Linux kernel MPTCP implementation. This comprises setting the
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Figure 4.7: Components modified to implement MPTCP as a Tor transport protocol

sysctl calls to configure the MPTCP options, the congestion control algorithm, and the fixed
number of subflows.

Internal Integration. Our previous analysis determined that this option provides fair
performance benefits to Tor traffic. Besides setting the sysctl calls to allow that MPTCP can
be used by any application, this option requires to implement the control of subflows from Tor.
To this end, we leverage the latest available MPTCP API. This includes socket-level functions
that can be called from Tor to: (i) enable and configure MPTCP, and (ii) open or close subflows.
For (i), we reimplemented the TCP socket functions of the Tor network module and enabled all
MPTCP parameters (i.e, path manager and scheduler) as Tor configuration options. For (ii), we
implemented a new feature module that handles the calls to the API functions. This new module
monitors the number of active circuits that the OR maintains with each other OR it is connected
to. For each MPTCP connection, when the number of active circuits does not match the number
of subflows, the module calls the corresponding API function to open or close subflows. In
order to avoid that two ORs in a certain MPTCP connection perform a redundant regulation of
number subflows, the calls to the API functions are made only by the OR acting as listener in the
connection.

Figure 4.7 shows in detail the modules that we modified and created to integrate MPTCP
in Tor. In the main loop of an OR, we constantly monitor the number of active circuits that
the listener OR maintains. Then, with help of our MPTCP module, we call to the necessary
functions to fulfill our goal of keeping the same number of active circuits as subflows in a OR-
to-OR connection. It is important to emphasize, that we did not modify MPTCP and that the
changes implemented in the Tor source code — for the internal integration — are minimal (less
than 500 lines of code).

4.7.5 Performance Evaluation of MPTCP-Tor

We now evaluate the performance gains for Tor users when MPTCP is used as the Tor transport
protocol. First, we set up a local Tor network to validate the functionality of MPTCP and assess
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Table 4.3: Evaluated scenarios in the private local network for MPTCP-Tor.

Web clients Bulk clients Latency Packet drop rate
Scenario I 1 1 0 ms 0%
Scenario II 3 1 40 ms 0.5%
Scenario III 9 3 40 ms 0.5%
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Figure 4.8: Time to last byte for different number of subflows between ORs

the upper bounds of the performance benefits. Second, we conduct a larger-scale evaluation
considering real-world Tor settings.

4.7.5.1 Experimental Setup

Similarly as for our experiments with multipath routing onion-routing based approaches, we
leverage the NetMirage emulator to build both the small and large-scale scenarios. We mea-
sured two client-side metrics in our experiments: time to first byte (TTFB), and time to last byte
(TTLB). We modified Tor v0.4.3.4 to use all options of the most-deployed MPTCP Linux imple-
mentation, v0.94. Specifically, we enabled all MPTCP parameters as Tor configuration options,
and implemented the capability for opening and closing subflows according to the active circuits
using the MPTCP API. Based on our previous analysis (cf. Section 4.7.2), ORs were configured
to operate the ndiffports path manager, the default scheduler, and the cubic congestion control
algorithm.

4.7.5.2 Private Local Network Experiment.

The objective of this experiment is to benchmark the differences between MPTCP and TCP as
transport protocols in Tor. Moreover, we seek to verify the effectiveness of the design choices
described in Section 4.7.2.

First, in order to fulfill the goal DG-1, we need to verify whether having the same number
of subflows as coexisting circuits indeed provides performance improvements. To this end, we
conduct a preliminary experiment, where we repeated 100 runs of six web and two bulk clients
downloading data over circuits with the same ORs and using different number of subflows on
each OR-to-OR link. From Figure 4.8, we confirm that indeed having as many subflows as
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Figure 4.9: Performance evaluation of MPTCP and TCP as transport protocol between ORs in
the local Tor network. .

circuits enlarges the bandwidth to an extend that TTLB gets noticeably faster. When there are
less subflows than circuits, not all resources that would be considered fair are used.

Once confirmed our critical design choice, we next compare the performance of TCP and
MPTCP as a Tor transport protocol. We conduct an experiment in a local Tor network composed
by six ORs and 12 clients concurrently downloading web (320KiB) and bulk (5MiB) data from
four HTTP servers. Specifically, we evaluated three scenarios with different numbers of active
clients (cf. Figure 4.9) using the sameORs as entry, middle, and exit during 1,000 seconds11. The
Tor network runs over a star topology with 100 Mbit/sec bandwidth capacity per link, and with
similar packet drop rates and latency values as in previous evaluations [47, 54, 56]. In Table 4.3
we detail the characteristics of each evaluated scenario.

In Figure 4.9, we notice that for Scenario I (the simplest comparison between MPTCP and
TCP) TCP slightly outperforms MPTCP because a single connection does not get fully utilized
during the data transmission, and MPTCP requires extra subflow handling, which introduces a

11all results are presented with 95% confidence intervals
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Figure 4.10: Cumulative distribution function (CDF) of time to last byte for web and bulk
clients for scenarios when MPTCP and TCP are used as transport protocol between ORs.

small overhead. Once more clients are active, and packet drop and latency are induced (Sce-
narios II and III), we noticed that MPTCP takes advantage of the extra bandwidth provided by
the multiple subflows working together with the uncoupled congestion control algorithm. In a
more congested environment (Scenario III), we observe that for TCP the single existing connec-
tion gets saturated and all clients unfairly suffer performance degradation. On the other hand,
MPTCP allows clients to possess the resources of 12 subflows, which, in turn, results in favorable
improvements for both web and bulk clients. Regarding TTFB, TCP and MPTCP behave simi-
larly. However, for the specific cases of no congestion, or large downloads, MPTCP introduces
a small overhead due to the subflow management operations.

4.7.5.3 Larger-Scale Experiment

We next evaluate MPTCP as the Tor transport protocol in a larger-scale scenario. In realistic
conditions, several links between nodes may not have enough bandwidth to satisfy all Tor traf-
fic. This experiment allows us to understand whether the cases where bandwidth resources are
plentiful represent a noticeable improved performance in the whole network.

In this experiment, we used the PlanetLab topology to build a network with nodes located
around the world with realistic values for bandwidth, latency, and packet drop rate. To keep the
same proportions as the real Tor network, we set up 44 relays, 11 web servers, 30 Torperf clients,
359 web clients, and 39 bulk clients [108]. Geographical locations and bandwidth characteristics
of theORswere set up using data obtained from the real Tor network statistics from 04/2020. Web
clients retrieved 320 KiB with random pauses of between 1 and 20 seconds between downloads,
bulk clients downloaded 5 MiB without pausing, and Torperf clients sporadically downloaded
50 KiB, 1 MiB, or 5 MiB. We ran this experiment for two hours for scenarios when ORs use
either MPTCP or TCP as the Tor transport protocol.
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In Figure 4.10, we notice that MPTCP speeds up the web downloads on average 15%
compared to TCP. We also observe that the 20% fastest web downloads showed a decrease of
50% in TTLB. For bulk clients, we observe a similar performance gain when MPTCP is used.
However, a small fraction of clients experience slower downloads than with TCP. This may be
explained by the existence of slow connections between ORs, where more subflows cannot get
more capacity because MPTCP introduces the overhead of managing multiple subflows. We
did not include the results of TTFB, as we did not observe any noticeable difference between
MPTCP and TCP in this experiment. Overall, we notice that MPTCP allows a fairer allocation
of bandwidth resources, which leads to performance improvements for the majority of clients.

4.7.5.4 Fairness achieved for Tor Traffic

We next analyze how the demonstrated performance boost arises from a fairer bandwidth allo-
cation to Tor traffic. To this end, we differentiate two types of fairness. First, the intra-fairness
between coexisting circuits in the MPTCP connection. Since the multiple subflows transverse
paths with similar characteristics (ORs use the ndiffports setting to communicate using a single
network interface), the independent congestion control acts similarly for all subflows. Further-
more, a subflow does not carry traffic from exclusively one circuit (the kernel scheduler is ag-
nostic to the origin of the Tor traffic). Hence, we can conclude that with MPTCP in Tor, traffic
from different circuits would have a fair bandwidth allocation on the shared connection.

The second type, the intra-fairness, is related to other concurrent applications. Here, we
need to analyze whether the bandwidth allocated to Tor traffic comes at the cost of unfairly lim-
iting the resources of other TCP applications on the same channel. Although the suggested un-
coupled congestion control causes that Tor traffic of n circuits receives n−times more bandwidth
than other applications, it is important to emphasize that this traffic is carrying data originated on
multiple logical connections — the Tor circuits. Thus, we consider inter-fairness is even higher
than with regular Tor, while the number of subflows equals the number of circuits. As part of
our anonymity analysis, we measured how accurately the creation of subflows corresponds to the
number of circuits (see Figure 4.12). Thus, we can affirm that MPTCP in Tor is consistently fair
with other TCP applications because the creation and subflows only relies, and is highly respon-
sive, on the active circuits at any moment. Again, this is fairer for Tor traffic than when using
TCP, because in that case, Tor circuits do not achieve the deserved amount of bandwidth.

4.7.6 Anonymity Evaluation of MPTCP-Tor

Beyond the demonstrated performance gains, it is necessary to study whether using MPTCP as
the Tor transport protocol leads to degradation of users’ anonymity— themain feature pursued by
Tor users. We now evaluate howMPTCPmay create attack surfaces that allow further anonymity
leaks. We first analyze the socket exhaustion attack [53], which is applicable to designs that em-
ploy multiple transport connections between ORs. Second, we evaluate a novel attack vector that
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Figure 4.11: Connection profiling scenario

emerges when using MPTCP. We call it connection profiling. We evaluate the effectiveness of
this procedure, describe the potential exploitation strategies, and suggest mitigation techniques.

4.7.6.1 Experimental Setup

We conduct experiments to estimate the effect of anonymity threats on an isolated local Tor
network in which we started a limited number of clients and ORs. Contrary to performance
evaluations, here we do not aim to realistically represent the Tor network, but to find worst-case
scenarios and identify the impact of the attack over specific ORs connections. Furthermore, with
this we do not menace the security of the real Tor network.

For our anonymity evaluations, we set up a similar network as the one used for our per-
formance evaluations. We also developed an tool to dissect MPTCP traffic. This tool analyzes
sequences of packets collected via tcpdump and separates the packets corresponding to each
identified subflow. With this, we can infer the number of subflows at any time, and can isolate
packets traveling through each subflow.

4.7.6.2 Socket Exhaustion Attack

In designs where the number of circuits determines the number of transport connections, it is
possible that an attacker, acting as a client, maliciously creates a large number of circuits to
surpass themaximumnumber of sockets. In Linux-based system , this limit is 4,096 open sockets,
and for other operative systems is 15,000. Once reached that limit, a new petition to open a socket
will ultimately block an OR from serving legitimate traffic. Tearing down ORs with this attack
may increase the chances for a user to use a malicious OR instead. MPTCP is resilient to this
threat because the path manager restricts the creation of new subflows when the per-connection
limit is reached.
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4.7.6.3 Connection Profiling

This process can be seen as a first step for anonymity attacks. The goal is to infer circuit-to-
connection mapping information — currently hidden in Tor for privacy reasons — by only ob-
serving network-level traffic. This becomes feasible in MPTCP because fields that indicate sub-
flow associations (e.g., ports and token) are visible to any agent sniffing the traffic exchanged
by an OR. Thus, the attacker can easily infer the number of circuits by counting the number of
subflows (while the number of subflows has not reached the limit of 32). We describe the opera-
tion of this procedure in Figure 4.11. Specifically, a non-global eavesdropper — as assumed by
the Tor’s adversary model — that can count how many circuits exist in a Tor transport connec-
tion, could conduct the following attacks: (i) a cheaper and more destructive denial of service
(DoS) attack, by addressing connections with more clients. (ii) a refined traffic-analysis attack
such as website fingerprinting [19, 103, 109]. The middle OR’s ISP can eventually discover the
website visited by Tor users when traffic flow originated from a single circuit is detected. As a
consequence of (i) and (ii), censorship and blocking can be adapted to ORs carrying more active
circuits, or based on the destination.

We evaluated an adversary conducting connection profiling in our Tor local network testbed.
We started nine Tor clients sharing an MPTCP connection and downloading data at different
times and durations. Using tcpdump and the tool we deployed to dissect MPTCP traffic, the at-
tacker eavesdrops this shared connection, and aims to create a profile of the number of circuits
that are active on the connection over time. This profile is, in turn, compared against the real
circuits’ activity logged on the target OR.

In Figure 4.12, we present the real and detected number of circuits for the target con-
nection. We observe that, excepting a marginal number of misdetections, in this preliminary
experiment, the adversary consistently detects the correct number of circuits with less than one
second delay. Such offset is expected as there is a time difference between the subflows’ events
are logged in the OR and their detection by the attacker. However, as the time span analyzed
by the adversary increases, the connection profiling becomes more accurate and useful for the
intended adversarial purposes (e.g., a directed DoS attack). Still, this attack is trivially possible
only until the maximum number of subflows is reached (by default 32).

4.7.6.4 Countermeasures

We identify three strategies to protect against adversarial connection profiling. (i) using IP-level
encryption (e.g., IPSec) to hamper subflows recognition. This encryption should not expose
new vectors for traffic-analysis attacks. (ii) inserting noise, in the form of random delays, into
the subflow closing/opening events. The inserted delays should be inside an acceptable range
to maintain the bandwidth fairness. And (iii), allowing clients to use a variable number of cir-
cuits [13, 110] or subflows, to minimize the leakage of the clients-to-circuit relationships. Here,
it is necessary to find a trade-off between fair bandwidth allocation and privacy protection.
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Figure 4.12: Evaluation of connection profiling

4.7.6.5 Comparison with Prior Designs

Once we have shown the performance benefits and the anonymity implications of using MPTCP
as a Tor transport protocol, we next discuss how our approach differs from the designs that also
propose using multiple transport connections in Tor. We aim to highlight the deployability ben-
efits of MPTCP compared to prior designs.

TCP-over-DTLS & PCTCP. Conceptually, both designs operate similarly because they
provide per-hop reliability and open one TCP connection per circuit. PCTCP claims to be highly
efficient because it is fully implemented at kernel level. We argue that MPTCP is easier to deploy
because, besides being at kernel level, it does not require additional external modifications (e.g.,
IPSec in PCTCP).Moreover, contrary to PCTCP,MPTCP is resilient to socket exhaustion attacks.

Torchestra. This approach is similar asMPTCP operating with two fixed subflows. While
it is true that MPTCP cannot assign circuit’s traffic to a subflow based on its volume, the sched-
uler can decide at kernel level what the path with the best RTT for each packet is. We believe
that this responsive reaction is more advantageous than the slower and non fully-accurate traffic
classification algorithm done at circuit level by Torchestra.

IMUX. The main difference between IMUX and MPTCP is that the scheduling decisions
are done at kernel level in MPTCP, and in the user space (inside Tor) in IMUX. Thus, IMUX
implements an additional scheduler to decide how to allocate packets among several independent
TCP connections. Since network conditions would be recognizedmore responsively in the kernel
space, the MPTCP’s scheduler could detect more accurately than IMUX the best path for each
packet.

To sum up, we believe that usingMPTCP as an out-the-box protocol for Tor has significant
design advantages compared to other proposals that also employ multiple transport connections.
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4.8 Summary

This chapter started with an extensive analysis of existing anonymous communication systems
that use multipath routing. To this end, we presented a taxonomy that revises all the design
choices. Besides providing a clear representation of the different elements of Tor, our taxonomy
sheds light to further unexplored options that can lead to performance and privacy improvements
(e.g., implementing flow control at the multipath layer). Particularly, we showed the distinct
options to split and merge traffic when using multiple circuits. We also described the possible
techniques for handling data streams arriving from diverse paths and associate them to a single
user. We identified that the existing Tor-based approaches limit their field of application to the
utilization of multiple circuits, splitting and merging traffic at the OP and exit OR, for improving
performance. Furthermore, we observed that the strategies used by those approaches rely on
modifying the Tor cell format to include an extra sequence number. We believe this is may
hinder a further adoption, as it would become infeasible to enable ORs to deal with multiple cell
formats.

A special insight found through this exploration was the opportunity to use multiple routes
at the transport layer. In response to this, in the second part of this chapter, we presented a novel
transport protocol for Tor. We proposed to replace TCP with MPTCP and provide fairness to the
Tor traffic that transverses a shared link between two ORs. With this out-of-the-box and easy-
to-deploy transport design, Tor clients experience noticeable faster download times. Lastly, we
have identified a possible leakage — the connection profiling — of using MPTCP as transport
protocol in Tor. To counter this, we introduced countermeasures to minimize adversarial usages
of the circuit-to-connection relationships.
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5
Improving Privacy with Multipath Routing

5.1 Introduction

The taxonomy explored in the previous chapter shed light on the design aspects that can be
enhanced to boost the anonymity of Tor users. Specifically, we have identified that multipathed
Tor clients distributing traffic via multiple entry ORs may resist WFP attacks performed by a
malicious entry OR. While it is true that other more powerful adversaries placed in the client-
to-entry connection (e.g., an ISP) would still be able to conduct WFP against multipathed Tor
clients, we believe our proposed technique is relevant because becoming an entry OR is easier
and cheaper (and, thus, more dangerous for the user) than an ISP.

Over the years, multiple studies have systematically shown the continuously improved
effectiveness of WFP attacks [20, 21, 72, 75] and their applicability in real-world settings [34,
73]. This growing number of powerful WFP attacks and the lack of effective and feasible WFP
defenses highlight the need to design easily-deployable and efficient countermeasures against
WFP. In contrast to the existing defenses (see Section 3.3.3.1), our proposal does not intentionally
add or delay packets to achieve distortions of the traffic patterns that lead to the obfuscation
of WFP features. We argue that a well-crafted distribution of traffic through several paths can
destroy repeatable patterns useful for a WFP attack at a marginal overhead cost. Additionally,
using traffic splitting does not require any a-priori knowledge about the websites to be protected,
which eases the adoption and deployability of our proposal. In the following of this chapter, we
conduct an extensive analysis of several strategies to achieve this, and then, we evaluate the most
effective option under real-world Tor settings.

59
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The contributions presented in this chapter are as follows:

1. We design a novel and effective WFP defense based on the idea of traffic splitting over
multiple entry ORs.

2. We explore several traffic-splitting strategies, which can serve as candidates for adoption
in our defense. Our comprehensive analysis comprises simulations and real-world eval-
uations considering today’s state-of-the-art WFP attacks and advanced strategies that an
adversary may use.

3. We conduct an extensive analysis of the effectiveness of our defense using the best splitting
scheme. We show that our defense outperforms all prior works in terms of accuracy reduc-
tion (below 16%) while offering attractive performance (inserted overhead is minimal).

4. Lastly, we explore whether traffic splitting can contribute to mitigate end-to-end correla-
tion. To this end, we present a preliminary experiment where we apply the most recent and
powerful end-to-end correlation attack against traffic protected with our WFP defense. We
show that splitting traffic through only two entries is enough to make practically infeasible
this attack when the adversary observes one entry and the respective exit OR.

5.2 Splitting Traffic over Multiple Entry ORs

Since we aim to use traffic splitting to counter malicious entry ORs mounting WFP, we first need
to determine the design changes required in Tor. With this, we can then study how the traffic
must be distributed to prevent a single malicious entry OR mounting a successful WFP attack.

As depicted in our taxonomy (see Chapter 4), when the multipath approach utilizes mul-
tiple entry ORs, the splitting/merging points must be on one side the client, and on the other
side the middle OR, exit OR, or web server. Although for achieving WFP protection the second
merging point can be placed at any position after the entry ORs, a proper selection of this point
leads to an easier further adoption of our defense and produces less load on the Tor network. If
the web server is the merging point, the defense would be limited only to those websites support-
ing the multipath capability. Thus, we discard this option for our traffic-splitting defense. We
could also leverage the designs of Conflux or mTor and splitting/merging traffic on the exit OR.
However, this option would load with extra multipath-related operations the scarce— in quantity
and bandwidth — exit ORs [24]. Therefore, we prefer to merge traffic at the middle OR because
they are easier to deploy (i.e., each OR can act as as middle node by default), and their position
in the circuit is not sensitive (i.e., neither the origin nor the destination are visible by the middle
OR).

Figure 5.1 depicts the implementation of our multipath Tor design. This figure represents
how a single malicious entry OR (denoted in red color) would observe only a certain portion of all
exchanged packets in with the Tor network. We argue that the observed fraction of packets is not
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Figure 5.1: Design overview of our traffic-splitting defense.

sufficient for the malicious entry OR to determine which website the user is visiting. Our defense
requires that the middle OR collaborates with the client to follow a certain traffic distribution
technique and to associate traffic originated on multiple circuits. These aspects were considered
in the implementation used for our experiments. This contains the necessary modifications on
the Tor source code to split and merge traffic on the client and middle ORs for a reliable web
browsing.

5.3 Traffic Splitting Strategies

The most important design choice for our defense to be effective against WFP attack is the way
how traffic is split and distributed through multiple entry ORs. In other words, the splitting
scheme should produce highly diverse traffic distributions among different loads of the same
page in order to prevent an adversarial entry OR in identifying (repeatable) patterns. To find
such a strategy, we analyze the influence of (i) the number of distinct entry ORs used to establish
multiple paths through Tor, and (ii) the percentage and diversity of traffic observed at each of the
entry ORs.

5.3.1 Number of Entry ORs Used for Traffic Distribution

To apply our defense, we first need to determine the numberm of distinct entry ORs utilized by
the Tor user for a multipath communication. While a large number of entry ORs decreases the
amount of information available to each entry OR, it also increases the likelihood of selecting
a malicious entry OR for a circuit belonging to a single multipath user connection (see Section
4.5). Thus, we explore howm influences the user’s protection against WFP attacks and propose
a trade-off between privacy protection and performance overhead.

5.3.2 Distribution of Traffic over Multiple Circuits

Having selected the number of entry ORs, we need to define how to distribute the web traffic.
We explore several techniques, from trivial to more sophisticated possible strategies, to find the
most effective one against WFP attacks.

The first considered strategy, and the most basic one, is round robin. Here, we switch to
the next circuit for each Tor cell. Our goal is to analyze the level of security provided by such a
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simple splitting scheme and assess whether only the multipathing, or the use of a sophisticated
splitting strategy, is more important to build an efficient WFP defense. A notorious disadvantage
of this strategy is that it is deterministic, and thus, a traffic fragments may be distinguishable
among different page loads of the same website.

We also analyze random splitting, in which we randomly select a circuit for each Tor cell.
Although this strategy inserts some randomness, portions of traffic traces will keep proportion-
ality in the long term, which may still be useful for an attacker.

We further consider to split traffic by direction, i.e., we use one circuit for incoming and
another circuit for outgoing Tor cells. The intuition suggests that the incoming/outgoing relation-
ships contain significant characteristics of a website. However, as many WFP attacks consider
the number of packets per direction as independent features, observing one-direction traffic may
still contribute to the classification.

To increase the diversity of the traffic distribution for repeated page loads of a common
website, we also evaluate a weighted random (WR) scheme. Here, we pursue to make less dis-
tinguishable long-term traffic patterns. In WR, for each page load, we create a separate vector
~w consisting of m probabilities for each splitting point, which, in turn, are computed from a
m-dimensional Dirichlet distribution. We use these probabilities to weight the selection of an
entry OR for each cell transmitted between the user’s OP and the middle OR.With this weighted-
random selection, we seek to conceal size-related patterns that may remain among several page
loads. Through this biased random selection, each web page load tends to show diverse lengths
and therefore the number of packets and their sizes are more obfuscated than with a uniform
random choice. We used the Dirichlet distribution as it is a common way to model random prob-
ability mass functions for finite sets. As required by our strategies, it outputs directlym random
positive values that add up to one. Moreover, this distribution is statistically more precise and
faster than first generatingm independent random values and normalizing them.

Finally, we consider a batched weighted random (BWR) splitting strategy. Contrary toWR,
here, the vector ~w is utilized to weight the choice of an entry OR for a batch of n Tor cells. We
aim to create more confusions to theWFP classifier by creating chunks of cells highly diverse but
belonging to the same web page load. As we do not insert any dummy traffic and constant-size
batches, traveling across distinct circuits may still reveal useful traffic patterns. Thus, we update
n constantly during a single page load, i.e., after each batch. While a small n converges BWR to
the WR strategy, a large nmay not produce a sufficient level of traffic randomness, e.g., for small
websites, as the splitting of traffic will be limited or even may not occur at all. Based on our
empirical analysis (see Section 5.4.3), we adjusted n to be uniformly sampled from the interval
n ∈ [50, 70]. Algorithm 1 shows the detailed process to select the entry for any cell of a certain
web page load. The BWR algorithm is followed independently on both directions, for incoming
(middle-to-client) and outgoing (client-to-middle) cells respectively.
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Algorithm 1 Batched Weighted Random (BWR) strategy for each cell within a web page load
(for each direction)
1: Input: Number of entry ORs (m), low limit interval (a), high limit interval (b)
2: Output: Index of the selected entry OR for each cell (selectedEntry)
3:
−−−−−→
weights← Dirichlet(m)

4: batchSize← RandInt(a, b)

5: randomEntry ← RandomWeighted(m,
−−−−−→
weights)

6: for each cell do
7: selectedEntry ← randomEntry

8: if (Number of sent cells = batchSize) then
9: randomEntry ← RandomWeighted(m,

−−−−−→
weights)

10: batchSize← RandInt(a, b)

11: end if
12: end for

5.4 Finding the Most Effective Splitting Strategy

In order to determine the most effective parameters for our defense. We first conduct an extensive
evaluation of the described splitting strategies within a simulative framework. With this, we can
test several options and design variations of the proposed designs. We assume that the attacker
controls one malicious entry ORs in the victim’s multipath connection. For all experiments, the
adversary is aware of the applied defense and its splitting scheme. We further assume that the
attacker has enough resources to collect a representative training dataset. Intuitively, an attacker
would prefer to train with traces protected with the same defense and splitting scheme as the
client would use. Still, we also conducted preliminary evaluations to know whether training with
non-defended traces may help for classifying protected traces. These results (accuracy below
2%) confirmed our intuition, and demonstrated that an adversary would not opt for training with
non-defended traces (this is also observable in our experiment in Section 5.5.5). In particular,
the best strategy for the attacker is to use all collected subtraces of each page load. The adversary
represents these subtraces as separate input vectors belonging to the same class and generates
features for these vectors to train the WFP classifiers.

We also ensure that all subtraces of the same page load are used either for testing or for
training only. Using only single, randomly-chosen subtraces from each page load leads to lower
accuracy and will not be the dominant strategy of the adversary. We believe to have addressed
the logical advancements for the attacker in the learning phase and deem it unlikely that further
improvements can be made without extensive efforts (which would also require enhancements
to today’s WFP classifiers).

Once the best strategy has been found, we further conduct an extensive evaluation under
real-world Tor settings.
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5.4.1 Simulation of Traffic Splitting

To initially evaluate the efficiency of the presented traffic-splitting schemes, we developed a sim-
ulator that artificially splits real-world traffic traces based on the selected scheme. We refer to
the order of all cells that are assigned to the same path after splitting as a subtrace. In total, our
simulator creates m subtraces for a single page load. To obtain realistic results, our simulator
further takes the latency of the different circuits between the user and the middle OR into ac-
count when employing our multipath transmission scheme. To this end, we measured the RTT
of several circuits consisting of the same middle and exit ORs but different entry ORs in the real
Tor network. As in previous work [111], we measured the RTTs by sending a relay connect cell
to localhost and triggering the reply time. In total, we gathered RTTs for 4,073 successfully built
circuits, which we integrated into our simulator. The source code of our simulator is available
in [112].

5.4.2 Experimental Setup

For this simulative analysis, we conduct several closed-world evaluations. We rely on a dataset
consisting of the 100 most popular sites [113]. First, we collected 100 traces for each website
without applying our defense and refer to this non-defended dataset as ALEXA-NODEF. Then, we
replayed these traces through simulator using each traffic splitting scheme varying the number
of utilized entry ORs. We rely on these closed-world experiments for finding the best strategy,
which will be used in further realistic evaluations presented in next sections.

During crawling of our datasets, as in related work [20, 75, 80], we excluded websites
that deny user traffic coming from Tor, show a CAPTCHA, have no content, or redirect to other
sites that are already present in our dataset. We also removed page loads indicating a client or
server error as the attacker is not interested in fingerprinting broken page loads. We applied the
automated approach presented in [75] to collect all traces. For each page load, we recorded meta-
data such as the size and direction of the transmitted TCP packets by using a toolbox containing
the Tor Browser 9.0.1 and tcpdump and then reconstructed the Tor cells by applying a previously-
used data extraction method [75]. For our evaluation, we focus only on Tor cells, as the different
layers for data extraction (e.g., TCP packets, TLS records, or cells) only have amarginal influence
on the classification results [75]. Hence, our results are comparable for other extraction formats.

For our evaluation, we considered four state-of-the-art WFP attacks: k-NN [72], CU-
MUL [75], k-FP [21], and DF [20]. For all following experiments where we do not explicitly
mention a different methodology, we apply 10-fold cross-validation with respect to the total num-
ber of collected page loads, i.e., the data is split into 10 evenly large parts, i.e., folds. Then, the
entire process of training and testing is repeated 10 times, using one of the 10 folds as test data
and the remaining nine folds as training data in turn. For this closed-world analysis, we computed
the accuracy, i.e., the probability of a correct prediction (either true positive or true negative).
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Table 5.1: Accuracy (in %) for different intervals of the batch size n needed in our BWR
strategy.

Batch size n [30, 40] [30, 90] [50, 70] [60, 80] [90, 120]
k-FP 16.05 17.98 13.46 18.00 17.76
DF 8.36 7.95 6.58 8.20 6.70

CUMUL 6.70 6.50 4.63 8.44 7.31
k-NN 4.75 4.50 3.15 5.20 4.80

We assume the attacker to be a passive observer that does not decrypt, modify, or interrupt
transmitted packets. The attacker has a limited view of the Tor network by controlling a restricted
number of entry ORs. Thus, he can monitor traffic exchanged with a Tor user and is aware of
the user’s identity, but does not know which website the user is visiting. Moreover, we assume
that the adversary has sufficient computational power to train several fingerprinting techniques
on large training datasets.

5.4.3 Determination of Optimal Splitting Scheme

To identify the optimal traffic splitting scheme for our defense, we use the simulator presented in
Section 5.4.1 to artificially split the non-defended traffic traces in ALEXA-NODEF. For each traffic
splitting scheme, we generated a separate dataset containing artificially created defended traces.
Each splitting scheme was evaluated for a certain number of desired entry ORs between two and
five for all page loads, and for a variable number of entries between two and five that is randomly
decided for each page load.

Before presenting the results for all variations of each splitting scheme, it is first necessary
to determine the complete settings for BWR. As previously described, this strategy selects an en-
try OR to send a batch of cells of variable size between two values. Therefore, we first conduct
an empirical evaluation of this specific strategy against all WFP classifiers to determine the opti-
mal range. Since some state-of-the-art WFP attacks rely on features extracted from consecutive
sequences of 30 to 40 Tor cells within a given traffic trace [21, 72], we argue that the number n
of cells in a single batch should lie around those values in order to disturb useful features. Based
on this, we investigated different intervals for n by using five entry ORs for each user’s multipath
connection and summarize the classification accuracy obtained for each of these intervals in a
closed-world scenario in Table 5.1. We present the experimental results for four state-of-the-
art classifiers, k-FP, CUMUL, k-NN, and DF. As we can see, the most promising results were
obtained when uniformly sampling n from the interval n ∈ [50, 70]. Hence, we consider this
interval as a good choice and use it for all experiments.

Table 5.2 details the accuracy of each WFP classifier in a closed-world scenario without
defense (row “Undefended”) and against our evaluated splitting strategies for varying numbers
m of entry ORs, where the attacker controls one of them. We next discuss the effectiveness the
number of utilized entry ORs and the different splitting schemes.
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Table 5.2: Accuracy (in %) of state-of-the-art WFP attacks in scenarios without defense and
against our splitting strategies, where m indicates the number of entry ORs used in user con-
nections.

Our Splitting Strategies m k-NN CUMUL k-FP DF
Undefended 1 98.20 98.50 98.40 98.75

Round Robin

2 91.29 96.30 96.73 97.56
3 89.52 86.88 94.83 95.91
4 87.25 85.04 93.21 94.64
5 86.59 82.21 92.22 93.01

J2,5K 75.54 80.07 83.66 90.25

Random

2 87.74 95.51 94.48 96.01
3 82.51 92.64 91.51 94.77
4 78.09 89.71 89.13 93.43
5 72.09 87.02 86.41 90.31

J2,5K 62.28 79.34 76.59 84.05

By Direction In 37.05 37.43 59.07 29.99
Out 32.45 26.71 56.17 26.15

Weighted Random

2 16.14 63.05 55.01 65.94
3 9.66 53.16 45.76 54.21
4 4.32 47.90 42.74 47.77
5 4.38 41.62 40.55 42.33

J2,5K 4.57 47.92 41.31 47.79

Batched Weighted Random

2 6.89 21.22 33.37 31.82
3 4.49 9.11 21.33 31.82
4 3.62 4.76 16.48 6.91
5 3.15 4.63 13.46 6.58

J2,5K 3.22 8.60 18.24 11.44

5.4.3.1 Number of Entry ORs Used

First, we analyze how the number of entry ORs used influences the accuracy of WFP attacks, as
summarized in Table 5.2. Independent of the chosen strategy, we observe that all WFP attacks
become less effective when the user utilizes a larger constant number of entry ORs to fetch a
website. We further notice a slight decrease of the classification accuracy for a variable number
of entry ORs (rows “J 2,5 K”) and a constantm ≥ 4 regardless of the splitting strategy.

In case of a variable number of entry ORs, the adversary is challenged by the uncertainty
of the applied splitting strategy as website-specific patterns are less deterministic. Additionally,
our most effective scheme, BWR, drops the accuracy of all classifiers to less than 14% when a
constant number of five entry ORs is utilized. Therefore, we considerm = 5 as a good choice and
argue that this choice neither significantly increases circuit establishment times (current versions
of Tor already build three circuits preemptively [114]) nor dramatically increases the probability
of selecting a malicious entry OR (see Section 4.5). Our experiments confirmed our initial intu-
ition that the data observed on a single client-to-entry connection by a malicious entry OR is not
sufficient to perform WFP attacks.
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5.4.3.2 Efficiency of Different Splitting Schemes

To find the most suitable splitting method, we now explore the efficiency of each strategy, as
summarized in Table 5.2.

Round robin: Overall, we notice a slow decrease in accuracywith the round robin strategy
as the number of entry ORs used increases. Since this strategy is completely deterministic,
subtraces’ features among different page loads remain similar and thereby useful for the attacker.
Moreover, this scheme cannot completely hide the total size of a given website— one of the most
important features for WFP attacks [21]— even when observing only a fraction of the page load.
Although varying the number of entries further contributes to accuracy reduction, the successful
rate for the attacker remains significantly high.

Random: We observe a similar trend with a steeper decline for the random strategy. Still,
the accuracies of CUMUL and DF remain comparably high, corresponding to the correct iden-
tification of most page loads. Although the inserted randomness lowers the accuracy more than
for round robin, such high values are still unacceptable for a WFP defense.

By direction: A simple scheme, which only splits the traffic by direction, already delivers
a significant decrease in accuracy for all WFP attacks. Even though the number of transferred
cells per direction remains unaltered, most classifiers only recognize a third of the page loads.
This drop might be caused by the classifiers’ inability to retrieve information about the relation-
ship between incoming and outgoing cells. However, despite the absence of this characteristic,
k-FP profits from other features that use available information on timing and data rate per direc-
tion, contributing to a comparably high classification rate for this attack.

Weighted random: When applying a WR circuit selection, we observe a significant de-
crease in the accuracy compared to the previous schemes. All evaluated WFP attacks achieve
less than 43% accuracy. For the worst-performing classifier, k-NN, the rate of reliably-detectable
page loads drops below 5%. We believe that this significant decrease is caused by the diversity
in total size among the different subtraces of a single website.

Batched weighted random: In case of BWR, we further reduce the accuracy of all WFP
attacks down to 14%. In particular, the accuracies of CUMUL and DF cannot achieve a detection
rate higher than 7%. For the worst-performing classifier, k-NN, the rate of reliably-detectable
page loads drops below 4%. We believe that the significant difference in the accuracies between
WR and BWR is caused by the fact that WR cannot fully destroy consecutive sequences of Tor
cells within a given traffic trace, often exploited by WFP attacks to extract features. Another
reason for the significant accuracy decrease achieved by BWR is the diversity in total size among
the different subtraces of a single website. A notable observation is that a variable number of
entry ORs (row “J2, 5K”) does not improve the efficiency of both splitting schemes, WR and
BWR, as these schemes already introduce sufficient diversity by design.

Other evaluated schemes: Despite BWR already provides an attractive level of security
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against WFP attacks, we also experimented with other variations and combinations of traffic-
splitting schemes aiming to provide protection without requiring numerous entry ORs. Unfor-
tunately, these schemes did not achieve the protection of our best strategy (BWR). Still, we next
detail the obtained results to also show what direction should not be pursued in the future when
designing further strategies for our defense. In WR + by direction, we tried to combine the low
accuracy of one-direction traffic splitting with the randomness of WR. We experimented with
m = 4 entry ORs with the restriction that each pair of entries transport only either outgoing
or incoming traffic. The best classifier (k-FP) still reported accuracy superior to 45%. We also
tried a variation of WR with changing weights. Here, the weights did not last for an entire web
page load but were refreshed after each packet is sent. This method tends to converge to the
simple random splitting technique, and thus accuracy remained high (> 70%). We also evalu-
ated several variations of BWR in order to find out the reasons of its effectiveness and potential
improvements. These variants are next described as part of our in-depth analysis of the batched
weighted random scheme.

5.4.4 Success Factors for Traffic-Splitting Strategies

Our experimental analysis showed that BWR achieves a high protection level against WFP at-
tacks. We next analyze the key factors for its effectiveness and present variations for particular
use cases. As we mentioned before, two aspects determine the success of a splitting scheme,
(i) the number of entry ORs used, and (ii) the percentage and diversity of traffic observed by the
attacker. For (i), the immediate effect is the creation of traffic chunks of certain size. Thus, it
is important ensure that the strategy indeed guarantees that every traffic trace will be split. For
the aspect (ii), it is necessary to estimate the quantity of diversity introduced. Hence, we set a
convenient metric to estimate this diversity for all methods. For instance, we can intuitively af-
firm that the round robin technique inserts a near-to-zero diversity value because the size-related
features of the traffic splits remain similar among different web page loads. We next elaborate
each aspect in detail.

5.4.4.1 Number of Slices Generated by Traffic Splitting

Generally, it is desired that for every web page load, the strategy splits the trace intro multiple
slices. Otherwise, there might appear the risk that non-split (or even less-split) traces become
more attractive for the attacker, which, in turn could target WFP successfully to specific traces
of certain web pages.

To quantify this effect, we counted, from the universe of 10,000 traces of the ALEXA-NODEF
dataset, how many of them were split into 1, 2, . . . ,m chunks. These counts are expressed in a
vectorH in which the i−th element is the number of traces that were divided into i splits. While
for strategies such as round robin, we expect that this vector demonstrates that m splits were
always generated, for WR and BWR it is possible that for certain page loads, weights vectors
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Table 5.3: Number of splits generated by each strategy form = 5.

H WFP attack Accuracy (%)
Round robin [0, 0, 0, 0, 10000] DF 93.01
Random [0, 0, 0, 0, 10000] DF 90.31

By direction [0, 10000] k-FP 59.07
Weighted random [0, 4, 2, 4, 9990] DF 42.33

Batched weighted random [25, 138, 241, 1180, 8416] k-FP 13.46

Table 5.4: Number of splits generated by the BWR variations form = 5.

H WFP attack Accuracy (%)
BWR-Var [0, 45, 97, 4946, 4912] k-FP 24.19%
BWR-Strict [0, 44, 148, 692, 9116] k-FP 17.14%

~w with unbalanced probabilities (e.g., [0.95, 0.04, 0.01]) are generated, and consequently some
entries get never selected. Thus, traffic for certain page loads may not be split into the configured
m parts.

Table 5.3 shows the vectorH for each strategy whenm = 5 (for the strategy by direction
m = 2). As expected, for round robin and random all traces were divided in five parts. For WR,
a marginal number of traces were split into less than five parts. This effect becomes notorious for
BWR.We can countmore than one thousand instances divided into four or less parts. Particularly,
around 200 traces were not consistently protected as they contain, in several cases, all packets
of the traffic trace. This effect is important to notice as a low degree of traffic division generates
subtraces that contain abundant information of the total page load, which, in turn, may ease the
classification task (see Section 5.5.4).

Although this leakagemay seem harmless for the user, we believe it is important to propose
alternative strategies to avoid that such leakages might be potentially useful for future attacks.
For instance, an adversary can target WFP on certain pages that he knows are usually not split,
and, consequently, be confident to achieve high accuracy. Therefore, we implemented two slight
variations to BWR to avoid, at least, non-split traces. In the first one, called BWR-Var, we de-
creased the batch size to n ∈ [10, 20] to force more random selections, and in the second one,
BWR-Strict, we avoided that two consecutive batches select the same entry OR.

Table 5.4 shows the vectorH and the highest reported accuracy for these BWR variations
for m = 5. It can be noticed that we minimize the existence of less-split traces at the cost of a
noticeably higher accuracy attack. Hence, the dilemma is to prioritize either low accuracy or non-
split traces avoidance. Considering the main goal of WFP defenses (overall accuracy drop), and
that the occurrence of less-split subtraces is marginal, we primarily used BWRwithout variations
in our implementation. However, we also explore in 5.5.4 whether the less-split traces outbreak
is beneficial for an adversary.
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Figure 5.2: Coefficient of variation (CV) of the lengths of all instances for each class (web
page) after applying each splitting scheme (m = 5)

5.4.4.2 Diversity Inserted over Traffic Traces

We now evaluate the amount of diversity inserted by our strategies. We aim to find a metric
that explains the success of a splitting scheme. With this, we establish a parameter that can be
considered when designing further techniques. For this purpose, we rely on the coefficient of
variation (CV) to estimate the diversity of distinguishable features among several page loads of
the same site. The coefficient of variation is a statistical measure that quantifies the diversity
or deviation of a set of data points. Contrary to the single standard deviation, the CV generates
values that are comparable between data series of different characteristics. Mathematically, the
CV of a data series is the standard deviation divided by the mean.

We computed the CV for each strategy for one of the most important features considered
in WFP attacks [101, 115], the total count of packets. As we are interested on the variation of
these features over several instances of the same website, we calculate the CV for this feature
over all instances of each class.

Figure 5.2 shows the coefficient variation of the total packet counts of all instances of
each website (class). We notice how the CV for simple strategies (i.e., round robin and random)
presents negligible differences with the undefended case. Most of the values lie under 0.2, which
means that the dataset has a very low variation. This also explains why it is possible for the
attacker to recognize useful patterns for successful classification. On the other hand, WR and
BWR generate variation coefficients above 0.5. This means that different subtraces of the same
page load have a very wide range of sizes. This, in turn, obfuscates all size-related features and
complicates the WFP attack.

To sum up, it is important to guarantee high diversity among useful WFP features. Our
strategies BWR and WR generate that the observable traffic patterns largely vary from one in-
stance to another, leading to confusions for the WFP classifier. Thus, we suggest that any further
scheme to be integrated into our defense should produce comparable CV values to those gener-
ated by WR and BWR.
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5.4.5 Summary

In this section, we have conducted an extensive simulative analysis to find out the most effective
splitting scheme to counter today’s WFP attacks. The BWR strategy outperformed all other
proposed schemes and reduced WFP accuracy to less than 14%. Thus, it will be considered for
the rest of evaluations of this chapter.

Furthermore, our in-depth analysis showed the characteristics that a successful splitting
strategy should have. We presented alternatives in case it is necessary to guarantee the desired
number of splits and suggested the coefficient of variation as an adequate metric to assess the
degree of diversity introduced by the splitting technique.

5.5 Evaluation of our Traffic-Splitting Defense

In this section, we present an extensive evaluation of our splitting defense— using the best found
splitting scheme— under realistic Tor settings. To this end, we implemented all strategies in the
Tor source code [112]. Additionally, when required, we started a set of middle ORs supporting
our defense and a pool of clients for fetching web pages.

Specifically, we first present an open-world evaluation. Then, we conduct the closed-
world evaluation using traces collected in the real Tor network. We complement this study with
the evaluation of our defense against more powerful adversaries that access to splitting-related
information or to multiple entry ORs.

5.5.1 Experimental Setup

For our realistic closed-world evaluation, we collected a new dataset, referred to as ALEXA-DEF,
with our WFP defense running on the real Tor network. To this end, several relays were launched
in the real Tor network.

For our open-world evaluation, we built our background set referred to as ALEXA-NODEF-BG.
For this dataset, we visited, without applying our defense, the 11,307 Alexa most popular web-
sites, excluding the first 100 sites used to build our closed-world dataset. Then using our simu-
lator we generated defended traces to compute, similarly to related work [21, 72], the TPR, i.e.,
the fraction of accesses to foreground pages that were detected, and the FPR, i.e., the probability
of false alarms.

If not otherwise specified, the crawling process, the adversarial training strategy, and the
training/testing data set separation are similar as for our simulative evaluation (see Section 5.4.2).

5.5.2 Open-world Evaluation

Next, we evaluate the efficiency of our defense using BWR with five entry ORs in an open-
world scenario. In particular, we focus on a two-class simplified open-world scenario where the
adversary aims to detect whether a single subtrace of a testing page belongs to the foreground set
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Figure 5.3: ROC curves for today’s WFP attacks in open world. Dashed lines represent results
for undefended traces and solid lines results for defended traces.

or not, without trying to identify the exact foreground website. Such a scenario is significantly
more advantageous for the adversary. If we are able to reduce the success of the WFP classifiers
in this setting, then their performance will be even worse in the scenario when the adversary aims
to detect the exact foreground website.

As a baseline, we first used the non-defended datasets ALEXA-NODEF as a foreground set
and ALEXA-NODEF-BG as our background set and computed the receiver operating characteristic
(ROC) curve for each classifier. We then applied the simulator from Section 5.4.1 to artificially
split the non-defended traces in ALEXA-NODEF, i.e., our foreground set, and the non-defended
traces in ALEXA-NODEF-BG— our background set — using BWR with five entry ORs.

To quantify the open-world setting, we calculated the ROC curve for each classifier using
these defended traces. As shown in Figure 5.3, we observe a clear proximity of the curves of
all WFP classifiers to the random guess reference (black line), when TrafficSliver-Net is applied.
While the area under the curve (AUC) indicating the detection of non-defended traces using all
WFP attacks lies between 0.87 and 0.97 (AUC is one in case of a perfect classifier), the best-
performing classifier, k-FP, reaches an AUC of only 0.60 when applying our defended dataset.
Moreover, DF, k-NN, and CUMUL achieve a marginal higher AUC than random guessing (i.e.,
AUC = 0.5). Hence, the adversary is not able to conduct a successful WFP attack in an open-
world scenario.

5.5.3 Closed-world Evaluation in the Real Tor Network

Once we have analyzed and identified the best traffic-splitting scheme and the optimal number of
entry ORs, we deployed this strategy in the real Tor network and collected a real-world dataset
(ALEXA-DEF). We then computed the accuracies of all state-of-the-art WFP attacks by using
these defended traces as well as the non-defended traces from ALEXA-NODEF, which we use as a
baseline. Table 5.5 summarizes the accuracy of each WFP classifier in a closed-world scenario.
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Table 5.5: Accuracy (in %) of state-of-the-art WFP attacks against our defense.

k-NN CUMUL k-FP DF
Undefended 98.20 98.50 98.40 98.75

Our Defense 5.02 5.18 15.44 8.07
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Figure 5.4: Accuracy achieved by both classifiers, one trained on defended subtraces and an-
other trained on non-defended traces, when detecting only subtraces whose length is at least R
of the complete page load. The number of evaluated predictions � is referenced to the right
log-scaled y-axis.

As we can see, the classification results obtained by using the defended traces gathered
from the real Tor network are analogous to those achieved with simulated defended traces. In
particular, we observe a dramatic reduction of the detection rate from more than 98% to less
than 16% for all state-of-the-art WFP classifiers. Simultaneously, our defense does not introduce
any artificial delays or dummy traffic to counter these WFP attacks. Thus, we can conclude the
effectiveness of our network-layer defense in real-world settings.

5.5.4 Security against More Advanced Adversary

We further explore the performance of our defense against an unrealistically strong attacker that
is even aware of the portion of traffic of a complete page load that is transmitted over an observed
client-to-entry connection.

As the adversary uses own deployed Tor users running our defense in order to collect
training data for WFP, he can further gather a number of traces representing various traffic distri-
butions for the websites of interest. Based on a statistical analysis of the training data, the attacker
can then assess the ratioR for real victim user subtraces. By using this knowledge, the adversary
can build several classifiers trained on defended subtraces of different lengths or non-defended
traces and, thus, improve the detection rate.

To analyze the level of danger for the users in this scenario, we assume that the attacker
possesses two classifiers: one trained on non-defended traces and another trained on defended
subtraces whose length represents a certain minimum ratio R from the corresponding complete
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Table 5.6: Accuracy (in %) of WFP attacks for two malicious entry ORs during a single page
load.

Defended
Training strategy S1 S2 S3 S4 S5

k-FP 5.85 25.23 30.16 28.14 35.90
DF 6.82 14.01 27.75 19.24 35.71

CUMUL 7.95 9.11 16.68 12.75 19.47
k-NN 5.78 6.56 8.39 13.47 9.11

Table 5.7: Accuracy (in %) of WFP attacks for n malicious entry ORs.

Defended Undefended
n 2 3 4 5 –

k-FP 35.90 55.92 80.62 96.52 98.40
DF 35.71 65.62 86.92 97.40 98.75

CUMUL 19.47 43.52 72.86 96.56 98.50
k-NN 13.47 29.94 52.11 94.29 98.20

page load. Then, we compute the accuracy achieved by these classifiers when the attacker tries to
detect only subtraces whose lengths are at least a givenminimumR. We executed this experiment
by using both datasets ALEXA-DEF and ALEXA-NODEF and k-FP — the best-performing WFP
attack against our defense. Figure 5.4 shows the results obtained for a closed-world scenario.

While the accuracy achieved by our classifier trained on defended subtraces is almost con-
stant and remains below 25% for a minimumR ≤ 0.6, the recognition rate of the other classifier
trained on non-defended traces is close to zero for the same range ofR. Hence, we can conclude
that our traffic-splitting-based defense achieves good protection against WFP attacks as long as
each client-to-entry user connection contains less than 60% of the total length of a given page
load. In contrast, high detection rates are achieved only for subtraces comprising more than 80%
of a complete page load.

Moreover, although the adversary can reach significantly higher classification accuracies
when observing subtraces of larger length, the number of these subtraces that are generated by
our defense is marginal compared to the total number of traces contained in our dataset. Despite
this advantage is minimal, it emphasizes the necessity to keep at minimum non-split traces in
certain cases. For instance, when those non-split traces correspond to a unique website, which
we strictly desire to protect, any of the described BWR variations that prohibit non-split traces
can be used.

5.5.5 Security against Multiple Malicious Entry ORs

Finally, we consider an even more-powerful adversary controlling n, 2 ≤ n ≤ 5, malicious en-
try ORs in real victim multipath user connections and, thus, observing multiple client-to-entry
connections utilized to load a single page. In this scenario, the attacker gains additional knowl-
edge about the complete page load by merging the sequences of Tor cells that are transmitted
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through the compromised client-to-entry connections into a single subtrace. However, in order
to achieve high recognition rate, the adversary needs to also adjust the training strategy applied
for the classifier. To find the best training strategy in case of multiple malicious ORs, we explore
several alternatives that the adversary can use for the training process.

In our first training strategy, S1, we assume that the adversarial classifier is trained on
non-defended (i.e., non-split) traces. This is to evaluate whether a classifier trained with non-
split traces can recognize a part of them represented by combined subtraces.

As in the previous sections, in the second strategy, S2, we assume that the attacker uses
all subtraces belonging to a single training page load as separate inputs for training the classifier.
Here, we want to study if a classifier can recognize combined subtraces by learning only on parts
of these combinations.

In the third strategy, S3, the traces for training consist of the ordered sequences of Tor cells
that were transmitted through n consecutive client-to-entry connections (e.g., if the total number
of entry ORs used by a user is four and the number of malicious entry ORs is two for a given
page load, a single training trace is the union of two subtraces traversing the first and the second
entry OR).

We further study another strategy, S4, where the adversary builds training traces by merg-
ing n randomly-chosen subtraces. In our last strategy, S5, the adversary creates all possible
combinations of training traces that consist of n merged subtraces (i.e.,

(
m
n

)
training traces in

total). For all experiments, the testing traces consist of n randomly-chosen, merged subtraces
(this represents what an attacker would observe in reality). First, we evaluated these strategies
by using our defended traces in ALEXA-DEF against n = 2 malicious entry ORs.

Table 5.6 shows the classification results obtained for a closed-world scenario. In case of
DF, k-FP, and CUMUL, the best strategy for the attacker is to use all possible combinations of two
merged subtraces for training (S5) and, thus, cover all potential variations of testing subtraces.
Although the adversary achieves a slightly higher recognition rate for k-NN when using S4, the
difference in the accuracies between S4 and S5 is neglectable and might be caused by the use of a
specific dataset. Thus, we conclude that S5 serves as our most effective training strategy in case
of multiple malicious entry ORs. Notably, as n gets closer to m, the training dataset contains
fewer combinations of subtraces. The attacker can fully reconstruct the page load, if n = m.

We further analyze the susceptibility of our defense against WFP attacks for an increasing
number of malicious entry ORs by applying S5 for training. Table 5.7 shows the classification
results obtained for a closed-world scenario andmalicious entry ORs varying from two to five. As
expected, the more traffic is observed, the higher accuracy the adversary achieves. Nevertheless,
the accuracies of all classifiers remain below 36% in case of two malicious entry ORs. Although
the detection rate increases dramatically (especially for DF) when three or more entry ORs are
compromised, the probability to select an excessive number of malicious entry ORs belonging
to a single adversary is statistically not feasible in the real Tor network. Moreover, when the
attacker controls more entry ORs, DF outperforms the best-performing classifier, k-FP. Finally,
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Figure 5.5: Feature importance score of the first 50 best-ranked features for defended and non-
defended traces.

the accuracy achieved in case of five malicious entry ORs converges to that of non-defended
traces.

5.6 Obfuscation of Most Informative Features

When designing a WFP countermeasure, it is important to ensure that this defense can obfus-
cate all discriminating features used by WFP classifiers. Otherwise, the adversary can discard
non-relevant features and develop an optimized classifier that prioritizes other kind of features.
Therefore, to better understand the influence of our defense on the features used in state-of-the-
art WFP attacks, we computed the feature importance score of defended and non-defended traces
by using the method presented in [21].

To do this, we categorized all generated features in two main groups: (i) features which
are extracted based on information about packet sizes and ordering, and (ii) features that involve
timing information. We restrict this analysis to k-FP, since it is the classifier that best performed
against our traffic-splitting defense, and consequently has a chance to be redesigned.

Figure 5.5 shows the importance score of the first 50 best-ranked features for defended
and non-defended traces. Non-defended traces are correctly detected since classifiers typically
rely on features based on packet sizes and ordering. On the other side, the level of importance
of size-related features reduces significantly when considering defended traces. Specifically, we
obfuscate not only the size-related features but also the order of transmitting consecutive packets
(due to the use of two splitting points for incoming and outgoing traffic and the weighted selection
of an individual circuit for a batch of Tor cells). This, in turn, explains the success of our BWR
splitting strategy over classifiers such as CUMUL and DF, which mainly rely on packet sizes
and ordering to recognize websites. However, as our defense does not add any packet delays or
dummy traffic, it cannot fully obfuscate features involving timing information and, thus, such
features gain a higher importance score. This explains the better performance of k-FP, which
also considers timing information. Nevertheless, those features are highly fluctuating depending
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on the network conditions and, thus, require a much higher effort for an attacker to deploy a new
effective attack.

To further confirm that, after applying our defense, timing-related features remain as the
most representative ones for the classification, we repeated the k-FP attack but removing all
timing-related features. In this experiment, the classifier reported an accuracy of 7.05%, which
approximates to the accuracy achieved by other attacks. Thus, we confirm that these features are
the main reason for k-FP to outperform other attacks. Looking specifically at the importance of
only timing-related features, we found that the four most important features are: the 25, 50, 75,
and 100th percentile of the total page load time. When a trace is split into five subtraces, at least
two out of five subtraces contain either the beginning or the end of the page load, which means
that the 25 and 100th percentile keep consistency among several subtraces of the same page. We
believe these are the patterns distinguished by k-FP to achieve more than 15% accuracy in our
experiments. However, those features are generally noisy, and consequently are less attractive
when designing WFP classifiers.

To sum up, we have identified that after applying our defense, specific timing-related fea-
tures remain useful for the k-FP classifier. However, since such patterns depend on the network
conditions, they are not substantially reliable formounting aWFP attack. Thus, we can affirm that
our defense targets the most important traffic characteristics for WFP attacks — the size-related
features. These, in turn, contribute to high-rate detection only if they contain a significant portion
of the entire traffic trace (see Section 5.5.4).

5.7 Comparison with Prior Defenses

We next compare our defense with the most popular previous WFP defenses CS-BuFLO [83],
Tamaraw [84], andWTF-PAD [36]. We use the public implementations of each defense to replay
the traces of our ALEXA-NODEF and obtain defended traces for our comparison.

Figure 5.7 shows the classification results obtained in a closed-world scenario for a ma-
licious entry OR. Our defense clearly outperforms CS-BuFLO and WTF-PAD. Although our
defense and Tamaraw achieve similar accuracies in case of k-NN and CUMUL, Tamaraw is ro-
buster against k-FP and DF compared to our defense. However, as we will show in the next
section, this is achieved at the price of bandwidth and latency overheads that are several orders
of magnitude higher than those of our defense (see Figure 5.6). We conclude that our defense
achieves higher accuracy declines for all WFP attacks than the most former defenses.

5.8 Overhead and Performance Evaluation

We now evaluate the performance overhead introduced by our defense. As our defense does not
introduce additional traffic nor intentional delays to obfuscate traffic patterns, the only overhead is
caused by themultipath and reordering operations. As in previous works, we calculate bandwidth
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Figure 5.6: Cumulative distribution function (CDF) of bandwidth and latency overhead created
by WFP defenses.

and latency overheads, and compare our countermeasure against previous defenses, and vanilla
Tor (undefended). To do these calculations, we used our ALEXA-NODEF, ALEXA-DEF, and the
undefended traces after applied the prior defenses as in the previous section.

As shown in Figure 5.6, our defense produces only a tiny bandwidth overhead in contrast
to all former WFP defenses. In terms of latency, the created overhead is more conspicuous.
However, it is still lower by several orders of magnitude compared to CS-BuFLO and Tamaraw.
Although WTF-PAD does not introduce any time delays, it does not provide a sufficient level of
security against WFP attacks as we showed previously. We conclude that our defense produce
only a small overhead in terms of latency and a negligible one in terms of bandwidth consumption
and outperforms all former WFP defenses.

Finally, we evaluate the load produced by our defense over the modified middle ORs. We
want to assess whether the operations required by our defense (e.g., cell reordering and traffic
merging) introduce a noticeable overhead on the processing of the middle OR. To this end, we set
up a middle OR in the real Tor network and started hundreds of penetrators (clients downloading
constantly data) to fetch data from a fixed web server and using, for each run, different entry ORs
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Figure 5.8: Throughput produced by our defense compared to Vanilla Tor

and exit ORs but the same middle ORs. We seek to overload the middle OR and compare its
performance with and without the defense.

Figure 5.8 shows that the multipath-related operations indeed make the middle OR with
our defense slower to forward traffic. Although we observe a decrease in performance of around
30%, it is important to highlight that this represent a worst-case scenario (i.e., hundreds of clients
downloading data simultaneously over the same middle OR). In any case, we believe it is neces-
sary to investigate further refinements in the splitting strategy (or even in other Tor components as
in Section 4.7) to offer attractive performance together with the already demonstrated high secu-
rity. In the following section, we explore some potential alternatives to reduce the load produced
by our traffic-splitting defense.
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5.9 Improving Performance in Our Traffic-Splitting Defense

When we designed and evaluated our strategies, the primary goal was to decrease accuracy of
WFP attacks. However, this introduced some overhead due to operations such as buffering and
reordering of cells traveling over different paths. We now analyze how these strategies can be
refined in order to speed up the download times for Tor users.

In order to take advantage of multiple entry ORs to speed up data transfers, traffic should
be forwarded using the path with the best characteristics. Since in our defense, the paths in the
multipath structure share the middle and exit ORs, the only option to use faster nodes lies along
the entry ORs. Thus, our splitting strategy should also consider the bandwidth properties of
entry ORs and tend to distribute more traffic over relays with more capacity. It is important to
mention, that the potential benefits of using properly faster entry ORs acquire more significance if
the middle and exit OR are not the bottleneck of the overall communication capacity. Otherwise,
we could at most, achieve similar performance levels as those provided by a single-path Tor
circuit.

In our best splitting strategy (BWR), the amount of traffic exchanged over each entry is
directly influenced by the weights obtained from the Dirichlet distribution. On each direction
(outgoing or incoming), the weights generated by the strategy determine the probability to choose
a certain entry OR to send the next batch of cells. Hence, an entry OR observes approximately
that proportion of traffic with respect to the full page load. For this reason, modifications to this
strategy for improving performance should be oriented to tailor the mechanisms to establish the
weights for choosing an entry OR.

It is true that using a deterministic metric such as bandwidth to craft our strategy reduces
the randomness that makes effective a splitting scheme. However, we aim to find a suitable trade-
off where we can guarantee diversity among the protected traces, and still using optimally the
multiple entry ORs. We next present modifications to our best splitting scheme — BWR — for
utilizing more efficiently the available entry ORs.

5.9.1 Experimental Setup

For evaluating the variations to BWR, we rely on a similar experimental setup as the one consid-
ered in our previous performance evaluation. We started a middle OR in the real Tor network,
which runs the original BWR strategy alongwith the alternatives here proposed. Then, we started
hundreds of penetrators to overload the middle OR by downloading constantly data from a fixed
server using different circuits (but using always the same middle OR). We recorded throughput
on the client side and repeated the measurements more than 1,000 runs for each strategy.

Since we will rely, partially or fully, on the bandwidth of each entry OR for setting our
strategy, it is important to ensure that we are using a metric that represents the real condition of
an OR. Therefore, we use the bandwidth of the relay as reported in the consensus. This means
that the obtained bandwidth value has been measured and approved by Tor authorities.
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Figure 5.9: Throughput produced each of the splitting schemes variations compared to BWR
and Vanilla Tor

5.9.2 Setting Weights Based on Bandwidth

We first analyze whether we can exclusively use bandwidth information for the splitting tech-
nique. The objective is to know what is the upper bound of achievable performance gains. In
this scheme, we set the weights proportionally to each entry’s bandwidth in relation to total band-
width of all utilized entry ORs. This will force that entry ORs with more capacity forward more
traffic. The advantage of this scheme is that we are optimally using each entry, and in the ideal
case where middle and entry ORs are not the bottleneck, the overall capacity is the aggregate of
each individual entry OR’s bandwidth.

Nonetheless, this scheme has severe disadvantages against WFP. First, weights in both di-
rections are the same, thus, similar traffic patterns travel forwards and backwards, which, in turn,
could be detected as features byWFP classifiers. Second, high-bandwidth entry ORs will capture
more traffic, in extreme cases the entire page load, making the WFP defense ineffective. Thus,
we primarily evaluate the performance of this scheme as an upper-bound reference. Figure 5.9
shows that when faster entry ORs are preferred (scheme labeled as BWR-bwBased), throughput
on the client side is visibly increased. It is still slightly lower than vanilla Tor since for some
downloads, middle and exit ORs may have behaved as bottlenecks.

5.9.3 Sorting Weights Based on Bandwidth

In order to avoid that, in case of heavily unbalanced entry ORs, the node with higher capacity
captures a large amount of traffic, we next present a technique where the weights values are not
directly determined by the bandwidth. In this scheme, we use the bandwidths exclusively to sort
the weights generated by the Dirichlet distribution. Thus, we still prefer to use a high-bandwidth
OR for forwarding more traffic but the amount of traffic is still controlled by the WFP-effective
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Figure 5.10: Cumulative distribution function of the highest weight assigned to the fastest entry
OR.

splitting strategy. Evidently, performance improvements are less notorious, but WFP accuracy
decrease should not changed as the strategy itself was not modified.

However, it is possible that specific entryORs access to substantiallymore data than others.
As we have learned from our analysis in Section 5.5.4, WFP classifiers might be effective while
the attacker observes more than 60% of the traffic trace. Thus, we analyze how often that can
happen in this strategy. For this, we generated one thousand weights vectors, and computed the
cumulative distribution function of the highest weight — which approximates to the amount of
traffic that the entry OR with the highest bandwidth would observe1.

From Figure 5.10, we observe that with this scheme (labeled as BWR-bwSorted), the most
performant entry ORs always observes at least 30% of the traffic. Although this is not particularly
dangerous, we observe that in the other extreme, there is a visible amount of page loads where
the attacker gets more than 60% of the total packets. Thus, this strategy gives him some more
confidence to mount WFP attacks. Regarding throughput (see Figure 5.9), this scheme is less
beneficial compared to BWR-bwBased. However, a subtle improvement to the original BWR
design is noticeable. It is important to emphasize that WFP protection levels are not expected
to change significantly, as we did not modify how weights are calculated, but only how they are
assigned.

5.9.4 Tunable Weights based on Bandwidth

Even though the previous scheme seems promising to improve performance while maintaining
the security levels, we now present a technique that aims to introduce more randomness to min-
imize the leakage of potentially large traces to high-bandwidth entry ORs (i.e., containing more
than 60% of the page load). Our idea is to discourage entry ORs to offer more bandwidth with

1Recall that weights are independently calculated for each direction, thus, this analysis applies independently for
incoming and outgoing traffic.
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Figure 5.11: End-to-end correlation attack scenario.

the purpose of capturing more traffic to mount WFP attacks. To this end, we introduce a user-
controlled parameter to decide how much of bandwidth or randomness to consider when setting
the weights of BWR. The parameter α determines the probability to sort the weights, either
according to the Dirichlet distribution or to the measured bandwidths. If α = 0, weights are cal-
culated and assigned as in the original BWR. If α = 1, weights are sorted using the bandwidths.
With this, WFP protection remains, as weights are still computed by the Dirichlet distribution,
but there is space for the user to employ more often a faster entry OR. Figure 5.10 shows a
compromise of this strategy (labeled as BWR-tunable) with α = 0.5. We notice that the poten-
tially dangerous limit of 60% is achieved similarly often as in BWR-bwSorted. However, slightly
higher throughput can be achieved (see Figure 5.9), and malicious entry ORs can not assume that
they always capture a noticeable minimum portion of traffic (i.e., they could statistically observe
0%).

5.9.5 Sorting Weights Bassed on the 60% Rule

To guarantee acceptable security against WFP attacks, we now consider the limit of 60% of a full
page load as a hard threshold that must not be surpassed. Since none of the previous strategies
solved this issue, we next propose a scheme that performs the sorting of weights similarly as
BWR-bwSorted, but refuses to assign a weight higher than 0.6 to any entry OR. To this end, we
repeat the Dirichlet computation if any of the weights reported a value higher than 0.6.

As expected, Figure 5.10 shows that the most performant entry OR never observes more
than 60% of the page load traffic. Regarding performance, this method performs similarly as
BWR-bwSorted. Thus, we consider this scheme as the simplest alternative to speed up data
transfers for Tor clients without introducing any noticeable advantage for the WFP attacker.

5.10 Traffic Splitting against End-to-End Correlation

Tor users are susceptible to be deanonymized when an adversary has gained some control over
both sides of the circuit, i.e., on the entry, and exit OR sides (see Figure 5.11). An adversary
can passively observe and correlate traffic characteristics on both ends to disclose origin and
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destination of the communication [31, 37, 38, 116]. Alternatively, he can intentionally delay or
congest one side of the link [33], and observe the corresponding effects on the other side. If
clients split traffic over multiple entry ORs, end-to-end attackers would access to a partial view
of the traffic on each observed entry OR. While this would negligibly affect ASes or ISPs-level
adversaries because they would still access to all client-to-entry links, other realistic attackers that
only run ORs at both edges to capture clients, would have partial access of the entry-side traffic.
Regarding gaining control over the entry ORs, the attacker is more likely to be part of the entries
chosen by a multipathed client. Nevertheless, previous work has shown that the probability of
picking a malicious entry OR is reasonably low even when the attacker has high bandwidth
capabilities [10, 110]. For performing the attack, the adversary can — in his best-case scenario
— control all m entries simultaneously, and the corresponding exit. In this case, the amount of
traffic available to the adversary is not greater than in the single-entry scheme. Thus, employing
more entries would not introduce new vulnerabilities. Moreover, considering a realistic scenario
where an adversary controls — as it is currently possible in Tor — only one of the entry ORs of
a circuit and the corresponding exit OR, we have identified that traffic-splitting may hamper the
adversarial goal of finding visible patterns for correlation.

We have demonstrated that our traffic splitting defense is highly effective to counter WFP
attacks performed by malicious entry ORs (a local adversary). We have validated our hypothesis
that an entry-side adversary with a limited view of the traffic can identify less useful patterns
for mounting this traffic-analysis attack. The intuition suggests that since an end-to-end attacker
correlates from traffic characteristics present at the two edges (entry and exit OR), the disturbance
via splitting of patterns on the entry side may difficult the attacker’s goal to identify correlatable
patterns present on the other end of the circuit.

In this section, we evaluate whether an end-to-end correlation attack is effective against
traffic splitting. We consider the most up-to-date and powerful attack (DeepCorr), and compare
its performance when a single malicious entry OR observes all the traffic versus one entry OR
accessing to traffic split with the BWR strategy.

5.10.1 Experimental Setup

For this preliminary evaluation, we rely on the most recent state-of-the-art end-to-end correlation
attack — DeepCorr. We chose this attack since it has shown to perform better than any other
previous correlation attack. Hence, if our defense is able to mitigate this attack, we expect that
previous approaches achieve even lower performance.

5.10.1.1 Traffic Traces Representation

DeepCorr is a DL-based attack that uses a convolutional neural network where each instance
is represented as a pair of traffic flows, collected at entry and exit ORs. Each flow is, in turn,
represented as two sequences, one per traffic direction, of packet sizes and their inter-arrival
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times. Thus, each input to the model comprises a two-dimensional array with eight rows. Two
classes are assigned for labeling the data. Positive when the pair of flows is originated from an
entry and exit ORs of the same Tor circuit. And negative when the egress flow traversed an exit
ORs from another circuit.

5.10.1.2 Dataset

We use the same dataset provided by authors of the original paper2. For capturing ingress traffic,
a pool of clients visited the top 50,000 Alexa websites using 1,000 different circuits3. Approxi-
mately, each circuit was used to visit 50 websites. In turn, a proxy on the exit side was used to
record egress traffic. We used the same amount of traces available in the public source code and
dataset of this attack. Specifically, we evaluated the scenario that reported the best performance
for the attack. I.e., all traffic traces collected at once without any gap in time. In total, we used
traffic traces form 7,324 Tor connections. 6,000 were used for training, and 1,324 for testing
(see next section for labeling details). If our defense can successfully counter the attack in this
advantageous setting for the adversary, we can expect even higher effectiveness of our defense in
more adverse conditions for the attacker.

Since we also evaluate the attack when our defense is applied, we used our traffic-splitting
simulator (see Section 5.4.1) to replay the traces of the dataset, and so, composed a new defended
set of traces only for the entry side. Particularly, we derived two defended datasets, using two
entry ORs (i.e., with the BWR strategy andm = 2) and using five entry ORs (i.e., the best setting
against WFP, BWR andm = 5 entry ORs).

5.10.1.3 Classifier and Evaluation Metrics

To allow for comparison, we delimit the classification similarly as in the original paper. The CNN
is tuned according to the hyperparameters that reported the best results for the classification.
For training, for each captured flow pair generated on the same Tor connection (i.e., from the
positive class), 199 non-correlating traffic flows (i.e., instances belonging to the negative class)
were created by pairing traffic of a certain entry OR with traffic from a random exit OR. For each
instance, only the first 300 packets were considered to input the neural network.

In order to determine the effectiveness of the model, we calculated TPR and FPR at dif-
ferent threshold values for the testing instances. We computed the correlation value as the prob-
ability that a certain pair flow belongs to the positive class. A true positive (TP) is counted when
the correlation of a flow pair originated in the same Tor connection is higher than the threshold,
and a false positive (FP) is counted when this threshold is surpassed from a testing flow pair
originated in non-related entry and exit ORs. From the total N = 1,324 Tor connections used
in testing (recall these traffic traces belong to the positive class as were originated on a certain

2https://github.com/SPIN-UMass/DeepCorr
3The option to use persistent guards was deactivated to always get different entry ORs

https://github.com/SPIN-UMass/DeepCorr
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Tor connection), we created negative-class flow pairs, in an all-against-all manner, to assess false
positives. In total, N × (N − 1) non-correlated instances were derived.

5.10.2 Evaluation of Traffic Splitting against End-to-end Correlation Attacks

We next evaluate how DeepCorr performs when traffic observed on the entry side is limited by
our strategy. We first conducted the attack when users employ two entry ORs. We consider this
scenario realistic, as it may be possible to connect to the different entries via unrelated networks
(see Section 6.3.1), and extend the protection against global adversaries. Then, we mounted
the attack over traces protected with BWR and using five entry ORs. This is the setting that best
performs againstWFP. Therefore, we expect a stronger defensive effect against DeepCorr.
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Figure 5.12: TPR and FPR for different threshold values

Figure 5.12 shows the TPR and FPR for various threshold values for the undefended and
defended scenarios. For undefended traffic flows, we reproduce the results reported in the orig-
inal DeepCorr paper. Overall, true positives are consistently higher and false positive are in a
marginal level for the entire threshold spectrum. For instance, for a TPR close to 0.80, FPR is
below 2 × 10−3. Hence, we confirm high effectiveness of this attack to match correlations in
real Tor connections. When correlating defended traffic flows, we observe that DeepCorr per-
formance is drastically reduced. First, when two entry OR are used (BWR, m = 2), TPR never
surpasses 0.25 for any threshold value. Additionally, false positives are alarming high for low
threshold values, and when FPR lowers to desired levels, almost no traffic flow pair from a certain
Tor connection can be correlated. Hence, splitting traffic into only two entry ORs is sufficient
to reduce the attacker’s ability and making almost unfeasible to confidently achieve real correla-
tions. Second, using the best setting against WFP (BWR,m = 5) practically makes impossible
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Figure 5.13: ROC of the DeepCorr attack in scenarios with traffic flows unprotected and pro-
tected with our traffic-splitting defense on the entry side.

to correlate traffic between an entry and exit OR. Calculated correlations are close to zero, and a
TPR of only 0.1 is observable for a very large FPR value.

To better compare all the evaluated scenarios, we present ROC curves in Figure 5.13.
Again, we reproduced the performance of DeepCorr against undefended traffic. For defended
traffic flows, we observe that the attack is significantly less effective. When two entry ORs are
used, TPR is halved for acceptable FPR values less than 0.04. This reduction is even more drastic
when five entry ORs are used. Here, the model achieves only a slighter higher performance than
the random guess. Thus, we confirm that our defense is also effective to mitigate end-to-end
correlation performed by an adversary controlling one entry and one exit OR. Nonetheless, we
believe these results are promising to be evaluated against more powerful adversaries. Particu-
larly it would be interesting to use a multihomed client connecting to two entry ORs via unrelated
connections. This would drastically complicate the attack for correlators such as ISPs, since we
showed that this in-two splitting is enough to practically disable the attack.

5.11 Summary

In this chapter, we have presented an efficient and attractive defense against website fingerprinting
attacks. The fundamental idea is to limit and destroy distinguishable traffic patterns observable
to malicious entry ORs. We extensively explored several traffic splitting strategies in order to
find the scheme that bests obfuscates useful features used in the most powerful WFP attacks.
To this end, we implemented an accurate simulator that reproduces the behavior of the studied
splitting strategies over traces collected in the Tor network. We determined that our strategy
batched weighted random (BWR) using five entry ORs significantly decreases the accuracy of
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all attacks to less than 16%. Our defense was implemented and ran successfully on the real-world
Tor network, which makes it the most effective and deployable defense known as of today.

We evaluated several advantageous scenarios for advanced adversaries in which our de-
fense still showed robustness and acceptable security levels. Since neither cover traffic nor arti-
ficial delays were introduced, our defense does not load the Tor network with unnecessary traffic
nor impact noticeably the page load times experienced by the users. Still, we also presented some
refinements to our best strategy (BWR) in order to enhance the client performance regarding web
download time. We proposed to assign the weights calculated by BWR according to the band-
width that each entry OR has. With this, faster download times are experienced and users do not
notice difference between browsing with our defense and with regular Tor.

The last part of this chapter presented promising effects of our defense against end-to-
end correlation attacks. When the attacker has a limited view of the ingress traffic, the observed
correlation with another flow on the exit side does not allow the attacker to affirmwith confidence
that the traffic pair was originated on a certain Tor connection. Specifically, we showed that only
using twomalicious entry ORs with our traffic-splitting strategy already substantially reduces the
effectiveness of the attack. It is important to mention that these effects are applicable to scenarios
when the correlator has access to a limited number of entry ORs and the corresponding exit
OR. We believe that these experiments motivate further investigations to clarify if the offered
protection can be effective against more advanced adversarial scenarios.



What if before we start doing what we must, we started doing
what we must have done?

Quino

6
Discussion

6.1 Introduction

In this chapter, we provide a motivating discussion about the limitations and further perspec-
tives of each of our contributions. Specifically, we start analyzing the adoption road-map of our
MPTCP-Tor transport design. We aim to clear up possible privacy concerns resulting from our
proposal and provide preliminary insights about the presented countermeasures.

Then, we review the limitations of our WFP traffic-splitting defense. Particularly, we an-
alyze the implications of using multiple entry ORs in the context of further attacks and sketch
possible countermeasures.

Lastly, we survey other design components of Tor where multipath routing is applicable.
We aim to provide future research directions that contribute to enhance the security and privacy
properties of the entire Tor system.

6.2 Limitations and Perspectives of MPTCP-Tor

We have shown that MPTCP-Tor could be immediately adopted in Tor without requiring ma-
jor changes on the system. Contrary to prior work, it is only required that some ORs install
the MPTCP kernel and adopt our modifications in order to create multiple transport connec-
tions when connecting with other MPTCP-ready ORs. Furthermore, we also identified that the
connection profiling anonymity leakage is solvable by breaking the direct relationships between
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active circuits and connections. Although that would come at the cost of performance loss (be-
cause the number of subflows might not equal the number of circuits of all the time), still, we
expect the degradation would be minimal while privacy will be boosted.

6.2.1 Limitations

Implementing MPTCP as a Tor transport protocol raises two main concerns. First, the connec-
tion profiling process needs to be addressed. We believe this can be solved if the opening and
closing subflow actions are obfuscated with the insertion of delays. We conducted preliminary
experiments where the MPTCP-API functions for opening or closing subflows reacted after a
random time once a change on the number of active circuits was reported. We also tested ignor-
ing certain changes on the number of active circuits in such a way that the number of subflows
was not updated immediately after a change was detected. In both cases, we still got faster down-
load times, but the subflows counting was more challenging. In fact, our dissecting tool reported
several times an incorrect number of circuits. Nonetheless, we believe further experiments and
evaluations are required to verify these findings and formalize an appropriate technique.

Second, we think that the transport design of Tor still needs to address the cross-circuit
interference problem and its subsequent head-of-line blocking issue. With MPTCP, ORs still
have a common shared socket buffer where arriving packets are queued before passing to the ap-
plication. Thus, the risk that a packet of a certain user blocks others from concurrent connections
remains. While it is true that MPTCPmay in certain situations mitigate this effect, Tor still needs
to handle congestion smarter and tailored for its kind of traffic. We see here the opportunity to
integrate modern transport protocols such as QUIC [117], which also allows for multipath com-
munication as MPTCP. Thus, it would possible to extend the performance benefits of multiple
transport connections with specific mechanisms against cross-circuit interference.

6.2.2 Road-map for Adoption of MPTCP in Tor

We have identified the following challenges to allow for a smooth adoption of MPTCP as a Tor
transport protocol. First, communication between the MPTCP kernel and Tor via an API is
required. To the best of our knowledge, the API used in our evaluation (v0.94) is not updated
with the latest version of the MPTCP kernel (v0.95). It seems that the continuous deployment
of the transport protocol has not been enough well accompanied by a robust deployment of the
API. This may be explained by the fact that MPTCP developers encourage to use the protocol
in an agnostic manner without modifying the applications. Thus, complementary deployments
have been sidelined.

Another important factor to highlight is that MPTCP was primarily designed for multi-
homed clients and to operate with a coupled congestion control algorithm. While we left the
door open to ORs with multiple network interfaces, we strictly require an uncoupled conges-
tion control algorithm. The latter requirement is contrary to one of the design goals of MPTCP.
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Hence, we consider necessary thatMPTCP developers redraw this design goal withmore flexibil-
ity in order to avoid that future releases may not support the utilization of uncoupled congestion
at all.

Although the number of non-Linux-based ORs is marginal within the Tor network, we
believe it is still important to offer an MPTCP alternative for other operative systems. The main
reason for this is that, if in the future, only Linux-based systems operate with MTPCP, while oth-
ers only with TCP, adversaries could use this meta-information to craft attacks for deanonymizing
clients. For instance, OS fingerprinting could become easier to perform.

Last but not least, integrating MPTCP in Tor faces similar challenging as adopting it for
any other application [118]. Among others, this includes a coordinated action between OS de-
velopers, vendors, and end users, as well as the guarantee that the protocol will always work
out-of-the-box.

To sum up, several challenges need to be addressed for a proper adoption ofMTPCP in Tor.
It is important to coordinate a continuous deployment of this protocol within the Tor community,
and that MPTCP developers include Tor as a use case that deserves particular attention.

6.3 Limitations and Perspectives of our Traffic-Splitting Defense

We demonstrated that our defense is highly effective to counter today’s WFP attacks. We eval-
uated, to the best possible extent, all adversarial strategies against defended traffic. We showed
that our defense still performed notably in adverse situations (e.g., for multiple malicious entry
ORs). We next detail some open issues for our defense, and how they can be addressed.

6.3.1 Protecting against ISP-level Adversaries

In contrast to formerWFP defenses that aim at protecting against a malicious ISP and a malicious
entry OR, our defense provides protection against malicious entry ORs only. To defend also
against eavesdroppers on the link between a Tor user and an entry OR, i.e., the case of a malicious
ISP, the user can utilize different access links (e.g., using distinct ISPs via DSL, Wi-Fi or cellular
networks) to connect to the entry ORs, as proposed by Henri et al. [92]. However, it is worth
noting that while it is hard to become a user’s ISP, it is easier (and, thus, more dangerous for the
user) to become an entry OR by launching multiple ORs in Tor.

6.3.2 Multiple Entry ORs and Path Compromise

From another perspective, the use of multiple entry ORs by our defense may increase the chances
for an attacker to become one of these entry ORs. Thus, despite that our defense can deal even
with several malicious entry ORs (see Section 5.5.5), we propose to apply the already existing
guard concept of Tor [119] for the selection of entry ORs. This idea was already discussed and
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suggested for adoption in the scope of multipath extensions of Tor for performance improve-
ments [119]. According to the current guard specification, a Tor user selects a set of entry ORs
for its guard list and uses it for a certain time period. If the user selects a malicious entry OR
as its guard in Tor, it is completely exposed to the WFP attack at the entry OR. Contrary, in our
defense, selecting one or even several malicious guards, as our evaluation shows, does not lead
to successful mounting of WFP. Therefore, we believe that the adoption of our defense will not
worsen the user’s situation with respect to path compromises, though further research is needed
to ultimately clarify this question.

6.3.3 Multiple Entry ORs vs. Congestion and DoS Attacks.

These attacks seek to flood with unnecessary traffic [32, 33, 69, 120] the targeted ORs, to reduce,
and in some cases entirely disable, their capability to serve legitimate clients. The objective is
to reduce the performance of the Tor network to such an extend that clients either refrain to use
the network or are forced to repeatedly select new nodes until a malicious OR becomes part
of the circuit. In cases where the target OR is at the entry position, utilizing multiple entries
may mitigate the effects of a congestion or DoS attack, because the client still has alternative
available paths to complete the communication and shift away the load injected on the target
entry OR. Evidently, to achieve suchmitigation, the traffic-splitting strategy of our defense should
be modified to distribute cells according to the path’s perceived performance. This highlights
the necessity of designing a new strategy that considers the path’s congestion while efficiently
limiting WFP attacks. Fortunately, as we explained in Chapter 5, our multipath design offers the
flexibility to easily introduce such new traffic splitting schemes.

6.3.4 Multiple Entry ORs vs. Guard Fingerprinting

We have analyzed this specific threat in Section 4.5.2. We concluded, that for a multipath client,
the set of utilized entry ORs tends to be unique, and therefore can serve as a pseudonymous.
This may open the door for WFP attacks from the middle OR because it could infer both to the
destination and the user identifiable by the almost-unique set of entryORs. As possiblemitigation
techniques, we could insert an extra node between the middle OR and the set of entry ORs, or
translating the merging point to the exit OR. We believe more research is required to determine
a proper solution and to analyze the real impact of this attack.

6.3.5 Selective Padding over Multiple Entry ORs

Another potential improvement of our defense to extend the protection against adversaries with
a global view of the traffic on the entry side comprises the combination of traffic splitting and
padding [121]. As we have demonstrated, when traffic of one or two malicious entry ORs is
observed, WFP attacks do not succeed. Then, it would be possible to insert cover traffic on the
remaining connections, and thus, achieve integral protection. Evidently, partial padding incurs
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in significantly lower overheads than inserting dummy packets over the full traffic trace. Further-
more, we believe that since distinguishable patterns are already deficient, the padding technique
could be reduced or simplified only to obfuscate those features that traffic splitting did not cover
(i.e., timing-related features). We believe that, in the best case, this could be achieved even
with trivial padding techniques that do not require a-priori knowledge about the websites to be
protected. In a more conservative scenario, a global adversary (e.g., an ISP) would have less
chances to mount a successful attack because he is aware that, on one hand, single connections
are protected via splitting, and on the other hand, merged traffic includes padding packets.

6.4 Multipath Routing in other Aspects of Tor’s Design Space

We believe have addressed the most advantageous design aspects of Tor for multipath routing —
at circuit and transport level. However, we cannot discard that this paradigm can be beneficial
in other aspects of Tor. We have identified there is opportunity to employ multipath for bridges.
Particularly, some recent bridge protocols (e.g., Snowflake) rely on ephemeral nodes, thus, having
alternative paths can help to enhance the reliability of the connection. The idea is to be able for
fast recovering when one or more circuits fail. This principle can be also applied to increase the
reliability of regular Tor circuits. It would be possible to replicate, fully or partially, some of
the traffic along several paths, and so, provide more stable connections to clients. Furthermore,
following a similar idea, blocking and censorship over certain ORs could also be evaded.



Just when we thought we had all the answers, suddenly, the
questions changed.

Mario Benedetti

7
Conclusions

We have provided a set of novel multipath routing techniques to improve both performance and
privacy of Tor users. We have identified the most advantageous design elements to incorpo-
rate the multipath routing paradigm, and then, conducted extensive evaluations to demonstrate
the achieved benefits. In Chapter 4 we first introduced a comprehensive taxonomy for multi-
path onion routing-based anonymous communication systems. We can affirm from this survey,
that onion routing-based approaches (e.g., Tor) can leverage multipath capabilities as a means of
enhancing the users’ experience through performance improvement. To investigate these capa-
bilities, we have presented a comprehensive analysis and evaluation of multipath onion routing
approaches regarding their design choices and realizations. By using the proposed taxonomy, we
presented important guidelines to be followed not only for future multipath onion routing-based
designs, but also for other types of anonymization systems.

For future multipath designs, greater performance improvements are expected if the cur-
rent congestion estimation mechanisms can be refined to reflect the actual transport layer conges-
tion into the multipath layer. Furthermore, other aspects such as anonymity and load balancing
should be taken into consideration when designing the multipath circuit structure and schedul-
ing mechanisms. We noticed that for some attacks (e.g., guard fingerprinting) a considerable
modification in the current node selection strategy is needed to guarantee a level of anonymity.

From the resulting recommendations of our taxonomy, we designed MPTCP-Tor, an out-
of-the-box and easy-to-deploy transport protocol for Tor. We showed that using MPTCP leads to
noticeable performance improvements for Tor clients. In real-world settings, MPTCP can speed
up web and bulk downloads on average 15% compared to TCP. We also analyzed the privacy
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implications of integrating MPTCP as a Tor transport protocol. We showed that connection
profiling might become a serious concern when adopting our design in Tor. In response to this,
we have proposed several mitigation strategies, which we plan to address in detail in future work.

Later in Chapter 5, we presented a novel, lightweight, and high effective defense to counter
WFP attacks. We drastically decreased the accuracy of the most powerful existing attacks. Our
defense is based on user-controlled traffic splitting via multiple Tor paths. We also analyzed the
effectiveness of different splitting schemes that can be integrated in our defense. We showed that
our defense is able to reduce the accuracy from more than 98% to less than 16% for all state-of-
the-art WFP attacks without adding any artificial delays or dummy traffic. Through an extensive
evaluation, we identified system parameters and traffic-splitting strategies that effectively hamper
WFP attacks. Besides the compatibility with the current Tor network, our defense does not insert
noticeable bandwidth overhead and incurs only minimal latency overhead. Thus, it serves as
suitable candidate for deployment in Tor.

Then, we proposed further refinements to our splitting strategy to better utilize the selected
entry ORs. By also considering the bandwidth of the entry ORs, our traffic-splitting strategy
offers similar performance to clients as if they were using the regular WFP-unprotected Tor.

In the last part of Chapter 5, we evaluated our traffic-splitting defense against end-to-end
correlation performed by one malicious entry OR and the corresponding exit OR. The promising
obtained results suggest that only by using two entry ORs, this attack becomes substantially less
effective, and using five entry ORs, the attacker only gets slightly higher performance than the
random guess.

Lastly, Chapter 6 revised the challenges of our contributions and analyzed how our WFP
defense would behave against other threats. Additionally, further open issues that require more
research were also detailed.

7.1 Answer to the Research Question

We started this dissertation with the following research question.

“How could multipath routing techniques improve the privacy and performance of Tor users?"

In order to provide multipath techniques that improve privacy an performance of Tor users,
we first needed to conduct and extensive research about the design space, and the implications of
incorporating multipath on each component. This resulted in several design recommendations
that future systems should follow. Thus, we obtained a first partial response. Yes, indeed it is pos-
sible to provide improvements, but the specific techniques need to be developed. In other words,
the how was is still unanswered. We continued our investigations to detail specific procedures
that employ multipath to protect against WFP. Here, we found an answer for the how. To protect
against WFP, a Tor client should use five entry ORs, and distribute traffic following the batched
weighted random strategy. The last aspect to be answered — how multipath routing techniques
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improve the privacy of Tor users? — is addressed with our MPTCP-Tor proposal. Tor users can
experience faster download times in realistic conditions, if the ORs participating in the employed
circuits communicate with each other using MPTCP and maintain as many open subflows as ac-
tive circuits coexist. Thus, we believe have provided a comprehensive and compelling answer to
the research question initially raised.

7.2 Future Research Perspectives

There are still several elements in Tor that can be improved for better privacy and performance
of their users. We consider important to address cross-circuit interference, which is a significant
problem in Tor, with mitigation techniques that often affect anonymity. It is relevant to analyze
trade-offs between using different subsets of the mechanisms that TCP offers on the OR-link layer
and specifically look into alternative congestion control methods. We believe that future research
should point to improve performance while still avoiding network congestion, and also protect
anonymity by not introducing end-to-end feedback and so opening additional attack vectors.

We also consider relevant to fill the gaps for adoption of our proposals in Tor. For our
defense, an integration with multi-homing for extending the protection against malicious ISPs is
necessary. Moreover, it is important to further investigate the impact of our defense against other
threats to make sure that no new attack surfaces emerge.

For our transport design, we suggest that it must be incrementally integrated and evaluated
in the real Tor network. Since our proposal is easy to deploy andworks out-of-the-box, we believe
it is ready for an alpha integration in Tor.

In general, we believe that the future of Tor is multipathed. The single-circuit overlay
structure seems insufficient for an optimal usage of the existing resources. We argue that multiple
paths offer more advantages than drawbacks. Overall, we think that attacks to the system will
require higher efforts when the communication ismoved via several paths. With this, we reinforce
the idea that multipath requires further investigation. For instance, what is the upper limit of paths
to use? Should Tor clients use a fixed or variable number of circuits for other purposes (e.g.,
censorship evasion)? Nonetheless, we believe have made notable scientific advances, which, we
hope, provide significant insights for the research community in the light of further improvements
for privacy enhancing technologies.
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k-NN k-nearest neighbors 23

AS autonomous system 26
AUC area under the curve 72

BWR batched weighted random 62

CBT circuit build time 11
CNN convolutional neural network 15
CR compromise rate 42
CV coefficient of variation 70

DC Dining cryptographers 8
DL deep learning 15
DoS denial of service 12
DT download time 37

FP false positive 85
FPR false positive rate 14

HoL head-of-line 17

ISP Internet service provider 9

KIST kernel-informed socket transport for Tor 11
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OP onion proxy 9
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RR round robin 29
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Tor the onion router 2
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