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ABSTRACT

Integrated photonics is an emerging technology that has begun to transform our
way of life with the same amount of impact that integrated CMOS electronics
has. Currently, photonics integration is orders of magnitude less complicated than
its electronics counterparts. Nonetheless, it serves as one of the main driving
forces to meet the exponentially increasing demand for high-speed and low-cost
data transfer in the Information Age. It also promises to provide solutions for next-
generation high-sensitivity image sensors and precisionmetrology and spectroscopy
instruments. In this thesis, integrated photonics architectures for solid-state photonic
beamforming and processing are investigated for high-resolution and high sensitivity
lens-free transceiver applications. Furthermore, high-efficiency integrated electro-
optical modulators aiming to meet the demand of high-density photonic integration
with improved modulation efficiency, small footprint, and lower insertion loss are
investigated.

Two integrated photonic solid-state beamforming architectures incorporating two-
dimensional apertures are explored. First, a novel transceiver architecture for remote
sensing, coherent imaging, and ranging applications is demonstrated. It reduces
system implementation complexity and offers a methodology for very-large-scale
coherent transceiver beamforming applications. Next, a transmitter beamforming
architecture inspired by the diffraction pattern of the slit annular ring is analyzed
and demonstrated. This transceiver architecture can be used for coherent beam-
forming applications such as imaging and point-to-point optical communication.
Finally, a coherent imager architecture for high-sensitivity three-dimensional imag-
ing and remote-sensing applications is present. This novel architecture can suppress
undesired phase fluctuations of the optical carrier signal in the illumination and ref-
erence paths, providing higher resolution and higher acquisition speed than previous
implementations.

Moreover, several compact, high-speed CMOS compatible modulators that enable
high-density photonic integration are explored. Ultra-compact and low insertion
loss silicon-organic-hybrid modulators are designed and implemented for high-
speed beamforming and high-efficiency complex signal modulation applications.
Finally, a novel integrated nested-ring assisted modulator topology is analyzed and
implemented for high-density and high modulation efficiency applications.
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C h a p t e r 1

INTRODUCTION

Today, the most basic of consumer electronics systems we use are so sophisticated
in design that they operate almost magically, where the average user has no percep-
tion of the system’s operation. These complex integrated systems stem from the
invention of the first working transistor in 1947 in Bell Labs, which itself came from
advancements in quantum mechanics in the early 20th century. Integrated elec-
tronics density has grown exponentially (Moore’s law) since the realization of the
integrated circuits in the 1960s. The world of electronics improved from a thousand
integrated components to billions in a matter of decades thanks to high reliabil-
ity, high operation speed, and low power consumption of CMOS silicon integrated
electronics. Nonetheless, the fundamental physical limitations such as power dissi-
pation and propagation speed of the signal across the chips have presented several
bottlenecks for the advancement of integrated circuits [1]. While the performance
of the integrated circuits continues to increase as a matter of smaller transistor size
or higher complexity of integration, the margin of improvement seems to get nar-
rower and narrower over time. A fundamentally different approach to integration
or incorporation of new materials and device fabrication techniques is required to
advance the field in the long term.

While one group of scientists and engineers worked on the interaction of electrons,
another group applied the knowledge of quantum mechanics to the generation and
manipulation of the photons and created the first working coherent photon source,
the laser, in 1960 [2]. This invention opened up another world of possibilities
to build systems for functions that were previously unavailable from conventional
light sources and electronics. The first optical communication link using fiber and
a laser source was deployed in 1975, and the speed and data-carrying capacity of
optical links have grown exponentially. These advancements were partially achieved
by utilizing the advances in electronics integration toward low-cost and reliable
photonics fabrication and integration, creating integrated photonic platforms. This
has resulted in an exponential improvement in the data-carrying capacity of optical
links similar to the exponential growth of electronics. This exponentially growing
performance in integrated photonics, when combined with the highly accessible and
low-cost electronics devices, has created a new demand, an exponentially growing
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internet traffic of about 60% [3], [4]. This rate of growth has surpassed the rate
of growth of the devices that enables it. Currently, the signal-carrying capacity
of a single fiber per wavelength is about 20%, and improvement in router blades
increase at a rate of 40% [3] which signifies the importance of innovation in data-
communication and telecommunication systems.

Parallel to the efforts in high-speed data communications, integrated photonic sys-
tems were also explored for integrated photonic beamforming. Early demonstration
of integrated photonic beamforming dates to 1972 [5]–[7]. High-speed beamform-
ing and steering (18GHz) were first demonstrated in 2008 [8]. Large-scale optical
phased array in integrated silicon photonics first was demonstrated in [9]. Starting
2013, large-scale OPAs with more than 100 elements and coherent nano-photonics
imagers implemented in CMOS compatible silicon photonics foundries started to
show promise for solid-state high-performance OPAs with MHz and higher beam
steering and capability [10]–[12]. These solid-state OPAs can be used to replaceme-
chanically steered, MEMS, and liquid crystal based beamforming and beam steering
solutions [13], [14].

Many other potential applications and use cases of integrated photonics (other than
high-speed fiber communications and beamforming) have been demonstrated. Inte-
grated photonics has been demonstrated in biological sample detection [15], motion
sensors such as integrated photonics gyroscopes [16], coherent imaging [11], pho-
tonics beamforming [17], lens-free incoherent imaging [18], [19], quantum key
distribution [20], and deep learning [21] applications. Compared to integrated elec-
tronics, integrated photonics is still in its early stages. The largest current WDM
systems for data communication or integrated photonic beamformers comprise of a
few thousand integrated components much simpler than their electronics counter-
parts.

In this thesis, systems and architectures that improve integrated photonic systems
beyond the current performance, density, and complexity limitations are explored.
Application areas such as LIDAR, remote sensing, and imaging applications are
examined, and architectures for large-scale, high-resolution, and high sensitivity
wave processing are proposed. Integrated coherent image-processing techniques
for high-sensitivity, high-resolution, and high dynamic range imaging are explored.
Finally, several architectures for improved high-speed signal modulations for high-
density and high-complexity photonics integration are proposed.
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1.1 Contributions
Solutions for scalable, high-resolution, and low-power integrated photonics beam-
formers as a transmitter, receiver, or transceivers are explored. State of the art
integrated beamformers achieve large FOV beamforming at the expense of requir-
ing a stable and widely tunable laser, while OPAs with a low-cost single laser suffer
from a limited FOV. Moreover, interconnect density between integrated electronics
and photonics sub-systems limits the achievable integration density and complexity.
We proposed two integrated beamformers to address these issues.

First, we demonstrated a novel 2D transceiver with an electronically steered beam
that can operate with a fixed-wavelength, low-cost laser. This architecture sim-
plifies the system implementation and offers better scalability without sacrificing
beamwidth or the FOV. It has the same beamwidth as an #2 × #2 element array
beamformer with only # × # radiators. The field-of-view (FOV) of this aperture is
limited by the radiating element and not the phased array architecture itself. Fur-
thermore, our proposed architecture addresses the interconnect density challenge
by requiring only 2# interconnects between the electrical driver and the photonic
sub-system to control # × # radiators independently. This architecture resolves
3× more points than our previous demonstration [22] with the same number of
radiators and phase shifters. Second, we demonstrated another novel transmitter
beamformer architecture that operates at a single frequency and achieves 2D beam-
forming through electronic control. This architecture is inspired by the diffraction
pattern of the annular ring and offers low side-lobe levels. The system FOV is
limited by the radiating elements FOV and not the proposed array.

In addition, we explored coherent imaging systems for ranging, remote sensing,
and medical imaging application. Our proposed coherent imager eliminates several
limitations of our previous work [11]. The previous generation’s coherent imager
suffers from a low dynamic range and slow signal acquisition speed due to the
system’s random optical phase fluctuation. This system resolves those problems by
making the system output signal insensitive to optical path phase fluctuations and
suppresses undesired signals. Furthermore, similar to driver interconnect challenges
in integrated beamformers, this work had a similar limitation in terms of the scala-
bility of the aperture since the required electrical routing will increase inter-element
pitch and reduce the resolution of the resulting image. We proposed a novel readout
architecture that reduces the number of electrical interconnects for an # × # pixel
imager from #2 to 2# .
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For data communication applications, solutions for low insertion loss, low drive
voltage, and compact drivers are explored. Conventional integrated high-speed
silicon photonics modulators require a large drive voltage and have a large chip foot-
print. We present five designs that reduce the footprint needed for complex signal
integration. Three electro-optic modulators are proposed that reduced the footprint
of the integrated high-speed modulator. Another high-speed electro-optic modu-
lator is proposed based on silicon-organic-hybrid (SOH) modulators that decouple
loss and index modulation and are used for high-speed, high-performance system
design. A complex waveform modulator and two high-speed integrated OPAs of 4
elements and 128 elements are implemented. Finally, a multi-ring resonator archi-
tecture is proposed that reduces drive voltage requirements for high-speed amplitude
modulation in a small footprint.

1.2 Thesis Outline
In the following chapter, a brief overviewof the integrated photonic platform is given.
Various components and sub-blocks available in the process crucial to understanding
the operation of the blocks and system in the subsequent chapters are introduced.
The prospects of this platform for high-density integration are examined.

Chapter 3 examines integrated photonics beamforming challenges and introduces
the co-prime photonics beamforming transceiver architecture. It analyzes the perfor-
mance limitation of existing solutions and how this architecture addresses them. A
silicon photonics implementation is designed and measured, demonstrating grating-
lobe-free beamforming. An improved version of this co-prime array is designed that
addresses some of the shortcomings of the previous system. Chapter 4 introduces
the annular ring OPA inspired by the diffraction pattern of a continuous annular ring
aperture. A silicon photonics implementation is designed and measured, demon-
strating 2D beamforming.

Chapter 5 investigates the challenges with current coherent imaging systems and
proposes an architecture to address several fundamental challenges. An expandable
aperture design is proposed, implemented, and tested. Coherent FMCW ranging is
demonstrated.

Chapter 6 through 8 propose three electro-optic modulators that improve on-chip
footprint and drive voltage requirements of the high-speed modulators. In Chapter
9, current solutions for modulation in a silicon photonics platform are explored.
Silicon-organic-hybrid modulators are investigated, and integrated silicon photonics
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systems are designed using this modulator. Finally, in Chapter 10, a multi-stage
ring-assisted MZI amplitude modulator is designed and implemented in a silicon
photonics platform that reduces the drive voltage requirements for modulation in a
compact footprint.
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C h a p t e r 2

SILICON PHOTONICS INTEGRATION

This chapter gives a brief overviewof silicon photonic integration. Current platforms
for silicon photonic integration are presented. The building blocks for photonic in-
tegration for signal processing and photonics wave manipulation are presented.
Several examples of high-density photonic systems for data-communications appli-
cations are investigated. Limitations of integrated photonics platforms in solid-state
beamforming are considered.

2.1 Silicon Photonics Platform
Large-scale photonics integration is a function of the performance of the available
photonics components and the accessibility of those devices to integrated electron-
ics that control and co-process the optical signal. Based on these two criteria,
three approaches to silicon photonics integration are presented. Dedicated photonic
processes [23] offer minimal electronic components. This photonic circuit needs
to be co-integrated and co-packaged with an external electronics chip for control
and sensing. This approach results in high-performing electronics and photonics
components and enhanced system performance, and many industrial applications
operate using this approach [24]. However, for high-speed applications, the para-
sitics of the interconnects limits the system performance. Furthermore, applications
that require a very large number of interconnects between the two systems become
impractical.

On the other hand, electronics SOI processes can be used to create integrated pho-
tonic waveguides and incorporate various photonics devices, including germanium
photodetectors [25]. These platforms are ideal for systems in which the photon-
ics circuit complexity is limited. While the integrated electronics perform ide-
ally and interconnect-density and parasitics limitations are removed, the photonics
components operate sub-optimally and typically with higher losses than dedicated
photonics platforms [26]. Recently developed, hybrid monolithic platforms with
high-performing electronics and photonics components can be used for complex
electro-optic system integration without suffering from interconnect density and
parasitics-related limitations [27], [28]. These monolithic solutions are more ex-
pensive than individual electronics or photonics processes since all components
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need to be co-fabricated, resulting in fabrication complexity. In addition, given the
large footprint of photonics devices compared to electronic, hybrid integrated sys-
tems are typically dominated by the integrated photonics components. Therefore,
the reduced interconnect parasitics and integration density must pose an operational
bottleneck for these monolithic solutions to make sense economically.

2.2 Silicon Photonic Devices
Currently, integrated photonics platforms offer a wide range of components that
allow for optical wave manipulation and linear signal processing. This includes
electro-optic modulation to modify the optical signal and photodetector that can be
used for optical power detection and can act as photonics mixers (Fig. 2.1).

Figure 2.1: Silicon photonics platform. (a) Devices available for silicon photonics
integration. (b) Optical mode confinement in dielectric waveguides [17].

Photonics Signal Routing, Distribution, and Chip-Coupling
Similar to optical fibers, an integrated photonic platform offers signal routing and
distribution by using dielectric waveguides, sandwiching a high refractive-index
core material inside a low refractive-index clad materials [29]. Given the maturity
of silicon photonics fabrication processes, photonics waveguide structure on one or
multiple layers can be fabricated reliably with low loss [30]. Currently, metallic
photonic waveguides have a very high propagation loss and have very limited ap-
plications [31]. Leaky guided-modes where the light is confined in the lower index
region have also be demonstrated for photonics modulation [31].

These dielectric waveguides can be used for signal routing across the chip between
different system sub-blocks. Signals can be divided using evanescent-based di-
rectional couplers, MMI interferometers, y-junctions, and adiabatic couplers [32].
Interfacing with a photonics chip via an optical fiber or free-space requires the elec-
tromagnetic design of mode couplers. Grating-based couples allow for an efficient
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chip to fiber coupling [33]. Tapered waveguides terminated at the side of the chip
[34] can be used to efficiently interface with lensed fiber. The larger the number
of photonics layers, the higher the coupling efficiency and the higher the system’s
tolerance to misalignment [35].

Photonics Signal Modulation and Detection
Photonics signals can be modulated electronically with integrated amplitude and
phase modulators. Amplitude modulation is achieved by increasing the absorption
in the integrated waveguide. Some of these modulators are very compact and can
operate in GHz frequencies [36]. The phase of the photonic wave can be modulated
in a variety of ways including with thermo-optic effect [37] and electro-optic effects.
Electro-optic effects can be broken down into two groups: those operating based
on plasma-dispersion effect [38] and those operating based on the Pockel’s effect
[39]. A complete overview of the advantages of disadvantages of various integrated
modulators is included in Chapter 9.

Photonic signal detection is achieved via integrated photodetectors. In silicon
photonic platforms with operation wavelength ranging from the O-band to C-band,
germanium is the material of choice. The type of the photodiode device determines
the sensitivity as well as the speed of these modulators [40], [41].

2.3 High-Density Photonics Integration
Silicon photonic devices mentioned in the previous section have been utilized for
high-complexity and high-density electro-optic system integration. Multi-channel
high-speed silicon photonics transceivers capable of modulating electrical signal on
several optical frequencies and receiving and processing high-speed signals at high
data-rates have been demonstrated [42]. The large-scale silicon-photonic switchma-
trixwith nanosecond-scale reconfiguration time-scale has also been explored [27] for
fiber-based router application. For photonics beamforming applications, complex
systems with thousands of photonics components [43], [44] have demonstrated one-
dimensional, electronically-controlled beamforming. Fully reconfigurable beam-
forming in two dimensions for complex free-space waveform generations has also
been demonstrated for a limited field-of-view [10], [45]. The challenge with achiev-
ing a large field-of-view beamforming is that it is required that the free-space-to-chip
couplers be closely packed at half-wavelength spacing. The dielectric nature of the
integrated photonics components prevents such arrangement of components, and
greater than half-wavelength spacing cannot be avoided. Novel integrated signal
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processing approaches are required to overcome these limitations.
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C h a p t e r 3

COHERENT OPTICAL TRANSCEIVER BASED ON CO-PRIME
SAMPLING

A solid-state, optical phased-array transceiver based on co-prime sampling tech-
niques is proposed. This architecture does not trade-off FOVwith beamwidth due to
2D routing limitations, which is what impedes aperture scaling in uniformly spaced
transceivers. Furthermore, compared to standard _/2 transceivers, which require
$ (#2) elements to resolve N pixels in the far-fields with a given resolution, this
beamforming architecture can capture a coherent imagewith the same resolution and
pixel count with$ (#) elements. In one SiP implementation, a co-prime transceiver
using an 8x8 transmitter OPA and an 8x8 receiver OPA has been designed and im-
plemented to demonstrate beamforming capability of this architecture. In another
implementation, a co-prime transceiver using an 8x8 transmitter OPA and an 8x16
receiver OPA has been designed and tested to demonstrate transceiver ranging1.

3.1 Introduction
Integrated optical beamforming and image processing has many applications rang-
ing from point-to-point optical communications, 3D imaging, LIDAR for airborne
imaging and autonomous vehicles, compact, lens-free projection systems, lens-free
imagers, holographic recording, and projection. In conventional optical systems,
image processing and reconstruction is achieved using discrete optical elements
such as lenses, mirrors, and beamsplitters, and beamforming and scanning is done
using mechanical stages. This adds to the cost as well as the complexity of the
system. On the other hand, integrated photonic platforms allow for high-density
integration of photonic components resulting in a smaller size and increased sys-
tem complexity. The theoretical potential of optical beamforming was inspired by
its RF and microwave counterparts [46]–[48] and early demonstrations of optical
beamforming date back to the early 1960s-70s [1,2]. In fact, several integrated
photonic beamforming systems have been demonstrated [5]–[7]. On the other hand,
the emergence of CMOS-compatible silicon integrated photonics has allowed for
the realization of integrated photonic beamforming at lower costs with improved
yield using silicon-based dielectric waveguides and radiators [10], [12], [45]. Vari-

1This work was done in collaboration with Reza Fatemi.
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ous sub-systems for improving the performance of integrated optical beamformers
such as high-efficiency integrated modulators [43], [49], high-efficiency radiating
elements [50], [51], and integrated on-chip calibration [52] have been proposed.

The trend in SiP OPA integration for greater than one hundred radiating element is
to place radiating elements on a one-dimensional grid and beamforming in one di-
mension using integrated phase-shifters. Beamsteering in the orthogonal direction
is achieved using long and wavelength sensitive grating couplers [50] by sweeping
the wavelength of the laser. Very large arrays of 512 to 8192 radiating elements in
a one-dimensional array have been demonstrated in the past [43], [53], [54]. This
architecture is referred hereon as 1D-OPA, while architectures that have radiating
elements placed on a 2D grid are referred to hereon as 2D-OPA. 1D-OPA architec-
tures have several shortcomings. This architecture requires a widely tunable and low
linewidth laser, which adds to the cost and system complexity. The wavelength tun-
ability requirements for this type of phased array is 100nm or more [55]–[58]. At the
extreme case, a class of phased arrays requires only a tunable source for beamsteer-
ing called serpentine arrays [59], [60]. This architecture also requires over 100nm
of wavelength tunability for beamsteering. Radiation beam-angle is very sensitive
to the wavelength of the laser, and henceforth precise control of the laser wavelength
and linewidth is required to control the beam direction. In addition, multi-beam
operation using complex beamforming techniques and multi-wavelength operation
without increasing the number of required sources is not possible with this method.
This design choice primarily rises from the dielectric nature of the optical waveg-
uides as well as radiating elements in SiP OPAs. In this platform, the dimension of
the waveguides and radiating elements are in the order of the wavelength and require
sufficient spacing between these SiP devices to prevent undesired coupling between
individual signal lines via waveguide and between radiating elements. In a planar
photonic platform, a 2D-OPA requires a minimum spacing between radiating ele-
ments to allow for the signal to be routed to the radiators in the center of the radiator
array (Fig. 3.1). On the other hand, creating large-scale integrated beamformers
with a large field-of-view requires placing the elements at half-wavelength spac-
ing. The fabrication limitation of planar OPA and the dielectric nature of placing
the element at larger spacing reduced the usable field-of-view of the phased array.
Previously demonstrated silicon photonic 2D-OPAs have a very limited FOV [10],
[11], [45].

The trade-off between FOV and number of radiating elements for a typical scenario
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Figure 3.1: Routing optical signal to radiating elements in a 2D grid requires a larger
inter-element spacing. 5_/2 element spacing results in less than 30◦ FOV.

of 2`< × 2`< grating couplers, with 500=<-wide waveguides and 1`< spacing
between elements, is plotted in Fig. 3.2. If all waveguides are routed from a single
side to the apertures for a 10 × 10 OPA, the field-of-view will have an upper bound
of 2.3◦. Even for an optimized routing where waveguides are routed through all 4
sides of the aperture, the FOV will have an upper bound of 6.2◦. Furthermore, it
can be seen that FOV gain for multi-layer routing diminishes for a given number of
radiating elements. In the case of a two-layer photonics process with twice as many
antenna feed paths, the upper bound of the FOV is 8.7◦. Henceforth, uniform array
beamforming architectures FOVs will be limited to less than 10◦ for a sufficiently
large number of elements.

Several methods are developed to address this issue in 2D-OPAs. For example, the
radiating element can be placed next to the phase and amplitude modulators for
that radiator as a unit cell several wavelengths in diameter [10], [45]. This method
trades the usable field-of-view of the integrated beamformer with the capacity for
large-scale integration. Prior arts using this architecture have a limited FOV of
a few degrees. Another challenge with these unit-cell-based OPAs is the power
consumption of the phase shifter and amplitude modulator. Only thermo-optic (TO)
modulators are sufficiently small enough to be integrated into the unit-cell, and static
power consumption is required to maintain the desired phase and amplitude. Thus,
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Figure 3.2: OPA FOV as a function of the number of elements in the array. A signal
distribution waveguide pitch of 1`< and radiating element size of 2`< × 2`< is
assumed. The FOV is severely limited once the total number of elements in the
array is above 50.

the power consumption of this architecture will scale with the aperture size, and
heat management will become an issue. Another method to address the FOV and
radiating element count trade-off is using sparse (thinned) arrays. This type of array
has been previously constructed in RF and microwave domains for the purpose of
reducing the number of required radiating elements and phase modulators. Thinned
arrays, minimum redundancy arrays, vernier arrays, MIMO arrays, and nested arrays
[46], [61]–[64] are a few examples of sparse architectures in RF, and some of these
have been proposed and/or demonstrated for optical integrated phased arrays [17],
[65]–[67]. The non-uniform element placement of the radiating elements in this
array architecture achieves a narrow beamwidth without reducing the field-of-view
with a fewer number of elements compared to the same number of uniformly spaced
radiators. The trade-off in this architecture is between the number of radiating ele-
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ments and the radiation efficiency (total power in the main beam) which is known
as the array sparsity curse. Here, the projected power of the main beam is reduced
and spreads in undesired directions. It is only the case in uniform sampling that the
power of the main beam goes to equally spaced grating lobes, and the power in the
side-lobes (scattered in undesired directions) is minimized. In RF and microwave
beamforming, several architectures have been proposed to create a sparse array with
deterministic spacing between radiating elements such as minimum redundancy ar-
rays, MIMO arrays, nested arrays, vernier arrays, etc, all of which can be applied
to SiP OPAs. The design choice for an optical beamforming method should op-
timize the required number of radiating elements, achieve superior beamforming
performance, and address the planar routing constraints of the SiP platform. More
importantly, laser sources are the dominant source of power consumption in SiP in-
tegrated systems, and optical amplifiers are inefficient compared to their electronics
counterparts. As a result, power management is very critical. Therefore, beam-
forming methods that have efficient beamforming with uniformly spaced elements
and apodized amplitude that utilizes analog array gain are preferred. Also, complex
optical modulators with high insertion loss are less desirable.

Transceiver arrays utilizing co-prime beamforming techniques are one method that
satisfies all these requirements. Co-prime beamforming is achieved by placing
transmitter array elements in a uniform grid with an inter-element spacing 3)- and
receiver element with uniform inter-element spacing of 3'- , where 3)- and 3'- are
co-prime with respect to each other. These uniform arrays only require basic phase
and amplitude control and offer array gain before amplification and hence have SNR
advantage. Half-wavelength spacing is not required between radiating elements,
and henceforth, 2D routing constraints are relaxed. Furthermore, mutual coupling
between the radiating elements is reduced [68]. Finally, the co-prime sampling
technique offers an optimumnumber of radiating elements for a given transmitter and
receiver inter-element spacing. It is shown that with $ (#) beamforming elements,
it is possible to achieve $ (#2) resolvable points (PPV). This system allows multi-
beam operation for imaging by incorporating multiple receivers or a multi-beam
receiver. This system achieves a quadratically larger resolvable spot compared to its
radiators without sacrificing SNR and field-of-view. The background formulation
of co-prime sampling is explained in Section II, the design of two co-prime OPAs
are described in Section III, measurement in IV, and discussion in V.
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3.2 Background Formulation for Co-Prime Sampling
Co-prime sampling, which is a sparse signal processing method for beamforming,
was proposed in 2010. The concept is first explained from a sampling theory
perspective. A more detailed explanation including proofs and derivations can be
found in [69],[70].

Aliasing-free reconstruction of a far-field radiation pattern from its spatial samples
is analogous to computing the auto-correlation of function from discrete samples.
Here the auto-correlation of a signal is calculated by co-prime sub-sampling of
the function at lower rates. The simplest way to sample the auto-correlation of
a continuous wide-sense stationary function G2 (C) is to sample it uniformly at )
intervals resulting in G [=] = G2 (=)) and compute the auto-correlation directly.

'GG (:) = � [G [<]G∗ [< − :]] = 1/"
"−1∑
<=0

G [<]G [< − :] (3.1)

Since the signal is WSS, it is shown in [69] that one can alternatively sample G2 (C)
twice at a lower rates of #) and ") and get G [=1] = G2 (=1#)) and G [=2] =
G2 (=2")). If N and M are co-prime numbers with respect to each other, then the
correlation of the two samples 'GH (:) can be expressed in the difference form as

'GH (:) = � [G [=1#]G∗ [=2"]] = 'GH (:) = � [G [=]G∗ [= − :]], (3.2)

where : = =1#−=2" . [70] shows if N andM are co-prime, then there exists a set of
integers =1 and =2 that can be used to compute all integers k. In the aforementioned
work, this is referred to as a difference co-array.

This concept can be extended to beamforming applications, as explained in Fig.
3.3 and Fig. 3.4. Assuming there are 12 discernible directions, the far-field can
be sampled using a transmitter array with element spacing of 3d and a receiver
array with element spacing of 4d. The transmitter array will have 4 grating lobes
sampling 4 out of 12 resolvable spots, and the receiver array will have 3 grating
lobes sampling 3 out of 12 resolvable spots, which will result in aliasing if they are
individually used to sample the far-field. However, as a transceiver, the pattern of
the transmitter and the receiver multiply, resulting in a single resolvable spot. The
phase of the transmitter and the receiver individually and with respect to each other
can be shifted to collect power from all 12 resolvable spots at the same time.
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Figure 3.3: Co-prime sampling in spatial domain and the equivalent spectral sam-
ples.

Figure 3.4: Co-prime sampling.

A general formulation for an active transceiver-based phased-array beamforming is
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given by
�)'G (\, \'G , \)G) = �'G (\, \'G) ∗ �)G (\, \)G) ∗ d(\), (3.3)

where \ is the beamdirectionwith respect to the normal, d is the complex reflectance

Figure 3.5: Co-prime beam pattern multiplication.

of the target, and \)G and \'G are the transmitter and receiver active beamforming
directions, respectively. For systems where the transmitter or receiver has a single
receiving/transmitting element, the corresponding term in the equation above will
simplify to unity. Using co-prime numbers 3 and 5 and unit spacing of _/2, the beam
pattern for such transmitter and receiver pairs and the resulting co-prime transceiver
array is visualized in Fig. 3.5. Array factor for individual phased arrays can be
written in the general case of a phased array in one-dimension with N elements
placed randomly across a line with variable amplitudes. The radiating pattern, also
known as array factor, can be formulated as

�� (\, \3) =
==#−1∑
==0

0= × 4 9 :3= (sin(\)−sin(\3))) (3.4)

Although a non-uniform set of amplitudes [71] as well as non-uniform spacing [65]
can improve the performance of a phased-0array, they are omitted in this analysis
for simplicity. All of the radiating elements are fed with a normalized constant
amplitude of 1/# and are placed uniformly at 3= = =30. Therefore, the simplified
formula for the far-field radiating pattern amplitude, or array factor (AF), is given
by

�� (q) = 4
9q/2(#−1)

#
× B8=(#q/2)

B8=(q/2) , (3.5)

where
q = :30(sin(\) − sin(\3)) (3.6)

As mentioned earlier, in integrated 2D-OPAs 30 > _/2 will result in grating lobes.
For inter-element spacing of 30 = "_/2 the direction of the main radiating lobe and
grating lobes, denoted by \" , are located at the solutions of sin(\3) − sin(\") =
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2:/" where −"/2 < : < "/2 is an integer [48]. : = 0 is the location of the main
beam (\3 = \") while : ≠ 0 denote the grating lobes. If " > 1, there is more than
a single solution to this equation, which results in grating lobes. For a transceiver
array with #CG elements with 3CG spacing and #AG elements with 3AG spacing, the
array factors of the transmitter and receiver multiply and can be written in a form
similar to [3.3] as shown in Fig. 3.5.

�� (qAG , qAG) =
4 9 (qA G−qC G)/2(#−1)

#AG#CG
× B8=(#AGqAG/2)

B8=(qAG/2)
× B8=(#CGqCG/2)

B8=(qCG/2)
(3.7)

In this scheme, the inter-element spacing between the transmitter elements 3CG =
&_/2 and the receiver elements 3AG = %_/2 are co-prime numbers with respect to
each other within a constant factor of _/2 (�: ∈ /, % = : × &). In this case, the
location of the main and grating lobes (assuming that both arrays are pointing in the
same direction \3 = \'G = \)G) are at the solutions of the system of equations given
by (3.8) and (3.9).

sin(\3) − sin(\"CG) = 2:1/& (3.8)

sin(\′3) − sin(\"AG) = 2:2/% (3.9)

It is shown in [70] that the grating lobes of the two arrays only overlap in a single point
(\"CG = \"AG) for co-prime values of % and&. The larger the number of transmitter
and receiver array elements, the smaller the side-lobe levels. An important aspect
of using co-prime sampling for photonic beamforming is that increasing the co-
prime array size by choosing larger co-prime numbers P and Q results in even larger
inter-element spacing, which simplifies the routing even further.

3.3 Design
To demonstrate co-prime beamforming capability, two variants of SiP co-prime
transceivers were designed and implemented using AMF CMOS photonics foundry.
First, an 8x8 transmitter and an 8x8 receiver with equal power distribution between
transmitter and receiver elements are used to demonstrate co-prime beamforming
capability. Afterward, a larger 8x8 transmitter, in conjunction with an 8x16 receiver
with an integrated transmitter and receiver modulators and amplitude control for the
receiver aperture, is designed and implemented to enhance sensitivity for transceiver
operation and FMCW ranging.

Design A: 8x8 Transmitter/8x8 Receiver
The block diagram of the chip is shown in Fig. 3.6. The chip comprises a transmitter
OPA and a heterodyne receiver OPA with an inter-element spacing and radiating
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element count that satisfy co-prime beamforming conditions. 8 transmitter elements
with an inter-element spacing of 9.2`< and 8 receiver elements with inter-element
spacing of 12.4`< with operational wavelength of 1.55`< result in 6_ spacing for
the transmitter and 8_ spacing for the receiver. Hence, the patterns are co-prime
with respect to each other within a factor of 2. Therefore, grating-lobe free operation
FOV for this transceiver will be 30◦ larger than the FOV of the individual apertures.
Light is coupled into the chip using a fiber grating coupler. A Y-junction splits the
input light equally into the transmitter beamforming block for target illumination
and as the reference signal for receiver beamforming and homodyne mixing.

There are two 8x8 phase modulator blocks corresponding to the transmitter and
receiver OPAs. A Y-junction tree splitter divides the power equally among 64 radi-
ating elements. 64 thermo-optic phase shifters in the path of each radiating element
adjust the relative phase between the radiating element for electronic beamform-
ing. The phase shifters are driven in a row-column fashion with only 16 electrical
connections for 64 phase shifters. Therefore, only 2# electrical connections are
required for # × # phase shifters. The phase adjusted light radiating through 64
nano-photonic radiators, and a beam is formed in the far-field distance of the trans-
mitter array. The beam reflects off the target and is collected by 64 nano-photonic
radiators identical to the transmitter ones. The receiver array is configured as a ho-
modyne receiver with LO path phase-shifting. The receiver array’s relative phases
are adjusting by tuning the phase shifters placed in the LO reference path rather
than the signal path to improve receiver SNR. Similar to the transmitter path phase
shifters, the receiver phase shifters are also placed in a row-column matrix format
requiring only 16 electrical connections for 64 phase shifters. The received and
LO signals are mixed using 50/50 directional couplers and balanced detectors. The
output signal of each balanced detector is shown in (3.10). Beamforming signal
gain is achieved by adding all the output currents of the 64 balanced detectors. The
output of the array as a function of (\, q) is shown in (3.11).

���8 9 = '
√
%!$%'G,8 92>B(Δq8 9 ) (3.10)

�>DC?DC (\, q) =
8,8∑
8, 9=1

'
√
%!$,8 9%'G,8 92>B(Δq8 9 ) = 64'

√
%!$%'GC>C0; (\,q) (3.11)

The design of the thermo-optic phase shifter and electrical drive circuitry, the
radiating element, co-prime transmitter and receiver beamforming performance,
and on-chip control units are detailed in the next 4 sub-sections.
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Figure 3.6: Block diagram of design A: Integrated phase shifters adjust the phase of
the transmitter and receiver OPAs independently. The return signal is mixed using
balanced heterodyne detectors on-chip. The relative phase of the received and LO
signals are adjusted in the reference path to improve receiver sensitivity. FMCW
amplitude chirp for ranging is applied externally.

Compact Spiral Thermo-Optic Phase Shifter

After an equal split of the transmitter power into 64 paths, the optical phase is
adjusted using an 8x8 array of thermo-optics (TO) phase shifters (TOPS). The TO
phase shifter unit is a co-spiral silicon resistive slab-heater and a silicon waveguide
of 350`< (Fig. 3.7). An oxide trench encloses individual phase shifters, which
helps with the thermal isolation. The resistive slab-heater comprises of four resistors
in parallel, which improves modulator design fidelity toward process variations and
failures. Thermal modulation simulation of the phase shifter shows that for 20mW
power delivered via the resistive heater and good substrate thermal contact, there is
minimal cross-talk between the elements.

All phase-shifters in one row and all phase shifters in one column share a common
electrical connection resulting in a total of 8 row signals and 8 column signals for the
transmitter and the same for the receiver (Fig. 3.8). A series of dummy heaters were
included in the row-column heatermatrix to balance the heat gradient across the chip,
increasing the electrical connections from 8 rows to 9 rows. The row-column are
driven via pulse amplitude modulation (PAM) drivers, which program one column
of thermal phase shifters at a time (Fig. 3.9). The thermal modulators have a
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Figure 3.7: Compact spiral thermo-optic phase shifter (left). An oxide trench
surrounds the radiators and reduces the cross-talk between adjacent phase-shifters.
Thermal simulation of the cross-talk between the elements (right).

time-constant in the order of 10ms. The row-column driver circuit continuously
re-programs the TO phase-shifter columns at MHz frequencies. This allows all
TO phase shifters to maintain a particular phase value on average. This scheme
allows for independent control of all phase shifters in the matrix of NxN TOPS with
only 2N+1 (+1 for the dummy heaters in the matrix) electrical connections. This
significantly reduces the interconnect between the driver circuitry and the photonic
chip.

Figure 3.8: Electrical routing of the thermo-optic phase shifters. Phase shifters are
placed in a row-column fashion which allows programming 64 phase shifters with
16 drive nodes.
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Figure 3.9: PAM programming of the thermo-optic phase shifter matrix. Each of
the M columns draws current 1/" fraction of the cycle.

Co-Prime Radiating Element

A compact 2`< × 5`< radiating element was optimized and implemented as the
transmitter and receiving element (Fig. 3.10). This compact radiator has a 3 dB
beamwidth of 22◦ with over 50% peak radiation efficiency at 1.47`< of wavelength.
The 1 dB spectral bandwidth of the radiator was over 400 nm, making the radiators
very robust to operation wavelength. The compact size of the radiating elements
allows for the inter-element spacing of 9.2`< for the 8 × 8 radiating array in the
transmitter OPA and 12.4`< for the receiver OPA. This dense integration required
the radiating element to be placed in close proximity to the waveguides routing
signals. This would result in the electromagnetic coupling between the radiating
element and the adjacent routing waveguides that would disturb the radiation pattern
(Fig. 3.10). The distribution waveguides are included in the design and optimization
of the radiating element to account for their effect.

Co-Prime Beamforming Performance

The transmitter and receiver inter-element spacing, as well as the beam pattern of
the radiators, results in the co-prime beamforming capability of this architecture in a
30◦ field-of-view. Per formulation of 3.7 and the size of the radiating element, here
3)- = 9.2`< and, 3'- = 12.4`< are chosen with 8× 8 elements, making #)- = 8
and #'- = 8 (2 more than minimum required value of 6). The beamforming
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Figure 3.10: Far-field radiation efficiency and beamwidth of the radiating element.

Figure 3.11: Design A OPA array factor for the transmitter, receiver, and the
synthesized transceiver. While transmitter and receiver have 9.55◦ and 7.18◦ FOV,
respectively, the transceiver can operate over a 30◦ FOV without any grating lobes
and side-lobe levels below 15 dB.
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Figure 3.12: Design A OPA array factor including radiating element pattern. This
results in a radiator-limited FOV of 22◦.

performance assuming omni-directional elements is shown in Fig. 3.11. Finally,
the combined effect of the transmitter and receiver along with the radiation pattern
of the radiating element are considered, which showed a beamwidth of 0.64◦ with
a FOV of 22◦ as shown in Fig. 3.12 and 3.13 which can theoretically resolve 1156
spots in the far-field with only 128 elements.

Co-Prime System Control

In addition to the dummy heater elements to remove temperature gradients across the
phase shifter arrays, PTAT sensors are placed to monitor the relative temperature
across the chip. Furthermore, sniffers were placed at the input of the system to
monitor and calibrate for power fluctuations due to changes in laser intensity in
power fluctuations in coupling to the chip. Moreover, a deep trench was included
between the transmitter and receiver arrays to reduce the coupling of stray light
between the transmitter and the receiver array.
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Figure 3.13: 2D radiation pattern of the transmitter and receiver and effective
transceiver array.

Design B: 8x8 Transmitter/8x16 Receiver with Integrated Amplitude Modula-
tors
The second iteration of the co-prime transceiver incorporates additional features to
improve transceiver target detection sensitivity. A block diagram of the design is
shown in Fig. 3.14.

The transmitter comprised of an 8 × 8 array of radiating elements that were placed
with inter-element pitch of 3)GG = 11`< and 3)GH = 8`<, with a compact
2`< × 5`< radiators with peak efficiency of over 50% at (\G , \H) = (0◦, 9◦).
This resulted in a transmitter FOV of (�$+G , �$+H) = (22◦, 22◦) and beamwidth
of (\G33�, \H33�) = (0.9◦, 1.14◦). The receiver comprised of 8 × 16 radiating el-
ements that were placed at 3'GG = 28`< and 3'GH = 21`< spacing, with peak
efficiency of 50% at (\G , \H) = (0◦, 9◦). This resulted in a transmitter FOV of
(�$+G , �$+H) = (22◦, 22◦) and beamwidth of (\G33�, \H33�) = (0.17◦, 0.46◦). As
a consequence, the co-prime transceiver had a system FOV of (�$+G , �$+H) =
(22◦, 22◦) and beamwidth of (\G33�, \H33�) = (0.16◦, 0.49◦), which resulted in a
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Figure 3.14: Block diagram of the second design. The number of radiators in the
receiver is increased to 8x16 to improve the transceiver SNR. Integrated on-chip PIN
modulators improve on-chip signal isolation and place strong LO chirp signal and
the transceiver mixed-signal at different frequencies. Integrated tunable couplers in
the receiver allow for apodized amplitude distribution, which further improves the
receiver beam efficiency.

total of 137 × 44 = 6028 resolvable spots and highest SLL of −16 dB in the aper-
ture FOV. Array beam pattern cross-section is shown in Fig. 3.15, and 2D beam
patterns for the transmitter, receiver, and transceiver are shown in Fig. 3.16. The
effective aperture of the receiver grating element was 4`<2, which, in conjunction
with double the number of receiver elements compared to the first design, has 4
times more power collection capability. The design also included a tunable coupler
to optimize the power distribution between the transmitter and receiver array. The
nonlinearity of the silicon waveguides as well as total heat dissipation capacity of
the silicon photonics platforms limits the total input power into the transceiver %C>C .
This power needs to be shared between the transmitter array for illumination and
the receiver array for LO path beamforming and homodyne detection. However, the
LO path receiver’s power can be limited to making shot noise the dominant noise
source in the receiver, and the rest of the power can be diverted to the transmitter to
improve system SNR. Hence, (3.12) and (3.13) need to be optimized based on the
detector dark current as well as receiver chain noise sensitivity.
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%C>C = %)G + %!$ (3.12)

(#' = U'2%)G/(2@' + (�230A: + �
2
4;42)/%!$) (3.13)

Figure 3.15: Radiation pattern cross-section for the transmitter and receiver and
effective transceiver array including the effect of the grating couplers.

Integrated transmitter and receiver PIN modulators are implemented in the trans-
mitter and receiver paths to allow for heterodyne detection of the target and isolation
of the stray light that impinges on the receiver detector array from the laser coupling
node to the OPA chip. A series of tunable directional couplers are set as a cascade
of adjustable amplitude controls for the receiver array to allow for improved beam-
forming with nonuniform amplitudes for different columns. Cascaded amplitude
modulator architecture conserves the total energy distributed between the different
branches compared to a dedicated amplitude modulator per path, which radiates a
fraction of the input power to achieve amplitude control. Furthermore, the cascade
amplitude modulator architecture is less susceptible to fabrication imperfections.
These cascaded amplitude modulators were put in conjunction with the receiver
OPA phase shifters in a row-column fashion, as shown in Fig. 3.17.

A series of sniffer diodes are included in the cascaded amplitude modulator structure
to calibrate and correct fabrication mismatches and chip-to-chip variations. In
addition to dummyheaters to improve heat gradient in the receiver array, independent
heaters were included to further improve the control of the temperature gradient on
the chip using integrated PTAT sensors. The phase-shifter design was enhanced
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Figure 3.16: 2D radiation pattern of the transmitter, receiver, and effective
transceiver array.

with a distributed diode structure to improve heat distribution in each phase shifter.
The block diagram of the second chip is shown in Fig. 3.14.

3.4 Measurement Result
A photonic far-field pattern measurement setup using fiber for illuminating the
receiver and a photodetector for collecting the transmitter pattern is constructed.
This setup allows for independent transmitter and receiver optimization with high
sensitivity. Transmitter beam pattern is measured by scanning the far-field radiated
power from the chip (modulated at MHz frequency) at \G and \H directions. Far-field
radiated power was collected by an InGaAs photodetector, amplified, filtered (10Hz
bandwidth filter), and digitized. The transmitter beam pattern was optimized for
several points demonstrating 2D beamsteering capability in both directions. Fig.
3.18 (a-d) demonstrates four beam patterns with clear grating lobes visible at around
9.5◦ spacing at both directions as expected. Perspective view of the beam pattern
for the direction (\G , \H) = (0, 1) is shown in Fig. 3.18 (e).
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Figure 3.17: Electrical programming nodes of the row-column phase shifters and
sniffer detectors for the cascaded amplitude modulator block. Control nodes for
the amplitude modulators are wired as an additional column in the receiver phase
shifter matrix. Integrated diodes in the phase shifter matrix prevent the reverse
flow of current in the adjacent columns. Sniffer diodes before and after the tunable
amplitude modulators can be used to calibrate the tunable amplitude modulator
network.

Figure 3.18: Co-prime transmitter beamforming and steering. Grating lobes are
spaced 9.55◦ consistent with 9.2`< spacing of radiating elements. (a-d) Heat
map for beamforming optimized for four directions. (e) Perspective view of the
Normalized Optical Power for (b).
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Subsequently, the receiver array is characterized by illuminating the receiver aper-
ture using a fiber modulated at 10MHz while the reference LO for the receiver
is modulated with 11.5MHz. The power collected by the aperture and LO power
was mixed in an on-chip balanced mixer and the resulting signal was amplified,
filtered (10Hz), and digitized. To remove the random phase fluctuations between
the LO path and the illumination fiber path, The RF frequencies were modulated
as carrier frequency offsets using external SSB modulators. This setup is used to
optimize the receiver beam in several directions. Four such patterns are shown in
Fig. 3.19 (a)-(d). The grating lobes were visible at 7.2◦ in both directions, consistent
with the design of the OPA. Perspective view of the beam pattern for the direction
(\G , \H) = (0, 1) is shown in Fig. 3.19 (e).

Figure 3.19: Co-prime receiver beamforming and steering. Grating lobes are spaced
7.2◦ consistent with 12.4`< spacing of radiating elements. (a-d) Heat map for
beamforming optimized for four directions. (e) Perspective view of the Normalized
Optical Power for (c).

Finally, the full system was characterized by concurrent transceiver beamforming.
Fig. 3.20 (blue curves) shows a 1D scan of the formed transmitter and receiver
beam over 16◦ FOV with the expected grating lobes. Programming the two phased
arrays simultaneously showed that the thermal cross-talk between the two patterns
causes less than 0.5 dB in main beam power of the transmitter and receiver with a
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worst case of 5 dB increased side-lobe level for the transmitter array. The combined
synthesized pattern for the transceiver array is calculated from the beam patterns
and shown in Fig. 3.21. For the full scan range of 16◦, the highest side-lobe level is
at −12.2 dB with a transceiver beamwidth of 0.6◦.

Figure 3.20: Overlap plot of the transmitter and receiver patterns. Beam patterns
captured when the optimized settings are loaded separately are shown in blue. Beam
patterns captured when both setting are loaded concurrently are shown in red.

Figure 3.21: Synthesized transceiver pattern.

For Design B, the transmitter’s far-field pattern was measured similarly using a
rectangular grid scan of the modulated transmitter pattern (Fig. 3.22). The AC
performance of the TO phase shifter is measured and shows around 1kHz bandwidth
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for the chip (Fig. 3.23). The die photo of the first chip is shown in Fig. 3.24, and
the die photo of the second design is shown in Fig. 3.25.

Figure 3.22: Co-Prime Design B tansmitter beamforming.

Figure 3.23: Measured bandwidth of the thermo-optic phase shifter.

3.5 Discussion
An important design note in the implementation of the integrated photonics co-
prime array is the spacing of the transmitter and receiver arrays, which should be
minimized. Projection of the grating lobes for the transmitter and the receiver
aperture on the targets get larger as they get closer to the end-fire projection region.
This could result in an undesired overlap between the transmitter and receiver
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Figure 3.24: Design A die photo.

Figure 3.25: Design B die photo.

grating lobes. This is typically not a concern for targets sufficiently far from the
transceiver array. However, for targets closer to the apertures, there is a minimum
center-to-center pitch requirement between the transmitter and receiver arrays. In
the current implementations, the two apertures are separated with only 100`<
to reduce aperture cross-talk through the substrate without affecting the projected
beam patterns. In addition, it is worth noting that given the heterodyne detection
scheme used in the design and the low noise TIA and LNA chain used for signal
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amplification this phased array transceiver, the system is operating to the shot noise
limited regime. The noise of the system is given by:

(#' =
'

24
%CGU$%�,)-U$%�,'-U6A0C8=6;>14U 5 A44B?024UA4 5 ;42C8>=

Δ 5
(3.14)

Here, U$%�,)-U$%�,'-U6A0C8=6;>14 are functions of the system design parameters.
Desired depth resolution and accuracy of target reflection intensity profile set the
required transmitter power and per pixel integration time, g?8G4; = 1/Δ 5 .

For imaging and ranging applications where the target dimensions are comparable
or larger than the projected transmitter grating lobe on the target, as is the case for
short and mid-range imaging and automotive radars, the free-space loss is given by
the one-way Frii’s equation:

U 5 A44B?024 =
#AG�A40?8G4;

2c'2 (3.15)

This analysis indicates a trade-off between the size of the aperture, which translates to
higher resolution and received power versus transceiver efficiency. For larger arrays,
more power is collected by the receiver but the inter-element spacing is increased,
resulting in power loss in the transmitter grating lobes reducing the system SNR.
Multi-beam receiver architectures can simultaneously collect power from different
transmitter grating lobes and break this trade-off.
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C h a p t e r 4

LARGE-SCALE BEAMFORMING BASED ON ANNULAR-RING
DIFFRACTION PATTERN

An integrated active beamformer inspired by an annular ring diffraction pattern is
implemented in an integrated photonic platform. This circularly symmetric structure
achieves a very narrow beamwidthwith 13 dB side-lobe rejection using 255 radiating
elements. Extending the aperture size reduces the beamwidth and peak SLL while
maintaining radiation efficiency. As a result, this aperture collects more power
for larger apertures, improving the active array’s beamforming. Furthermore, the
aperture’s symmetric nature allows for centrosymmetric routing of the signals to the
apertures permitting this architecture to be implemented in a planar silicon photonics
platform1.

4.1 Introduction
Unlike discrete photonic components such as lenses and parabolic mirrors that
perform image reconstruction via a continuous frequency sampling of the iris and
sample the image using discrete detectors, integrated optical beamformers recon-
struct the image via discrete frequency sampling. For typical Cartesian grid OPAs
where elements are placed on a rectangular grid, the dielectric waveguide and planar
nature of the integration platform limit the FOV of the imagers by the introduction of
grating lobes. A solution to this problem in the photonic domain has been explored
in antenna array theory with selective removal of elements from the Cartesian grid.
In phased-array theory, this is known as thinned arrays. These arrays typically trade
sparsity with beam efficiency. The larger the aperture, the smaller the beamwidth
and SLL, but the fraction of the main beam’s power reduces. 1D-OPAs and 2D-
OPAs incorporating thinned array have been demonstrated in the past [17], [65] and
show great promise. These architectures synthesize an array by random placement
of elements on a 2D grid in an iteration through various optimization methods such
as genetic algorithms, etc., to achieve the desired beamwidth and SLL.

This work is a form of a thinned array that utilizes ordered symmetric structures for
the systematic design of single beam and 180◦ FOV thinned arrays. It is inspired
by the diffraction pattern of the annular aperture, which can be simply derived from

1This work was done in collaboration with Reza Fatemi and Artsroun Darbinian.
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the diffraction pattern of a circular aperture. In the case of a circular aperture (Fig.
4.1 (a)) the far-field diffraction pattern (far-field beam pattern/array factor (AF) in
phased-array terminology), when illuminated by a plane wave, is given by a Bessel
function as shown in (4.1), and the beamwidth is determined by diameter of the
aperture (D) [72]. Annular ring aperture (Fig. 4.1 (b)) can be directly calculated
from that result and shows that the array factor for the annular ring is a Bessel
function of order zero (4.2). This means that blocking the center of the aperture
improves the beamwidth slightly, resulting in a narrower beamwidth for the same
aperture size. The array plots for the ring and annular ring apertures for an aperture
radius to wavelength ratio '/_ of two is shown in Fig. 4.1 (c). These demonstrates
that a much smaller area of the aperture can achieve similar beamwidth as a circular
aperture at the cost of reduced beam efficiency. Combining several annular ring
apertures with different radii improves the beam efficiency and converges to the
far-field pattern of the circular aperture at the limit. These two features (single
radiating beam for an annular ring aperture and improved SLL for a combination
of several annular ring apertures) are appealing from an integrated planar OPA
design standpoint where coherent signal distribution is a challenge. We can further
simplify the aperture while maintaining the beamwidth profile and keeping the side-
lobe levels relatively low through discrete sampling on the annular ring, which is
explained in the next section.

|��'8=6 (\) | = |�) [28A2(G, H, �)] | =
�1(:�/2B8=(\))
:�/2B8=(\) (4.1)

|���==D;0A'8=6 (\) | = |�) [28A2(G, H, �) − 28A2(G, H, � − X)] | = �0(:�/2B8=(\))
(4.2)

In this work, the methodology for the analysis of discretized annular rings is present.
Next, a circular array comprised of 255 radiating elements with independent phase
and amplitude control is implemented. A network of phase and amplitude modula-
tors adjust the relative phase and amplitude of the element for active beamforming
using row-column addressing to reduce electro-optic interconnect complexity. The
amplitude control architecture maintains a constant power delivered to the aperture
for any amplitude setting. A photonic far-field measurement setup optimizes the
phase and amplitudes to achieve beamforming and beam steering. Finally, the per-
formance of these discretized annular ring OPAs are examined for larger aperture
OPAs.
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Figure 4.1: Comparison of circular and annular ring diffraction patterns. (a) A
circular ring aperture of diameter D illuminated by a plane wave. (b) An annular
ring aperture of diameter D and infinitesimal slit width illuminated by a plane wave.
(c) Cross-section of the diffraction patterns of the ring and the annular ring apertures
for aperture radius to wavelength ratio of two. The beamwidth of the annular ring is
slightly narrower than a circular aperture, but the slide-lobe levels (SLL) are higher.

4.2 Theory
In this section, the far-field pattern for a discretized circular aperture OPA is de-
rived, and the discretization grid where the beam pattern approaches the continuous
aperture in the form of a Bessel function of order zero is analyzed. In effect, the
beam pattern of a circular aperture for elements placed on a polar grid is derived.
Polar grid arrays have been previously explored in RF domain [47], [73], [74]. It is
assumed that elements are placed on " concentric circles. The pair (A<, #<) gives
the ring radius and the number of the elements on the<th ring, as shown in Fig. 4.2.
Assuming isotropic radiators � (A) = �

A
4− 9 :A where C is the modulation coefficient,
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k is the wave-number, and r is the distance to the observation point, we can write
the coherent contribution of all radiating elements, as shown in (4.3), in which '<,=
is the distance between <, =th element and the observation point.

Figure 4.2: Circular array aperture with element placement on the polar grid.

|�%>;0A�A83�?4ACDA4 (A, \, q) | =
"∑
<=1

# (<)∑
==1

�<,=

'<,=
4− 9 :'<,= (4.3)

Assuming an observation point in the far-field, we can approximate '<,= ≈ A where
A is the center of the array resulting in the simplified expression given by (4.4).

|�%>;0A�A83�?4ACDA4 (A, \, q) | =
1
A

"∑
<=1

# (<)∑
==1

�<,=, 4
− 9 :'<,= (4.4)

Carrying out the far-field approximation for the exponential term '<,=, where
(q<, =, A<) present the radius and angle between the <, =th element, and the center
of the aperture and the radius of the ring on which the <, =th element is placed, we
will have A2 � A2

<. We can write

'<,= ≈ A − A<B8=(\)2>B(q − q<,=) (4.5)

After plugging in (4.5) in (4.4), we get

|�%>;0A�A83�?4ACDA4 (A, \, q) | =
4− 9 :A

A

"∑
<=1

# (<)∑
==1

�<,=4
9 :A<B8=(\)2>B(q−q<,=) (4.6)
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We can further simplify (4.6) by writing the modulation coefficient in polar form
(�<,= = 2<,=4

(V<,=)) and assume uniform amplitude excitation (2<,= = 1). The
V<,= term can be used for beamsteering and can be re-written as V<,= (\0, q0) =
− 9 :A<B8=(\0)2>B(q0 − ?ℎ8<,=) for steering the beam in (\0, q0) direction. This
will result in the general uniform excitation expression in (4.7) for the array factor
of elements placed in a polar grid array (PGA) steered in the direction (\0, q0)

|��%�� (\, q, \0, q0) | =
"∑
<=1

# (<)∑
==1

4 9 :A< (B8=(\)2>B(q−q<,=)−B8=(\0)2>B(q0−q<,=) (4.7)

To compare this result with the continuous annular ring aperture, we assume a single
ring " = 1 in the broadside (\0, q0) = (0, 0) as shown in (4.8).

|�� (\, q) | =
# (<)∑
==1

4 9 :A< (B8=(\)2>B(q−q<,=) (4.8)

Next, in the scenariowhere the elements on the ring approach infinity, the summation
can be replaced by an integral for all q<,= between 0 and 2c and calculate the result
for q = 0 since the pattern will be circularly symmetric, which is the zeroth-order
Bessel function of the first kind consistent with (4.2).

|�� (\) | =
∫ 2c

0
4 9 :A<B8=(\)2>B(q<,=)3q<,= = 2c�0(:A<B8=(\)) (4.9)

Finally, based on the generalized array function (4.7), we can start considering
the effects of integrated photonic routing constraints on this analysis and place
radiating elements on each radius A< further and further apart to provide enough
room for the dielectric radiators as well as signal distribution network. We observe
that for a large number of uniformly distributed elements on the ring, the Bessel
discretization approximation holds for the entire FOV. For example, for a wavelength
of 1.55`<, 50 radiators on a 10`< radius ring (1.25`< radially spaced elements),
the discretization exactly matches with the continuous form as seen by the blue
curve in Fig. 4.3. As the number of elements on the ring is reduced to 40 and
then 20 radiators, the Bessel approximation holds for a narrower FOV of 58◦ and
23◦, respectively, and SLL increases. Based on the element spacing, 1.6`< large
dielectric radiators and 3.1`< large dielectric radiators can be placed on the two
40- and 20-element annular ring apertures for practical implementation. While
these structures have an increased SLL, in practice, a fraction of those SLL will be
suppressed with the limited FOV of the radiating elements.
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Figure 4.3: Effect of annular ring discretization on the far-field array factor. 20`<
diameter ring is plotted for a continuous annular ring slit aperture, discretized
with 40 omni-directional radiators (1.6`< radially spaced elements and Bessel
approximation valid up to 58◦), and discretized with 20 omni-directional radiators
(3.1`< radially spaced elements and Bessel approximation valid up to 23◦). As
the number of elements is reduced, the SLL increase and the Bessel approximation
holds for a narrower FOV.

4.3 Design
The discretized multi-annular ring OPA system has a 400`<-diameter aperture with
255 radiating elements controlled by four groups of phase and amplitude controllers
with the row-column drive. Annular-ring OPA array factor was optimized based
on routing constraints of 1`< minimum pitch and 2`< × 5`< compact photonics
radiators. In addition, the linear density of the aperture is kept constant to maintain
uniform power distribution and circular symmetry in the aperture. The 255 radiating
elements of the aperture are placed on five concentric circles with the innermost
circle =1 = 17 radiators placed equidistant on a A1 = 40`< radius. The ring’s
radius increases with 40`< linear increments, and the number of radiators per ring
increases linearly by increments of 17. This results in placing (17, 34, 51, 68, 85)
radiators on (40`<, 80`<, 120`<, 160`<, 200`<) radius rings, respectively. The
annular ring aperture maintains the Bessel form for 2◦ FOV. This aperture has a
theoretical beamwidth of 0.2◦ with no grating lobes and a full 180◦ FOV. The largest
side-lobe level is at −10.5 dB for omni-directional radiators. The radiating element
is the same structure as the radiator in co-prime array (Fig. 3.10) with 22◦ FOV and
over 50% peak radiation efficiency at the optimum angle of 9◦. When considering
the radiating elements’ far-field pattern, the FOV of the aperture is limited to the
FOV of the radiating element (22◦). This analysis suggests that the total theoretical
resolvable spots for this aperture is 12,100. The largest side-lobe level with the FOV
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of the aperture is below −15.6 dB.

Figure 4.4: 255-element annular ring OPA AF assuming isotroptic radiators. (a)
Full AF of the aperture for q = 0. (b) Close-up AF of the aperture for q = 0. This
aperture has a theoretical beamwidth of 0.2◦ with no grating lobes with the highest
SLL at −10.5 dB.

Figure 4.5: 255-element circular OPA AF including the radiator far-field pattern.
The grating coupler-based radiator limits the FOV of the aperture to 22◦ with the
highest side-lobe level of −15.6 dB resulting in a total of 12,100 resolvable spots
using this aperture.

The phase and amplitude modulators for 255-elements are grouped into four blocks.
Within each, there are 16 × 4 amplitude modulators and 16 × 5 phase modulators
(Fig. 4.6). The amplitude modulators are placed in a distributed tree structure
as a series of tunable couplers that maintain a constant power output through the
aperture for all amplitude modulator array configurations compared to the scenario
where each signal path contains an amplitude modulator. In the latter case, if it
is desired to modify the amplitude of a signal path from a maximum to a lower
value, the difference in the power value will be radiated out of the chip. In contrast,
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in the tunable coupler distribution tree, the power is diverted from one signal path
to the other. For each block, the columns of the phase and amplitude modulators
are shared resulting in a 16 × 9 row-column block that needs to be driven with
external circuitry with a pulsed-amplitude modulation (PAM) drive circuit. This
reduces the drive circuit complexity from$ (#2) to$ (#). An array of #×" phase
and amplitude modulators placed in a rectangular grid requires only # + " driver
voltages. This is critical for large OPA designs. In the case of this design, 25 drivers
can independently address 144 phase and amplitude modulators. 100 drivers are
required to control 510 phase and amplitude modulators. A PINmodulator is placed
in the input path that helps distinguish between the light coupled into the waveguide
and the uncoupled stray light from the fiber that reflects off of the substrate and
interferes with the measured far-field signal. A 1% sniffer photodiode, after the
input fiber grating coupler, helps in monitoring the total power coupled into the
chip, while another 1% sniffer photodiode is used to monitor the extinction ratio of
the PIN modulator. Several proportional to absolute temperature (PTAT) sensors
are placed throughout the chip that can be used to monitor temperature gradients
across the chip. Furthermore, the path mismatch between different signal paths,
especially the path mismatch between four modulator blocks, is compensated with
on-chip spirally delayed lines.

A series of duty-cycled pulsed-amplitude-modulators periodically cycle through 16
pre-set values stored in a series ofDACs for the row-column drive. During each time-
slot (1/16 of the cycle), one column is forward biased to the desired value while the
remaining columns are in reverse bias. Each column is active only 1/16 of the cycle,
and hence the power delivery to that particular column is 16 times the target value.
Since thermal modulators operate at low kHz range frequencies, a PAM signal in the
order of a fewMHz is sufficient to maintain desired values in all phase and amplitude
modulators. A diode in series with the heater element prevents the reverse flow of
current in the undesired branches. This allows for independent programming of all
510 phase and amplitude modulators. The spiral phase modulator with oxide-etched
isolators in this design (used as phase and amplitude modulator) is similar to the
phase modulator in co-prime OPA (Fig. 3.7). A series of dummy heaters is placed
in the phase modulator blocks that help to maintain a constant thermal profile on the
chip.

As mentioned earlier, a novel feature of this row-column amplitude distribution
block is the incorporation of a tree-distributed tunable amplitude modulator with
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Figure 4.6: Circular OPA layout. 255-element aperture is controlled by four blocks
of 9×16 phase/amplitude modulators. Integrated PINmodulator, as well as sniffers,
help monitor the power coupled into the chip. Low-loss on-chip delay light com-
pensates for the path mismatch between different blocks of the aperture. Distributed
PTAT sensors can be used to track the on-chip thermal gradient. An SEM image of
the 255-element aperture, as well as the unit radiator, is shown on the right.

calibration photodiodes (Fig. 4.7). This architecture can be used to compensate
for path mismatch between different paths due to initial fabrication imperfection. A
one-time calibration can be done for each chip and use # sense nodes to adjust a
1 : 2# tunable power splitters with 2#−1 sniffer photodiodes. A 1 : 8 power splitter
is depicted in Fig. 4.8 to explain the calibration flow. PD0 can be used to determine
the total input power to the structure. AM0 output can be swept between minimum
and maximum using the row-column drive circuit, and the power division ratio can
be tracked with PD1. This power distribution curve can be stored and be used for
calibration and tuning of AM0 during OPA beamforming operations. Afterward,
the total power will be switched to path one, which results in PD2 reading only
the power in the top branch. Afterwards, AM11 can be calibrated similarly to
AM0 using PD1 and PD2 power levels. In the next step, the full power will be
diverted to the lower branch for calibration of AM12. This process is repeated until
all amplitude modulators are calibrated. In addition, compared to the conventional
design of one amplitude modulator per branch, this tree-distributed approach can get
a better extinction ratio when switching the power entirely off in particular branches.
If the available tunable splitter can get a maximum ratio of one to nine, the cascaded
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Figure 4.7: Block diagram for independent drive and control of the on-chip phase
and amplitude modulators. A tunable MZI power splitter can be used to divert
signal from one signal path to the other. 16 DACs, in conjunction with a multiplexer
and a high voltage amplifier, construct each of the 100 PAM signals on the chip.
Dummy heaters are distributed in between the phase shifter to help with stabilizing
the on-chip thermal gradient.

tunable splitters can better isolate the desired signal path.

Figure 4.8: Circular OPA amplitude control block diagram.
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4.4 Measurement Result
The row-column drivers apply a variable amplitude pulse of 15v with 10-bit res-
olution with 10ns rise and fall time. The pulse width can be set to as small as
40ns. Henceforth, the driver can switch between 16 different values at a 1.56MHz
repetition rate for different column settings. Since the thermal modulators have a
30ms thermal time constant, reprogramming them at a 1.5MHz rate is sufficient for
the thermal modulators to maintain the desired value. To calibrate for the phase and
amplitude variation from fabrication mismatch and to form a beam in the desired
direction, a combined optimization scheme was used. Due to the high number of
phase and amplitude modulators, first, a randomized search algorithm searches the
entire solution space for potential optimum beams, as shown in Fig. 4.9 (green),
where the optimum point is 4 dB higher than the scenario when all DACs were
off. After two-hundred iterations, the optimizer finds several potential optimum
points. After verifying the best outcome, a modified gradient descent algorithm is
employed where several DACs are randomly modified in a random direction. If the
optimum point is obtained, the optimizer progresses in that direction till a maximum
is found. Afterward, this process is repeated. Typically after another 250 iterations,
the optimum point is improved slowly by another 1-2 dB as seen in Fig. 4.9 (purple
region).

The dynamic beamforming stability and repeatability of this circular OPA are cap-
tured by recording the normalized beam power in the broadside direction when the
OPA phase-shifter setting is toggled between the case when all drivers are off, and
all drivers are set at the optimum value. As shown in Fig. 4.10, the optimized
setting increases the radiated power in the broadside direction by around 6 dB in
optical beam power. It takes around 2 seconds to program the phase shifters. The
thermal gradient on the chip and all the amplitude and phase shifters settle thermally
in approximately 8 seconds when switching from driver off state to optimum beam
setting. The ripple in the optimized setting is less than 0.4 dB between several cycles
of tuning of the PAM drivers and setting them to the optimum setting, which shows
high reliability of the measurement.

An on-chip modulator separates between the power coupled into the chip and the
uncoupled optical power reflected from the surface of the chip or the silicon substrate,
and a narrow-band filter on a spectrum analyzer isolates the signal with high SNR
similar to a lock-in amplifier system. A custom two-axis stage, moving an InGaAs
photodiode in (\G , \H) directions at a 5cm constant distance from the chip is used
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Figure 4.9: Optimization progression after 450 iterations. The first 200 iterations
are random searches in the solution space looking for the potential optimum points.
Afterward, the most optimum point is verified, and modified gradient descent algo-
rithms find the optimum solution.

Figure 4.10: Dynamic stability of circular OPA from one setting to another: Here,
the system setting is toggled between the initial unoptimized setting (All DACs off)
and optimized beam pattern for the direction (0, 0). It takes 10 − 12 seconds for
the thermal gradient to stabilize between different settings. The optimizer is able to
increase main beam power by a minimum of 6 dB from the initial setting.
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to measure the far-field beam-pattern of the optical phased array. A 2D scan of
the beam pattern (Fig. 4.11 (a)) using this far-field measurement system shows
no visible grating lobes in (10◦, 10◦) FOV. The highest measured SLL is 4 dB in
optical beam power below the main beam showing beamforming with no grating
lobes. Each point is measured three times, and the resulting average is plotted.
The cross-sectional scans show the power fluctuations is less than 1 dB at peaks
and a maximum of 2 dB at minimum points as it is seen in Fig. 4.11 (b) and (c).
The annular ring OPA is re-optimized in three other directions, (\G , \H) = (−1.2, 0)
and (\G , \H) = (−3.4, 0) in \G direction (Fig. 4.12 (a)) and (\G , \H) = (0, 2.2),
to demonstrate beamsteering in \H directions (Fig. 4.12 (b)). The best measured
beamwidth for the demonstrated annular ring OPA is around 1◦, and the entire chip
area is 2.2<< × 2.2<<.

Figure 4.11: 2D beamforming demonstration: (a) Two-dimensional beam pattern
was measured for the optimized direction (0, 0). (b) and (c) are 1D cross-sections
of the beam pattern in \G and \H directions. The measurement standard deviation
shows high repeatability of the measurement results.

4.5 Discussion
The beamforming capability of this OPA was demonstrated over a 10◦ FOV with 1◦

beamwidth. Given the radiation pattern of the individual radiator, this will result in
22×22 = 484 resolvable spots for this aperture. It isworth discussing possible factors
that contributed to the discrepancy between the expected beamwidth of 0.2◦ and
SLL of 15 dB compared to the measured result. First, the large solution space for the
optimum setting of 510 phase and amplitude modulators with 10-bit resolution each
makes it difficult to find the optimum solution by calibrating out the possible path
mismatches on the chip. The customized design of the spiral MZI helps in thermal



48

Figure 4.12: 1D beam pattern for several directions. (a) Integrated beamforming in
\G was demonstrated by optimizing the beam in two additional directions, (\G , \H) =
(−1.2, 0) and (\G , \H) = (−3.4, 0) in \G . (b) Beamforming in \H was demonstrated
by re-optimizing the beam in (\G , \H) = (0, 2.2) direction.

isolation of the modulation as well as reduction of the cross-talk, but it is unable to
completely eliminate it, and precise control of the phase and amplitude modulators
is hindered. Both of these potential problems can be addressed with much more
complicated designs. First, incorporating electro-optic modulators, despite their
large foot-print compared to the spiral MZI modulator, do not suffer from cross-talk
[43]. In addition, integrated interferometers and sniffer photodiodes can be used to
precisely measure out the relative phase and amplitude of the signals in different
paths and can be used to bypass the large search space of the optimizations required
for beamforming [52]. With fabrication mismatches corrected using integrated
interferometers and amplitude control sniffers, the direction of the desired beam can
be computed and applied to the OPA.
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Three observations from the results of this analysis of this annular-ring OPAs are
worth noting here. First, this aperture is highly efficient for signal distribution to and
from the aperture due to its circularly symmetric nature. Second, the linear density
of the array, which is a function of the process node, sets the beam efficiency of
the OPA, and it is possible to implement a radiating-element limited FOV optical
phased array even in single-layer silicon photonics process. Finally, given a density
limitation for a particular process, which is a function of the number of the dielectric
layers, simulation of larger aperture shows that by increasing the aperture size,
aperture size can increase as needed to its constant linear density in the array, the
beam efficiency remains relatively constant, but the relative SLL and the FWHM
decreases. In addition, the effective coherent receiver area increases linearly with
the size of the aperture, which results in higher signal sensitivity for a directive
receiver. A comparative plot for changes in the beamforming characteristics of
different aperture diameter OPAs is shown in Fig. 4.13. Die-photo of the chips is
shown in Fig. 4.14.

Figure 4.13: Beamefficiency, FWHM,SLL, and aperture area for different diameters
of annular-ring OPAs.
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Figure 4.14: Die-photo of the annular-ring OPA chip.
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C h a p t e r 5

LARGE-SCALE COHERENT IQ IMAGER

A coherent imaging system using IQ signals capable of rejecting undesired relative
phase fluctuations between the illumination and LO path is presented. This aperture
incorporates a novel row-column read-out architecture capable of reading #2 signals
from photonic chips using only # adjustable voltage nodes as well as # amplifier
chains. A hybrid 90◦ coupler in conjunction with balanced detectors enables high
sensitivity and dynamic range and improves signal acquisition speed1.

5.1 Introduction
Compared to traditional CCD and CMOS image sensors, coherent homodyne detec-
tion offers improved sensitivity due to the perceived gain of the reference path. In
surface metrology applications, homodyne photonic image sensors offer high spatial
and depth resolution compared to their RF counterparts. Coherent image sensors
can also be utilized for remote sensing via loss and refractive index measurements
[11]. These characteristics enable coherent imaging systems to have a wide range
of applications in 3D imaging, target tracking and detection, robotics, remote sens-
ing, and medical devices [43], [75]. In a typical setup, the imaging target is either
illuminated point by point via mechanical or solid-state beam steering [13], [76] or
the entire target is illuminated simultaneously using flash or CW illumination. In
the latter case, the receiver creates an image of the target via a lens and an array of
detectors sample and reconstruct the target [77] (Fig.5.1).

Coherent imagers have two parts: signal detection using a receiver array and signal
processing that allows the receiver to perform the desired task (time-of-flight, loss,
and refractive index measurements). A lot of work has been done to explore various
signal processing schemes as well as analyzing the limitations of these coherent
systems. Ranging is done with either direction laser frequency modulation [78]
or amplitude modulation of a constant frequency laser [11]. Furthermore, dual
and multi-frequency ranging architectures [11], [76], [79], optical frequency comb
based ranging [80], [81], comb calibrated FMCW lidar [47], complex waveform
modulation for simultaneous range and velocity detection [82]–[86], and pseudo-

1This work was done in collaboration with Reza Fatemi and Behrooz Abiri.



52

Figure 5.1: In this coherent imaging system, the target is illuminated using a
collimated beam, the returned signal is captured via a lens, and the image is formed
on the sensor array.

random code modulated lidar [84] are some of the methods for coherent image
signal processing.

In this work, an external amplitude modulator is used to apply the chirp signal.
Compared to stabilizing a chirped laser signal, analog and digital synthesis methods
are much simpler to implement and reduce the system complexity. Here the focus
is on improving the performance, similar to [11], which suffers from random phase
fluctuation between the illumination and reference paths. Random phase fluctua-
tions acts as an amplitude modulation for the mixed frequency component signal
that contains the coherent signal. Every measurement point needs to be sampled
continuously until the amplitude of the received signal is maximized (relative phase
error between the transmitter and receiver paths becomes zero, and the mixed-signal
is maximized). An architecture using in-phase and quadrature signals is proposed
that cancels out the LO and signal path’s relative phase fluctuation, resulting in a
faster and more robust signal acquisition for coherent imaging systems.

5.2 Background
In this section, the lidar signal in [11] is examined, and a solution is proposed to
address the shortcomings of said design. The general amplitude-modulated signal
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is denoted by �B (C), and the RF modulation term is denoted by �(C). In the case of
FMCW chirp modulation, �(C) = 2>B(1/2ZC2 + l0C). Therefore, we have

�B (C) = �(C)2>B(l>?CC + q>?C), (5.1)

where q>?C is the random optical phase. In photonic coherent homodyne detection,
the reference and signal paths are combined and squared using a photodiode, which
is a square-law detector. If the light travel time is denoted by g, and the illumination
to receiver total path loss is denoted by U, the resulting simplified output signal will
be

�<8G (C) = |U�B (C − g) + �!$ (C) |2, (5.2)

which simplifies to

�<8G (C) = U2�2
B (C − g) + �2

!$ (C) + 2U�B (C − g)�!$ (C)2>B(Δq) (5.3)

Here, the time of flight information can be extracted from the third term �B (C)�!$ (C−
g). Assuming that the first two terms are negligible compared to the mixed term,
we can evaluate the system’s signal-to-noise ratio (SNR) at the output. We observe
the effective signal gain in these coherent imaging systems due to the LO signal and
improved detection sensitivity compared to direct detection systems.

(#' =
'2U%B%!$

2@'%!$ + �%�30A: + �4;42.
(5.4)

(#' =
'U%B

2@' + (�%�30A: + �4;42.)/%!$
(5.5)

Here ' denotes the responsivity of the detector. Compared to the direct detec-
tion schemes where the system loss is typically limited by the dark current of the
photodiode �%�30A: or the noise contributions from the electronics �4;42C , coherent
homodyne systems can operate in the shot noise limited region where the SNR is
limited by the total power budget (%B + %!$) and round-trip signal path loss U.

In the previous work [11], the coherent imager used direct homodyne mixing of
the illumination signal �B (C) and the reference signal �!$ (C − g), where single
germanium detectors act as square law power detectors for extracting the cross term
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with the coherence information. Denoting the amplitude attenuation factor in the
signal path with U, the detector’s output is shown in Eq. (5.6).

�%� (C) = |U�B (C) + �!$ (C − g) |2 (5.6)

�%� (C) = U2 |�B (C) |2 + |�!$ (C − g) |2 + 2U�B (C)�!$ (C − g)2>B(qB − q!$) (5.7)

The desired signal used for coherent imaging is in the third term, (�B (C)�!$ (C − g)).
In such an imaging system, the first two terms constitute undesired signals and need
to be filtered. For imaging scenarios where there is sufficient power in the received
signal or there is a significant path difference between the reference and signal path,
the strong undesired reference path signal can be attenuated using electrical filters or
time-domain multiplexing techniques. The filtered cross-term signal is denoted by
�%� 5 8;C . In realistic scenarios where the return signal is weak or the path difference
between the signal and reference path is small, it becomes more difficult to filter out
the undesired signal degrading the signal quality.

Another challenge with this system is the random phase fluctuations between the
signal and the reference path. Due to the thermal variations and mechanical vi-
brations’ differences between the reference and the signal path, there is a random
undesired phase mismatch component q 5 ;D2C (C) that randomly modulates the mixed
term at kHz frequencies.

�%� 5 8;C (C) = 2U�B (C)�!$ (C − g)2>B(qB − q!$ + q 5 ;D2C (C)) (5.8)

Figure 5.2: Balanced homodyne detection rejects the un-mixed chirp signal.

Since the random phase fluctuations in the signal and LO path are zero mean
processes, the effect can be alleviated using averaging and time-domain sampling
techniques. The mixed signal is continuously sampled, and only signals above a
certain amplitude threshold are used for data extraction. This comes at the cost
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of increased signal sampling time to capture high amplitude signals with sufficient
SNR that can be used to extract TOF information. In this system, all coherence
imaging information needs to be stored in themixed-signal phase since the amplitude
information is unreliable due to the signal capture method. In addition, the strongest
signal is the intensity of the reference signal, which can saturate the signal in
the electrical amplification chain (Fig. 5.2). Furthermore, in this architecture,
the photodiodes are individually interconnected to external electronic circuits for
amplification. In the absence of costly monolithic platforms, this system has scaling
challenges set by the number of availablemetal layers and the interconnect pitch used
for signal routing. As as result, this architecture increases the cost and complexity
of the electronics needed for signal readout.

To address the phase fluctuations challenge as well as the signal saturation caused
by the higher undesired signal power, [82] has demonstrated incorporating balanced
detectors as well as hybrid 90◦ couplers in a discrete setup (Fig. 5.3). This topology
outputs both the in-phase and quadrature forms of the mixed optical signal, and the
contributions from the random phase fluctuations are canceled in the sum-squared
of the two outputs. As a result, the desired signal can be sampled much faster since
the random path mismatch, and phase fluctuations do not affect the SNR and output
signal form, as shown in Fig. 5.4.

�8=−?ℎ0B4 (C) = 2U�B (C)�!$ (C − g)2>B(qB − q!$ + q 5 ;D2C) (5.9)

�@D03A0CDA4 (C) = 2U�B (C)�!$ (C − g)B8=(qB − q!$ + q 5 ;D2C) (5.10)

��2+&2 (C) = 4U2�2
B (C)�2

!$ (C − g) (5.11)

Figure 5.3: Balanced homodyne detection with 90◦ hybrid can reject random phase
fluctuations between the LO and signal paths.

5.3 Design
Here, a hybrid 90◦ coupler is implemented in a silicon photonics platform for the
first time in an 8×8 array with 100`< element pitch. It is also demonstrated that this
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Figure 5.4: Suppression of the path mismatch phase fluctuation using 90◦ hybrid
structure and computing the sum squared term.

architecture can be expanded to any arbitrary aperture size # × " without running
into SNR limitations or optical and electrical routing bottlenecks. Furthermore,
this architecture simultaneously captures both the optical phase and amplitude from
multiple pixels. Henceforth, it can be used as a complex (real and imaginary) optical
imaging system. It can be used with previously demonstrated complex modulation
methods, or it can be used to extract the relative optical phase between the adjacent
pixels, which has applications in phase microscopy or coherent tomography.

This imaging system has an adjustable reference distribution system feeding an array
of 8 × 8 balanced IQ unit cells with row-column readout and row-column tuning
circuitry. The unit pixel cell contains a grating coupler as a receiving element and
mixes the received signal with the reference signal using a hybrid 90◦ coupler that
feeds the in-phase and quadrature output to two balanced detectors. The layout of
the system is shown in Fig. 5.5 (b).

There are two thermal tuning nodes per cell and three-bias connections per pixel.
The balanced detectors cancel out the strong reference signal and allow a higher



57

Figure 5.5: IQ chip layout. (a) The layout of the IQ unit cell. (b) Layout of the full
chip with 8 × 8 IQ unit cells and adjustable LO distribution network.

dynamic range. This cancellation relies on the perfect fabrication of the directional
coupler and the matched responsivity of the two photodiodes. The consistency and
maturity of the CMOS grade photonic fabrication make this possible. The hybrid
90◦ coupler is a four-port device that produces in-phase and quadrature outputs
by incorporating 90◦ optical phase difference between the mixed signal of the two
output ports. The design of the 90◦ coupler is shown in Fig. 5.5(a). To ensure the
reliable fabrication of the 90◦ hybrid against wafer-level fabrication mismatches and
etch gradients, the 90◦ path length difference was implemented as two 45◦ phase
delays in opposite arms of the 90◦ hybrid. Any deviation from the ideal 90◦ phase
(q4AA>A) can be calibrated per device.

�8=−?ℎ0B4 (C) = 2U�B (C)�!$ (C − g)2>B(qB − q!$ + q 5 ;D2C) (5.12)

�@D03A0CDA4 (C) = 2U�B (C)�!$ (C − g)2>B(qB − q!$ + q 5 ;D2C + c/2 + q4AA>A) (5.13)

In addition, two small series diode resistors are incorporated in each arm of the
hybrid 90◦ coupler that can be used to correct the phase error term q4AA>A . To reduce
temperature gradient on chip, each thermal tuner has been broken into two serially
connected thermal tuners on opposite arms, as shown in Fig. 5.5(a). Since the
thermal tuners only correct for small phase error resulting from the fabrications, the
required phase shift and thus the thermal tuner power consumption is significantly
reduced. In addition, the number of bends and waveguide lengths is matched in the
two paths. Finally, the two outputs of the unit pixel cell have a parallel resistor with
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each photodiode and a silicon photodiode in series that allows for the row-column
readout of the pixel outputs.

To operate the structure in a row-column fashion with an expandable aperture,
three architectures are used: a row-column thermal tuning architecture (Fig. 5.6),
a row-column readout architecture (Fig. 5.7), and an adjustable reference signal
distribution (Fig. 5.8). A row-column thermal tuning structure incorporating a
matrix of series diode-resistors interconnected in a row-column fashion is utilized.
Each unit heater shares a common row and column signal with the thermal tuners
in the same row and column, respectively (as shown in Fig. 5.6).

Figure 5.6: Row-column thermal tuners.

Thus, for an array of # ×" heaters, only # +" electrical connections are needed.
The thermal time constant of these thermal tuners provides the additional degree of
freedom required to independently program these # × " heaters by incorporating
pulse modulation techniques. The thermal tuners are cyclically programmed one
column at a time. In each time cycle, each column of thermal tuners receives" times
the target power while other columns receive no power. On average, during each
cycle, any column receives the target power. A thermo-optic phase modulator has a
typical thermal bandwidth response in the order of 10kHz (100`B time constant). An
additional factor of 10 was assumed for the thermal modulator bandwidth to reduce
ripple in the thermal modulator response. High-speed electronic driver boards are
designed to toggle between different settings corresponding to different columns
of the row-column thermal tuner matrix. Since the number of columns (") is 8,
a driver board with a switching speed of 2MHz is more than sufficient to toggle
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between setting for different columns and allow for independent control of all #×"
heaters. Since there are two thermal heaters per unit cell, the thermal tuning matrix
is interleaved, and for every row signal, there are two column signals corresponding
to the two heaters per unit cells that are simultaneously programmed per cell.

Figure 5.7: Row-column readout architecture.

In addition, a row-column readout architecture is implemented. For an # × "
array of photodetectors, only # + " electrical connections are required. The
balanced detectors are reverse biased using two bias voltages common between all
the elements in the row. A series silicon diode is put at the output of the balanced
detector and is connected to the column signal, which allows one to turn any row
of IQ cells on or off, as shown in Fig. 5.7. A parallel resistor is included with
each photodiode to prevent charge build-up during the off state, which can degrade
the photodiode performance. A set of switches toggle the bias voltage on the row
signals. All the rows, except the target readout row, are put in reversed bias, and the
silicon diode blocks the balanced photodiode pair’s signal from flow in the column
signal, which is connected to a low noise trans-impedance amplifier (TIA). Since
there are two signals (in-phase and quarature) per unit cell, the row-column readout
also incorporates an interleaved row-column matrix with two common photodiode
reversed-bias signals per row and two (in-phase and quadrature) signals per column
connected to two TIAs. This architecture allows concurrent readout of all the
photodiodes in a row, which means that the relative optical phase between adjacent
photodiodes can be extracted. This shows the architecture has potential for phase
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retrieval applications.

Figure 5.8: LO distribution network for undesired signal suppression from the
leakage of other IQ cells in the row.

Finally, given the row-column readout architecture, the residual current leakage
from the rows of IQ cells that are inactive at any given time will pose a bottleneck
for a large-scale coherent IQ receiver aperture since the cumulative leakage will
degrade the SNR. To address this issue, a tunable LO reference distribution network
is implemented. A tree-style switching network can redirect the LO power to a
given row (Fig. 5.8). This means that the mixed coherent signal from the other rows
will be attenuated by the same amount that the reading row is amplified (in terms
of LO gain). Furthermore, this tunable LO distribution network reduces the total
required power for measurement and operating in the shot noise limited region to the
minimum optical LO power required for one row of IQ unit cells. This architecture
allows for the expansion of this aperture to a very large size without running into
LO power delivery or noise leakage challenges.

5.4 Setup and Measurement
IQ chip was illuminated with a collimated fiber from a 20cm distance, and RF mod-
ulated THz/s chirp (2GHz/ms) was generated with an arbitrary waveform generator
and applied to the external amplitude. Here Z=2THz/s and l'�0=500MHz.
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Figure 5.9: The amplitude is modulated using FMCW waveform with 2GHz/ms
chirp rate.

+<>3 (C) = 2>B(
1
2
ZC2 + l'�0C + q'�) (5.14)

�B (C) = +<>3 (C)2>B(l>?CC + q>?C +Φ(C)) (5.15)

�!$ (C) = �B (C − g) (5.16)√
��2+&2 (C) = 2U�B (C)�!$ (C − g)2U+<>3 (C)+<>3 (C − g) (5.17)

The distance of the illuminated fiber with respect to the chip was varied over 3.5 mm
range. The sum term in the mixed component is in the GHz range and is filtered out
by the photodetectors. The received signal is amplified and the time-domain signal
is captured by an oscilloscope. Chirp reset trigger signal is also connected to the
oscilloscope and used as a trigger signal for the mixed received signal.

√
��2+&2 (C) = 2U2>B(ZgC + Δq'�) (5.18)

The resulting range measurement result is shown in Fig. 5.10.

SEM photos of the IQ imagers’ amplitude tuning cell is shown in Fig. 5.11(a). SEM
of IQ unit cell is shown in Fig. 5.11(b). SEM image of the hybrid 90◦ balanced
coupler is shown in 5.11(c). Die photo of the chip is shown in Fig. 5.12.
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Figure 5.10: Range data. Path length difference between the LO and illumination
was increased in linear increments of 600`<.

Figure 5.11: SEM images of IQ imager’s building blocks. (a) Unit cell of tunable
amplitude coupler in the LO distribution network. (b) IQ unit cell. (c) Hybrid 90◦
balanced coupler.
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Figure 5.12: Die-photo of the 8 × 8 IQ coherent imaging chip.
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C h a p t e r 6

A COMPACT SPIRAL MACH-ZEHNDER INTERFEROMETER
MODULATOR ON SOI PROCESS

Here a small-footprint spiral Mach-Zehnder Interferometer Modulator is designed
in a photonics process. This modulator archives 9GHz 3dB-bandwidth using two
3mm-long spirally-wrapped MZI arms in a compact 550`< × 650`< area, which
demonstrated its potential for high-density integration1.

6.1 Introduction
In high-speed communications, due to the long modulator dimensions, the prop-
agation difference speed of the optical and electrical signals becomes critical and
negatively affects themodulator performance. Mach-Zehnder interferometers (MZI)
address this issue and are widely used in optical communication networks for high-
speed optical signal modulation. Integrated photonics systems typically use PN
modulators. These PN structures implemented as traveling-wave modulators are
several millimeters long [87], [88], which causes the MZI structures to have high
aspect ratios and consume a large silicon area. This is problematic for high-density
silicon-photonics integration where total signal routing on-chip and the entire chip
area are expected to be minimized. In addition, at least one dimension of the chip is
required to be several millimeters, which makes them impractical from a electrical
drive perspective. Our proposed architecture created a compact, area-conserving
spiralMZImodulator with an aspect-ratio of 1.2, making it practical for high-density
integration. This is achieved by wrapping the 3mm-long modulator from a straight
form into a spiral shape.

6.2 Design
Figure 6.1 (a) shows the die-photo of the proposed spiral MZI. The input and
output ports of the MZI are placed on the outside of the spiral MZI for high-
density integration. The 90nm slab is alternatively doped as p-type and n-type
doped regions in between the 220nm optical waveguides for compact routing. p-
and n-doped regions are reverse biased to form PN carrier-depletion type phase
shifters in each interferometer arm. The two PN diodes are connected serially to

1This work was done in collaboration with Behrooz Abiri.
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Figure 6.1: (a) Die photograph of the fabricated chip. (b) Partial cross section of the
MZI structure demonstrating the capacitance between VDD and GND. The spiral
MZI allows for a push-pull operation of the phase shifters.

allow for modulator push-pull operation with a single external driver. The partial
cross-section of the MZI structure for two turns of the spiral is shown in Fig. 6.1(b).
A co-planar electrical transmission line, which is capacitively loaded by the PN
junction, delivers the electrical drive voltage to the modulator. This capacitive
loading of the transmission line reduces the propagation speed of the electrical
signal. It is taken into account in the design to reduce velocity mismatch between
electrical and optical waves. Furthermore, to reduce the cross-talk between co-
planar adjacent signals in the spiral, each signal is shielded by two grounds from
each side. Finally, the ground plane is extended over the supply (VDD) line to act
as a distributed bypass capacitor reducing the supply voltage ripple. The electrical
wave is terminated at the center of the chip via an integrated 50Ω resistor.

6.3 Measurements
The chip was fabricated in the IME process via OpSIS. The fabricated test chip,
shown in Fig. 6.1(a), confines two parallel 3mm-long PN phase shifters in an
area less than 550 × 650`<2. The DC response of the modulator is shown in
Fig. 6.2(a) with +c! of 2.27 V · cm An electrical VNA with a calibrated 35GHz
photodiode is used to measure the AC response of the spiral MZI (Fig. 6.2(b)).
We measured a 3 dB modulation bandwidth of 9GHz. The mismatch between the
impedance of the traveling wave electrical transmission line and the integrated on-
chip termination results in the ripple in the frequency response of the modulator.
NRZ data transmission eye diagrams for 12.5Gbps and 20Gbps are shown in Fig.
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Figure 6.2: (a) Measured DC response of the modulator. (b) Measured frequency
response of the modulator.

Figure 6.3: (a) l2.5Gbps eye diagram, (b) 20Gbps eye diagram.

6.3(a) and Fig. 6.3(b).
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C h a p t e r 7

MONOLITHIC MACH-ZEHNDER INTERFEROMETER
MODULATOR IN AN UNMODIFIED CMOS PROCESS

In this work, a compact, monolithically-integrated MZI modulator operating using
PIN phase shifters is demonstrated to operate above 1Gbps. This device is imple-
mented in an unmodified 180nm CMOS electronics SOI process. This compact
50`<-long structure allows for high-density integration of high-speed photonics
modulators and electrical driver circuitry on a single standard CMOS chip for data
communication applications1.

7.1 Introduction
Integrated data communication solutions are typically implemented using electronic
and photonic chips that are integrated on different platforms. In this situation, each
process is optimized for each sub-system performance independently but suffers
from interconnect parasitics problems. Monolithic solutions can remove chip-to-
chip interconnect parasitics and reduce system packaging complexity [89]. Mono-
lithic integration of silicon photonic devices with electronics has been previously
demonstrated in 45nm IBM SOl process [90]. However, this process has a 100=<-
thick bottom oxide layer and requires post-processing to remove the silicon substrate
to allow for optical wave propagation in O and C bands. The CSOl7RF process
with 1`< bottom oxide layer has an insignificant optical coupling to the substrate
at communication wavelengths of 1550nm and 1310nm [91]. For this process,
grating couplers for coupling light into and out of the modulator have been previ-
ously demonstrated [91]. No active devices have been presented on the platform.
Mach-Zehnder interferometers (MZI) are widely used in optical high-speed commu-
nication systems. For the first time, a compact MZI modulator has been designed in
180nm CS0I7RF process with 510MHz bandwidth and 1.25Gbps data transmission
rate.

7.2 Design
Fig. 7.1(a) shows the die-photo of the proposed compact MZI structure. Laser light
at 1550nm wavelength is coupled into and out of the chip via grating couplers. Each

1This work was done in collaboration with Behrooz Abiri and Andy Zhou.
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Figure 7.1: (a) Die photograph of the 50`<-long amplitude modulator. (b) Cross-
section of the MZI structure depicting the doped regions as well as the dimension
of the modulator device. The poly-silicon layer on silicon structure confines the
optical mode in the PIN structure. (c) Electrical connectivity of the PIN diodes.
Back-to-back diodes allow the modulator to operate in a push-pull fashion.

arm of the interferometer modulator is a PIN diode, as shown in Fig. 7.1(b). The
core of the waveguide is minimally doped to reduce the insertion loss. The process’s
poly-silicon layer helps contain the mode in the core of the waveguide. The thin
gate oxide of a few nanometers has a negligible effect on the optical field. Forward-
biasing the PIN diodes results in current flow through the silicon that changes the
refractive index of the interferometer arm for modulation. PIN modulators are
connected back-to-back as shown in Fig. 7.1(c) to operate in a push-pull fashion.
The common node of the modulators is grounded while the the other two terminals
are driven via two external RF sources. Alternatively, the two outer nodes can be
biased, and the center node can be operated using a single RF source.

For this structure, we measured a propagation loss of 14 dB/cm for the 500nm-
wide waveguides, 10 dB/cm for the 600nm-wide waveguides, and 8 dB/cm for the
1.5`<-wide waveguides. Surface roughness of the waveguides is the primary cause
of loss in these waveguides. The standalone poly-silicon layer has an insertion loss
of 55 dB/cm. The high loss of the polycrystalline silicon is due to grain boundary
scattering. Y-junctions for power splitting and combining introduces 0.47 dB of
excess loss.

7.3 Measurements
DC and AC response of this modulator and high-speed data transmission is char-
acterized for this modulator. The DC response of the modulator is shown in Fig.
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Figure 7.2: (a) Measured DC response of the modulator. (b) Measured frequency
response of the modulator.

Figure 7.3: (a) 900Mbps eye diagram without pre-emphasis. (b) 1.2SGbps eye
diagram with pre-emphasis.

7.2(a). Equal-lengthmodulator arms of the interferometer result in less sensitivity to
the operation wavelength. AC response is characterized using an electrical VNA and
a 35GHz external photodiode. The measured frequency response is shown in Fig.
7.2(b). The 3dB bandwidth of the modulator is 510MHz. Without pre-emphasis,
we demonstrate the NRZ modulation eye diagram at 900Mbps, as shown in Fig.
7.3(a). With pre-emphasis and adjusting the first and second post-tap coefficients,
we demonstrate an open eye at 1.25Gbps, as shown in Fig. 7.3(b).
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C h a p t e r 8

HIGH-SPEED SLOW-WAVE MODULATOR USING
CORRUGATED WAVEGUIDES

In this chapter, a compact MZI modulator using corrugated waveguides employing
slow-wave architecture is used to reduce modulator +c! . This structure exhibits
80% enhancement in extinction ratio in slow-wave operation and achieves 14GHz
bandwidth for 1 mm-long structure1.

8.1 Introduction
Improving the size, power consumption, and modulation efficiency of integrated
modulators is important in meeting the demand of exponentially growing traffic in
data-communication and telecommunication. Integrated ring and interferometric
modulators can be integrated at a low cost with high production yield in standard
CMOS compatible photonic processes to meet this growing demand [92], [93].
MZMmodulators offer a higher extinction ratio, high bandwidth, and high tolerance
to process and environmental changes [94]. However, the modulation efficiency of
these structures is very low (high +c!), resulting in a large footprint. This results
in a design trade-off between the modulator length and electrical driver complexity.
To break this trade-off, we incorporate a slow-wave waveguide in a traveling wave
MZI modulators. Previously, slow-light modulators have been used to improve
modulation efficiency [95], [96]. In this work, corrugated waveguide modulators
utilizing the band-edge slow-light effect are designed to improve the modulator
extinction ratio at a reduced electrical drive voltage.

8.2 Design
The slow-wave MZM is fabricated in BiCMOS monolithic IHP microelectronics.
The corrugated waveguide, modulator cross-section, as well as the perspective view
of the modulator is shown in 8.1(a). The dimensions of the corrugated waveguide
are as follows: main rib width 340nm, corrugated rib width 170nm, period 300nm,
corrugated period 150nm, rib height 220nm, and slab height 120nm. The electrical
bandwidth of the structure is simulated by using an equivalent circuit model for

1This work was done in collaboration with Reza Hoesseini, Mircea Catuneanu, Parham Por-
sandeh Khial, Reza Fatemi, and Professor Kambiz Jamshidi.
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Figure 8.1: (a) Schematic of the proposed corrugated-base slow-light modulator,
modulator cross-section view, and schematic of corrugated waveguide. (b) The die
photo of the modulator.

the slow-wave PN modulator incorporated into the traveling wave structure for the
modulator [97], [98]. The increased effective index in the corrugated waveguide
region results in an increased modulation efficiency and reduced drive voltage
requirements.

This modulator uses a concentration of 5×10172<−3 acceptors and donors to create
the 1mm long PN junction. An electrical drive signal is applied to the modulator via
GSGSG probe. The traveling-wave is terminated using integrated parallel resistors
to prevent back-reflection of the electrical wave. The termination resistors are
implemented as a bank of several resistors that can be trimmed for post-fabrication
tuning. Simulation results [99] indicate 15GHz bandwidthwith 2 V · cmmodulation
efficiency for the short 1mm-long modulators.

8.3 Measurements
The optimum operation bias voltage and wavelength for the modulator is extracted
via DC measurement, as shown in Fig. 8.2. This device requires 2.49V to achieve
2c phase shift at 1532.1nm while requiring 1.76V at 1533.7nm, which is the center
frequency of the slow-wave operation regime. A calibrated 40GHz photodiode in
conjunction with an electrical VNA is used to measure the AC response of the
modulator 8.2(b). The electro-optical bandwidth of the modulator was measured
to be 14GHz, as shown in Fig 8.2(c). A sampling oscilloscope in conjunction
with an PRBS signal generator was used to capture the modulated eye-diagram.
The eye diagram for NRZ PRBS7 modulation at 5Gbps without applying pre-
emphasis is shown in Fig. 8.2(e). The modulation output extinction ratio for
constant drive voltage was measured at several wavelengths, as shown in Fig. 8.2(d).
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Figure 8.2: (a) DC response of the corrugated waveguide modulator. (b) Character-
ization setup. (c) AC response of the modulator. (d) Measured extinction ratio of
the modulator at 1.25GHz. (e) Eye diagram for NRZ data transmission at 5Gbps.

This measurement shows an 80% enhancement in extinction ratio in the slow-wave
operation region compared to standard rib waveguide modulators.

8.4 Discussion
We demonstrated extinction ratio enhancement of 80% in the corrugated waveguide
modulator while maintaining 3dB bandwidth of 14GHz. The modulation efficiency
improved by 67% in the slow-wave operation region of the modulator at 1533.7nm
because of the enhanced group index. The dominant pole of the modulator was
beyond 14GHz, revealing that the bandwidth of this structure can be further enhanced
in future designs by reducing the impedance mismatch between the optical and
electrical paths.
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C h a p t e r 9

HIGH-EFFICIENCY POLYMER-BASED MODULATORS

A compact, high-speed silicon-organic hybrid modulator based on active electro-
optic chromophore with a novel low-loss and high-fabrication tolerance mode-
adapter is designed and implemented for high-complexity photonic signal process-
ing. A high-speed complex waveformmodulator and two OPA systems are designed
using this modulator1.

9.1 Introduction
Hybrid integrated electro-optic signal processing has revolutionized the field of high-
speed optical fiber data transfer for data-communication and telecommunication
applications (Fig. 9.1), resulting in 10X fiber capacity improvement every five
years. Furthermore, this platform holds the potential to transform optical coherent
imaging and sensing systems for autonomous vehicles, robotics, automation, and
medical imaging applications. Typically, these hybrid optical-electrical systems
include many components and sub-systems such as coherent laser sources, electrical
drivers, photonic waveguides, detectors, modulators and photonic signal splitters
and combiners. Each of these components needs to be optimized and co-designed
to achieve an overall low loss since amplification in photonics is very power-hungry
and will reduce system efficiency significantly. Each of these components and sub-
systems is actively investigated and improved. However, despite good advancement
in laser efficiency and stability, advanced driver architectures, and high efficiency
passive photonic components and photodetectors, electro-optic signal modulation
performance is still limited and poses a bottle-neck for high-complexity signal
processing.

While for optical fiber communications, the goal is to maximize the capacity of
data transmission per fiber (Fig.9.2(a)), high-density integration faces a different
set of constraints. In dense photonic integration – where a large number of these
photonics devices will be interconnected electrically and optically – chip footprint,
power consumption, electrical driver requirement, and insertion loss are the perfor-
mance metrics that need to be optimized simultaneously, as shown in Fig. 9.2(b)).

1This work was done in collaboration with Reza Fatemi, Dr. Delwin Elder, and Professor Larry
Dalton.
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Figure 9.1: High-bandwidth modulation. (a) Trends in high-bandwidth optical
modulation [100]. WDM, multi-level coherent modulation, and now SDM have
enabled exponential growth in fiber data capacity. (b) Block diagram of factors
important for complex high-density modulation.

Henceforth, modulators that consume static DC power such as thermal and forward-
bias PIN modulators [17], [101] or have a limited modulation bandwidth such as
liquid crystals modulator [102], are poor candidates. Furthermore, modulators that
efficiently operate only as amplitude modulators such as electro-absorption mod-
ulators based on Franz-Keldysh effect [36] are not suitable for the most complex,
high-density applications.

In the first category, the modulators are fabricated as part of the CMOS-compatible
integrated photonic process without any post-processing and wafer-bonding require-
ments. The most common family of these modulators is silicon modulators operat-
ing based on plasma dispersion (charge injection, depletion, or accumulation) [101],
[103], [104]. These modulators suffer from an inherent coupling between amplitude
and phase modulation due to Kramers–Kronig relations and large footprint [43],
[105]. Some recent developments are using reverse-biased PIN modulators (based
on 3rd-order nonlinearity in silicon which can operate as induced j(2) nonlinearity)
[106]. Despite their large footprint, they satisfy the remaining requirements for
high-density integration. Finally, despite having better performance compared to
silicon modulators, InP modulators are not directly CMOS-compatible [107].

On the other hand, several silicon hybrid structures incorporating high second-order
non-linearity (Pockel’s coefficient) materials have been considered in industry and
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Figure 9.2: Comparison of recent modulator trends. It is desirable to operate below
the 1dBV line while maintaining a low +c! to ensure small footprint drive voltage
product. It is important to note that PIN modulators, despite being close to the
performance of SOH modulator, have static power consumption. On the other
hand, thin-film Lithium Niobate (TF-LN) [108] requires e-beam lithography for
fabrication and hence is not suitable for large-scale CMOS-compatible platforms.
High-performance InP modulators cannot be co-integrated with silicon photonics
devices in the same fabrication process [109].

literature. These materials are integrated by either flip-chip or wafer-bonding InP,
BaTiO3, and Lithium Niobate onto silicon [110]–[112], or they are spin-coated,
such as liquid crystal and organic polymers. From the aforementioned hybrid
structures, liquid crystals have the highest Pockel’s coefficient but, as mentioned
earlier, have slowmodulation speeds (typically in 100kHz range) [102]. Spin-coated
SOH modulators [113] are the only modulators that satisfy all the requirements
for high-density integration and don’t require complex wafer bonding and post-
processing. Various challengeswith the long-term stability of silicon-organic-hybrid
modulators have been addressed (such as crosslinking in post-poling for long-term
stability) [114]. Several studies have examined the long-term stability and tolerance
of these modulators under stress and environmental variations [115], [116]. A
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summary of the performance comparison of the best performingmodulators appears
in Fig. 9.2. In this work, SOHmodulators using a novel strip-to-slot mode converter
with lower loss and better fabrication tolerance are designed. Two variations of this
SOHmodulator have been proposed. The first kind with higher series resistance and
lower optical loss is used for sub-GHz applications such as high-speed optical phased
array beamforming. The second kind is designed as a traveling-wave structure for
high-speed applications with higher optical loss, and is used to demonstrate complex
optical waveform generation capability.

In this chapter, SOH modulator propagation mode and efficiency are examined.
Then, the design of the strip-to-slot mode adapter is explored. Various sources
contributing to SOH modulator loss are analyzed. Finally, several system designs
implemented in this platform are described.

9.2 SOH Modulator Implementations and Modulation Efficiency
Polymer material can serve as an integrated modulator core (Fig. 9.3 a,b) [117],
clad in a strip waveguide (Fig. 9.3 c), or, as mentioned earlier, slot dielectric in slot
waveguides (Fig. 9.3 d).

Figure 9.3: Examples of SOH modulator topologies. (a) and (b) polymer is the core
of the propagation waveguide, (c) polymer is the clad above the waveguide, and (d)
polymer is in the slot of the polymer waveguide.
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A standard method of SOH modulator implementation, used for industrial applica-
tions [118], is to create a polymer core with oxide cladding with top and bottom
electrodes to apply the electric field. Here the electric field strength is reduced since
there is a minimum spacing requirement between the electrodes and the optical
core to reduce optical loss, which reduces the strength of the applied electric field,
resulting in high +c! . Another method involves improving the electric field using
ITO as top cladding [119]. Furthermore, a waveguide core using intrinsic process
material such as silicon can be covered with polymer as cladding material. These
devices are suitable for silicon photonic integration; however, due to the low field-
confinement factor in the clad or even in the core, these devices exhibit high-drive
voltage requirements. However, the polymer slot waveguide modulator offers good
modulation efficiency due to the high confinement of the electrical and optical fields
[120]. These type of SOH modulators exhibit low +c! (0.5 V ·mm) values.

The propagating mode for the slot waveguide can be calculated in the simplified
1D version to understand the propagation modes [121]. For the target materials
in integrated silicon photonics ( =(8 (3.4) > =%>;H<4A (1.8) > =$G834 (1.4) ), the slot
supports both even and odd modes of propagation. It is desired for the even mode to
propagate since the overlap between the optical and electrical fields are maximum.
An example of the 1D cross-section of the mode solution for typical slot dimensions
(Fig. 9.4) and a 2D mode solution for fundamental even TE mode of the slot
modulator is shown (Fig. 9.5 (b)). Fig. 9.5(c) depicts the electrical field profile in
the slot region. Comparing Fig. 9.5 (b) and (c) shows that both electric and optical
fields overlap in the same region.

Figure 9.4: 1D cross-section of slot waveguide mode confinement [121]. (a) 1D
cross-section of relative refractive-indexes. (b) Even propagation mode in the slot
waveguide. (c) Odd propagation mode in the slot waveguide.

The relative efficiency of mode confinement in the slot waveguide can be quantified
by the field-interaction factor (Γ) [39], which is a metric for the overlap of the optical
and electrical fields.
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Figure 9.5: 2D electrical and optical mode solution for slot waveguide with slab
boundary conditions. (a) Refractive index profile of the slot modulator, (b) optical
field profile, and (c) electrical field profile in the slot region.

Γ =

∫
* 5 84;30A40

=//0 |�G |23+∫
U'(� × �∗).4I3�

(9.1)

The higher the Γ value, the higher the modulation efficiency. +c! of the modulator
is inversely proportional to Γ (9.2).

+c! =
_,60?

=3A33Γ
(9.2)

This enhanced modulation efficiency from high optical field confinement in the
slot region comes at the cost of increased propagation loss (induced by the surface
roughness).

9.3 Strip-to-Slot Mode Adapter
Typical silicon photonic platforms utilize strip waveguides. A mode adapter is
required to incorporate a slot waveguide modulator in a standard process. A very
high-efficiency strip-to-slot mode adapter with loss of 0.02 dB is previously re-
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ported [122]. This low-loss asymmetric strip-to-slot mode converter with adiabatic
logarithmic tapering assumes a 120 nm slot width, which is not accessible in all
foundry-based photonics platforms. This mode converter starts as a strip waveg-
uide, converts into a one-sided rib waveguide, and finally to a rib-slot waveguide at
the end of the adapter region, as shown in Fig. 9.6.

Figure 9.6: Strip-to-slot mode adapter with slab.

Given the parameters of standard foundry-basedCMOSphotonics platforms (160 nm
minimum feature size), the architecture in [122] was proven to be lossy in simulation.
At the end of the strip-to-slot mode adapter, there was a significant fraction of odd
propagation mode in the waveguide. This will impact the modulation efficiency.
However, removing the 90 nm slab region results in low-loss strip to even-slot mode
conversion, as shown in Fig. 9.7. After achieving even mode in the strip-slot region,
a symmetric taper converts the mode to rib-slot mode, where the electric field can
be applied to the modulator.

Figure 9.7: Modified strip-to-rib-slot mode adapter.

The insertion loss of this adapter is simulated using two back-to-backmode adapters.
The z-cross-sectional electric field profile in log and linear scale is shown in Fig.
9.8.

In this design, with 24`<-mode-adapter length, an insertion loss of 0.6dB for
two back-to-back mode adapters (0.3dB for a single-mode adapter) is simulated.
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Figure 9.8: End-to-end insertion loss simulation for slot-mode modulators (z-axis
cross-section). (a) Electrical-field distribution in linear scale. (b) Electric-field
distribution in logarithmic scale.

Figure 9.9: Resulting H-field (left) and E-field (right) after the strip-to-slot mode
adapter in the modulation region.

The resulting E and H fields in the slot region are shown in Fig. 9.9 (a) and
(b) respectively. This modulator has 0.7dB/mm propagation loss in the slot-mode
region due to modulator doping and leakage. For a 5V drive voltage requirement for
2c phase shift assuming 1 V ·mm modulation efficiency, a 400`<-long modulator
is required. The combined effect of coupling and propagation loss aggregates to a
total of 0.88dB insertion loss in this modulator. This loss can be further reduced
by utilizing a lower lithography node (100nm feature size/slot width) and longer
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strip-to-slot mode adapter length.

9.4 Sources of Insertion Loss
While SOH modulations offer phase modulation without any amplitude chirp, sev-
eral factors contribute to the insertion loss of these modulators. The insertion loss
of the strip-to-slot mode converter can be as low as 0.2 dB [122]. The work in this
design has 0.88dB insertion loss due to the coupler, assuming no surface rough-
ness on the slot waveguide. Here we break down the sources contributing to the
total insertion loss. Since the slot waveguide mode is a leaky waveguide, it has
an intrinsic loss of 0.1dB/mm in the absence of any doping. Adding the surface
roughness of the modulator increases the loss of the modulator to 0.5dB/mm. The
doped waveguides in the rail and slab region add 0.6dB/mm additional loss to the
modulator. Thus, for an ideal structure, the waveguide will have 1.2dB/mm loss.
Furthermore, fabrication imperfections in the slot regions, such as incomplete etch
of the slot region or contamination can add more loss. Simulations have shown
that the presence of nano-scale particles in the slot region in an extreme case adds
5dB/mm loss. However, in reality, waveguide imperfections are rare, and careful
handling of the chips in a cleanroom environment can result in negligible imper-
fections in the waveguide. SEM inspections show that a maximum of two defects
for every 400`<-long modulator is expected, resulting in a total propagation loss
of 1-2dB/mm. Improving the process and chip handling steps can eliminate this
source of loss. Finally, mask misalignment can introduce additional loss. For the
low sensitivity strip-to-slot coupler, this translates to 0.2dB additional insertion loss
for the worst-case misalignment.

9.5 High-Speed SOH Modulator Design
A traveling-wave SOH modulator with > 50GHz bandwidth is designed as shown
in Fig. 9.10. This modulator will have less than 0.6dB loss from the mode adapters
and has 1.35dB/mm optical propagation loss in the modulator. The total length
of the modulator is 550`<. The strength of the applied electric field in the slot
region is 2 × 105+/<. RF simulations using HFSS and the extracted Y parameters
are used to calculate the effective electrical model of the device. The extracted
series resistance and capacitance of the modulator are 10kOhm/mm and 100fF/mm
respectively. The cross-section of this traveling-wave modulator is shown in Fig.
9.11. This modulator can operate in a push-pull configuration with a distributed
decoupling capacitor between the RF ground and the DC bias node, which helps in
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suppressing any ripple along the bias line.

Figure 9.10: Layout of high-speed traveling-wave SOH modulator.

Figure 9.11: Cross-section of high-speed modulator. Oxide layer between the DC
bias electrode and RF ground electrode acts as a distributed decoupling capacitor.

9.6 Dual-SSB LIDAR Signal Generator
Using the high-speed complex waveform generation capability of SOH-based mod-
ulators, a dual SSB complex waveform generator is implemented. This modulator
takes in two electrical signals of �1(C) and �1(C), and, through an SSB modulator,
produces the complex optical waveform of � (C) = �1(C) ×2>B(l>?CC+q>?C +�1(C)),
where both phase and amplitude of the optical wave are modulated. Two such SSB
modulators can be used for implementing a LIDAR system for simultaneous dis-
tance/velocity measurement. Layout of this system is shown in Fig. 9.12. Each
modulator arm is designed as a traveling-wave structure with the group-velocity of
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optical and electrical fields matched having on-chip 50Ω terminations. A series of
low-frequency and high-frequency photodetectors in conjunction with small ther-
mal tuning nodes are incorporated for tuning and calibrating the generated complex
waveform. SEM images of the traveling-wave SOH modulator are shown in Fig.
9.13, where the slot cavity and the mode adapter are clearly formed. Die-photo of
this design is shown in Fig. 9.14.

Figure 9.12: Layout of high-speed dual SSB modulator. Integated SSB modulators
allow for complex waveform modulation of the optical signal. A series of thermal
tuners as well as photodetectors allows for dynamic calibration and modification of
the generated complex waveforms.

Figure 9.13: SEM images of the traveling-wave slot waveguide modulator.
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Figure 9.14: Die-photo of dual high-speed dual SSB SOH traveling-wave modula-
tors.

9.7 SOH 1D OPA Design
A compact four-element phased array with SOH phase modulators and integrated
phase control feedback system is implemented Fig. 9.15. Integrated phase mod-
ulators allow for on-chip calibration of the beam direction without requiring any
external calibration mechanism. Furthermore, these capacitive SOH modulators
offer sub-dB insertion loss and do not require static power for maintaining the beam
direction. Furthermore, these modulators offer very little modulator capacitance,
which means they can be steered at GHz frequencies. Expanding on this design,
a large-scale 128-element OPA with phase and amplitude control is implemented
(Fig. 9.16).

This architecture utilizes row/column addressing for the capacitive modulators to
reduce the number of required electrical drivers (Fig. 9.17(a)). It also incorporates
interferometric phase detectors as well as sniffer diodes to monitor the relative phase
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Figure 9.15: Layout of four-elementOPAwith SOHphasemodulators and integrated
phase control feedback.

Figure 9.16: 128-element OPA with SOH phase and amplitude modulators and
integrated phase and amplitude control.

and amplitude between the radiators as shown in Fig. 9.16. These detectors are read
using a row-column readout architecture as shown in Fig 9.17(b)). This structure
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employs a total of 256 SOH phase and amplitude modulators, which is the highest
density integration for any SOH-employing photonics system. Die photo of the
design is shown in Fig. 9.18.

Figure 9.17: 128-element OPA row-column control. (a) Row-column programming
of the capacitive modulators. (b) Row-column readout of the phase and amplitude
detectors.

Figure 9.18: Die-photo of the 128-element SOH modulator OPA.
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C h a p t e r 10

HIGH-SPEED NESTED-RING-ASSISTED MZI MODULATOR

A multi-ring-assisted MZM is designed and demonstrated here. This modulator
uses maximally-flat multi-ring filter structures to act as a phase modulator with a
linear response and reduces voltage requirements. The larger the number of rings, the
sharper the phase response, and the smaller the required drive voltage. The resulting
MZI modulator can be used as a compact amplitude modulator. Furthermore, this
modulator can operate with a low quality-factor. This reduces the system’s sensi-
tivity to environmental variations compared to standalone ring resonator modulator
(RRM) or ring-assisted MZI (RAMZI)1.

10.1 Introduction
Integrated photonics modulators are the critical components for creating complex,
high-density, and high-speed electro-optic systems. In designing a system incorpo-
rating a complex network of photonic modulators, two choices need to be made:
modulator type and modulator architecture. Different modulator types and their
performance were explored in the previous chapter. Standard silicon photonic mod-
ulators such as PN, PIN, or SOS modulators rely on the plasma-dispersion effect
with inherently coupled phase and amplitude modulation through the Kramers-
Kronig relations [123]. Hybrid platforms such as silicon-organic-hybrids operating
based on j(2) Pockel’s effect show great promise for improving modulator size and
bandwidth [39], [106]. Regardless of the modulator’s choice, which affects the
system’s overall phase and amplitude response, the architecture’s choice also plays
a role. It impacts the size, operation bandwidth, and sensitivity of the system to
environmental variables and process variations.

For instance, Mach-Zhander Modulators (MZMs) have a large bandwidth and are
less susceptible to environmental variations. However, they are large and require
a large drive voltage for operation. Resonance-based modulators such as ring and
disk resonators have a much smaller footprint and require a lower driver voltage
but have a quality factor-bandwidth trade-off, limiting the modulation efficiency
for a given modulation bandwidth. In addition, they require resonance stabilization
against environmental variations. Previously, architectures that break quality-factor-

1This work was done in collaboration with Parham Porsandeh Khial.
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bandwidth trade-off have been demonstrated [124], [125], but they still require reso-
nance stabilization. On the other hand, complex modulation formats such as PAM4
or QAM4 can increase the data-rate even further. However, to maintain acceptable
SNR and EVM for data transmission applications, these complex modulations rely
on increasingly complex data equalization techniques such as pre-emphasis and pre-
distortion [126]. Henceforth, it is crucial to create a high-bandwidth, high-linearity
modulator. Previously, ring-assisted MZI modulators as a hybrid architecture of
resonance and MZI structures have been used to improve the linearity of the mod-
ulators [127]–[130]. These modulators improve the linearity but still suffer from
all the problems in resonance-based systems, such as temperature sensitivity and
drive-voltage requirements.

An improvement on this ring-assisted architecture can be made using several ring
resonators placed on the modulator in a cascaded form [131]–[133]. These architec-
tures achieve high modulation efficiency at the expense of increased insertion loss
and reduced modulation bandwidth. In this work, instead of cascading RRMs in
an MZI, complex higher-order ring-resonator filters [134], [135] are used as phase
modulators in an assisted MZI architecture. This novel architecture, named nested-
ring-assisted MZM (NRAMZM) uses ring filters with a flat pass-band region while
maintaining a linear phase response in the operation region. The slope of the phase
response for this phase modulator increases linearly with the filter order (number
of rings in the chain). As a consequence, these types of modulators offer improved
modulation efficiency. Furthermore, the MRAMZM has a wide pass-band region
in frequency and maintains a low quality-factor even for higher-order (five nested
rings). Hence, it is less susceptible to environmental variations.

A nested-ring-assisted MZM using a three-stage maximally flat filter response is
implemented in a standard silicon photonics process based on three-stage flat ring
parameters in [135]. Section II will analyze the theory of the operation for modu-
lation architectures mentioned above. The response of single-ring amplitude mod-
ulators, ring-assisted MZIs, cascaded ring-assisted MZIs, and the presented nested
ring-assisted MZIs is examined. Section III will discuss the implemented design in
the silicon photonics process.

10.2 Background and Theory
A standard intensity modulator MZI is modulated (Fig. 10.1(a)) by an input voltage
+1(C) where the modulation coefficient is denoted by 01. The modulator is driven
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in a push-pull fashion with only a single electrical driver and reduces drive voltage
requirements (10.1).

Figure 10.1: Basic ring resonator and interferometric modulators.

�>DC (C) = 1/
√

2[2>B(l>C + q> + 01+1(C)) + 2>B(l>C + q> − 01+1(C))] (10.1)

In an ideal scenario, the differential phase induced in each arm is achieved using
linear phase modulators without any additional induced loss. The resulting output
signal can be simplified to

�>DC (C) = 2/
√

22>B(01+1(C))2>B(l>C + q>) (10.2)

For a sinusoidal voltage modulation, the modulator’s output has many high-order
harmonic terms (10.3).

+1(C) = 2>B(l'� C + q'�)2>B(01+1(C))2>B(l>?CC + q>?C) (10.3)

In a first-order simplification using the Jacobi-Anger expansion, the output signal
can be approximated by (10.4).

�>DC (C) = 2/
√

2112>B(l'� C)2>B(l>C + q>) (10.4)

As mentioned earlier, implementing this architecture in an integrated platform using
standard waveguide phase modulators will have a large footprint. Alternatively, it
is possible to use a more complex structure such as a ring resonator to achieve the
desired phase shift in each arm. Here, it is assumed that the ring’s dynamic settling
time is much shorter than the modulation frequency of the structure. Henceforth,
only the steady-state response of the ring modulator structure is analyzed in the
frequency domain. A time-domain analysis can be performed based on [125],
[132]. The steady-state ring resonator modulator response at the output of the two
ports is given by (10.5) and (10.6), where U and q are the round-trip loss and
phase accumulation; ^1, f1 are the coupling and transmission coefficients near the
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through-port coupler; and ^2 and f2 are the coupling and transmission coefficients
for the drop-port coupler in the ring structure (Fig. 10.1(b)) [136].

�)ℎAD (q) =
f1 − f∗2U4

9q

1 − f∗1f
∗
2U4

9q
(10.5)

��A>? (q) =
−^∗1^2U

1/24 9q/2

1 − f∗1f
∗
2U4

9q
(10.6)

Here, the intensity and phase response of the ring drop-port and changes in intensity
and phase response with respect to the wavelength is plotted for various drop-port
coupling coefficients (Fig. 10.2) under critical coupling conditions (U = f1/f2).
The transmission coefficient is denoted byf and can be computed from the coupling
coefficient using f2 + ^2 = 1 relation for a loss-less coupler.

Figure 10.2: Drop port of single ring-resonator for different f values.

As f2 approaches unity for a critically coupled structure, the ring’s quality factor
increases, and the maximum coupled power decreases while the slope of the phase
response improves. These trends are shown in Fig. 10.3.

For comprehensive treatment of ring resonators, time-domain ring loss modulation
effect on bandwidth and modulation depth Δ = (�<0G − �<8=) (�<0G + �<8=) are
examined using (10.7) from [125] where g is the ring round-trip time.

))ℎAD (C) = f + 0(C)4−8q (B86<0) (C − g) − 1) (10.7)
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Figure 10.3: Performance of RRM for various f values. Quality factor (a), insertion
loss (b), and group delay (c) increase with increased transmission at the drop port.

Bandwidth and modulation depth for ring round-trip loss modulation for various
quality-factors is shown in Fig. 10.4. For low drive voltage operation using a high
quality-factor, the modulation bandwidth and modulation depth will be limited, as
shown in [124].

Standalone single-ring resonator as an amplitude modulator is design by first speci-
fying the desired output extinction ratio (ER). Intensity and phase of a ring resonator
for 4dB extinction ratio is shown in Fig. 10.5 (a),(b) plotted as a function of the
fraction of wavelength phase increase to the total resonator round-trip in radians
(3q' = 2c('+<>3 − '+=0)/_× 2c). Applying sinusoidal voltage modulation to this
ring (Fig. 10.5(c)) results in the output waveform shown in Fig. 10.5(e).

Ring-Assisted MZI Modulator
As expected, the output phase of the ring resonator is linear near the resonance (Fig.
10.5(b)) and serves as the compact and linear phase modulator for ring-assisted
MZI structures. This structure is depicted in Fig. 10.6. Similar to push-pull MZI
modulators, this structure can also be operated by shifting the two-ring’s resonance
wavelengths in opposite directions. This architecture requires large voltage swings
to shift the ring resonance frequencies by c/2. Furthermore, the rings are re-
quired to have a high quality-factor. Henceforth, the structure is very susceptible to
temperature variations.
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Figure 10.4: Small signal modulation depth and bandwidth for single-ring resonator
loss modulators for different quality factor values.

Calculating the required change in ring round-trip length to achieve c/2 phase shift,
we can compute the ring phase and amplitude change as shown in Fig. 10.7 (a),(b).
Using this ring resonator with a sinusoidal drive voltage that provides c/2 phase shift
in two arms of a differentially-modulated RAMZI, we observe high extinction-ratio
as well as reduced insertion loss (Fig. 10.7 (e)).

Cascaded Ring-Assisted MZI Modulator
It is shown that a cascade of ring resonator modulators on the MZI modulator
arms can further improve the modulation efficiency of this structure by reducing the
drive voltage requirements [132]. Fig. 10.8 shows a differentially driven cascaded-
ring resonator modulator with three cascaded rings in each arm. This modulator’s
transfer function is similar to the through-port of the ring where # is the number of
rings in the cascaded chain (10.8).

��0B2034 (q) = (
f1 − f∗2U4

9q

1 − f∗1f
∗
2U4

9q
)# (10.8)
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Figure 10.5: RRM output intensity and phase variations for 4dB ER intensity
modulation. (a) Amplitude and (b) phase response of ring as a function of the
fraction of wavelength phase increase to the total resonator round-trip in radians.
(c) Sinusoidal input voltage. (d) Ring phase modulation. (e) Modulated output
intensity.

Similar to the single-ring resonator, the intensity and phase response of the cascaded-
ring resonator is calculated for a transmission coefficient of f = 0.9 for several
cascaded ring resonators with 10`< ring radius and 1 dB propagation loss. This
is shown in Fig. 10.9. As it is seen in Fig. 10.9(b), the slope of the phase
response increases with the increasing number of rings, which reduce the drive
voltage requirements. Quality-factor, insertion loss, maximum group delay, and
change in ring round-trip path, as a fraction of the operation wavelength, required



94

Figure 10.6: Dual ring assisted MZI modulator.

for c/2 phase shift are plotted for increasing number of rings in the cascaded ring
resonator modulator (Fig. 10.10).

Ring phase shift required to achieve c/2 phase shift is calculated, and the resulting
multi-ring cascaded structure’s intensity and amplitude response is shown in Fig.
10.11 (a),(b) for # = 3 and # = 5 rings. A higher number of rings significantly
reduces the ring modulation requirements at an increased insertion loss. Finally,
the modulation performance of this structure for a sinusoidal input is analyzed for
both cases in Fig. 10.11 (c),(d),(e). The drive voltage requirements are three to five
times smaller than single ring-resonator.

Nested Ring-Assisted MZI Modulator
For nested ring-assisted MZI modulators, the coupling parameters are optimized for
maximally flat ring resonator response. This nested-ring modulator is referred to as
aperiodic coupled ring-resonator waveguide in [135]. Coupling coefficient for maxi-
mally flat 3-ringmodulator and 5-ringmodulators are (0.4668, 0.099, 0.099, 0.4668)
and (0.4306, 0.0782, 0.0544, 0.0544, 0.0782, 0.4306) respectively [135]. This struc-
ture is shown in Fig. 10.12 for differential operation. It can be seen that the coupling
coefficients are symmetric with respect to the center of the structure.

The analytical formulation for the through and drop port of nested rings using the
algebraic approach shown in [136] is complex and cannot be intuitively analyzed.
A more intuitive approach using matrix analysis of forward and back-propagating
waves in the rings is shown in [137]. A simplified derivation of the wave propagation
analysis based on [137] is shown here. Forward and backward propagation waves
in the ring resonator are shown in Fig. 10.13.

Forward propagating waves [�′1, �
′
1] entering the junction related to the output
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Figure 10.7: Ring assisted MZI. (a) Amplitude and (b) phase response of each arm
as a function of the fraction of wavelength phase increase to the total resonator
round-trip in radians. (c) Sinusoidal input voltage. (d) Ring phase modulation. (e)
Modulated intensity at the output of the RAMZI.

waves [�1, �1] via matrix (10.9)

[
�1

�′1

]
=

[
f1 ^1

−^∗1 f∗1

] [
�′1
�′1

]
(10.9)

Backward propagating waves for the same coupler [�1, �1] leaving the coupler as a
result of the input waves [�′1, �

′
1] via the matrix give (10.9)
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Figure 10.8: Differentially modulated cascaded-ring assisted MZI modulator.

Figure 10.9: Cascaded ring resonators’ phase and intensity response as a function
of the number of rings. Increasing the number of rings beyond # = 5 results in
more than 3 dB insertion loss.

[
�1

�1

]
=

[
f1 ^1

−^∗1 f∗1

] [
�′1
�′1

]
(10.10)

The resulting four components into and out of each coupler can be formulated as a
vector G= and G′= in a 4 × 1 matrix.

G= =


�′=
�=

�′=
�=


(10.11)
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Figure 10.10: Performance metrics for cascaded ring-assisted MZI for various
number of rings. (a) Quality factor, (b) insertion loss, and (c) maximum group
delay increase for higher number of rings in the structure.

G′= =


�′=
�=

�′=
�=


(10.12)

Assuming no back-reflection from these forward and backward propagating waves,
we can combine (10.9) and (10.10) as matrix P

G=+1 =

[
% 0
0 %

]
G′= = PG

′
=, (10.13)

where matrix P is 2 × 2.

% =
1
^

[
−f 1
−1 f∗

]
(10.14)

Furthermore, the phase shift resulted from the wave propagating in the ring is given
by
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Figure 10.11: Cascaded ring-assisted MZI modulator: (a) Amplitude and (b) phase
response of cascaded ring for N=3 and N=5 in each arm as a function of fraction of
wavelength phase increase to the total resonator round-trip in radians. (c) Sinusoidal
input voltage. (d) Ring phase modulation. (e) Output intensity variations.

G′= =

[
0 &

& 0

]
G= = QG= (10.15)

& =

[
0 4−8V'c

48V'c 0

]
(10.16)

Serially coupling these two terms results in
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Figure 10.12: Nested ring-assisted MZI modulator.

Figure 10.13: Port definition for ring resonator modulator.

G=+1 = PQG= (10.17)

For the purpose of this analysis, we assume waves propagate in only one direction in
the ring (input from port �′1 and �

′
#
). Moreover, the input wave leaves the structure

through �# . This results in further simplification for the wave propagation in the
structure given by



100[
�′
=+1

�=+1

]
= %&

[
�′=
�′=

]
(10.18)

For the full resonator structure (Fig. 10.14), we can simplify the result into a simple
ABCD matrix

Figure 10.14: Port definition for ring resonator modulator.

[
�′
#

�#

]
= %#&#%#−1&#−1...%1

[
�′1
�′1

]
=

[
G H

I J

]
=

[
�′1
�′1

]
(10.19)

For modulation applications, light is fed from a single port (�′
#
= 0). We can now

write the simplified transfer function relation for this nested-ring modulator. For the
through-port, we have

�1

�′1
= −G

H
= )CℎAD (_) (10.20)

For the drop port we can write

�#

�′1
= I − GJ

H
= )3A>? (_) (10.21)
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Spectral characteristics for this nested-ring modulator is shown in Fig. 10.15 based
on coupling coefficients in [135]. The modulator maintains a wide spectral band-
width even for a large number of rings. However, the phase slope of the modulator
increases linearly. Quality-factor, insertion loss, and maximum group delay for an
increasing number of rings is shown in Fig. 10.16.

Figure 10.15: Nested-ring resonators’ intensity and phase spectral response for
different number of rings for maximally flat response.

To compare the performance of this nested ring-assistedMZImodulator with single-
ring and cascaded-ring MZI modulators, the required phase shift in the ring res-
onance (changing the effective length of the resonator) for c/2 phase change is
calculated. The resulting phase and intensity response of the output are plotted in
Fig. 10.17 (a) and (b) for three and five nested rings. Compared to the cascaded-ring
structure, this nested-ring structure experiences much lower amplitude fluctuations
for the same total induced phase shift. The modulated time-domain output intensity
of the differential nested-ring-assisted MZI modulator is shown in Fig. 10.17 (e),
showing a high extinction-ratio.

10.3 Integrated NRAMZM Design
Based on the design parameters of three nested-ring modulators, a differential
nested-ring-assisted modulator is designed in a standard CMOS compatible silicon
photonics process. Tunable couplers are implemented to fine-tune the modulator
coupling coefficients for flat ring response. Sniffer photodiodes are included to
calibrate the resonance wavelength to the desired operation point using integrated
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Figure 10.16: Performancemetrics for nested ring-assistedMZI for different number
of rings for maximally flat response.

thermal heaters in each ring. Die-photo of the proposed design is shown in Fig.
10.18
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Figure 10.17: Nested ring-assisted MZI modulator. (a) Amplitude and (b) phase
response of nested ring for N=3 and N=6 in each arm as a function of the fraction of
wavelength phase increase to the total resonator round-trip in radians. (c) Sinusoidal
input voltage. (d) Ring phase modulation. (e) Output intensity variations.
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Figure 10.18: Die photo of the nested ring-assisted MZI.
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