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Abstract. Instruction level multithreading is a technique for tolerating long–
latency operations (e.g., cache misses) by switching the processor to another
thread instead of waiting for the completion of a lengthy operation. In block mul-
tithreading, context switching occurs for each initiated long–latency operation.
However, processor cycles during pipeline stalls as well as during context switch-
ing are not used in typical block multithreading, reducing the performance of
a processor. Dual block multithreading introduces a second active thread which
is used for instruction issuing whenever the original (main) thread becomes in-
active. Dual block multithreading can be regarded as a simple and specialized
case of simultaneous multithreading when two (simultaneous) threads are used
to issue instructions for a single pipeline. The paper develops a simple timed
Petri net model of a dual block multithreading and uses this model to estimate
the performance improvements of the proposed dual block multithreading.

Keywords: Block multithreading, instruction issuing, pipelined processors,
timed Petri nets, performance analysis, event–driven simulation.

1 Introduction

Continuous progress in manufacturing technologies results in the performance of
microprocessors that has been steadily improving over the last decades, doubling
every 18 months (the so called Moore’s law [4]). At the same time, the capacity
of memory chips has also been doubling every 18 months, but the performance
has been improving less than 10% per year [5]. The latency gap between the pro-
cessor and its memory doubles approximately every six years, and an increasing
part of the processor’s time is spent on waiting for the completion of memory
operations [8]. Matching the performances of the processor and the memory is
an increasingly difficult task [9].

Techniques which tolerate long–latency memory accesses include out–of–
order execution of instructions and instruction–level multithreading. The idea of
out–of–order execution is to execute, during the waiting for the completion of
a long–latency operation, instructions which (logically) follow the long–latency
one, but which do not depend upon the result of this long–latency operation.
Since out–of–order execution exploits instruction–level concurrency using the
existing sequential instruction stream, it conveniently maintains code–base com-
patibility [6]. In effect, the instruction stream is dynamically decomposed into

1 This version of the paper is slightly different from the original one. The paper has
been revised by making several straightforward corrections and improvements.
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micro-threads, which are scheduled and synchronized at no cost in terms of ex-
ecuting additional instructions. Although this is desirable, speedups using out–
of–order execution on superscalar pipelines are not so impressive, and it is diffi-
cult to obtain a speedup greater than 2 using 4 or 8-way superscalar issue [11].
Moreover, memory latencies are so long that out–of–order processors require
very large instruction windows to tolerate them. A cache miss to main memory
costs about 128 cycles on Alpha 21264 [13] and 330 cycles on a Pentium-4–like
processor [10]. Large instruction windows mean design complexity, verification
difficulty and increased power consumption [7], so the industry is not moving
toward the wide–issue superscalar model [1]. In effect, it is often the case that
up to 60 % of execution cycles are spent waiting for the completion of memory
accesses [7].

Instruction–level multithreading [2], [3] tolerates long–latency memory ac-
cesses by switching to another thread (if it is available for execution) rather than
waiting for the completion of the long–latency operation. If different threads are
associated with different sets of processor registers, switching from one thread
to another (called “context switching”) can be done very efficiently [12].

In block multithreaded processors, the pipeline is stalled occasionally for
one or more processor cycles because of the instruction dependencies. Since the
trend in modern microprocessors is to increase the depth of the pipelines [10],
and deep pipelines increase the probability of pipeline stalls due to instruction
dependencies, the effects of pipeline stalls on the performance of processors can
be quite significant. This paper proposes a variant of block multithreading in
which an additional active thread is used to issue instruction in those processor
cycles in which the main thread is inactive. The proposed approach is called dual
block multithreading.

The main objective of this paper is to study the performance of dual block
multithreaded processors in order to determine how effective the addition of the
second active thread can be. A timed Petri net [14] model of multithreaded pro-
cessors at the instruction execution level is developed, and performance results
for this model are obtained by event–driven simulation. Since the model is rather
simple, simulation results can be verified (with respect to accuracy) by state–
space–based performance analysis (for combinations of modeling parameters for
which the state spaces remains reasonably small).

2 Petri Net Models

A timed Petri net model of a simple block multithreaded processor at the in-
struction execution level is shown in Fig.1 (as usually, timed transitions are
represented by solid bars, and immediate ones, by thin bars). For simplicity,
Fig.1 shows only one level of memory; this simplification is removed further in
this section.

Ready is a pool of available threads; it is assumed that the number of of
threads is constant and does not change during program execution (this as-
sumption is motivated by steady–state considerations). If the processor is idle
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(place Next is marked), one of available threads is selected for execution (transi-
tion Tsel). Pnxt is a free-choice place with three possible outcomes: Tst0 (with
the choice probability ps0) represents issuing an instruction without any further
delay; Tst1 (with the choice probability ps1) represents a single-cycle pipeline
stall (modeled by Td1), and Tst2 (with the choice probability ps2) represents a
two–cycle pipeline stall (Td2 and then Td1); other pipeline stalls could be repre-
sented in a similar way, if needed. Cont, if marked, indicates that an instruction
is ready to be issued to the execution pipeline. Instruction execution is modeled
by transition Trun which represents the first stage of the execution pipeline. It
is assumed that once the instruction enters the pipeline, it will progress through
the stages and, eventually, leave the pipeline; since these pipeline implementa-
tion details are not important for performance analysis of the processor, they
are not represented here.

Done is another free-choice place which determines if the current instruction
performs a long–latency access to memory or not. If the current instruction is
a non–long–latency one, Tnxt occurs (with the corresponding probability), and
another instruction is fetched for issuing. If long–latency operation is detected in
the issued instruction, Tend initiates two concurrent actions: (i) context switch-
ing performed by enabling an occurrence of Tcsw, after which a new thread is
selected for execution (if it is available), and (ii) a memory access request is
entered into Mreq, the memory queue, and after accessing the memory (transi-
tion Tmem), the thread, suspended for the duration of memory access, becomes
“ready” again and joins the pool of threads Ready.

Td2

Td1

Tst0

Tst2
Tst1

ContPnxtReady

Tsel

Proc Mem
Tcsw

Pcsw

Mreq

Next

Done

Tmem

Pst2 Pst1

Trun

Tnxt

Tend

Fig.1. Petri net model of a block multithreaded processor.

The choice probability associated with Tend determines the runlength of
a thread, ℓt, i.e., the average number of instructions between two consecutive
long–latency operations; if this choice probability is equal to 0.1, the runlength
is equal to 10, if it is equal to 0.2, the runlength is 5, and so on.
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The number of memory ports, i.e., the number of simultaneous accesses to
memory, is controlled by the initial marking of Mem; for a single port memory,
the initial marking assigns just a single token to Mem, for dual-port memory,
two tokens are assigned to Mem, and so on.

In a similar way, the number of simultaneous threads (or instruction issue
units) is controlled by the initial marking of Next. For a model of dual block
multithreading, the initial marking of Next is 2.

Memory hierarchy can be incorporated into the model shown in Fig.1 by
refining the representation of memory. In particular, levels of memory hierarchy
can be introduced by replacing the subnet Tmem–Mem by a number of subnets,
each subnet for one level of the hierarchy, and adding a free–choice structure
which randomly selects the submodel according to probabilities describing the
use of the hierarchical memory. Such a refinement, for two levels of memory, is
shown in Fig.2, where Mreq is a free–choice place selecting either level–1 (sub-
model Mem–Tmem1) or level–2 (submodel Mem–Tmem2).

Td2

Td1

Tst0

Tst2
Tst1

ContPnxtReady

Tsel

ProcTcsw

Pcsw

Mreq

Next

Done

Pst2 Pst1

Trun

Mreq1Tms1

Mreq2Tms2

Mem

Tnxt

Tend

Tmem2

Tmem1

Fig.2. Petri net model of a block multithreaded processor with a two–level memory.

The effects of memory hierarchy can easily be compared with a uniform,
non–hierarchical memory by selecting the parameters in such a way that the
average access time of the hierarchical model (Fig.2) is equal to the access time
of the non–hierarchical model (Fig.1).

For convenience, all temporal properties of the model are expressed in pro-
cessor cycles, so, the occurrence times of Trun, Td1 and Td2 are all equal to 1
(processor cycle), the occurrence time of Tcsw is equal to the number of pro-
cessor cycles needed for context switching (which is equal to 1 for many of the
following performance analyses), and the occurrence time of Tmem is the average
number of processor cycles needed for a long–latency access to memory.
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The main modeling parameters and their typical values are summarized in
Tab.1. The number of available threads, nt, changes from 1 to 10 in order to
check if a large number of threads has can provide a reasonable improvement of
the processor’s performance. Thread runlength, ℓt, equal to 10 corresponds to
the (primary) cache miss of 10%. Context switching times equal to 1 and 5 are
used to check the sensitivity of performance results on the duration of context
switching. The average memory access time, tm, of 10 processor cycles matches
the thread runlength, ℓt, providing the balanced utilization of the processor and
the memory; if tm > ℓt, the memory becomes the bottleneck which limits the
performance of the system; if ℓt > tm, the memory has little influence on the
system’s performance. The probabilities of pipeline stalls, ps1 and ps2, correspond
to the probabilities of data hazards used in [5].

Table 1. Block multithreading modeling parameters and their typical values.

symbol parameter value

nt number of available threads 1,...,10
ℓt thread runlength 10
tcs context switching time 1,5
tm average memory access time 10
ps1 prob. of one–cycle pipeline stall 0.2
ps2 prob. of two–cycle pipeline stall 0.1

3 Performance Results

The utilization of the processor, as a function of the number of available threads,
for a “standard” processor (i.e., a processor with a single instruction issue unit)
is shown in Fig.3.

The asymptotic value of the utilization can be estimated from the (average)
number of empty instruction issuing slots. Since the probability of a single–cycle
stall is 0.2, and probability of a two–cycle stall is 0.1, on average 40 % of issuing
slots remain empty because of pipeline stalls. Moreover, there is an overhead of
tcs = 1 slot for context switching. The asymptotic utilization is thus 10/15 =
0.667, which corresponds very well with Fig.3.

The utilization of the processor can be improved by introducing a second (si-
multaneous) thread which issues its instructions in the unused slots. Fig.4 shows
the utilization of a dual block multithreaded processor, i.e., a processor issuing
instructions to a single instruction execution pipeline from two (simultaneous)
threads.

The utilization of the processor is improved by about 40 %.

A more realistic model of memory, that captures the idea of a two–level
hierarchy, is shown in Fig.2. In order to compare the results of this model with
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Fig.3. Processor utilization for standard block multithreading; lt = 10, tm = 10, tcs = 1,
ps1 = 0.2, ps2 = 0.1.
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Fig.4. Processor utilization for dual block multithreading; lt = 10, tm = 10, tcs = 1,
ps1 = 0.2, ps2 = 0.1.

Fig.3 and Fig.4, the parameters of the two–level memory are chosen in such a
way that the average memory access is equal to the memory access time in Fig.1
(where tm = 10). Let the two levels of memory have access times equal to 8 and
40, respectively; then the choice probabilities are equal to 15/16 and 1/16 for
level–1 and level–2, respectively, and the average access time is:

8 ∗
15

16
+ 40 ∗

1

16
= 10.

The results for a standard block multithreaded processor with a two–level
memory are shown in Fig.5, and for a dual block multithreaded processor in
Fig.6.

The results in Fig.5 and Fig.6 are practically the same as in Fig.3 and Fig.4.
This is the reason that the remaining results are shown for (equivalent) one-
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Fig.5. Processor utilization for standard block multithreading with 2-level memory;
lt = 10, tm = 8 + 40, tcs = 1, ps1 = 0.2, ps2 = 0.1.
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Fig.6. Processor utilization for dual block multithreading with 2-level memory; lt = 10,
tm = 8 + 40, tcs = 1, ps1 = 0.2, ps2 = 0.1.

level memory models; the multiple levels of memory hierarchy apparently have
no significant effect on the performance results.

Dual multithreading is also quite flexible with respect to context switch-
ing times because the additional thread fills the instruction issuing slots which
normally would remain empty during context switching. Fig.7 compares the uti-
lization of the standard block multithreaded processor with tcs = 1 (broken line)
and tcs = 5 (solid line). The reduction of the processor’s utilization for tcs = 5
is about 20 %, and is due to the additional 4 cycles of context switching which
remain empty (out of 19 cycles, on average).

Fig.8 compares utilization of the dual block multithreaded processor for tcs =
1 and tcs = 5. The reduction of utilization is much smaller in this case and is
within 10 %.
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Fig.7. Processor utilization for standard block multithreading; lt = 10, tm = 10, tcs =
1, 5, ps1 = 0.2, ps2 = 0.1.
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Fig.8. Processor utilization for dual block multithreading; lt = 10, tm = 10, tcs = 1, 5,
ps1 = 0.2, ps2 = 0.1.

4 Concluding Remarks

Dual block multithreading discussed in this paper increases the performance
of processors by tolerating long–latency operations (block multithreading) and
pipeline stalls (dual multithreading). Its implementation is rather straightfor-
ward while the improvement of the utilization of processors can be quite signif-
icant, as shown in Fig.9.

However, the improved performance of dual multithreading can be obtained
only if the system is balanced, or if the processor is the system’s bottleneck.
Fig.10 shows the utilization of the processor for standard (solid line) as well as
dual multithreading (broken line); the utilizations of both processors are prac-
tically identical because, in these particular cases, the memory is the system’s
bottleneck that restricts the performance of other components.
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Fig.9. The improvement of processor utilization due to dual block multithreading;
lt = 10, tm = 10, tcs = 1, ps1 = 0.2, ps2 = 0.1.
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Fig.10. A comparison of processor utilization; lt = 10, tm = 20, tcs = 1, ps1 = 0.2,
ps2 = 0.1.

All presented results indicate that the number of available threads, required
for improved performance of the processor, is rather small, and is practically
not greater than 4 threads. Performance improvement due to a larger number
of available threads is rather insignificant.

Obtained processor utilization results are consistent with other studies of the
performance of multithreaded architectures [16], [15]. The performance of dis-
tributed memory multithreaded multiprocessor systems can be compared with
the results presented in this paper by assuming that the probability of access-
ing local nodes is equal to 1 (which means that the nodes can be analyzed in
isolation).

The presented models of multithreaded processors are quite simple, and for
small values of modeling parameters (nt, np, ns) can be analyzed by the ex-



218 Modeling and Analysis of Dual Block Multithreading

plorations of the state space. The following table compares some results for the
standard block multithreaded processor:

number analytical simulated

nt of states utilization utilization

1 11 0.417 0.417
2 107 0.591 0.587
3 207 0.642 0.643
4 307 0.658 0.655
5 407 0.664 0.663

For a dual block multithreaded processor the comparison is:

number analytical simulated

nt of states utilization utilization

1 11 0.417 0.417
2 130 0.672 0.670
3 320 0.793 0.793
4 642 0.848 0.841
5 972 0.878 0.883

The simulation–based results shown in the tables are very similar to the ana-
lytical results obtained from the analysis of states and state transitions. It should
not be surprising that for more complex models the state space can become quite
large. For example, the state space for the dual multithreaded processor increases
by more than 300 states for each additional thread (above 3). Analytical solution
of very large systems of linear equations (which describe the stationary probabil-
ities of states) may require special numerical techniques to provide the necessary
accuracy. Therefore, discrete–event simulation of net models is an attractive al-
ternative to exhaustive state space exploration of complex models.

Finally, it should be noted that the presented model is oversimplified with
respect to the probabilities of pipeline stalls and does not take into account the
dependence of stall probabilities on the history of instruction issuing. In fact, the
model is “pessimistic” in this regard, and the predicted performance, presented
in the paper, is worse than the expected of real systems. On the other hand, the
simplicity of the presented model is likely to outweight its simplification(s) as
the simplification effects are not expected to be significant.
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