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Abstract

The availability of X-ray light sources with increased resolution and inten-

sity has provided a foundation for increasingly sophisticated experimental

studies exploiting the spectroscopy of core electrons to probe fundamental

chemical, physical, and biological processes. Quantum chemical calcula-

tions can play a critical role in the analysis of these experimental measure-

ments. The relatively low computational cost of density functional theory

(DFT) and time-dependent density functional theory (TDDFT) make them

attractive choices for simulating the spectroscopy of core electrons. An

overview of current developments to apply DFT and TDDFT to study the

key techniques of X-ray photoelectron spectroscopy, X-ray absorption spec-

troscopy, X-ray emission spectroscopy, and resonant inelastic X-ray scatter-

ing is presented. Insight into the accuracy that can be achieved, in

conjunction with an examination of the limitations and challenges to

modeling the spectroscopy of core electrons with DFT is provided.
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1 | INTRODUCTION

There has been considerable advances in spectroscopic techniques that exploit X-rays, which has led to a surge in
interest in their application across chemistry, physics, biology, and materials science.1-4 These developments have
been driven by the capability of modern synchrotron sources and X-ray free-electron lasers that can provide
increased resolution and intensity coupled with the potential to probe processes on an ultrafast timescale.5-7 In the
future it is likely that stable and intense table-top X-ray sources will become available that will further increase the
accessibility of X-ray techniques.8,9 The key advantages of spectroscopy with X-rays arise from the localized nature
of core orbitals which make them particularly sensitive to the local chemical environment. Furthermore, the large
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difference in the energies of the core orbitals of different elements makes the techniques element specific, and the
lifetime of core-excited states can be utilized to investigate chemical processes on an ultrafast timescale.10

The term X-ray spectroscopy encompasses many different techniques, including X-ray photoelectron spectros-
copy (XPS), X-ray absorption spectroscopy (XAS), X-ray emission spectroscopy (XES), and resonant inelastic X-ray
scattering (RIXS). These different techniques can provide information on different aspects of molecular and elec-
tronic structure. For example, XAS and XES probe the unoccupied and occupied orbitals, respectively, while XPS is
sensitive to chemical bonding. Alongside the developments in the experimental measurements of X-ray spectros-
copy, there has been an intense effort toward accurately simulating the spectra. This synergy between experiment
and theory is critical since modeling often proves to be an essential component in the analysis and interpretation
of the experimental data. The simulation of X-ray spectroscopy presents a number of challenges to theory. Chemis-
try is largely concerned with the properties of valence electrons and quantum chemical methods have been devel-
oped within this context, and as a consequence the accurate description of core electrons has been a lower priority,
resulting in the methods not being optimal to treat X-ray spectroscopies. It is also necessary to be able to describe
the variety of different spectroscopic techniques coupled with the study of heavier elements where excitations from
different shells, such as the K-edge and L-edge, are important and relativistic effects become more prominent. Fur-
thermore, in some cases it is possible to exploit the distinctive properties of core orbitals to increase the computa-
tional efficiency of the calculations.

Within quantum chemistry it is possible to model X-ray spectroscopy through wavefunction-based methods or
density functional theory (DFT).11-13 Wavefunction based methods have the advantage that it is well understood
how the calculations can be systematically improved, and in recent years developments in the algebraic construc-
tion method,14-19 coupled cluster theory20-25 and multi-configurational wavefunction approaches26-28 have trans-
formed what can be achieved in the application of wavefunction based methods to simulate X-ray spectroscopy.
The primary advantage of DFT is that it typically has a lower computational cost than wavefunction based
methods. X-ray spectroscopy has a very diverse range of applications, which can involve surfaces, biological sys-
tems, liquids, and materials. A common theme between these applications is that they involve large and complex
systems that are more accessible to DFT calculations. However, the use of an approximate treatment of the
exchange–correlation term can lead to errors and the potential for inaccurate spectra. Despite these challenges,
DFT has been applied successfully in many X-ray spectroscopic studies. In this Advanced Review we will explore
the different approaches and strategies within DFT for the modeling of XPS, XAS, and XES, in addition to more
advanced techniques such as RIXS, highlighting the relative advantages and limitations of the computational
methods, and providing an assessment of their accuracy.

2 | X-RAY PHOTOELECTRON SPECTROSCOPY

XPS is a powerful analytical technique that is widely used to probe the chemical and electronic state of molecular
systems, chemical composition, and materials. From the perspective of theory, the key quantities required to simu-
late an X-ray photoelectron spectrum are the ionization energies of the core electrons, often referred to as the
core–electron binding energies. The simplest approach to determining core-ionization energies is to apply
Koopmans' theorem29 within the context of DFT wherein the ionization energy is simply the negative of the
Kohn–Sham orbital energies. This approach is widely used, although it has been shown that Koopmans' theorem
does not hold for Kohn–Sham eigenvalues.30 The major limitation of this approximation is that it neglects final
state effects, that is it does not account for the relaxation of the electron density that occurs in the core-ionized
state. The neglect of these effects can be significant and can potentially lead to a reordering of the core-ionization
energies. Final state effects can be described fully by performing a separate calculation for the core-ionized state by
invoking some procedure to prevent the variational collapse to the ground state of the cation during the self-
consistent field (SCF) optimization. The ionization energy can then be simply evaluated as the difference between
the ground state and core-ionized state energies in what is usually referred to as a ΔSCF method. This approach
originated in the work of Bagus and Schaefer,31 and more recently it has been implemented and developed further
with an emphasis on preventing variational collapse in difficult cases.32-37 This approach is used widely, and many
applications have been reported.38-45 The primary limitations of this approach are that a separate calculation is
required for each state which can lead to many additional calculations for large systems, and it can be problematic
to converge the SCF calculation for the desired core-ionized state in some cases.
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2.1 | Dependence on the exchange–correlation functional

In principle, the ΔSCF approach can be applied in conjunction with any SCF based quantum chemical method. For
DFT-based calculations the calculated core-ionization energies are sensitive to the choice of exchange–correlation func-
tional, and studies comparing a range of functionals have been reported.46-51 For example, Takahata and Chong com-
pared a wide range of functionals for a large set of experimental core-ionization energies. It was found that the most
accurate values were obtained from the Perdew–Wang (PW86 exchange and PW91 correlation) functionals with a mean
absolute deviation (MAD) of 0.16 eV.47 The PBE0 functional has demonstrated good performance in the study of amino
acids50 and the strongly constrained and appropriately normalized functional (SCAN) performed well in an extensive
study considering over 100 molecules.51 The majority of this work has focused on the elements boron to fluorine, and
some care is needed since conclusions made based upon these systems may not necessarily apply for heavier nuclei.52 It
is common to assess the accuracy of the different functionals through a comparison with experimental data. A broad
and balanced assessment that includes ionization of the nuclei of elements across the periodic table can be limited by
the availability of high-quality experimental data for gas phase molecules. An additional complication is that most cal-
culations do not include relativistic effects which become increasing significant for heavier nuclei. An alternative
approach is to compare the calculated DFT core-ionization energies with those from high-level wavefunction based
methods which allows a more direct comparison. This is reflected in Table 1 which shows a comparison between core-
ionization energies computed with DFT methods and an equation-of-motion coupled-cluster theory based approach
EOM-IP-CCSD24,53 for a range of small molecules that spans ionization at the K-edge of carbon to fluorine and silicon

TABLE 1 Variation in the calculated core-ionization energies (in eV) for different exchange–correlation functionals with respect to

EOM-IP-CCSD

Molecule
EOM-IP-
CCSDa

B3LYP
(Koopmans)

B3LYP
(ΔSCF)

PW86
+PW91 (ΔSCF)

CAM-
B3LYP (ΔSCF)

B2GP-
PLYP (ΔSCF)

CH4 290.78 −14.42 +0.12 +0.20 +0.01 +0.24

HCN 293.29 −14.92 +0.29 +0.22 +0.25 +0.49

NH3 405.62 −16.80 −0.25 +0.03 −0.28 −0.11

HCN 406.98 −16.69 −0.36 −0.15 −0.36 −0.28

CH3OH 539.44 −19.10 −0.92 −0.43 −0.88 −0.90

H2O 539.90 −19.65 −0.59 −0.15 −0.54 −0.49

CH3F 693.23 −22.28 −1.35 −0.72 −1.22 −1.43

HF 694.16 −23.07 −0.81 −0.27 −0.67 −0.73

SiH4 1845.59 −46.84 −4.24 −3.99 −3.84 −2.53

SiH3OH 1846.21 −46.97 −4.18 −3.98 −3.74 −2.40

PH3 2148.24 −51.55 −4.96 −4.69 −4.52 −2.94

H3PO 2150.59 −51.75 −4.92 −4.92 −4.39 −2.66

CH3SH 2473.68 −56.03 −5.81 −5.48 −5.31 −3.60

H2S 2474.17 −56.19 −5.54 −5.24 −5.05 −3.28

CH3Cl 2822.93 −60.71 −6.33 −5.99 −5.77 −3.92

HCl 2823.77 −61.00 −5.94 −5.66 −5.39 −3.44

MAD – 36.12 2.91 2.63 2.64 1.84

MAD
(C-F)

– 18.35 0.60 0.29 0.55 0.60

MAD
(Si-Cl)

– 53.88 5.24 4.99 4.75 3.09

Notes: The cc-pCVTZ basis set is used for the element being ionized with the cc-pVTZ basis set for the other elements. The site of the core-hole is indicated by
bold font. The structures are optimized using B3LYP/6-311G**.
Abbreviation: MAD, mean absolute deviation.
aThe EOM-IP-CCSD calculations use the core-valence separation approach and have a frozen core orbital, for further details see reference 24.
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to chlorine nuclei. The calculations have been performed with the cc-pCVTZ basis set for the element that is being ion-
ized, with the cc-pVTZ basis set used for the remaining elements. This basis set has been shown to provide core-
ionization energies that are close to the basis set converged values.52 The functionals used have been chosen to repre-
sent different general classes of functional. B3LYP54 is a standard hybrid functional, PW86(exchange) + PW91(correla-
tion) has previously been shown to perform well for core-ionization energies,47 CAM-B3LYP55 is a long-range corrected
functional and B2GP-PLYP56 is a double hybrid functional.

The core-ionization energies determined from the B3LYP Kohn–Sham eigenvalues (Koopmans' theorem) are con-
siderably lower than the EOM-IP-CCSD values, reflecting errors in the functional and the neglect of core-relaxation.
The magnitude of these errors increases with the nuclear charge of the core-ionized nuclei. The ΔSCF approach cor-
rects these deficiencies and shows a much closer agreement with the reference values, and for the B3LYP functional a
MAD of 2.91 eV is obtained. However, it is clear that a much better performance is observed for the lighter nuclei (C-F)
compared with the heavier nuclei (Si-Cl). There is a notable improvement for the PW86 + PW91 functional consistent
with the work of Chong,46,47 although the poor performance for the heavier nuclei remains. The long-range corrected
functional CAM-B3LYP shows an improvement relative to B3LYP, and the MAD of 2.64 eV is very similar to PW86
+ PW91. For the double hybrid there is reduction in the MAD to 1.84 eV which arises largely from an improved accu-
racy for the core-ionization energies of the heavier nuclei. Overall, the combination of PW86 + PW91 shows a high
level of accuracy for the lighter elements, but this level of accuracy is not maintained for the heavier nuclei, and for the
core-ionization energies of these nuclei the double hybrid functional shows the greatest level of accuracy.

2.2 | Dependence on the basis set

The quality of the basis set is another important factor in the calculation of core-ionization energies. An extensive sur-
vey of a large number of basis sets demonstrated that there is a slow convergence of the calculated core-ionization ener-
gies with respect to the size of the basis set, and this is particularly acute for the ionization of heavier atoms.52 The
reason for this can be attributed to smaller basis sets not having the flexibility to describe the more compact electron
density of the core-ionized state, leading to an unbalanced treatment of the ground and core-ionized states.57 Several
different strategies have emerged to design moderately sized basis sets that can reproduce core-ionization energies that
are consistent with the basis set converged values. These include uncontracting the basis functions,33,58 augmenting the
basis set with basis functions from the element with one greater nuclear charge (denoted Z + 1 basis sets),57 basis sets
optimized for properties related to core-excitations (denoted pcX-1 and pcX-2),59 specifically optimized small basis
sets,60 and multiwavelet formalisms.45

Table 2 shows a comparison of the performance of various strategies for the core-ionization energies computed
using the ΔSCF technique with the PW86 + PW91 functional. Values are computed for cc-pCVTZ (cc-pCVTZ for the
element being ionized and cc-pVTZ for the remaining elements), 6−311G**, u6−311G** (6−311G** with the core basis
function uncontracted), (Z+1)6−311G** (the basis set for the element being ionized augmented with basis functions for
the element with one greater nuclear charge), pcX-1, and IGLO-II61 which has been shown to perform well for the cal-
culation of core electron properties.62-64 The results show that there is a significant error for the 6−311G** basis set,
including an unusually poor performance for the chlorine K-edge. Uncontracting the core orbital does lead to a reduc-
tion in the error, but its MAD does not reflect its general performance since it does not correct the chlorine K-edge
values. The remaining three approaches all provide values that are close to those for the larger basis set across all of the
molecules considered. This demonstrates that with the correct choice of basis set it is possible to achieve core-ionization
energies near the basis set limit with moderately sized basis sets.

2.3 | Other approaches to determining core-ionization energies

The proceeding sections have discussed how core-ionization energies can be determined reliably using DFT with the
ΔSCF approach. However, there are a wide variety of alternative approaches to determining core-ionization energies
within a DFT framework. This might lead to the question of why it is necessary to consider alternative approaches to
ΔSCF. One of the reasons for the need for alternative approaches is that the ΔSCF approach can be cumbersome to
apply. For example, to interpret the XPS spectrum for a large organic molecule at the carbon K-edge will require a large
number of separate calculations for all of the different final states. In principle, all of these need to be examined to
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check that the SCF procedure has successfully converged to the correct final state. The challenge for alternative
methods is how to incorporate the final state effects without explicitly optimizing the electronic structure of each state.
Another important consideration is that in interpreting XPS spectra, it is often only necessary to determine the relative
energies of the core-levels, so-called core-energy shifts.

In the Z + 1 approximation, the core-ionized state is described by the system where the core-ionized atom is rep-
laced by the valence ionized atom with one greater nuclear charge.65 This approach has been shown to be successful in
predicted the core-level energy shifts, and studies detailing comparison with ΔSCF calculations have been reported.66-68

Table 3 shows computed core-level shifts for the carbon atom in a range of chemical environments and compares the
core-level shifts determined from the Kohn–Sham (-εiKS) and Hartree–Fock (-εiHF) eigenvalues and the Z + 1

TABLE 2 Variation in the calculated core-ionization energies (in eV) for different basis sets, see text for details

Molecule cc-pCVTZ 6−311G** u6−311G** (Z + 1)6−311G** pcX-1 IGLO-II

CH4 290.98 +0.29 +0.09 −0.04 −0.03 +0.02

HCN 293.51 +0.28 +0.10 −0.03 −0.04 +0.05

NH3 405.65 +0.31 +0.04 −0.06 −0.13 +0.02

HCN 406.83 +0.43 +0.12 −0.05 −0.03 +0.05

CH3OH 539.01 +0.37 +0.01 −0.17 −0.17 −0.03

H2O 539.75 +0.34 −0.05 −0.15 −0.23 −0.04

CH3F 692.51 +0.44 −0.04 −0.28 −0.18 −0.06

HF 693.89 +0.40 −0.08 −0.28 −0.26 −0.06

SiH4 1841.60 +0.65 +0.50 −0.14 −0.11 +0.08

SiH3OH 1842.23 +0.72 +0.57 −0.06 −0.06 +0.11

PH3 2143.55 +0.53 +0.40 −0.09 −0.08 +0.18

H3PO 2145.67 +0.78 +0.65 +0.20 +0.14 +0.32

CH3SH 2468.20 +0.84 +0.71 −0.08 −0.09 +0.19

H2S 2468.93 +0.83 +0.70 −0.09 −0.12 +0.20

CH3Cl 2816.94 +8.65 +8.51 −0.09 −0.13 +0.19

HCl 2818.11 +8.67 +8.53 −0.11 −0.17 +0.19

MAD – 1.53 1.32 0.12 0.12 0.11

Notes: The site of the core-hole is indicated by bold font. The structures are optimized using B3LYP/6-311G**.
Abbreviation: MAD, mean absolute deviation.

TABLE 3 Calculated carbon core-

level energy shifts (in eV) relative to

CH4 for different methods using the

IGLO-II basis set and PW86+PW91

functional

Molecule ΔSCF −εiKS −εiHF Z + 1

CH4 0 0 0 0

CH3OH +1.51 +1.52 +1.74 +1.51

CH3Cl +1.51 +2.07 +2.20 +1.48

CS2 +2.23 +3.61 +5.35 +1.90

HCN +2.48 +1.80 +2.16 +2.17

CH3F +2.56 +2.37 +2.72 +2.54

HCONH2 +3.21 +3.08 +4.08 +3.14

HCOOH +4.51 +4.11 +5.17 +4.37

CO2 +6.33 +5.24 +7.00 +6.12

MADa – 0.56 0.84 0.14

Notes: The site of the core-hole is indicated by bold font.
Abbreviation: MAD, mean absolute deviation with respect to ΔSCF.
aThe structures are optimized using B3LYP/6−311G**.
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approximation with those from ΔSCF. The results show that both Kohn–Sham and Hartree–Fock eigenvalues do not
predict the correct order of core-level shifts, with a MAD of 0.56 eV for the DFT calculations. In contrast the Z + 1
approximation does predict the correct order (with the exception of CH3OH and CH3Cl which are very close in energy)
with a MAD of 0.14 eV. This is consistent with previous findings that have highlighted the merits of the Z + 1
approach.68

A more formal approach is the GW formalism of Hedin.69 In the GW approach, many body effects beyond the mean
field description of the electron–electron interaction are included via the self-energy.70 The response of the system to
the core-hole is expressed through perturbation theory and so an SCF optimization of the core-hole state is not
required. In GW approaches, quasi-particles are introduced that have a well-defined physical meaning, and for occupied
states the quasi-particle energies represent ionization potentials. There are several variants of GW theory based upon
different approximations that reduce the computational cost. Studies assessing the accuracy of these different approxi-
mations for the calculation of core-ionization energies have been reported.71,72

2.4 | Simulation of X-ray photoelectron spectra

In order to simulate an X-ray photoelectron spectrum, it is necessary to have some estimation of the intensity associated
with the different core ionizations. The most common approach is to assign a uniform intensity for all core orbitals
which are convoluted with Gaussian or Lorentzian functions to produce a spectrum. Going beyond this most basic
description of the intensity leads to the introduction of Dyson orbitals. For an ionization process the Dyson orbital is
defined as the overlap between the initial N electron state and the final state with N-1 electrons.

φDyson
IF =

Z
Ψ�N

I x1,x2,…,xNð ÞΨ�N−1
F x2,…,xNð Þdx2,…,dxN ð1Þ

A recent article has explored the properties of Dyson orbitals in detail.73 The spectral intensity of an ionization pro-
cess can be obtained from the Dyson orbitals through the following

PIF =
Z

φDyson
IF xð Þ�� ��2dx ð2Þ

and this has been implemented within quantum chemical calculations.24 For photoelectron spectroscopy of valence
orbitals, the band intensities can be shown to be dependent on the photon energy.74 This energy dependence can be
captured by the Gelius model75 which considers the photoionization cross-section for a molecular orbital to be a sum of
atomic orbital contributions for which energy dependent cross-sections are available. By their nature, the core orbitals
of a given nuclei are much more uniform throughout a system which makes the impact of a Dyson orbital description
and the dependence on photon energy less important, and in most cases assuming a uniform intensity is satisfactory.

3 | X-RAY ABSORPTION SPECTROSCOPY

X-ray absorption spectra are rich with information and comprise two different components. The structure near the
absorption edge arises from the excitation of core electrons to low-lying orbitals to give a bound state below the ioniza-
tion threshold. This region of the spectra is commonly referred to near-edge X-ray absorption fine structure (NEXAFS).
The region at higher energies, typically beyond 20 eV of the absorption edge, is referred to as extended X-ray absorption
fine structure (EXAFS) and is characterized by weak oscillations that arise from the scattering of the photoelectron by
its environment. Historically, NEXAFS was often associated with surface science where technique could be applied to
probe the orientation and bonding of adsorbed molecules.76 More recently, XAS has been used to probe the structure of
liquids, such as water and methanol,63,77-79 explore the nature of active sites in metalloproteins80 and monitor the
breaking of a chemical bond.81

In principle it would be possible to simulate X-ray absorption spectra with a ΔSCF approach,33 and orthogonality
constrained DFT has been applied to core excitations.82 However, approaches that explicitly consider each state can
become impractical owing to the large number of states that can be required to simulate an X-ray absorption spectrum
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even for a moderately sized molecule. A number of different methods have been developed with the aim of providing
reliable X-ray absorption spectra with a relatively low computational cost. An early approach was the direct static
exchange (STEX) method.83 The limitations of this approach were the neglect of electron correlation and the indepen-
dent channel approximation, and addressing these deficiencies led to the transition potential method.84,85 DFT in con-
junction with the transition potential method (TP-DFT) has been used widely to simulate X-ray absorption spectra. The
key aspect of TP-DFT is that it introduces a fractional occupancy of the core-orbital. Typically, a fractional occupancy
of 0.5 is used which is suitable for core-excitations since it provides a balance between initial and final state effects.85

Another method that goes beyond the STEX approximation through the inclusion of the coupling between non-
orthogonal configurations is non-orthogonal configuration interaction singles (NOCIS).86,87 Prendergast and co-workers
have developed the excited electron and core-hole approach (XCH) which models the first core-excited state by rep-
resenting the core-excited atom using a modified pseudopotential, and the electron excited from this atom is placed in
the first available valence orbital.88-91 In this approach, the core-excited state becomes effectively the ground state of the
system and be treated with standard Kohn–Sham DFT methods allowing large systems to be studied. X-ray absorption
spectra have also been simulated based upon the Bethe–Salpether equation (BSE).92-94 This approach treats particle-
hole interactions and includes a self-energy based upon the GW approximation. Efficient implementations to solve the
BSE have been reported,95 and the approach has been used to study many systems.96-98

Linear response time-dependent density functional theory (TDDFT) has become established as one of the most pop-
ular methods for simulating X-ray absorption spectra, and a detailed review comparing TDDFT and BSE methods is
available.99 More specifically TDDFT is suitable for describing the NEXAFS region, although extensions to study the
higher energy region have been reported.100,101 In these calculations, it is common to invoke the Tamm–Dancoff
approximation102 where the following equation is solved

AX=ωX ð3Þ

where

Aia,jb = δijδab ϵa−ϵið Þ+ iajjbð Þ+ ia f XC jbj Þjð ð4Þ

iajjbð Þ=
Z Z

ψ�
i r1ð Þψa r1ð Þ 1

r12
ψ�
j r2ð Þψb r2ð Þdr1dr2 ð5Þ

ia f XC jbj Þ=
Z Z

ψ�
i r1ð Þψa r1ð Þ δ2EXC

δρ r1ð Þδρ r2ð Þψ
�
j r2ð Þψb r2ð Þdr1dr2

����
�

ð6Þ

and ϵi are the orbital energies and EXC is the exchange–correlation functional. One issue that needs to be addressed
when applying TDDFT to study core excitations is that these excitations lie very high in the excitation manifold. Stener
and co-workers showed that problem could be addressed by simply restricting the occupied orbital space (i,j) to include
only the relevant core orbitals, this is often referred to as a restricted excitation window (REW) approach.103 This
approximation is similar to the core-valence separation scheme (CVS).104 Alternative approaches include a projection
method that allows transitions within a specified energy range to be determined,105 and the resonant converged com-
plex polarization propagator approach of Norman and co-workers.106,107 The application of TDDFT to study X-ray
absorption spectroscopy is very diverse considering both K-edge and L-edge spectra, and illustrative examples include
biological systems,108-110 metal complexes,111 radicals,112 molecules on surfaces,113,114 ionic liquids,115 liquid water,63,64

lanthanide complexes,116,117 and vibrationally resolved spectra.118

While TDDFT is computational less demanding than methods such as EOM-CCSD, it can become challenging to
study X-ray absorption spectra for large systems. The high density of core-excited states makes simulating spectra in the
NEXAFS region more computationally expensive than a comparable calculation of the UV/vis spectra. This is particu-
larly the case when excitations from many core-orbitals are required, which is often the situation when studying the
carbon K-edge of organic molecules. There are two aspects to the computational cost, firstly the CPU time required and
secondly the memory required. The first of these arises from the large number of integrals required in the construction
of the matrix A (Equation 4) and can often be overcome with a degree of patience coupled with effective parallelization,
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and it is the memory required that can often be the limiting factor for calculations. Most TDDFT codes use the David-
son algorithm119 which is an iterative subspace approach. For a given root k, the eigenvector is expanded as120

Xk ≈xk =
XL

i
cki bi ð7Þ

where xk is the current approximation to Xk. On each iteration if the root is not converged a correction vector is added
to the subspace

Xk = xk + δk ð8Þ

and orthogonalized with respect to the existing subspace. This necessitates all of the subspace vectors to be
retained and corresponds to L vectors of length nocc × nvirt, where nocc is the number of occupied orbitals and nvirt
is the number of virtual orbitals. Methods that simply project unwanted excitations from the subspace reduce the
cost of the calculations in terms of the number of roots required to access the high energy region, but do not reduce
nocc or nvirt.

The high memory demands associated with the Davidson approach are avoided in real time TDDFT,121 which has been
applied to the study of core-excitation spectra.122 In these approaches the density matrix is propagated in time, and for core
excitations very small time steps can be required to avoid sampling errors in conjunction with long simulations to ensure
convergence. Other work has explored exploiting the nature of core-excitations to optimize the efficiency of the calculations
within the Davidson framework, and this work has focused on the K-edge.123,124 One strategy that has been adopted is to
use severe integral screening thresholds coupled with reduced quality integration grids for the TDDFT part of the calcula-
tion. This has been shown to reduce the CPU time significantly with only a small effect on the calculated spectra,123 and is
particularly effective for the K-edge of transition metal complexes.124 The memory requirements can be reduced by forming
A explicitly in the core-excitation space. This can be reduced further by imposing additional restrictions on the size of the vir-
tual orbital space (nvirt) which represents an example of restricted subspace TDDFT125 and this strategy has been used in the
simulation of the K-edge absorption spectra of fullerenes124 and RIXS simulations.126,127

The effectiveness of these approaches is illustrated in Figure 1 which shows the calculated NEXAFS spectra for a set of
polyaromatic hydrocarbon (PAH) molecules and compares a standard TDDFT calculation with modified TDDFT124 where
increased integral screening and reduced quality integration grid coupled with a restricted virtual orbital space. These calcu-
lations include the lowest 50 states at the carbon K-edge and use the SRC1r1 functional.128 The study of PAHs represents a
challenging case for TDDFT since it requires excitations to be included from a large number of core orbitals which results in
a large number of excited states being needed to simulate the spectra. The spectra for the modified TDDFT accurately repro-
duce those for the standard TDDFT calculation. Some differences are evident, such as the higher energy band for naphtha-
lene and the intensities of some of the bands in pentacene. These changes arise primarily from the truncation of the virtual
orbital subspace, and this approximation needs to be used with some care. Overall, these errors are within the size of the typ-
ical errors associated with TDDFT calculations. The benefit of these approximations become evident when considering the
time for the calculations and the memory required to store the subspace vectors. The time for the calculations is reduced by
approximately a factor of four, and this reduction in time depends on the balance between the number of atoms being core-
excited and the total number of atoms in the molecule. In this regard, the study of PAH molecules represents the lower end
of potential speed up in the calculations. The storage required is also reduced significantly. The extent of these savings this
increase with the size of the PAH molecule, and for pentacene the storage required is reduced by a factor of about seven.

The above discussion has focused on the K-edge of molecular systems. The attraction of studying the K-edge
is its relative simplicity. For heavier elements the L-edge is energetically more accessible, and for transition
metal complexes 2p ! d transitions are dipole allowed making the technique more suitable for probing partially
filled d shells. However, the simulation of L-edge spectra is complicated by the spin-orbit coupling effects asso-
ciated with the 2p core-hole which leads to L2 and L3 edges. The reader is referred to a recent review129 for a
thorough overview of quantum chemical calculations of L-edge spectra that includes TDDFT methods. It is pos-
sible to treat these spin-orbit effects for TDDFT using the zero-order regular approximation (ZORA)130,131 in
addition to perturbative treatments with multi-configurational wavefunction methods132,133 and the DFT/ROCIS
method.134,135 These more approximate approaches becomes less suitable for heavier elements and recently lin-
ear response exact two-component relativistic TDDFT has been reported.136 Beyond linear response TDDFT,
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relativistic 4-component real-time TDDFT137 and damped 4-component DFT138 formalisms have been applied to
the study of L2,3 edges.

3.1 | Dependence on the exchange–correlation functional

The exchange–correlation functional plays a critical role in the accuracy of TDDFT calculations of X-ray absorption
spectra. Calculated core-excitation energies at the K-edge with standard functionals underestimate the experimentally
measured values, even when relativistic effects are taken into account.128,139,140 The magnitude of this underestimation
is greater for generalized gradient corrected (GGA) functionals compared with hybrid functionals and increases with
the nuclear charge of the excited nuclei. For example, for a hybrid functional the error ranges from 11 eV for the carbon
K-edge to over 100 eV for the copper K-edge. This error has been associated with the self-interaction error and high-
lights how this error manifests itself in the description of core electrons.128,141,142 Different strategies have emerged to
correct for this error. The first approach has been to exploit the fact that this error is systematic and can be corrected by
applying a uniform energy shift to the calculated spectrum. This shift can also account for relativistic effects making it
unnecessary to explicitly account for these effects. In this approach the computed spectrum is shifted such that the low-
est peak is aligned with experiment143,144 or this shift can be determined in a separate ΔSCF calculation. It then
becomes important for the functional to predict the relative position of the bands correctly. Several studies have
assessed the performance of a variety of exchange–correlation functionals in this regard.144,145 Lestrange et al.145 stud-
ied the performance of six commonly used functionals including B3LYP, BHandHLYP, and HSE06 with basis sets of
varying quality for 30 different transitions from gas-phase experiments at the C, N, and O K-edges. The performance of
the different hybrid functionals was similar, with HSE06 showing the lowest errors. More recently, a large set of
1s ! π* transitions were used to assess different exchange–correlation functionals relative to transition energies calcu-
lated with EOM-CCSD and ADC methodologies.146 This study also focuses on the C, N, and O K-edges and showed

FIGURE 1 Comparison of standard TDDFT (black line) with fast-lowmemory TDDFTwhere the virtual space is limited to the lowest

50 orbitals (red line) for the calculation of the lowest 50 states to naphthalene, phenanthrene, pyrene and pentacene. The CPU time reflects the time

for the TDDFT calculation. Thememory represents the fraction of the storage required for the subspace vectors for themodified calculation

comparedwith the standard calculation. The structures are optimized using B3LYP/6−311G**
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good performance of long-range corrected functionals compared with standard hybrid functionals. This work assessing
the performance of functionals has only considered excitations at the K-edge of relatively light nuclei and it has not
been determined whether the findings also apply to excitations at the K-edge of heavier nuclei.

An alternative strategy is to construct functionals that are able to predict core-excitation energies without the need to
apply an energy shift to the calculated spectra. This is possible through modifying the exchange component of the functional
to ameliorate the self-interaction error. Nakai and co-workers developed the CVR-B3LYP functionals139,140 that are designed
to be able to treat all types of excitations, including core excitations. This was achieved by using an appropriate fraction of
Hartree–Fock (HF) exchange dependent on the nature of the transition being studied. Another study increased the fraction
of HF exchange within a B3LYP-like functional to 57% in a study of small hydrocarbons.114 While this does correct the sys-
tematic underestimation of the core-excitation energies, the high fraction of HF exchange can adversely affect the relative
position and intensity of the bands. A potential solution to this is to include an increased fraction of HF only in the short-
range, that is, only for small r12 = jr1 − r2j, in the evaluation of the exchange-energy. In this spirit, a modification of the
LCgau-BOP functional for core-excitations does include an additional contribution of HF in the short-range.147 Another
development was the introduction of short-range corrected (SRC) functionals128 which invert the principle of long-range
corrected functionals such as CAM-B3LYP55 so that there is an increased fraction of HF in the short-range. These functionals
have been parameterized for the K-edge of light elements (boron-fluorine) and heavier elements (aluminum to chlorine),
and are called SRC1r1 and SRC1r2, respectively. The SRC1r2 functional has also been applied for the K-edge of first row
transition metal systems.108,148 These functionals predict transition energies within an error of approximately 0.5 eV, and also
predict the relative energies of the transitions accurately.146 The CAM-QTP(01) is range-separated functional with 100% HF
exchange in the long range the functional is parameterized so that the Kohn–Sham eigenvalues are approximately equal to
the vertical ionization energies.149 This functional has been applied to core-excitations and shown to be in agreement with
experiment without the need for an applied energy shift.150

3.2 | Time-resolved X-ray absorption spectroscopy

The emergence of third generation synchrotron sources and X-ray free electron lasers have made time-resolved X-ray
absorption spectroscopy (TR-XAS) studies possible. This has allowed complex processes that occur on a fast-timescale
to be probed.7,151,152 The study of TR-XAS requires a combination of molecular dynamics simulations on the excited
state potential energy surface with the calculation of X-ray absorption spectra for a system in an electronically excited
state. Simulations of this nature have been reported based upon coupled cluster based methods153 and multi-reference
wavefunction methods.154 Early simulations of TR-XAS using TDDFT in conjunction with the multi-configuration
time-dependent Hartree (MCTDH) method were reported by Penfold et al.155,156 Other examples of the simulation of
TR-XAS using TDDFT have been reported by Leone and co-workers157 and include the study of an electrocyclic ring-
opening reaction.158 In these studies, the X-ray absorption spectrum for an excited state is determined by applying
TDDFT to an excited state determinant generated by the maximum overlap method (MOM),32 in a MOM-TDDFT
approach. For the quantum dynamics aspect of these simulations, the difficulty arises from the increasing dimensional-
ity. This can be reduced by using a set of time-evolving Gaussian basis functions. With this representation a fully quan-
tum description can be achieved, while maintaining the advantages of the classical trajectory simulations.159,160 Within
this framework, Northey et al. used the DD-vMCG method161,162 to simulate the time-resolved XANES spectra of CF4

+

dissociation163 and ultrafast nonadiabatic dynamics of pyrazine probed at the nitrogen K-edge.164 In this latter paper,
two methods were used to simulate the excited state XANES spectra, multi-configurational second order perturbation
theory restricted active space (RASPT2) and MOM-TDDFT. The simpler MOM-TDDFT approach captures several quali-
tative features of the RASPT2 simulations at much reduced computational effort. However, features such as the conical
intersection where static correlation effects become important were found to require a multi-configurational treatment.

4 | X-RAY EMISSION SPECTROSCOPY

XES measures the X-ray emission following the ionization of a core electron and provides a probe of the occupied
orbitals. Here we focus on XES under nonresonant conditions, that is where the intermediate state corresponds to a
core-ionized molecule. The computational methods described earlier to study XPS and XAS can also be adapted to sim-
ulate XES, and these approaches differ in their computational cost, ease of use and how the relaxation of the electronic
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structure in the intermediate state is treated. The computationally most simple approach to simulating an X-ray emis-
sion spectrum is to determine the transition energies as the difference between the Kohn–Sham orbital energies

ΔE= ϵv−ϵc ð9Þ

with the oscillator strengths estimated using

f / ϕc μ̂ ϕvj ij j2��� ð10Þ

where ϕc is a core orbital and ϕv is a valence orbital. This is similar in spirit to Koopmans' theorem for XPS, and the
advantages of this approach are that it only requires a Kohn–Sham DFT calculation to be performed and it is able to
predict the relative energies of the experimental bands to a high level of accuracy that allow observed experimental
bands to be assigned with confidence. This method has been used successfully165,166 and allows the XES of large sys-
tems such as carbon nanotubes to be studied.167

Going beyond this approach requires some explicit consideration of the core-ionized state and the associated relaxation
of the electronic density. This can be achieved via ΔSCF calculations, however converging SCF calculations for the large
number of final states is challenging. An alternative approach is to use TDDFT where the relevant core-hole state is used as
the reference determinant.168 For these calculations the Tamm–Dancoff approximation is necessary, and the resulting nega-
tive eigenvalues correspond to the X-ray emission transitions. The electronic relaxation in the core-ionized states is captured
by the reference determinant and the approach is straightforward to apply. This strategy to simulating X-ray emission spectra
was originally proposed in the context of EOM-CCSD calculations,169 and has also been adapted within ADC calculations170

and applied with TDDFT to study organic molecules,171,172 water,64 and transition metal complexes.173-177

There have been relatively few studies that directly compare these different approaches to computing X-ray emission
spectra. Mortensen et al.175 compared the valence-to-core X-ray emission spectroscopy of zinc and iron transition metal com-
plexes determined based upon Kohn–Sham orbital energies, full multiple scattering method implemented with FEFF
code178,179 and TDDFT. All the approaches provided a good description of the experimental spectra, but it was concluded
that generally TDDFT gives better agreement with the positions and amplitudes of the spectral features. A recent study has
explored the role of exchange–correlation functional and basis set on calculations of X-ray emission spectra with TDDFT
based upon a set of eight organic molecules.171 Standard hybrid or long-range corrected functionals systematically over-
estimate experimental emission energies, and of the functionals studied the CAM-B3LYP functional gave the best agreement
with experimental spectra once a uniform energy shift was applied. This mirrors the good performance of this functional for
TDDFT calculations of XAS. This study also highlights the need for large or specifically modified basis sets to achieve conver-
gence of the calculated spectra with respect to the basis set. This is in contrast to TDDFT calculations of XAS where the qual-
ity of the basis set is less critical52 and arises from the need to explicitly describe the core-ionized intermediate state.

A comparison between K-edge X-ray emission spectra computed based upon the Kohn–Sham eigenvalues
(Equations 9 and 10) and TDDFT is shown in Figure 2. These calculations used the CAM-B3LYP exchange–correlation
functional and the cc-pCVTZ basis set. For the three organic molecules, CH3OH, NH3 and CH3Cl, both Kohn–Sham
DFT and TDDFT provide an excellent description of the experimental spectra once an energy shift is applied, and there
is little difference between the spectra evaluated by the different methods. For the transition metal complex, Cr(CO)6,
some notable differences do emerge. For this complex the TDDFT spectrum provides a better agreement with the exper-
iment, while the Kohn–Sham DFT based spectrum is poorer.

4.1 | Valence to core XES of transition metal complexes

The X-ray emission spectrum of Cr(CO)6 in Figure 2 is an example of a valence to core (VtoC) emission spectrum. This
region of the spectrum of transition metals complexes comprises transitions from orbitals associated with the ligands.
There has been considerable interest in VtoC spectra since it can contain information on the nature of the metal–ligand
bonding.184 In a study of ferrocene derivatives, it has been shown that the sensitivity of VtoC XES does not extend
beyond the first coordination shell because the spectra are dominated by dipole allowed transitions from occupied
ligand orbitals.185 The structural sensitivity of VtoC XES has also been explored in the context of a structural sensitivity
parameter.186 A wealth of high quality experimental data is now available,165,183-185,187-191 and several groups have
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addressed the simulation of these spectra in detail using the DFT, for example the work of Neese and others,165,183 and
using TDDFT.173-176,185

It has been suggested that short-range corrected functionals performed well in the DFT simulations of these spectra,166 and
a modified TPSSh functional with 12.5% HF exchange has also been observed to performwell.192 Figure 3 shows a comparison
of Kohn–Sham DFT VtoC X-ray emission spectra calculated with two different functionals, CAM-B3LYP and SRC1r2, with
experiment for the chromium K-edge of three complexes, Cr(CO)6, Cr(η-C6H6)(CO)3, and Cr(η-C6H6)2. The data shows that
the choice of functional can have a significant effect on the relative energies and intensities of the predicted emission bands.
The short-range corrected functional, SRC1r2, provides an excellent description of the spectra for all three complexes, while
the predicted spectra for the CAM-B3LYP functional are significantly poorer for two of the complexes.While an extensive com-
parison of different functionals with respect to their performance for VtoCX-ray emission spectra is not available, it is clear that
a careful choice of functional can lead to an improved description of experimental data.

Another factor that has emerged as important in the simulation of these spectra is the failure of the dipole approxi-
mation (Equation 10) to adequately describe the intensities of some of the spectral bands observed in experiment. This
was originally noted in a study of iron complexes by DeBeer, Neese and co-workers,165 where the quadrupole contribu-
tion to the intensities was included. In a later work the importance of the quadrupole contribution to the intensities
was also demonstrated in a study of halozincate complexes.176 A detailed account of the mathematical formulation and
working equations for an origin independent treatment of the quadrupole contribution to intensities for X-ray spectros-
copy has been reported by Jacob and co-workers,193 and the importance of these higher order contributions to the
intensity will become more significant for hard X-ray studies.

5 | OTHER X-RAY SPECTROSCOPIC TECHNIQUES

In addition to XPS, XAS, and XES, there are many other X-ray spectroscopic techniques that are commonly used.
These techniques include multiphoton techniques that involve more than one electronic transition. Simulating the
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FIGURE 2 Comparison of calculated K-edge X-ray emission spectra based upon the Kohn–
Sham orbital energies (red line) and TDDFT (blue line) with experiment (black line) for

(a) CH3OH, (b) NH3, (c) CH3Cl and (d) Cr(CO)6 with the CAM-B3LYP functional and cc-

pCVTZ basis set. The structures are optimized using B3LYP/6−311G**, except for (d) where
B3LYP/6−31G* was used. Experimental data from references 180-183. The calculated spectra

have been shifted to align with experiment, the following energy shifts were applied for Kohn–
Sham spectra (a) +10.9 eV, (b) +13.0 eV, (c) +62.6 eV, (d) +123.5 eV and (a) −5.7 eV, (b)

−7.0 eV, (c) −26.5 eV, (d) −18.3 eV for TDDFT
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spectra for these spectroscopic methods with DFT-based methods is considerably more challenging since, for exam-
ple, the adiabatic approximation limits TDDFT to describing singly excited states. However, several groups have
progressed the application of DFT and TDDFT to study these more advanced spectroscopic techniques.

In Auger spectroscopy, the energy released following a transition of a valence electron to a lower energy (core)
orbital leads to the excitation or ionization of another electron. The energies of the initial and final states can be deter-
mined via ΔSCF calculations.194-196 A much more detailed picture of the Auger process is obtained by describing the
process in the time domain through non-adiabatic molecular dynamics simulations allowing for surface hopping
between the different states,197 and this has been implemented within real-time TDDFT and applied to CdSe quantum
dots.198 Another type of spectroscopy that has become possible in recent years is double core-hole photoionization and
the related process of simultaneous core-ionization and core excitation.199,200 This ionization can occur on a single atom
or two different atoms. DFT based approaches to have been used to determine these ionization energies201,202 and
benchmark coupled cluster theory values are available.203

Resonant inelastic X-ray scattering (RIXS) is a fast-developing technique wherein absorption of a photon cre-
ates a core-excited intermediate state and emission from this state leads to the final state.204 RIXS can provide
information for a range of core-excited intermediate states with the capability of probing the evolution of the
nuclear and electronic structure occurring in the intermediate state within the lifetime of core-excited state. The
RIXS intensity can be plotted as a function of the absorption and emission energies, in a so-called RIXS map, to
provide a complete picture of the RIXS process. RIXS maps have been reported for a number of systems, including
gas-phase water,205 amino acids,206 ammonia207 and alcohols.208 Quantum chemical simulations of RIXS are less
well developed than those for XPS, XAS, and XES described above. The key quantities required to determine RIXS
intensities are the transition energies and transition dipole moments of the excitation and emission processes,
which means that simulation of RIXS maps requires both the excitation and emission processes to be described
accurately.
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FIGURE 3 Comparison of calculated K-edge X-ray emission spectra based upon the Kohn–
Sham orbital energies with CAM-B3LYP (red line) and SRC1r2 (blue line) functionals with

experiment (black line) for (a) Cr(CO)6, (b) Cr(η-C6H6)(CO)3, and (c) Cr(η-C6H6)2. The cc-

pCVTZ basis set was used and the structures are optimized using B3LYP/6−31G*. Experimental

data from reference 183. The calculated spectra have been shifted to align with experiment
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One computational approach to interpreting RIXS maps is to treat the problem in terms of resonant X-ray emission
(RXES). In this approach, X-ray emission spectra are computed for different core-excited states.22,166,167,208-213 This can
be achieved using TDDFT by using a reference determinant corresponding to the relevant core-excited state.214 To go
beyond a RXES picture it is necessary to determine the RIXS cross-sections. This can be done using the Kramers–
Heisenberg (KH) formalism,215-219 and a semiclassical approximation to the KH equation has been introduced and
applied to study hydrogen bonding liquids.220-223 There have been relatively few attempts to simulate a complete RIXS
map, but studies of the gas-phase water molecule have been reported.16,212,214 A study on the water molecule compared
RIXS maps simulated based upon ADC(2)-x and TDDFT calculations of the absorption and emission processes.214 It
was shown that both methods where able to provide a qualitative description of the RIXS map. For the TDDFT calcula-
tions different functionals were used to describe the absorption and emission processes. It would be preferable to use
the same functional for both absorption and emission, and CAM-B3LYP is promising in this regard. A further challenge
is evident in the RIXS of the water molecule, where some of the observed features are associated with molecular dissoci-
ation that occurs in the core-excited intermediate states.205 These effects can be incorporated into the simulations
through conformational sampling of both the ground (initial) and core-excited (intermediate) states.214 More recently,
TDDFT with a restricted subspace approximation has been used to simulate the RIXS of larger molecules including
2-thiopyridone.127 One note of caution when applying TDDFT to study these processes is that it is possible that some of
the intermediate states may have multiple unpaired electrons where static correlation becomes important. TDDFT is
likely to perform poorly for these states and a genuine multireference treatment may be required.224

6 | CONCLUSION

The growth in experimental studies exploiting the spectroscopy of core electrons to probe chemical and biological pro-
cesses has fueled the demand for accurate simulations of core electron spectroscopies such as XPS, XAS, XES, and RIXS.
While there has been considerable progress within the framework of wavefunction-based quantum chemical methods
to this problem, the application of DFT remains an attractive option owing to its relatively low computational cost
which means it can be readily applied to study quite large systems. Modern DFT has been developed largely to treat
properties that are associated with valence electrons and additional considerations need to be taken into account when
applying DFT to simulate spectroscopies that depend on the unique properties of core electrons. This review has dem-
onstrated that using DFT and/or TDDFT it is possible to simulate a range of different X-ray spectroscopic techniques to
a sufficiently high degree of accuracy that constitute a reliable basis to interpret and analysis experimental data. This
success can often be predicated on an appropriate choice of exchange–correlational functional, and there remains more
to be learned about how functionals can be improved to achieve the best performance for core–electron spectroscopies.
The explicit treatment of relativistic effects is also can important consideration to achieve higher levels of accuracy, par-
ticularly for the L and M-edges. The future holds considerable promise to advance these simulations further, methods
that move from a static to dynamic picture of the electronic structure and capture the evolution of the system in core-
excited states including surface hopping represent one area where valuable progress can be made.
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