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Abstract
We present a numerical analysis on injection-induced crack propagation and coalescence in brittle rock. The DEM network

coupling model in PFC is modified to capture the evolution of fracture geometry. An improved fluid flow model for

fractured porous media is proposed and coupled with a bond-based DEM model to simulate the interactions among cracks

induced by injecting fluid in two nearby flaws at identical injection rates. The material parameters are calibrated based on

the macro-properties of Lac du Bonnet granite and KGD solution. A grain-based model, which generates larger grains from

assembles of particles bonded together, is calibrated to identify the microscopic mechanical and hydraulic parameters of

Lac du Bonnet granite such that the DEM model yields a ratio between the compressive and tensile strength consistent with

experiments. The simulations of fluid injection reveal that the initial flaw direction plays a crucial role in crack interaction

and coalescence pattern. When two initial flaws are aligned, cracks generally propagate faster. Some geometrical measures

from graph theory are used to analyze the geometry and connectivity of the crack network. The results reveal that initial

flaws in the same direction may lead to a well-connected crack network with higher global efficiency.
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1 Introduction

Injecting fluid into aquifers is a multi-physical process

occurring in many engineering applications, such as

unconventional hydrocarbon recovery and CO2 sequestra-

tion [19, 29]. In particular, hydraulic fracturing in shale gas

reservoirs is an important technique employed to enhance

hydrocarbon recovery in reservoirs of low permeability

[16]. This technique has been adopted for a wide spectrum

of applications, including gas or water well stimulation,

energy extraction from geothermal reservoirs, and in situ

stress measurement [10, 21, 58]. Hydraulic fracturing

involves the injection of large volumes of fluid into sub-

surface formations to induce excess pore pressure. This

excess pore pressure causes cracks to grow in the oil-

bearing or gas-bearing formations. The crack growth in

return leads to higher effective permeability and therefore

makes the extraction of hydrocarbon more feasible.

Depending on the in situ stress state, the fluid-driven

fracture may result in a complex fracture network growth

detectable via micro-seismic monitoring [24].

In the past few decades, acoustic emission has provided

important experimental data to understand themechanism of

the initiation and propagation of fluid-driven fractures

[2, 27]. For instance, Ishida et al. [33] studied how the per-

meability and texture of the host matrix, as well as the vis-

cosity of the fluid, affect crack growth. They observed that
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cracks growth under excess oil pressure tends to be thicker

and with fewer branches, while those cracks formed under

excess water pressure tend to thinner and with more bran-

ches. Furthermore, the effective permeability is often dom-

inated not only by the macroscopic porosity but also the

micro-pores and localized features, such as cracks and joints.

These discontinuities may become a conduit when fluid

is pressurized and injected into the wellbore. The fluid

penetration and interfacial opening caused by the injection

of pressurized fluid may lead to a reduction of fluid pres-

sure and redistribution of stress around the propagating

cracks. Furthermore, the viscous dissipation of fluid flow

leads to a reduction of pressure as the distance increases

from the source so that the fractures close to the fluid

source tend to grow faster [79]. Understanding this two-

way coupled hydromechanical effect of fluid-driven frac-

ture is important for hydrocarbon recovery and the related

geological applications, such as carbon dioxide storage

[14, 22, 39, 59, 65, 68, 73, 74].

Rock formations may experience fracture extension and

fluid flow infiltration when pressurized viscous fluid is

poured into the deep fractured rock mass. Various theo-

retical models for hydraulic fracturing have been continu-

ously developed in the past decades. For instance, Perkins

and Kern [51] proposed the original Perkins and Kern (PK)

model to describe the mechanics of hydraulic fracture

based on the classic Sneddon elasticity plane strain crack

solution. Nevertheless, the PK model neglected the fluid

loss in the medium for convenience’s sake, and the PK

model may introduce non-negligible deviations in highly

permeable formations. As a consequence, Nordgren [46]

modified the PK model by incorporating the fracture

opening in the lubrication equation. This change leads to

the well-known Perkins–Kern–Nordgren (PKN) model

(Fig. 1). The plane strain fracture propagating in an

impermeable elastic rock mass has been studied in

pioneering research done by Khristianovic and Zheltov

[35] and Geertsma and De Klerk [30], which is later

referred as Khristianovic–Geertsma–de Klerk (KGD)

model (Fig. 1). In the KGD model, the fracture tip region

plays an important role, due to the concentration of the

fluid flow and the sharp pressure gradients in this region

[20]. Both models, as shown in Fig. 1, provide important

benchmarks for the verification of computational models.

However, the PKN and KGD models only consider the

propagation of a single fracture in an isotropic and

homogeneous medium. Since a geological system is usu-

ally composed of anisotropic and heterogeneous media, the

interaction and coalescence of fluid-driven fractures

occurring during the life cycle of the reservoir are often

predicted via computational models [31, 32, 47, 81].

In addition to the initiation and propagation of cracks,

crack coalescence is an important phenomenon which may

significantly alter the hydromechanical behaviors of brittle

rocks. Crack coalescence in molded gypsum and Carrara

marble specimens with preexisting open flaws has been

studied at both macroscopic [77] and microscopic scales

[78]. Using high-speed cameras to keep track of the crack

Fig. 1 Schematic illustration of PKN and KGD fracture model. After Khristianovic and Zheltov [35]; Perkins and Kern [51]; Geertsma and De

Klerk [30]
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growth and coalescence, these experimental studies care-

fully analyzed the influences of flaw geometry, ligament

length and flaw-pair distance on the likelihood of coales-

cence and the types of cracks involved in coalescence,

bridging material, crack interaction, and energy release.

Reyes and Einstein [55] characterized the pre-flaws in the

sample as overlapping or non-overlapping, depending on

the inclination of the rock bridge with respect to the

direction of the applied load. They found that overlapping

preexisting fractures coalesce through the interconnection

of developing cracks and non-overlapping fractures coa-

lesce through the secondary cracks [55]. According to

experimental results of uniaxial and triaxial tests [48, 49],

the crack coalescence pattern is determined by the incli-

nation angle, length, and spacing of preexisting flaws in the

specimen. However, these research results about crack

coalescence do not involve the fluid injection-induced

crack. Although significant progress has been made to

characterize and model the interaction and coalescence of

preexisting flaws and cracks, how fluid-driven cracks ini-

tiate, interact, and coalesce remains not well understood.

The objective of this paper is to use the pore-scale

discrete hydromechanical simulations to analyze the

mechanisms of the coalescence and interaction of cracks in

porous media. Using a two-dimensional discrete element

model coupled with a flow network, we simulate the

hydromechanical coupling processes in brittle rock and

analyze the mechanism of fracture propagation, interaction

and coalescence driven by fluid injected at multiple flaws.

Furthermore, we apply concepts from graph theory to

examine the topological structure of the fluid and crack

network during the process of fluid-driven fracture.

Hydraulic fracturing is simulated using the discrete ele-

ment method (DEM) code, and the main parameters in the

model are calibrated from experimental data. Two initial

flaws are configured in the model. Fluid is injected into the

two flaws with same injection rates, and we observe the

process of crack interaction and coalescence around the

initial flaws. The influence of flaw orientation on crack

geometry is illustrated by a series of simulations of

hydraulic fracturing in hard rock. The concepts of shortest

path and global efficiency from graph theory are used to

analyze the evolutions of connectivities of the fluid flow

and crack networks during the hydraulic fracturing.

2 Methodology

A two-dimensional particle flow code (PFC2D) is employed

to perform numerical tests. In this section, the grain-scale

discrete mechanics model at the contact points is first intro-

duced. Then a modified fluid flow algorithm is described

based on a pore network. The hydromechanical coupling

scheme captures the grain-scale solid responses induced by

fluid flow and the flow induced by fracture and solid defor-

mation. These features allow one to simulate the crack prop-

agation driven by fluid pressure, and the opening and closure

of pore throats. The interactions between the solid and fluid

phase are discussed in detail in the fluid flow algorithm. The

hydrostatic pressure and viscous shear force are applied to

solid particles as an unbalanced force in the simulation.

2.1 Grain-scale discrete mechanics model

Grains in a numerical specimen are represented by circular

particles under two-dimensional plane strain condition. A

discrete element model in PFC2D simulates the mechanical

behavior of materials based on the balance of force and

moment, as well as the force–displacement law at the

contact point. The motion of circular particles obeys

Newton’s laws of motion, which can be written as

Fi ¼ �mðai � giÞ ð1Þ

where Fi is the resultant force acting upon particle i, m is

the mass of a particle, ai is the acceleration vector of

particle i, and gi is the body force acceleration vector (e.g.,

gravity loading).

In this research, the fluid drag force is applied to the solid

grain as an unbalanced force. This drag force is updated

incrementally and sequentially coupled with the mechanical

solver. The resultant force acting upon particle i (Fi) includes

contact force from other particles, hydrostatic force sum-

ming up the pore pressure over the particle surface, and

viscous shear force caused by viscous fluid flow [62]. The

contact force from other solid grains is calculated in PFC

automatically. The hydrostatic force is obtained from sum-

ming up the pore pressure over the particle surface [80]. The

viscous shear force is inferred from a simplified parallel-

plate model. The details about the calculation of the pore

pressure and shear force are discussed in Sect. 2.3.

The constitutive behavior of the contact is described by

three characteristics at a contact point: stiffness, slip, and

bond [34]. The stiffness relates the elastic contact force and

relative displacement in the normal and tangential direc-

tions. As shown in Eq. (2), the normal component of the

contact force, Fn, is a function of the total normal dis-

placements Un and the contact normal stiffness Kn (unit Pa/

m) in the contact normal direction. In the tangential

direction, the stiffness relates the increment of the shear

force DFs and the increment of shear displacement DUs.

Fn ¼ KnUn

DFs ¼ �ksDUs

�
ð2Þ

where Kn and ks are the contact normal and tangential

stiffnesses (unit Pa/m), respectively. In this paper, we adopt

a linear contact model such that the elastic stiffnesses are
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independent of the displacement. Furthermore, a slip

becomes perfectly plastic if the slip condition listed in

Eq. (3) is met, i.e.,

Fmax
s ¼ l Fnj j ð3Þ

where Fmax
s is the maximum allowable shear contact force

and l is the frictional coefficient. At each contact point, if

Fsj j[Fmax
s , then slip will occur and the magnitude of Fs is

set to Fmax
s in the next calculation cycle.

The bonded-particle model (BPM) is proposed to model

constitutive responses of cohesive materials such as clayey

soils and rocks [13, 34, 54]. The parallel and contact bond

models are two distinct bonded-particle models available in

the PFC. They are widely used to simulate the bonding

behaviors between two grains. The parallel bond model

acts as a pair of elastic springs with constant normal and

shear stiffness at a finite cross section between two parti-

cles. Compared with the contact bond model, the parallel

bond model is more suitable for rock. This is because the

contact bond model may transmit both forces and moments

at the contact point between particles and thus replicates

the interaction mechanism of particles [56].

However, the assumptions of unbreakable grains and an

idealization of circular (2D) and spherical particle used in

BPM also make it difficult to replicate a realistic ra-

tio between the tensile strength and the compressive

strength of rock [52]. As the breakdown pressure of

hydraulic fracturing depends on the tensile strength of rock,

the conventional BPM simulations may overestimate the

breakdown pressure in hydraulic fracture test. As a result,

the grain-based model (GBM) proposed by Potyondy [52]

is incorporated in our coupled discrete element model.

GBM method mimics a synthetic material which consists

of a large number of deformable and breakable polygonal

grains cemented along their adjoining sides. In the grain-

based model, each grain is formed by several bonded

particles and the contacts of interface grains are depicted

by smooth-joint model (Fig. 2). As shown in Fig. 2, each

grain consists of several disks (gray), and these disks in a

grain are bonded together with the parallel bond model.

The grain boundary (the green mesh) has a low strength,

and their contact property is assigned by smooth-joint

contacts. The smooth-joint model mimics the behavior of

an interface regardless of the local particle contact orien-

tations along the user-specified interface. As shown in

Fig. 2b, the balls of parallel bond move around each other

after bond breakage, which can cause a local dilation.

However, the balls located on the opposite sides of a

smooth-joint contact are allowed to overlap and slide along

the joint plane, which will not lead to a local dilation in the

process of movement.

GBM method aims to capture the macro-mechanic

properties by a lot of deformable and breakable grains. The

DEM grains’ positions are random, and they controlled by

the initial disks packing. Note that the geometrical prop-

erties and positions of the grain structure have not been

compared with those of real rock. However, the content for

each mineral and the grain size in the numerical specimen

are in accord with the laboratory data [25, 43].

Figure 3 illustrates the procedure to generate the grain

assemblies. An initial disk packing is first generated

according to the contents and grain size of each mineral in

crystalline rocks. The polygonal grain structure is then

generated by linking the internal-void centroids of the

contact network from the initial disk packing [41, 52].

Afterward, an assembly of disks, which represents a rock

Fig. 2 Schematic diagram of grain-based model and different movement paths of particles for different contact models. a Grain-based model.

The gray disks are particles in PFC. The polygonal meshes represent grain structure. b Movements of particles after breakage for different

contact models. After Itasca Consulting Group [34]
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specimen, is overlaid by the generated polygonal grain

structure. In the grain structure network, the contacts of

disks along each edge of the grains are jointed together to

form a smooth-joint contact that represents a grain

boundary between two grains. The disks located in each

polygonal mesh are bonded by parallel bond (a type of

BPM) to form a mineral grain of crystalline rock (see

Fig. 3d).

When either the magnitude of the tensile normal contact

force or shear contact force exceeds the corresponding

bond strength, the bond breaks and a micro-crack in PFC

nucleates. In the 2D cases, a crack is represented by a line

on the contact point that is perpendicular to the line

between the centers of two particles. If the bond breaks due

to the tensile force, the micro-crack is classified as the

tensile crack. If the bond breaks due to shear force, the

micro-crack is classified as shear crack.

2.2 2D fluid network identification

The fluid flow algorithm that replicates pore fluid diffusion

and the hydromechanical coupling effect was introduced in

the computer code PFC by Cundall (unpublished technical

note, 2000). Cundall’s flow model creates a network that

represents the topology of the void space and simulates the

pore fluid transport in the representative network instead of

the actual void space [37, 66, 72]. The solid skeleton in the

flow model is idealized as an array of Voronoi polygons

joined by elastic beams, which are subjected to tectonic

stresses and the hydrostatic pressure of the pore fluid. This

numerical treatment is feasible in two-dimensional space

because the contact fabric and the void space can be

viewed as a dual graph [61]. Therefore, by knowing the

position and radius of all grains in the assembly, a flow

network can be easily identified.

Fig. 3 Procedure to create a grain-based assembly of particles. a Connecting the centers of contacting disks from initial disks packing. The red

points indicate the contact points. b Nodes of the grain structure. The black points are at the internal-void centroids. c Grain structure with nodes.

The green polygonal mesh indicates the grain structure. d An assembly of particles is covered by the generated grain structure. The green

network is the grain structure. The black lines between particles indicate parallel bond contacts, and the red lines along the grain structure are

smooth-joint contacts. After Potyondy [52] (color figure online)
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In the network-generating algorithm, each pore center

surrounded by neighboring particles is denoted by a vertex,

or node, while an edge is assigned to connect two nearby

pore centers together (Fig. 4). This edge represents a flow

channel in which the hydraulic conductivity is calculated

based on the aperture. This fluid flow model is widely used

to simulate fluid injection and hydraulic fracturing [76, 80].

Each void space in the flow network is generated by a

series of neighboring particles connecting together

[3, 62, 80]. Floating particles or particles with only one

contact point will be neglected by the network generation

algorithm. Instead, they form the occluded pore space. This

algorithm simply selects the adjacent particles by checking

contact point instead of measuring distance between par-

ticles. Thus, the algorithm will face a great challenge when

a loose granular assembly is used. To circumvent these

limitations, we introduce a distance-based contact criterion

into the network generation algorithm such that the algo-

rithm is now capable of handling loose granular assem-

blies. Before the identification of pore network, a contact

criterion [Eq. (4)] is defined to estimate whether two par-

ticles are adjacent to each other.ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1 � x2Þ2 þ ðy1 � y2Þ2

q
� cðR1 þ R2Þ ð4Þ

where x1, x2, y1, and y2 are the coordinates of particles 1

and 2. R1 and R2 are the radii of particles 1 and 2,

respectively. c is a parameter given by users to estimate the

particle compactness. When c = 1, this contact criterion

based on distance degrade into the criterion based on the

contact point. By using this new contact criterion, this

network-generating algorithm can be extended to the loose

granular assembly (see Fig. 5).

It should be noted that the two-dimensional pore net-

work, in general, does not provide a realistic representation

of 3D microstructures. For instance, Al-Raoush and Will-

son [5] compared different pore network generation tech-

niques for unconsolidated porous media and found that

two-dimensional networks do not provide a realistic rep-

resentation of three-dimensional systems due to their

inability to completely represent the pore connectivity. In

this work, we use it as an analogical tool to replicate the

pore connectivity variation brought by crack propagations.

2.3 2D fluid flow model

The fluid flow model mainly involves the flux exchange

process among different pores and the drag force applying

Fig. 4 Fluid network generation. The red circles are solid particles, the black meshes are pores, the green circles are pore centers, and the green

lines are fluid channels between two pores (color figure online)

Fig. 5 A loose network extracted from the loose granular assembly.

The parameter c is 1.5 for this case
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to particles. As shown in Fig. 4, pore pressure is calculated

at the vertices placed at the pore center, and the pore

pressure gradient and Darcy’s velocity are computed by

comparing the pressure difference among the adjacent pore

centers. In order to quantify the flow rate of the fluid, we

model the space between the particles as a parallel-plate

channel defined by two adjacent particles at their contact

point with a unit depth (in the out-of-plane dimension).

Therefore, the volumetric laminar flow rate q (volume per

unit time) in this pipe can be calculated by the cubic law

[80]:

q ¼ a3DP
12lL

ð5Þ

where a is the aperture width of fluid channel which

depends on the normal forces between the two particles, l
is the fluid viscosity, DP is the pressure difference between

two pores, and L is the length of the channel.

In this two-dimensional model, a unit out-of-plane

thickness is assumed. An initial aperture is assumed to

allow fluid flow through the intact contacts. The length of

the channel, L, is often calculated using radii of the two

particles R1 and R2 because the fluid channel is generated

by the contact between particles [see Eqs. (6) and (7)]

[62, 80]. We identify the pore network by computing the

distance between two particles, instead of considering the

contact relation between two particles. Hence, we do not

need to consider the number of contact points and we are

capable of generating the pore network by non-contact

particles. Given that a small gap may exist between two

particles in a pore mesh (Fig. 4), we take the distance

between two particle centers as the length of a pore

channel.

L ¼ 4R1R2

R1 þ R2

ð6Þ

L ¼ R1 þ R2 ð7Þ

The aperture at the contact points is related to the con-

tact force between two particles. If the normal force of the

intact bond is compressive, the aperture a can be expressed

as

a ¼ a0F0

F þ F0

ð8Þ

where a0 is an initial aperture which allows fluid flow when

there is an overlap at the contact to simulate the perme-

ability for intact rock. F is the current normal compressive

force at the contact points, and F0 is the normal com-

pressive force when the pipe aperture decreases to half of

its initial aperture. Equation (8) implies that the aperture

decreases with the increase in compressive force. Although

previous research shows the aperture should decrease

exponentially with the increase in compressive force [17],

Al-Busaidi [3] has shown that the simplification of Eq. (8)

does not significantly alter the simulation results.

If the normal force at the contact point is tensile, Eq. (9)

is introduced for aperture calculation in our simulation. In

consequence, the hydromechanical effects can be embod-

ied at the grain scale based on the computation of hydraulic

aperture. Figure 6 presents the curve of aperture variation

with the contact force. As a note, the relation in Fig. 6 only

holds when the bond is undamaged. The maximum aper-

ture will tend to 2a0 in extreme tension state (Fn ¼ Fmax
n ),

and the aperture is a0 at critical state from tension to

compression. It is shown that two curves for tensile and

compressive states are symmetric about point (0, a0).

a ¼ 2a0 �
a0F0

F0 � F
ð9Þ

When the contact bond breaks, the crack aperture can be

calculated by Eq. (10) [34].

a ¼ ac0 þ kw ð10Þ

where w is the normal distance between the surfaces of the

two particles, k is a dimensionless multiplier, and ac0 is the

initial aperture for crack.

The contact failure under tensile stress may lead to crack

growth. The permeability of the crack is observably higher

than that in the rock matrix. For most models, the particles

are much larger than the actual grains and therefore a

multiplier k less than 1 is applied to make a realistic

aperture width [3]. The normal distance between two par-

ticles’ surfaces, w, is expressed by Eq. (11).

w ¼ d � R1 � R2 ð11Þ

where d is the distance between the two particle centers and

R1, R2 are the radii of two particles. In each time step, fluid

Fig. 6 Aperture variation with the contact force between two

particles. This relation is only used before contact bond failure
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flow through the fluid channel causes a change of the fluid

pressure in pores.

Considering a pore connecting N fluid channels, the

increment of the fluid pressure DP, in a time step Dt, is
written as

DP ¼ Kf

PN
i¼1 qiDt
Vd

ð12Þ

where Kf is the fluid bulk modulus, Vd is the volume of the

pore network, and qi is the flow rate of fluid channel

i connecting to this pore.

In this improved fluid coupled model, the area Sg with

grid mark is taken as the volume of the pore network in two

dimensions (Fig. 7). The area Sg can be calculated by

subtracting the overlapping area of particles and the poly-

gon So, from the polygon area Sp, formed by connecting the

centers of surrounding particles [see Eq. (13)]. For each

polygon, we can estimate its center position by average

coordinates of vertexes. To obtain the area Sp, the polygon

can be divided into several triangles by connecting its

center and vertexes. The area of polygon is the summation

of all triangle areas for area calculation. In Fig. 7, the

overlapping area So is the summation of four sectors

formed by ABCD and four circles. Each sector area is

estimated by the interior angle of polygon and circle radius.

Once a new crack is formed, the volume of the pore

network must be updated to reflect the changes of pore

geometry before the fluid step begins. Zhang et al. [80]

explain that the variation of pore volume might be negli-

gible if the topology of the fluid network remains

unchanged and no crack has formed. In our simulations, the

fracture geometry is continuously evolving. The appear-

ance of a new crack will alter the position of the pores and

augment the pore volume. However, it is computationally

demanding to update the pore network with the crack

propagation in each incremental step. It is also difficult to

take into account of the evolving cracks in previous fluid

coupled models available in PFC [3, 62, 76, 80]. In this

improved fluid model, we consider the pore volume change

induced by crack growth via Eq. (13). To avoid incre-

mentally updating the connectivity of the pore network

during the crack propagation, we assume that the crack

growth will not alter the origin connectivity of the fluid

network. Instead, it only imposes changes on the node

positions of the network. As a result, the formation of a

new crack may lead to the increase in pore volume by m

times. After a new crack is formed (Fig. 7), the pore vol-

ume Vd is updated according to the crack number sur-

rounding the pore center. This calculation method for a

single pore volume Vd in two dimensions can be written as

Vd ¼ Sg ¼
Sp � So no crack

mnðSp � SoÞ n cracks around a pore grid

�

ð13Þ

where Sg is the grid marked area in Fig. 7, So is the over-

lapping area of particles and the polygon, Sp is the polygon

area, m is a constant which expresses the volume expansion

induced by a single crack, and n is the crack number sur-

rounding this pore center.

In each fluid cycle, all fluid channels in the network are

traversed and fluid transport driven by pressure in between

two pore centers is captured via Eq. (5). Then the fluid

pressure is updated by Eq. (12). The new fluid pressure in

each pore center will be applied on the neighboring parti-

cles as an unbalanced force in the next mechanical cycle. In

addition to this, the fluid pressure also contributes a normal

component to the contact particles in our simulation, as a

small gap is assumed on the particle contacts. The shear

stress caused by fluid flow in the channel has been intro-

duced by [62]. For this research, the shear stress is

Fig. 7 Schematic diagram for the pore volume. The left figure shows a quadrangled mesh ABCD with four intact bonding contacts. The right

figure shows the mesh ABCD with two cracks crossing. This is a simplified method to avoid updating the fluid network
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embodied using the same method. The fluid transport

through the contact point is described by the parallel-plate

model (Fig. 8). Consequently, the fluid velocity v for

laminar flow between two parallel plates can be expressed

as

v ¼ w2DP
2lL

y

w
� y2

w2

� �
ð14Þ

Therefore, the shear stress caused by viscous fluid flow

is given by Eq. (15). Taking y = 0 and assuming L as the

length of the parallel plate, the total fluid shear force acting

on the particles is fs ¼ wDP
2
.

s ¼ l
dv

dy
¼ w

2
� y

� �DP
L

ð15Þ

2.4 Numerical stability and efficiency
improvement

In this section, we discuss the numerical stability and

attempt to promote the computation speed by increasing

the critical time step with a new strategy. The time step for

mechanical cycle is determined automatically by PFC. It

should be noted that the time step discussed here is used for

fluid calculation. The fluid calculation launches after

mechanical cycle for solid grains. Considering a fluid

channel connected to pore ABCD (see Fig. 4), the influx q1
caused by the pressure difference DP0 in a time step can be

expressed as

q1 ¼
a3DP0

12lL
ð16Þ

Assuming that N fluid channels connect to this pore, the

influx q in this pore caused by the pressure perturbation in a

time step is simplified as

q ¼ Nq1 ¼
Na3DP0

12lL
ð17Þ

The fluid flow will cause a pressure response DP00 by
Eq. (12).

DP00 ¼ KfqDt
Vd

ð18Þ

For stability, the pressure response DP00 must be less

than the original pressure difference DP0 [34, 80]. Let

pressure response DP00 equal to pressure difference DP0.
Combining Eqs. (17) and (18), we can obtain the critical

time step Dtc for the fluid calculation.

Dtc ¼
12lLVd

Na3Kf

ð19Þ

Generally, the actual time step should be less than Dtc
for numerical stability. However, due to the great differ-

ence of aperture between rock matrix and crack, the critical

time step used in the fluid cycle for the rock matrix,

denoted by Dtcm is much bigger than that for the crack,

denoted by Dtcc. To maintain the numerical stability, one

has to choose a very small time step [62, 80], at least Dtcc.
This choice may nevertheless increase the computation

time significantly.

In our simulations, a new strategy is employed to

increase the critical time step in the fluid cycle without

losing numerical stability. Assume that we still adopt the

time step, Dtcm in the calculation. Undoubtedly, this will

cause numerical instability in the area where cracks appear,

as this area needs time step reducing to Dtcc to maintain

stability. However, we may analyze the final state of water

pressure in arbitrary connected pores 1 and 2 in this area.

Assume that a fluid channel connects to pores 1 and 2

(Fig. 9). The pore volumes for pores 1 and 2 are Vd1 and

Vd2, respectively, and the volume increments of fluid in

pores 1 and 2 are DVf1 and DVf2, respectively. The fluid

pressures in pores 1 and 2 are P1 and P2, respectively.

Without loss of generality, let P1 C P2. P1 and P2 can be

given by

P1 ¼
DVf1Kf

Vd1

P2 ¼
DVf2Kf

Vd2

8><
>: ð20Þ

Over time, the pressure difference between the two pore

centers would progressively reduce until the flow reaches

the steady state. Since the pressure changes are related to

the fluid volume changes, we need to obtain the fluid

volume increment in order to update the pore pressure. The

fluid volume increment is given by DV ¼ qDt in the sim-

ulation. However, the fluid volume increment in a time step

should be less than the ultimate fluid volume increment

Fig. 8 Parallel-plate model for computing fluid shear stress. The

width of the parallel plate depends on the contact force between two

particles. The pressure difference is calculated according to the

pressure of pore center on the two sides. After Shimizu et al. [62]
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DVf such that the pressure will stabilize at P after enough

time (Fig. 9). We attempt to deduce ultimate fluid volume

increment DVf from the initial state to final state. If the

calculated DV ¼ qDt is greater than DVf , the fluid volume

increment is set to DVf in our algorithm.

Due to Dtcm � Dtcc, the fluid pressure in the crack area

will stabilize at P if we use Dtcm as the time step. The final

fluid pressure P can be obtained by

P ¼ ðDVf1 þ DVf2ÞKf

Vd1 þ Vd2

¼ P1Vd1 þ P2Vd2

Vd1 þ Vd2

ð21Þ

Therefore, the ultimate fluid pressure variations in pores

1 and 2 are expressed as

DPu1 ¼ P1 � P ¼ Vd2ðP1 � P2Þ
Vd1 þ Vd2

DPu2 ¼ P� P2 ¼
Vd1ðP1 � P2Þ
Vd1 þ Vd2

8>><
>>:

ð22Þ

According to Eq. (12) (taking N = 1, DV ¼ qt), the

ultimate fluid volume increments, DVu1, DVu2 in pores 1

and 2 are derived by

DVu1 ¼ DPu1

Vd1

Kf

¼ Vd1Vd2ðP1 � P2Þ
Kf ðVd1 þ Vd2Þ

DVu2 ¼ DPu2

Vd2

Kf

¼ Vd1Vd2ðP1 � P2Þ
Kf ðVd1 þ Vd2Þ

8>><
>>:

ð23Þ

From Eq. (23), we have DVu1 ¼ DVu2, in which the

continuity condition for fluid is satisfied. After long enough

time, the pressure in two pores will reach the final state and

the fluid volume increment is DVu1 ¼ DVu2. The above

derivation process only considers the fluid flow from pore 1

to pore 2. In the actual pore network, a pore may be con-

nected to several other pores. This causes the real ultimate

fluid volume increment DVu to be smaller than DVu1 and

DVu2. Therefore, a safety factor a (0\ a\1) is introduced

to estimate the real ultimate fluid volume increment DVu.

DVu ¼ aDVu1 ¼ a
Vd1Vd2ðP1 � P2Þ
Kf ðVd1 þ Vd2Þ

ð24Þ

As a consequence, in a given fluid cycle with time step

Dtcm, if the fluid volume increment DV calculated by

Eq. (12) (DV ¼ qDtcm) is greater than DVu, that means the

fluid transport by this channel will reach the final state.

That is to say, the pore pressure in the two ends of the fluid

channel will reach the pressure in Eq. (21), and the fluid

increment is DVu. This provides a strategy to calculate the

fluid increment DVu (Eq. (24)) when we use Dtcm as the

critical time step. Therefore, according to the illustration

above, the time step Dtcm still can be used as the critical

time step as long as the ultimate fluid volume increment is

decided by Eq. (24). This method will enhance the

Fig. 9 Schematic diagram for the pressure response caused by fluid flow in a single fluid channel. The fluid pressures in pores 1 and 2 are P1 and

P2, respectively. The left figure is the initial state for pores 1 and 2. The right figure is the final state for pores 1 and 2

Fig. 10 Schematic of calculation sequences in the simulation. The

particle module is provided by PFC and its time step is determined by

PFC automatically. The fluid flow model is implemented using FISH

language in PFC
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computational efficiency significantly when cracks grow in

the specimen.

Figure 10 presents a flow chart of the calculation pro-

cess. The built-in particle module of PFC is used to update

the particle position and contact force. The fluid flow

model is used to calculate the drag force applying on each

particle. The drag force is applied as an unbalanced force in

the mechanical cycle in particle module. The time step in

mechanical cycle is determined by PFC automatically. In

the fluid model, a fix time step is adopted. This time step

should less than the critical time step to maintain numerical

stability [34].

3 Numerical specimen generation
and material parameter calibration

In this section, the grain-based specimens are generated to

simulate the macro-mechanical behavior of rock. The

model parameters are calibrated by the results of a labo-

ratory experiment performed on Lac du Bonnet granite

[43, 63].

3.1 Numerical rock specimen using the grain-
based model

According to the research by Eberhardt et al. [25], Lac du

Bonnet granite mainly consists of four minerals: k-feldspar,

plagioclase, quartz, and biotite. For Lac du Bonnet gray

granite, the content of the four minerals, k-feldspar, pla-

gioclase, quartz, and biotite, is 45, 20, 30, and 5%,

respectively. Based on the content of minerals, a numerical

specimen is generated to conduct the uniaxial compression

test.

Figure 11 presents a numerical specimen created by

grain-based model. The synthetic rock specimen has a

height of 250 mm and width of 100 mm. The ratio of

height and to width is 2.5, which is in accordance with the

experimental sample specimen shape reported by Martin

[43]. The black mesh in Fig. 11 shows the grain structure.

Note that the topological and statistical properties of the

grain structure have not been compared with those of Lac

du Bonnet granite. According to the statistical data by

Martin [43], the grain size of Lac du Bonnet granite ranges

from 3 to 9 mm. In this research, all the grain radii are

3.0 mm. According to the research by Peng et al. [50], the

grain size difference can cause the micro-geometric

heterogeneity of grain structure. The reason we use the

same grain radii is that we want to eliminate the influence

of micro-geometric heterogeneity on the crack pattern.

Each grain consists of several cemented particles, and

grains are deformable and breakable. The numerical

specimen includes four minerals. The modeling parameters

of four minerals are different, and these parameters are

calibrated by numerical uniaxial compression and direct

tension tests until the macro-mechanical properties cap-

tured by the numerical tests match the corresponding

properties obtained from the laboratory test.

3.2 Material parameters calibration

Because microscopic mechanical parameters cannot be

obtained directly from macroscopic laboratory experi-

ments, a numerical calibration is required to determine

these microscopic parameters [36, 40, 56]. A uniaxial

compression test is performed to compare to the mechan-

ical response from the laboratory experiment for Lac du

Bonnet granite [27]. Figure 12 shows the contact force

chain of grain boundary and the distribution of micro-

cracks at post-peak stage, in which axial stress is 0.8 times

of peak strength. It is found that the compressive force

chains distribute in strips along the direction of axial

compression. As seen in Fig. 12b, a lot of microscopic

tensile cracks (blue) propagate along the grain boundaries.

A small number of tensile cracks (black) cross the grains to

form the intra-grain cracks.

Table 1 presents a comparison of macro-mechanical

properties between an experiment and the corresponding

numerical simulation. In this simulation, the tensile

strength is inferred from an uniaxial tension test. The

Young’s modulus E and Poisson’s ratio m are computed by

assuming plane strain condition and using the stress and

strain increments occurring between the start of the test and

the point that marks one-half of the peak stress [53]. As

shown in Table 1, the macro-mechanical properties,

Fig. 11 A grain-based numerical specimen of granite. The red, green,

blue, and brown areas indicate k-feldspar, plagioclase, quartz, and

biotite, respectively (color figure online)
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especially the tensile strength, can be replicated by the

grain-based model. The macro-mechanical properties, such

as Young’s modulus E, Poisson’s ratio m, uniaxial com-

pressive strength (UCS)rc, tensile strength rt and the ratio

of unconfined-compressive strength to tensile strength

rc=rt, which are calculated by simulation fall in the range

given by Martin [43]. The ratio of the unconfined-com-

pressive strength to tensile strength is 21.9, which is very

close to the mean experiment value of 21.5. The ratio for

the BPM model consisting of parallel-bonded disks is often

too low to match actual value [52]; however, the calculated

value using PFC-GBM agrees well with the actual value in

our numerical model. Since the calculated macro-me-

chanical properties (Table 1) match that from experiment,

the micro-parameters listed in Table 2 are used for mod-

eling the mechanical response of Lac du Bonnet granite.

The calibration of hydraulic parameters mainly involves

the determination of initial aperture a0, ac0, multiplier k,
and constant m. The appropriate hydraulic parameters

should be chosen so that the corresponding macro-perme-

ability of Lac du Bonnet granite in the simulation matches

the experimental measurement in previous literature [63].

Al-Busaidi [3] suggested using following equation to

estimate the macro-permeability of numerical model.

kp ¼
1

12V

XN
i¼1

Liw
3
i ð25Þ

where kp is the macro-permeability of numerical model, V

is the volume of the specimen, Li is the length of fluid

channel i, wi is the aperture of fluid channel i, and N is the

total number of fluid channels.

The macro-permeability calculated via Eq. (25) is

1.02 910-17 m2. This magnitude of effective permeability

is within the range of given by Souley et al. [63]. The

Fig. 12 a Contact force chain of grain boundaries after the test. Blue area is compressive and red area is tensile. The grain boundary is

represented by the green polygons. b Distribution of micro-cracks. The blue lines represent inter-grain tensile cracks, the red lines represent inter-

grain shear cracks, and the black lines represent intra-grain tensile cracks (color figure online)

Table 1 Comparison of macro-mechanical properties of Lac du

Bonnet granitea

Macro-mechanical properties Experiment PFC-GBM

Young’s modulus E (GPa) 69 ± 5.8 66.2

Poisson’s ratio m 0.26 ± 0.04 0.24

Uniaxial compressive strength rc (MPa) 200 ± 22 203.6

Tensile strength rt (MPa) 9.3 ± 1.3 9.3

Ratio of compression to tension, rc=rt 21.5 21.9

aThe experiment samples from the URL were obtained from shallow

depth (0–200 m) [43]
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corresponding initial aperture and viscosity are listed in the

above table. The dimensionless multiplier k is 0.2, and the

bulk modulus of the fluid is 6.5 GPa. The initial aperture

for failure bond, ac0, and constant, m, is determined by

KGD hydraulic fracture model, which is given in the fol-

lowing discussion.

The KGD hydraulic fracture model [30, 35] is adopted

to examine the validity of numerical model. The KGD

model considers the fluid-induced fracture propagation in

porous media by fluid injection from the wellbore at a

constant flow rate. The model is derived with the

assumption that there is no gap between the front of the

fluid and the fracture tip. Therefore, the KGD model

essentially assumes the fracture propagation is in the fluid

viscosity controlled regime, and the rock toughness is not

explicitly considered [28, 45, 60].

The analytical solution for the fracture half-length is

given as

Lc=2 ¼ C
q03E

l

� �1
6

t
2
3 ð26Þ

where q0 is the fracturing fluid injection rate per unit height

of the crack, E is the plane strain elastic modulus, and l is

the dynamic viscosity of fluid and t is time. For the KGD

model [30], C = 0.539, and for the model proposed by

Spence and Sharp [64], C = 0.515.

The fracturing fluid is injected into an initial preexisting

crack with a length of 2 cm in the numerical simulation, as

shown in Fig. 13. The injection rate per unit height of the

preexisting crack is assumed to be constant,

q0 ¼ 0:4� 10�5m2=s. The symmetry of the problem

allows us to model only half of the space [12]. Figure 14

presents a comparison of fracture length between analytical

solution and simulation. The result shows that the fracture

length obtained from simulation agrees with that calculated

by analytical solution. It is worth noting that KGD solution

is given under viscosity-dominated regime, and hence,

leak-off is not allowed (medium permeability k = 0). In our

simulation, the leak-off is allowed by considering perme-

able host medium. This may be the reason the fracture

E = 69.6 GPa
µ = 1 10 3 P a s

0.20 m

0.
18

m2
q

Fig. 13 Model used for hydraulic fracturing examples. The blue line

indicates the initial flaw (color figure online)

Table 2 Calibrated modeling parameters for numerical specimen of

Lac du Bonnet granite

Micro-parameters Value

K-

Feldspar

Plagioclase Quartz Biotite

Particle density (kg/m3) 2560 2630 2650 3050

Normal to shear stiffness

ratio of particles

1.5 1.5 1.5 1.5

Contact modulus of

particles (GPa)

58.0 60.0 65.0 55.0

Parallel bond modulus

(GPa)

46.0 52.0 55.0 40.0

Normal to shear stiffness

ratio of bond

1.5 1.5 1.5 1.5

Parallel bond tensile

strength (MPa)

360 380 350 320

Cohesion of parallel bond

(MPa)

320 350 380 300

Friction coefficient of

particles

1.0 1.0 1.0 1.0

Parallel bond friction

angle (�)
50.0 51.0 52.0 48.0

Micro-properties of grain boundaries (Smooth-joint contacts)

Smooth-joint contact normal

stiffness factor

0.65

Smooth-joint shear normal stiffness

factor

0.65

Smooth-joint bond tensile strength

(MPa)

12.0

Smooth-joint bond cohesion (MPa) 165.0

Smooth-joint bond friction

coefficient

1.5

Smooth-joint bond friction angle (�) 42.0

Hydraulic parameters

Initial aperture for intact bond, a0
(m)

5.0 9 10-7

Initial aperture for failure bond, ac0
(m)

1.25 9 10-4

Viscosity, l (P a�s) 1.0 9 10-3

Bulk modulus of fluid, Kf (GPa) 6.5

Multiplier, k 0.2

Constant, m 1.2
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length in the simulation is lower than the result analytical

solution in the beginning. Overall, the KGD model pro-

vides a good reference for the determination of hydraulic

parameters. The fracture toughness of Lac du Bonnet

granite is KIC ¼ 1:72 MPa � m1=2 [43]. The dimensionless

toughness [1, 11] is about 2.74 in this research. The

hydraulic fracture can be described the toughness-domi-

nated regime. This implies the numerical solution with

leak-off given by Bunger et al. [11] may be more suit-

able for the calibration of hydraulic parameters in this case.

4 Hydraulic fracture in the specimens
with two flaws

The interaction and coalescence of cracks are important for

understanding the mechanisms of hydraulic fracturing. In

the following examples, we use a DEM network coupling

model to simulate the interactions of cracks initiated at

different locations and study the influence of flaws orien-

tation on crack coalescence patterns. Here we consider a

rectangular domain subjected to confining pressures of

1 MPa in the x-direction and 1 MPa in the y-direction. We

introduce two flaws at different locations of the square

domain and perform the DEM simulations with sufficient

time step such that the DEM model reaches a new quasi-

static equilibrium [18].

4.1 Model setup

The dimension of the numerical specimen is 20 cm 9 20

cm. A servo-control system is introduced in our numerical

tests to keep the boundary stress constant. The servo-con-

trol system consists of four walls on the boundary of the

specimen. The required stress state is achieved by moving

the boundary walls. The assembly is initially created with

confining stress of 0.1 MPa. Before the injection test, the

particle assembly is loaded to specific stress state and the

static equilibrium is maintained using the servo-control

system. The numerical specimen is composed of particles

of different sizes. The maximum radii of the particles are

144 mm, and the minimum radii are 1.2 mm. The radii of

the particles are uniformly distributed. Two nearby flaws

with different angles are configured in the modeled rock

specimen (see Fig. 15), and the two preexisting flaws

without bonding strength are placed into the model using
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Fig. 14 Fracture half-length versus elapsed time from analytical

solution and simulation. The cracks in PFC are micro-cracks caused

by contact failure. The fracture length in this figure is obtained by

measuring trajectory length of cracks. The solution given by Spence

and Sharp [64] is calculated by Eq. (26) (C = 0.515)

Fig. 15 Rock models with different nearby flaw patterns generated by the grain-based method. The red, green, blue, and brown areas indicate

k-feldspar, plagioclase, quartz, and biotite minerals, respectively. The mineral content is in accordance with the data given by Eberhardt et al.

[25]. The black lines denote two preexisting flaws (color figure online)
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the smooth-joint model in PFC. The length of each initial

flaws is 20 mm, and the width is 2.4 mm. The pressurized

fluid is injected into the flaw area and diffuses with the

cracks growth.

As shown in Fig. 15, case A consists of two preexisting

flaws which are distributed symmetrically on the cater-

corner of the specimen to eliminate the effect of different

stress states on the crack path [57]. Two flaws are per-

pendicular in case B, and they are placed in parallel in case

C. The interval of the flaw center is 5 cm. The pressurized

fluid is injected into initial flaws with constant injection

rate 2 9 10-5 m2/s. The crack propagation process initi-

ated at the two flaws is monitored during the test. In this

section, the effect of flaw configuration on the crack

propagation is discussed. The confining stress of the sam-

ple is rx ¼ ry ¼ 1 MPa. Under this low confining stress,

the rock specimens tend to fail by brittle, localized fracture

[15]. The injection-induced cracks are expected to propa-

gate and coalesce under different flaw configurations. The

interaction mechanism for multiple fractures in brittle rock

can be explained by the crack propagating trajectory.

4.2 Crack propagation, interaction,
and coalescence under different initial flaw
patterns

Figure 16 shows that the crack path is significantly influ-

enced by the initial flaw orientation. For case A, the cracks

lengthen and eventually meet to form a continuous crack

along the line connecting the two flaws. It seems that two

cracks in case A approach each other, and some small

branches can be found at the fracture tip. Prior to the crack

Fig. 16 Crack coalescence patterns with different inital flaw configurations. Each short line segment denotes a micro-crack
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coalescence, the lower left fracture goes rightward and

bypasses the frontier of another fracture. This implies the

fractures avoid a tip to tip interaction, even though they

may straightly move toward the other fracture. This phe-

nomenon is also found in previous research [69]. In case B,

the two leading cracks turn to intersect at about 90 degrees.

In the beginning, two leading fractures grow and extend

along the direction of preexisting flaws. The fracture tips

show some branches after two fractures get to coalesce.

When two initial flaws are parallel, the two leading cracks

begin to propagate in a parallel direction at the beginning

and tend to deviate from each other later. The growth rate

of crack initiation from upper right flaw is slower than that

from the lower left flaw in case C. The reason is that the

microstructure in the specimen represented by the grain-

based model is not strictly homogeneous. Therefore, the

areas around two preexisting flaws may have different

microstructure and strength characteristic due to the spatial

heterogeneity.

The brittle behavior is highly significant for granite

especially if the confining pressure is low. Consequently,

cracks may grow very fast. Remarkably, according to the

time history exhibited in each figure, the rate of crack

growth is the highest when the two initial flaws are aligned.

In this case, the cracks start to coalesce at about 0.10 s for

case A. However, at the same time instant of cases B and

C, the cracks merely began to growth near the flaws. Fig-

ure 17 shows the number of cracks in the three cases. It is

obvious that the distribution and orientations of initial

flaws affect the crack trajectory, crack propagation rate and

crack number. Case A shows the fastest growing rate of

crack (see Fig. 17). This indicates that there is a strong

acceleration effect when the two flaws are aligned with

each other and this configuration promotes the generation

of new cracks.

The crack propagation rate in the specimen can be

explained by Eq. (27). According to the subcritical crack

(stress corrosion) propagation law [6], the crack propaga-

tion rate, v, can be obtained by the mode I stress intensity

factor, KI, the subcritical index of the material, n and an

empirically derived constant, c. Equation (27) indicates

that even minor crack interaction, which will result in the

variation of KI, can finally lead to an exponential increase

in crack propagation rates. This explains why the crack

number curve shows a tremendous jump in the stage of

crack interaction. It suggests that an appropriate design of

injection hole with strong positive interaction will

tremendously enhance the efficiency of hydrocarbon

recovery.

v ¼ cKn
I ð27Þ

As shown in Fig. 18, the crack grows along the path

perpendicular to the black compressive force chain. It is

interesting to note that this result seems to agree with the

fluid grain displacement regimes from fluid injection into a
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Fig. 17 Crack number for different flaw configurations

Fig. 18 Distribution of contact force chain for three cases. The black lines indicate the compressive force chain, the cyan lines indicate the

tensile force chain, the blue lines represent cracks caused by the tensile failure, and the bold line segments denote two initial flaws (color

figure online)
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dense granular media [80]. The tensile force converges on

the tip of propagated cracks. This suggests that the failure

and slippage of contacts are most likely to arise on this

intensive tensile zone.

In previous studies, the area ahead of the crack tip is

termed as a process zone [75] where small-scale yielding,

micro-cracking or void growth and coalescence may take

place continually. The size of the process zone can be

estimated by the tensile area in the force chain. Once the

micro-cracks in the process zone link together, the macro-

cracks may extend beyond the process zone. When the two

flaws align and close to each other, their process zones are

likely to overlap. This may contribute to the fast propa-

gation of cracks due to development of dense micro-cracks

and the strength degradation in this overlapped process

zone. This supports the notion that fracture propagation is

likely affected by the stress fields of adjacent fluid-driven

fracture.

A statistical analysis for crack orientation at the time of

0.28 s is given to quantitatively evaluate the effect of

preexisting flaws on crack interaction and coalescence

(Fig. 19). The bond breaks when either the tensile normal

or shear contact force exceeds the corresponding bond

strength. The failure of each contact generates a new crack

passing through the contact point between two particles.

The orientation of each crack is defined by a unit direction

vector perpendicular to the line of two particles. The angles

of cracks are calculated by the unit direction vector of

cracks.

The cracks are counted in each azimuthal bins of 15�,
from 0� to 360�. The result reveals that the crack paths

largely depend upon the orientation of initial flaws in the

numerical specimen. As shown in Fig. 19a, the orientation

of most cracks falls in the area about 15�–90� and 195�–
270� when two flaws are aligned. Cases B and C have a

concentrated crack orientation. Especially for case C,

cracks are concentrated on the orientation of 120� and
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Fig. 19 Crack orientations for different configuration of preexisting flaws. Crack orientations above is obtained at the time of 0.28 s
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310�. The far-field principal stress for different flaw ori-

entation is the same, but the orientation of crack is dis-

tinctly different. The crack orientation indicates that local

stress field determined by initial flaw direction dominates

the propagation of cracks.

At the grain level, micro-cracks tend to propagate along

the grain boundary (Fig. 20) because the intra-grain

strength is much higher than the inter-grain strength. This

is the reason that orientations of crack in Fig. 19 are not in

strict accordance with the macroscopic direction of crack in

Fig. 14.

Figure 21 shows the water pressure distribution obtained

from simulations with different initial flaw configurations.

It is obvious that water pressure mainly distributes on the

crack area. The crack path becomes the major fluid channel

in the specimens due to the increase in aperture at the

failure contacts. The pore pressure mainly distributes along

the crack path, because the micro-cracks alter the perme-

ability greatly and facilitate the pressure dissipation. The

macroscopic cracks seem continuous; however, some

micro-cracks are not connected in the microscopic

numerical model. This discrepancy may be attributed to the

over-simplistic formation mechanism of cracks in the

model as well as the deficiencies brought by the 2D fluid

pore network model. These factors may lead to the dis-

continuity of water pressure in some regions. The water

pressure is higher in the cases where the two initial flaws

are aligned with each other. This high pore water pressure

may explain that the growth rate of crack in case A is

relatively faster compared with other two cases.

Once we obtain the local permeability of each fluid

channel, the shortest path algorithm can be used to find the

effective fluid flow path between two given points. Here,

local permeability indicates the permeability for each fluid

channel, which is related in Fig. 4. Darcy’s law can be

written as

q ¼ kADP
lL

ð28Þ

where k is the permeability, in m2 and A is the fluid area.

To obtain the local permeability in each fluid channel, we

assume that the fluid area is equal the aperture of pore in

the 2D model. By combining Eqs. (5) and (28), the local

permeability for each fluid channel, k, in m2, can be

expressed as q ¼ a2

12
. So the local permeability for each fluid

channel can be calculated by the aperture of pore. The fluid

channel in the model without crack maintains the initial

local permeability 2.08 9 10-14 m2, which is far lower

than the permeability of fluid channel in the crack area,

which is on the order of 10-9 m2.

4.3 Analysis of fluid and crack networks

After calculating the permeability of each fluid channel, a

weighted graph is generated to represent the flow network.

This weighted graph [42] is a network connecting the pore

centers of each void space (see Fig. 4) connected by each

flow channel, and the flow channel has a weight of li=ki. li
is the distance of two pore centers connected by channel i,

and ki is the permeability of channel i. The value of li=ki is

selected as the weight for the fluid channel in the network,

as this value can reflect the transmission capacity of the

fluid channel [see Eq. (28)]. One of the most important

properties to study the properties of a network is the

shortest path between two vertices. Dijkstra’s algorithm

Fig. 20 Propagation of cracks along the grain boundary. The blue lines are cracks, and the gray polygons are grains (color figure online)
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[23] is used to seek the shortest path between two injection

points.

In the flow network weighed graph, pore centers are

represented by vertices and flow channels by edges. Dijk-

stra’s algorithm works as follows [67]: (1) Identify one of

the vertices in one injection point as the first active vertex,

and one of the vertices on the other injection point as tar-

geted outflow vertex. (2) Consider all of the unvisited

vertices around active vertex and calculate their tentative

distances by the weights. Compare the newly calculated

tentative distance with the currently assigned value and

assign the smaller one. After that, remove the active vertex

from the unvisited set. (3) This algorithm stops once the

targeted outflow vertex becomes an active vertex. Other-

wise, select the unvisited node that is marked with the

smallest tentative distance, set it as the new active vertex

and repeat step (2).

Figure 22 presents the shortest path between two centers

of flaws using Dijkstra’s algorithm. This analysis predicts

the flow path only by local permeability, and it coincides

exactly with the crack path. When the two flaws are on a

line, the flow path goes straightly from one injection point

to the other, only through 36 vertices on the weight graph.

While the flow paths for cases of orthometric flaw and

Fig. 21 Water pressure distribution for different flaw configurations. This figure is plotted by MATLAB using the pressure data of pore centers
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paralleled flaw go through 36 and 67 vertices, respectively.

The geometrical tortuosity, s ¼ Le=Ls, is often used to

quantify the complexity of the flow network, which is

defined here as the ratio between the effective length of the

shortest flow path, Le, and the injection point spacing, Ls
[67]. The widely used Kozeny–Carman equation estimates

that the effective permeability is proportional to the

reciprocal of tortuosity 1=s [67]. From Fig. 22, it can be

seen that the geometrical tortuosity for case C is conspic-

uously higher. Thus, the effective permeability for the

shortest flow path in case C is smaller than that in other two

cases. However, this effective permeability is an evaluation

only for the shortest flow path between two specific points.

The fluid transportation capacity in the whole crack net-

work will be discussed in detail below.

In this research, a new crack is formed due to the failure

of a contact. In order to study the topological property of

the crack network, we introduce some efficiency measures

in graph theory to see how well the fluid diffuses over the

crack graph. The blue lines represent cracks, and the red

dots indicate the pore centers (see Fig. 23). The crack

networks are extracted from the final stage in Fig. 16. This

undirected graph can be considered as a network with

N vertices (nodes) and K edges (links or connections).

Here, the graph G can be a weighted and possibly even

non-connected and non-sparse graph [38]. This graph G is

described by two matrixes, the adjacency matrix, aij
� 	

and

the matrix of the weights associated with each link, l0ij

n o
.

aij is defined as a set of numbers, aij ¼ 1 when there is a

connection or edge joining vertex i to j, and aij ¼ 0

otherwise. l0ij is identified with the weight of edge joining

vertex i to j. In such a situation, let the weight of edge

joining vertices i to j, l0ij equal the length of the edge, when

there is an edge joining vertex i to j. The definition about

the weight of edge was also adopted by Valentini et al. [70]

to analyze rock fracture network. We assume that the

Fig. 22 The shortest flow path between two injection points by Dijkstra’s algorithm. The weight for each edge is li
ki
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weight of an edge is zero, l0ij ¼ 0, when there is no edge

between i and j. We also define l0ij ¼ 0 8 i ¼ j.

The shortest path between vertices i and j is denoted by

dij. The shortest path dij can be obtained by Dijkstra’s

shortest path algorithm. Actually, dij between two generic

points i and j is the minimum sum of weight l0ij throughout

all the possible paths in the graph from i to j. Since the

pressurized hydraulic fluid mainly transfers along the crack

path, it is reasonable to adopt the shortest path, dij, to

evaluate efficiency of the network. Once we get the

shortest path, dij, we can simply estimate the efficiency, fij
in the communication between vertices i to j by the

reciprocal of the shortest distance:

fij ¼
1

dij
8i; j ð29Þ

Consequently, the global efficiency E (G) of the whole

graph G can be defined as [70, 71]

E Gð Þ ¼
P

i 6¼j2G fij
NðN � 1Þ ¼

1

NðN � 1Þ
X
i 6¼j2G

1

dij
ð30Þ

If there is no link between vertices i and j, we assume

dij= ? ! and then get fij ¼ 0. Equation (30) gives the

efficiency E (G) which varies in the range [0, ?!]. E (G)

is normalized to be in the range of [0, 1], by introducing an

ideal graph Gi. In the ideal graph Gi, every two vertices

generate an edge, in total N(N - 1)/2 edges. So we can

obtain the maximum value of efficiency on this ideal graph

with dij ¼ l0ij 8 i ¼ j. The maximum efficiency is given by

Latora and Marchiori [38].

E Gi

 �

¼ 1

NðN � 1Þ
X
i6¼j2Gi

1

l0ij
ð31Þ

The normalized global efficiency Eglob, therefore, is

written as

Fig. 23 Crack graph at time of 0.28 s. The red lines are cracks, and the blue dots are pore centers in the network (color figure online)
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Eglob ¼
E Gð Þ
E Gi

 � ð32Þ

The global efficiency Eglob of the crack network is cal-

culated by using above method. For the crack graph of

cases A, B, and C, the corresponding global efficiency is

0.363, 0.235, and 0.239, respectively. Figure 23 shows that

two preexisting flaws in the same direction may lead to a

well-connected crack network with high global efficiency.

The crack graph shows the relatively high global effi-

ciency, which has the same topology as in the natural

fracture and small-world network (Eglob[0.1) [70, 71].

Based on the illustration above, the large global efficiency

means good connectivity in crack network. The crack

networks in cases B and C have similar global efficiency. It

is reasonable that crack network in case C has a low global

efficiency because its two fractures do not coalesce. The

crack network in case B has a lot of discontinuous branches

at the crack tip, which results in a low global efficiency.

The global efficiency of crack network in case A is the

highest among three cases. This reveals that materials with

micro-cracks are well connected are more likely to form a

major fracture when two initial flaws are parallel.

5 Discussion

In this research, the degradation of stiffness, Young’s mod-

ulus, and Poisson’s ratio caused by the progressive accu-

mulation of damage in the sample is negligible and the

contact model is a linear elastic model. However, the coa-

lescence of interacting cracks may be accompanied by

accumulation of damage as the bridging zone between the

cracks weakens and collapses [26]. In addition, the strength

reduction induced by water pressure is also neglected. If the

degradation of strength induced by accumulation of damage

and water is considered, the breakdown pressure would be

smaller and the growth rate of crack would be faster.

It should be noted that the spatial heterogeneity caused

by initialization algorithm, grain positions, grain size, and

bond strength also influences the propagation of crack

[41, 44]. We mainly focus on the effect of initial flaws on

the crack pattern in this research. Although our grain

structure is not from a slice scan images of real rock, the

numerical model of GBM has been proved to be feasible

to simulate the macro-mechanical behavior of rock

[7–9, 52]. To completely reproduce material microstruc-

ture, it is necessary to extract the grain structure from

material micro-tomography images [4, 5]. This will be

considered in our further work.

To evaluate the effect of heterogeneity caused by ini-

tialization algorithm, grain positions, grain size, and bond

strength, we generate two additional specimens (specimens

1 and 2) of different grain structures (see Fig. 24). The

mean grain size for three specimens is nevertheless iden-

tical. Then, we repeat the simulations of the three crack

orientation scenarios which are labeled as cases A1, B1,

C1, A2, B2, and C2 (Fig. 25). As shown in Fig. 25, the

crack pattern is also influenced by the grain structure. The

crack patterns from two specimens indicate that the simu-

lated cracks mainly propagate along the direction of orig-

inal flaw. The scenario with two aligned initial flaws still

shows the fastest propagation rate of crack. This result is in

accordance with the previous conclusion.

6 Conclusions

The propagation, interaction, and coalescence of cracks are

of vital importance for numerous geoengineering applica-

tions, such as unconventional hydrocarbon recovery,

Fig. 24 Three specimens with different grain structures. The red, green, blue, and brown areas indicate k-feldspar, plagioclase, quartz, and

biotite, respectively. Specimen 0 is used in the simulation in Sects. 3 and 4 (color figure online)
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geological storage of carbon dioxide, and nuclear waste.

This research focuses on analyzing the propagation, inter-

actions, and coalescence of two nearby fluid-driven frac-

tures with a coupled flow-network/discrete element model.

A new scheme to improve the computational efficiency is

proposed, and the variation of pore network induced by

fracture propagation is considered in the improved DEM

network coupling model. The material parameters are

calibrated based on the macro-properties of Lac du Bonnet

granite and KGD solution. By using the grain-based model,

the macro-mechanical properties, especially the ratio of the

compressive strength to tensile strength, can be captured.

Using the improved DEM network coupling model, we

conduct a series of numerical simulations in which two

initial flaws are placed with different patterns in synthetic

rock. The influence of flaw orientation on the coalescence

of fluid-driven fracture is studied by numerical tests.

Results indicate that cracks show higher propagation rate

when two flaws distribute in a straight line. Depending on

the flaw direction, fluid-driven cracks originated from two

different flaws may join together in the same propagation

direction, or they may meet at different angles. The coa-

lescence patterns originated from the two flaws are closely

associated with flaw direction. When the two flaws are

aligned with each other, the macroscopic cracks coalesce in

Fig. 25 Crack patterns considering different grain structure
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a straight line. These interaction mechanisms are analyzed

via geometrical measures from graph theory, in which the

crack network enhanced by the fluid-induced fractures is

analyzed systematically. The results reveal that multi-

ple initial flaws in the same direction may lead to a well-

connected crack network with high global efficiency.
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