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#### Abstract

Resource allocation in large-scale distributed systems Mehrnoosh Shafieezade Abade

The focus of this dissertation is design and analysis of scheduling algorithms for distributed computer systems, i.e., data centers. Today's data centers can contain thousands of servers and typically use a multi-tier switch network to provide connectivity among the servers. Data centers are the host for execution of various data-parallel applications. As an abstraction, a job in a data center can be thought of as a group of interdependent tasks, each with various requirements which need to be scheduled for execution on the servers and the data flows between the tasks that need to be scheduled in the switch network. In this thesis, we study both flow and task scheduling problems under the features of modern parallel computing frameworks. For the flow scheduling problem, we study three models. The first model considers a general network topology where flows among the various source-destination pairs of servers are generated dynamically over time. The goal is to assign the end-to-end data flows among the available paths in order to efficiently balance the load in the network. We propose a myopic algorithm that is computationally efficient and prove that it asymptotically minimizes the total network cost using a convex optimization model, fluid limit and Lyapunov analysis. We further propose randomized versions of our myopic algorithm. The second model consider the case that there is dependence among flows. Specifically, a coflow is defined as a collection of parallel flows whose completion time is determined by the completion time of the last flow in the collection. Our main result is a 5-approximation deterministic algorithm that schedule coflows in polynomial time so as to


minimize the total weighted completion times. The key ingredient of our approach is an improved linear program formulation for sorting the coflows followed by a simple list scheduling policy. Lastly, we study scheduling coflows of multi-stage jobs to minimize the jobs' total weighted completion times. Each job is represented by a DAG (Directed Acyclic Graph) among its coflows that captures the dependencies among the coflows. We define $g(m)=\log (m) / \log (\log (m))$ and $h(m, \mu)=\log (m \mu) /(\log (\log (m \mu))$, where $m$ is number of servers, $\mu$ is the maximum number of coflows in a job. We develop two algorithms with approximation ratios $O(\sqrt{\mu} g(m))$ and $O(\sqrt{\mu} g(m) h(m, \mu))$ for jobs with general DAGs and rooted trees, respectively. The algorithms rely on random delaying and merging optimal schedules of the coflows in the jobs' DAG, followed by enforcing dependency among coflows and the links' capacity constraints.

For the task scheduling problem, we study two models. We consider a setting where each job consists of a set of parallel tasks that need to be processed on different servers, and the job is completed once all its tasks finish processing. In the first model, each job is associated with a utility which is a decreasing function of its completion time. The objective is to schedule tasks in a way that achieves max-min fairness for jobs' utilities. We first show a strong result regarding NP-hardness of this problem. We then proceed to define two notions of approximation solutions and develop scheduling algorithms that provide guarantees under these approximation notions, using dynamic programming and random perturbation of tasks' processing times. In the second model, we further assume that processing times of tasks can be server dependent and a server can process (pack) multiple tasks at the same time subject to its capacity. We then propose three algorithms with approximation ratios of $4,(6+\epsilon)$, and 24 for different cases where preemption and migration of tasks among the servers are or are not allowed. Our algorithms use a combination of linear program relaxation and greedy packing techniques.

To demonstrate the gains in practice, we evaluate all the proposed algorithms and compare their performances with the prior approaches through extensive simulations using real and synthesized traffic traces. We hope this work inspires improvements to existing job management and scheduling in distributed computer systems.
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## Chapter 1: Introduction

Data centers have received significant attention as a cost-effective infrastructure for storing large volumes of data and supporting large-scale Internet services by Google, Amazon, Facebook, etc. Data centers also serve numerous number of small and medium sized organizations for their requirements such as financial operations, data analysis, and scientific computations. The increasing popularity of cloud-computing services such as Microsoft Azure, Amazon Web Services, and many others has also contributed to the increasing growth of data centers. A key challenge in the data centers is to efficiently support a wide range of "jobs" (i.e, queries, log analysis, machine learning, graph processing, stream processing, etc.) on their physical platform. These jobs routinely process Peta bytes of data on thousands of machines (servers) every day.

As an abstraction, a job can be thought of as a group of interdependent tasks, each with various requirements of CPU, memory, disk, network bandwidth, etc., which need to be scheduled for execution on the servers and the data flows between the tasks need to be scheduled in the switch network. One can view this complex scheduling problem as a joint scheduling of tasks in servers and scheduling of flows (rate assignment known as congestion control and flow routing inside the data center network), as depicted in Figure 1.1. Solving this scheduling problem efficiently is very challenging due to the coupling across server and network resources, and co-existence of variety of applications with very diverse requirements, from low latency to high throughput, all running in the same data center cluster. A practical scheduler also needs to be scalable in terms of the size of the data center $[1,2,3]$.

As a first approach toward dealing with this complicated problem, we can consider task scheduling and flow scheduling problems separately. Although this approach can be suboptimal, it helps with understanding the structure of possible solutions which can be subsequently used in solving the joint problem. Each of these separated problems still remains very complex, and in fact


Figure 1.1: Scheduling problems in data centers.
even simplified off-line versions of many of them, when all the information is available, are hard combinatorial problems (e.g. NP-hard).

### 1.1 Flow Scheduling

Scheduling flows in the data center multi-tier switch network is a challenging and significantly important problem. This is because while the traffic generated by the servers is growing exponentially over time (it is doubling every 12-15 months [3]), provided bandwidth by the data center topology is not growing that fast and remains the main bottleneck [2]. Such communications can account for a large portion of the job completion time, and hence can have a significant impact on application latency. Moreover, various traffic patterns such as one-to-one, one-to-many, and many-to-many can arise as a result of running data-parallel computing jobs [4, 5]. Further, data center traffic is very bursty and unpredictable which makes the problem even harder. To address this problem, there has been significant research on designing new networks with better topological features that are scalable and cost efficient. In addition, there has been a parallel line of research on flow scheduling algorithms that take into account the application requirements and make better use of network resources.

### 1.1.1 Load Balancing in A General Network Topology

Chapter 2 is dedicated to our work on the design and analysis of algorithms for scheduling flows among servers. We consider a general network topology where each link has a cost which is a convex function of the link congestions (e.g. this could be a link latency measure). We propose a low complexity, congestion-aware algorithm that routes the flows in an online fashion and without splitting. Our algorithm assigns every arriving flow to an available path with the minimum marginal cost (congestion). We further prove that it asymptotically minimizes the total network cost. Further, we use extensive simulations to test the performance of our algorithms under a wide range of traffic conditions and different data center architectures. This algorithm needs to consider all the available paths for an arriving flow and finds the shortest path based on the marginal cost of paths. To address this issue, we describe and empirically evaluate randomized versions of our algorithm which have less complexity than the original algorithm, while can effectively provide a large fraction of the performance gain obtained by the original algorithm. Our approach is motivated by the literature on randomized load balancing for scheduling jobs in servers [6].

### 1.1.2 Coflow Scheduling

In the next chapter, Chapter 3, we consider scheduling flows in data center networks in presence of dependence among flows. Many data-parallel applications (e.g. MapReduce [5], Dryad [6], etc.) consist of multiple computation and communication stages or have machines grouped by functionality. While computation involves local operations in servers, communication takes place at the level of machine groups and involves transfer of many pieces of intermediate data across groups of machines for further processing. A computation stage often cannot start or be completed unless all the required data pieces from the preceding communication stage are received. Therefore, the application latency is determined by the transfer of the last flow between the groups. Hence, to meet application level requirements, this is crucial to take into account the dependence among flows [7]. Coflow is an abstraction to capture these communication patters [8]. Specifically, a coflow is defined as a collection of parallel flows whose completion time is determined by the
completion time of the last flow in the collection. We study the algorithmic task of determining when to start serving each flow and at what rate, in order to minimize the weighted average completion time of coflows in the system. Our main result is a polynomial-time deterministic algorithm based on a linear program followed by a simple list scheduling policy with approximation ratio of 5, which improves the prior best known ratio of 12 . Further, this is currently the best approximation algorithm for this problem. Extensive simulation results are also presented that verify the performance of our algorithm and show improvements over the prior approaches.

### 1.1.3 Scheduling Coflows of Multi-Stage Jobs

Finally, motivated by the fact that applications in data-parallel computing typically consist of multiple stages, we consider scheduling coflows of multi-stage jobs in Chapter 4. Each multi-stage job is represented by a DAG (Directed Acyclic Graph) among its coflows that capture their dependencies. For jobs with a single communication stage, minimizing the average completion times of coflows results in the job's latency improvement. However, for multi-stage jobs, minimizing the average coflow completion time might not be the right metric and might even lead to a worse performance, as it ignores the dependencies between coflows in a job [9, 10]. Our goal is to minimize the total weighted completion time of jobs, where the completion time of a job is determined by the completion of the last coflow in its DAG. We prove that even for a single multi-stage job represented by a rooted tree, it is NP-hard to schedule it so as to minimize its completion time. We then develop an $O(\mu g(m))$ approximation algorithm for minimizing the total weighted completion time of a given set of multi-stage jobs, where $m$ is number of servers in the system, $\mu$ is the maximum number of coflows in a job, and $g(m)=\log (m) / \log (\log (m))$. When the jobs' DAGs are rooted trees, we improve this result and get an $O(\sqrt{\mu} g(m) h(m, \mu))$ approximation algorithm, where $h(m, \mu)=\log (m \mu) /(\log (\log (m \mu))$. Our algorithms rely on random delaying and merging optimal schedules of the coflows in the job's DAG, followed by enforcing dependency among coflows and the links' capacity constraints. These results exponentially improve the previous $O(m)$ algorithm proposed in [9]. We further show the improvement of our algorithms' performance in comparison
with previous algorithms through extensive simulations.

### 1.2 Task Scheduling

Next, we focus on the problem of scheduling tasks with heterogeneous resource requirements in a cluster of servers. Our models are motivated by modern parallel computing frameworks, e.g. Hadoop and Spark [11, 12] that have enabled large-scale data processing in computing clusters. In such frameworks, the data is typically distributed across a cluster of servers and is processed in multiple stages. In each stage, a set of tasks are executed on the machines where each task is preferred to be scheduled on one of the machines that has its required data block [4, 13] (a.k.a. data locality). The tasks in a stage can run in parallel, however, the job is finished or the next stage can start once all the tasks in the preceding stage(s) are completed $[4,5,14]$. We refer to such constraints as synchronization constraints. Another main feature of parallel computing clusters is that jobs can have diverse tasks and processing requirements. This has been further amplified by the increasing complexity of workloads, i.e., from traditional batch jobs, to queries, graph processing, streaming, and machine learning jobs, that all need to share the same cluster. Despite the vast scheduling literature, scheduling algorithms with theoretical results (approximation ratios) are mainly based on simple models that assume each job is only one task (ignoring dependency among tasks and their collective impact on the job's completion time), or tasks are processed on any server arbitrarily (ignoring data locality). Our goal is to design scheduling algorithms, with theoretical guarantees, under the features of modern parallel computing clusters.

### 1.2.1 Max-Min Fairness of Completion Times

We first study the max-min fairness of multi-task jobs in distributed computing platforms in Chapter 5. We consider a setting where each job consists of a set of parallel tasks that need to be processed on different servers, and the job is completed once all its tasks finish processing. Each job is associated with a utility which is a decreasing function of its completion time, and captures how sensitive it is to latency. The objective is to schedule tasks in a way that achieves
max-min fairness for jobs' utilities, i.e., an optimal schedule in which any attempt to improve the utility of a job necessarily results in hurting the utility of some other job with smaller or equal utility. We first show a strong result regarding NP-hardness of finding the max-min fair vector of job utilities. The implication of this result is that achieving max-min fairness in many other distributed scheduling problems (e.g., coflow scheduling) is NP-hard. We then proceed to define two notions of approximation solutions: one based on finding a certain number of elements of the max-min fair vector, and the other based on a single-objective optimization whose solution gives the max-min fair vector. We develop scheduling algorithms that provide guarantees under these approximation notions, using dynamic programming and random perturbation of tasks' processing times. We verify the performance of our algorithms through extensive simulations, using a real traffic trace from a large Google cluster.

### 1.2.2 Minimizing Weighted Average of Completion Times

We consider the objective of minimizing the weighted average of jobs' completion times in Chapter 6. Besides the synchronization constraint, we consider a generalized version of the data locality constraint in this model. More precisely, we assume that assignment of tasks to servers is subject to placement constraints, i.e., each task can be processed only on a subset of servers, and processing times can also be server dependent. We further take into the account the fact that a server can process (pack) multiple tasks at the same time, however the cumulative resource requirement of the tasks should not exceed the server's capacity. We consider both preemptive and non-preemptive scheduling. In a non-preemptive schedule, a task cannot be preempted (and hence cannot be migrated among servers) once it starts processing on a server until it is completed. In a preemptive schedule, a task may be preempted and resumed later in the schedule, and we further consider two cases depending on whether migration of a task among servers is allowed or not. For the case that migration of tasks among the placement-feasible machines is allowed, we propose a preemptive algorithm with an approximation ratio of $(6+\epsilon)$. In the special case that only one machine can process each task, we design an algorithm with improved approximation ratio of 4 .

Finally, in the case that migrations (and preemptions) are not allowed, we design an algorithm with an approximation ratio of 24 . Our algorithms use a combination of linear program relaxation and greedy packing techniques. We present extensive simulation results, using a real traffic trace from a large Google cluster, that demonstrate that our algorithms yield significant gains over the prior approaches.

# Chapter 2: Load Balancing in A General Network Topology 

### 2.1 Introduction

There has been a dramatic shift over the recent decades with search, storage, and computing moving into large-scale data centers. Today's data centers can contain thousands of servers and typically use a multi-tier switch network to provide connectivity among the servers. To maintain efficiency and quality of service, it is essential that the data flows among the servers are mapped to the available paths in the network properly in order to balance the load and minimize the cost (e.g., delay, congestion, etc.). For example when a large flow is routed poorly, collision with the other flows can cause some links to become congested, while other less utilized paths are available.

The data center networks rely on path multiplicity to provide scalability, flexibility, and cost efficiency. Consequently, there has been much research on flow scheduling algorithms that make better use of the path multiplicity (e.g., $[2,15,16,17,18]$ ) or designing new networks with better topological features (e.g., FatTree [2], VL2 [19], hypercube [20], hypergrid [21], random graphs such as JellyFish [22], etc.).

In this chapter, we consider a general network topology where each link is associated with a cost which is a convex function of the link utilization (e.g., this could be a latency function). The network cost is defined as the sum of the link costs. Flows among the various source-destination pairs are generated dynamically over time where each flow is associated with a size (rate) and a duration. Once a flow is assigned to a path in the network, it consumes resource (bandwidth) equal to its size (rate) from all the links along its path for its duration. The main question that we ask is the following. Is it possible to design a low-complexity algorithm, that assigns the flows to the available paths in an online fashion and without splitting, so as to minimize the average network cost?

In general, multi flow routing in networks has been extensively studied from both networking systems and theoretical perspective, however multi flow routing considered in this chapter has two key distinguishing objectives:

1. it does not allow flow splitting because splitting the flow is undesirable due to TCP reordering effect [23]. Resolving packet reordering requires modification of protocol stack [24], which might be costly. Without splitting, many versions of multi flow routing in networks become hard combinatorial problems [25,26]. In fact, the static version of the problem considered in this chapter (i.e., given a static list of flows, assigning flows to paths without splitting so as to balance the load in the network) is known to be NP-hard, through its connection to the Partition problem [27] ${ }^{1}$.
2. it allows dynamic routing because it considers the current utilization of links in the network when making the routing decisions for newly arrived flows unlike static solutions where the mapping of flows to the paths is fixed and requires the knowledge of the traffic matrix.

### 2.1.1 Related Work

Seminal solutions for flow routing in data centers (e.g. [19, 28]) rely on Equal Cost Multi Path (ECMP) load balancing which statically splits the traffic among available shortest paths (via flow hashing). However, it is well known [16, 15, 18, 17, 29] that ECMP can balance load poorly since it may map large long-lived flows to the same path, thus causing significant load imbalance. Further, ECMP is suited for symmetric architectures such as FatTree and performs poorly in presence of asymmetry either due to link failures [30] or in recently proposed data center architectures [22]. Theoretical performance of ECMP in Clos networks under a static flow model has been studied in [31]. There have been recent efforts to address the shortcomings of ECMP. The proposed algorithms range from centralized solutions (e.g., $[15,16]$ ), where a centralized scheduler makes routing decisions based on global view of the network, to distributed solutions (e.g., [18, 32])

[^0]where routing decisions are made in a distributed manner by the switches. There are also hostbased protocols based on Multi Path TCP (e.g., [17]) where the routing decisions are made by the end-host transport protocol rather than by the network operator; however, they require significant changes to Transport layer which might not be feasible in public cloud platforms [24]. Authors in [33] investigated a more general problem based on a Gibbs sampling technique and proposed a plausible heuristic that requires re-routing and interruption of flows (which is operationally expensive). There are also algorithms that allow flow splitting and try to resolve the packet reordering effect in symmetric network topologies [32, 24, 34]. As explained, dealing with packet reordering involves overhead and modification of protocol stack.

Our work is also related to a large body of literature on traffic engineering and congestion control. For brevity, we only highlight the most relevant work. The first line of work, e.g. [35, $36,37]$, studies the problem of minimizing the cost of carrying traffic in a static multi-commodity flow model and under a convex cost function for the link rates. Given the knowledge of the traffic matrix (commodities) among the nodes, routing algorithms are proposed that iteratively update the fraction of traffic of each flow that should be sent on each outgoing link in the network. They rely on splitting flows among the least weighted paths where the weight of each link is defined by its marginal link cost.

The second line of work is atomic and non-atomic congestion games in game theory $[38,39$, 40, 41]. In the context of routing, players are the commodities, strategy sets are the set of directed source-destination paths for the commodities, the edge cost $c_{e}\left(f_{e}\right)$ is a function of the amount of congestion $f_{e}$ over edge $e$, and the path cost $c_{p}(f)$ is the sum of the cost of the links along the path $p$. A player $i$ incurs a cost $c_{p}(f) f_{p}^{(i)}$ for sending $f_{p}^{(i)}$ amount of traffic over the path $p$. In the atomic games, each player must choose a single path to route its commodity, while in non-atomic games, player can distribute its commodity fractionally over the set of paths. The two versions are fundamentally different. While the atomic game in general does not admit a Nash equilibrium, the nonatomic game always has a Nash equilibrium (Wardrop equilibrium) [42]. In Wardrop equilibrium, all the paths used by a given commodity have equal cost. Moreover,
it's known in non-atomic games that selfish best response moves (selfish routing) by the players iteratively converge to the Wardrop equilibrium, which is a local minimum of a potential function (network cost) $\sum_{e} \int_{0}^{f_{e}} c_{e}(x) d x$.

The third line of work is oblivious routing [43, 44, 45] in which routes are computed to optimize the worst-case performance over the set of traffic matrices. This ensures that the computed routes are prepared for changes in traffic demands without the need to update the routes, however this is a pessimistic point of view and may be far from optimal in relatively stable periods of traffic or stable networks [44].

While the proposed myopic algorithm in this chapter is reminiscent of prior algorithms under flow splitting and non-atomic games (e.g. [35, 36, 37, 42, 40, 41]), the results in this chapter are not trivially drawn from these prior work. First, unlike [35, 36, 37, 42, 40, 41] that rely on splitting flows in any granularity and rerouting them continuously to find the optimal routing, we do not allow flow splitting and migrations. Second, unlike [35, 36, 37, 42, 40, 41] that consider a static set of flows with known traffic demand, we are dealing with a dynamic version of the problem when flows arrive and depart dynamically over time and the traffic demand is not known. Such constraints arise in practice due to the varying nature of the traffic over time and space in data centers as well as undesirability of packet reordering in flow splitting. Our technical approach relies on a careful analysis of the fluid limits of the system under the myopic policy (without flow splitting) and proof of convergence to an invariant set which is the set of optimal flow assignments in steady state. Under unsplittable flows, the fluid limits are not continuously differentiable which poses a significant technical challenge. Intuitively, as the number of flows in the system grows, the difference between the optimal expected network cost under unsplittable flow assignment and that under splittable flow assignment should vanish in the performance ratio. We rigorously establish this intuition, and further, present deterministic and randomized algorithms with low complexity which perform very well in practice.

Finally, Software Defined Networking (SDN) has enabled network control with quicker and more flexible adaptation to changes in the network topology or the traffic pattern and can be lever-
aged to implement centralized or hybrid algorithms in data centers [2, 46, 47, 48]. The weight construct in the algorithms proposed in this chapter can provide an approach to optimally accommodate dynamic variations in data center network traffic in centralized control platforms such as OpenFlow [46].

### 2.1.2 Contributions

The main contributions of this chapter can be summarized as follows.

- Asymptotic optimality of a myopic algorithm. We propose and analyze a simple flow scheduling algorithm to minimize the average network cost (the sum of convex functions of link utilizations). Specifically, we propose a myopic algorithm that assigns every arriving flow to an available path with the minimum marginal cost (i.e., the path which yields the minimum increase in the network cost after assignment). We prove that this simple myopic algorithm is asymptotically optimal in any network topology, in the sense that the performance ratio between the average network cost under the myopic algorithm and the optimal cost approaches 1 as the mean number of flows in the system increases. The myopic algorithm does not rely on flow splitting, hence packets of the same flow will travel along the same path without reordering. Further, it does not require migration/rerouting of the flows or the knowledge of the traffic pattern.
- A low complexity randomized algorithm. We also propose randomized versions of our myopic algorithm which have much lower complexity. In the randomized algorithm with parameter $k \geq 2$, instead of considering all the available paths upon arriving of a flow, $k$ paths are chosen at random and then the flow is assigned to the path with the minimum marginal cost among these $k$ paths. Similar to the myopic algorithm, randomized versions do not rely on flow splitting, flow migration/rerouting, or the knowledge of the traffic pattern. We empirically investigate the effect of parameter $k$ on the algorithm performance.
- Empirical evaluation of the algorithms. We evaluate our myopic algorithm and its ran-
domized versions under various workload and network topologies. For the flow generation, we consider two traffic models: (i) Poisson arrival of flows with exponentially distributed durations, and (ii) based on data from empirical studies of data center traffic. For the network topology, we consider FatTree (a highly structured topology), and JellyFish (a random topology). Our empirical results show that the myopic algorithm in fact performs very well under a wide range of traffic conditions in both data center topologies. Further, the randomized algorithms can perform very well by choosing the proper parameter $k$ (the number of randomly chosen paths), in particular in symmetric network topologies (like FatTree) small values of $k$ will suffice.

The result presented in this chapter is based on papers [49,50].

### 2.1.3 Notations

Given a sequence of random variables $\left\{X_{n}\right\}, X_{n} \Rightarrow X$ indicates convergence in distribution, and $X_{n} \rightarrow X$ indicates the almost sure convergence. Given a Markov process $\{X(t)\}, X(\infty)$ denotes a random variable whose distribution is the same as the steady-state distribution of $X(t)$ (when it exists). $\|\cdot\|$ is the Euclidian norm in $\mathbb{R}^{n} . d(x, S)=\min _{s \in S}\|s-x\|$ is the distance of $x$ from the set $S$. 'u.o.c.' means uniformly over compact sets.

### 2.2 Model and Problem Statement

### 2.2.1 data center Network Model

We consider a data center (DC) consisting of a set of servers (host machines) connected by a collection of switches and links. Depending on the DC network topology, all or a subset of the switches are directly connected to servers; for example, in FatTree [2] (Figure 2.1a) only the edge (top-of-the-rack) switches are connected to servers, while in JellyFish [22] (Figure 2.1b) all the switches have some ports connected to servers. Nevertheless, we can model any general DC network topology (FatTree, JellyFish, etc.) by a graph $G(V, E)$ where $V$ is the set of switches and


Figure 2.1: Connecting 16 servers (rectangles) using 4-port switches (circles).
$E$ is the set of communication links. A path between two switches is defined as a set of links that connects the switches and does not intersect itself. The paths between the same pair of sourcedestination switches may intersect with each other or with other paths in DC.

### 2.2.2 Traffic Model

Each server can generate a flow destined to some other server. We assume that each flow belongs to a set of flow types $\mathcal{J}$. A flow of type $j \in \mathcal{J}$ is a triple $\left(a_{j}, d_{j}, s_{j}\right)$ where $a_{j} \in V$ is its source switch (i.e., the switch connected to the source server), $d_{j} \in V$ is its destination switch (i.e., the switch connected to its destination server), and $s_{j}$ is its size (bandwidth requirement). Note that based on this definition, we only need to find the routing of flows in the switch network $G(V, E)$ since the routing from the source server to the source switch or from the destination switch to the destination server is trivial (follows the direct link from the server to the switch). Further, two switches can have more than one flow type with different sizes. We assume that type- $j$ flows are generated according to a Poisson process with rate $\lambda_{j}$, and each flow remains in the system for an exponentially distributed amount of time with mean $1 / \mu_{j}$. It is possible to extend our results to a more general model of flow arrival and service time, e.g., when the arrival process is a "renewal" process and service time distribution has lower bounded "hazard rate", using a similar approach as in [51]. We will also report simulation results in Section 2.5 that show that our myopic algorithm indeed performs very well under much more general arrival and service time processes.

For any $j \in \mathcal{J}$, let $R_{j}$ denote the set of available paths from $a_{j}$ to $d_{j}$, then each type- $j$ flow
must be accommodated by using only one of the paths from $R_{j}$ (i.e., the flow cannot be split among multiple paths). Note that $R_{j}$ could be the set of all possible paths from $a_{j}$ to $d_{j}$ or a subset of them as desired by the network operator. We assume that $R_{j}$ is nonempty for each $j \in \mathcal{J}$. Define $Y_{i}^{(j)}(t)$ to be the number of type- $j$ flows routed along the path $i \in R_{j}$ at time $t$. The network state is defined as

$$
\begin{equation*}
Y(t)=\left(Y_{i}^{(j)}(t) ; i \in R_{j}, j \in \mathcal{J}\right) \tag{2.1}
\end{equation*}
$$

The online (Markov) scheduling algorithm determines the path where an arriving flow at time $t$ is placed, as a function of the current network state $Y(t)$.

We also define $X^{(j)}(t)=\sum_{i \in R_{j}} Y_{i}^{(j)}(t)$ which is the total number of type- $j$ flows in the network at time $t$. Let $Z_{l}(t)$ be the total amount of traffic (congestion) over link $l \in E$. Based on our notations,

$$
\begin{equation*}
Z_{l}(t)=\sum_{j \in \mathcal{J}} \sum_{i: i \in R_{j}, l \in i} s_{j} Y_{i}^{(j)}(t), \tag{2.2}
\end{equation*}
$$

where by $l \in i$ we mean that link $l$ belongs to path $i$. We also define $\rho_{j}=\lambda_{j} / \mu_{j}$ which is the mean offered load by type- $j$ flows.

Note that under any Markov scheduling algorithm, the network state $\{Y(t)\}_{t \geq 0}$ is a continuoustime, irreducible Markov chain. It is also positive recurrent, because the total number of type- $j$ flows $X^{(j)}(t)$ in the system is a Markov chain independent of the scheduling algorithm, and its stationary distribution is Poisson with mean $\rho_{j}$. Therefore, the process $\{Y(t)\}_{t \geq 0}$ has a unique stationary distribution as $t \rightarrow \infty$.

### 2.2.3 Problem Formulation

For the purpose of load balancing, the network can attempt to optimize different objectives [52] such as minimizing the maximum link congestion in the network or minimizing the sum of link costs where each link cost is a convex function of the link congestion (e.g. this could be a link
latency measure [53]). Under both objectives, the traffic needs to be distributed and balanced among the feasible paths in the network, which is essential for maintaining low end-to-end delay for different flows. In this chapter, we use the latter objective but by choosing proper cost functions, an optimal solution to the later objective can be used to also approximate the former objective as we see below.

We define $g\left(Z_{l}\right)$ to be the cost of link $l$ when its congestion is $Z_{l}$. Our goal is to find a flow scheduling algorithm that assigns each flow to a single path in the network so as to minimize the mean network cost in the long run, specifically,

$$
\begin{align*}
& \text { minimize } \lim _{t \rightarrow \infty} \mathbb{E}[F(Y(t))]  \tag{2.3}\\
& \text { subject to: serving each flow using one path, }
\end{align*}
$$

where, $F(Y(t))=\sum_{l \in E} g\left(Z_{l}(t)\right)$. We consider polynomial cost functions of the form

$$
\begin{equation*}
g(x)=\frac{x^{1+\alpha}}{1+\alpha}, \alpha>0 \tag{2.4}
\end{equation*}
$$

where $\alpha>0$ is a constant. Thus $g$ is increasing and strictly convex in $x$. As $\alpha \rightarrow \infty$, the optimal solution to (2.3) approaches the optimal solution of the optimization problem whose objective is to minimize the maximum link congestion in the network ${ }^{2}$.

### 2.3 Algorithm Description

In this section, we describe our myopic algorithm for flow assignment where each flow is assigned to one path in the network (no splitting) without interrupting/migrating the ongoing flows in the network. Recall that $Y(t)=\left(Y_{i}^{(j)}(t)\right)$ is the network state, $Y_{i}^{(j)}(t)$ is the number of type- $j$ flows on path $i \in R_{j}$, and $Z_{l}(t)$ is the total traffic on link $l$ given by (2.2).

First, we define two forms of link marginal cost that measure the increase in the link cost if an

[^1]Algorithm 1 Myopic Flow Scheduling Algorithm
Suppose a type- $j$ flow arrives at time $t$ when the system is in state $\mathbf{Y}(t)$. Then,
1: Compute the path marginal costs $w_{i}^{(j)}(Y(t)), i \in R_{j}$, in either of the forms below:

- Integral form:

$$
\begin{equation*}
w_{i}^{(j)}(Y(t))=\sum_{l \in i} \Delta_{l}^{(j)}(Y(t)), \tag{2.5}
\end{equation*}
$$

- Differential form:

$$
\begin{equation*}
w_{i}^{(j)}(Y(t))=\sum_{l \in i} \delta_{l}^{(j)}(Y(t)) . \tag{2.6}
\end{equation*}
$$

2: Place the flow on a path $i$ such that

$$
\begin{equation*}
i=\arg \min _{k \in R_{j}} w_{k}^{(j)}(Y(t)) \tag{2.7}
\end{equation*}
$$

Break ties in (2.7) uniformly at random.
arriving type- $j$ flow at time $t$ is routed using a path that uses link $l$.

Definition 1. (Link marginal cost) For each link l and flow-type $j$, the link marginal cost is defined in either of the forms below.

- Integral form:

$$
\begin{equation*}
\Delta_{l}^{(j)}(Y(t))=g\left(Z_{l}(t)+s_{j}\right)-g\left(Z_{l}(t)\right) \tag{2.8}
\end{equation*}
$$

- Differential form:

$$
\begin{equation*}
\delta_{l}^{(j)}(Y(t))=s_{j} g^{\prime}\left(Z_{l}(t)\right) \tag{2.9}
\end{equation*}
$$

Based on the link marginal costs, we can characterize the increase in the network cost if an arriving type- $j$ flow at time $t$ is routed using path $i \in R_{j}$. Specifically, let $Y\left(t^{+}\right)=Y(t)+e_{i}^{(j)}$, where $e_{i}^{(j)}$ denotes a vector whose corresponding entity to path $i$ and flow type $j$ is one, and its other entities are zero. Then $F(Y(t))$ is the network cost before the type- $j$ flow arrival, and $F\left(Y\left(t^{+}\right)\right)$is
the network cost after assigning the type- $j$ flow to path $i$. Then, it is easy to see that

$$
\begin{align*}
F\left(Y\left(t^{+}\right)\right)-F(Y(t)) & =\sum_{l \in i}\left[g\left(Z_{l}(t)+s_{j}\right)-g\left(Z_{l}(t)\right)\right]  \tag{2.10}\\
& =\sum_{l \in i} \Delta_{l}^{(j)}(Y(t))
\end{align*}
$$

Similarly, based on the differential marginal costs, we have

$$
\begin{equation*}
\frac{\partial F(Y(t))}{\partial Y_{i}^{(j)}(t)}=\sum_{l \in i} s_{j} g^{\prime}\left(Z_{l}(t)\right)=\sum_{l \in i} \delta_{l}^{(j)}(Y(t)) . \tag{2.11}
\end{equation*}
$$

Algorithm 1 describes our myopic flow assignment algorithm that places the newly generated flow on a path that minimizes the increase in the network cost based on either forms (2.10) or (2.11). Upon arrival of a flow, Algorithm 1 takes the corresponding feasible paths and their link congestions into the account for computing the path marginal costs $w_{i}^{(j)}(t)$ but it does not require to know any information about the other links in the network. The two forms (2.5) and (2.6) are essentially identical in our asymptotic performance analysis in the next section, however it seems slightly easier to work with the differential form (2.6). Algorithm 1 can be implemented either centrally or in a distributed manner using a distributed shortest path algorithm that uses the link marginal costs, $\Delta_{l}^{(j)}(t)$ or $\delta_{l}^{(j)}(t)$, as link weights.

Remark 1. Note that in Algorithm 1 the flow is assigned to a path with the minimum path marginal cost. The path with the minimum path marginal cost is not necessarily the same as the path with the minimum end-to-end congestion (sum of link congestions in the path).

### 2.4 Performance Analysis via Fluid Limits

The system state $\{Y(t)\}_{t \geq 0}$ is a stochastic process which is not easy to analyze, therefore we analyze the fluid limits of the system instead. Fluid limits can be interpreted as the first order approximation to the original process $\{Y(t)\}_{t \geq 0}$ and provide valuable qualitative insight into the operation of Algorithm 1. In this section, we introduce the fluid limits of the process $\{Y(t)\}_{t \geq 0}$
and present our main result regarding the convergence of Algorithm 1 to the optimal cost. We deliberately defer the rigorous claims and proofs about the fluid limits to Section 2.7 and for now mainly focus on the convergence analysis to the optimal cost, which is the main contribution of this chapter.

### 2.4.1 Informal Description of Fluid Limit Process

In order to obtain the fluid limits, we scale the process in rate and space. Specifically, consider a sequence of systems $\left\{Y^{r}(t)\right\}_{t \geq 0}$ indexed by a sequence of positive numbers $r$, each governed by the same statistical laws as the original system with the flow arrival rates $r \lambda_{j}, j \in \mathcal{J}$ (therefore, a system with a larger $r$ would experience heavier traffic), and initial state $Y^{r}(0)$ such that $Y^{r}(0) / r \rightarrow$ $y(0)$ as $r \rightarrow \infty$ for some fixed $y(0)$. The fluid-scale process is defined as $y^{r}(t)=Y^{r}(t) / r, t \geq 0$. We also define $y^{r}(\infty)=Y^{r}(\infty) / r$, the random state of the fluid-scale process in steady state. If the sequence of processes $\left\{y^{r}(t)\right\}_{t \geq 0}$ converges to a process $\{y(t)\}_{t \geq 0}$ (uniformly over compact time intervals, with probability 1 as $r \rightarrow \infty)$, the process $\{y(t)\}_{t \geq 0}$ is called the fluid limit. Then, $y_{i}^{(j)}(t)$ is the fluid limit number of type- $j$ flows routed through path $i$. Accordingly, we define $z_{l}^{r}(t)=Z_{l}^{r}(t) / r$ and $x^{(j)^{r}}(t)=X^{(j)^{r}}(t) / r$ and their corresponding limits as $z_{l}(t)$ and $x^{(j)}(t)$ as $r \rightarrow \infty$. The fluid limits under Algorithm 1 follow possibly random trajectories, and might not be continuously differentiable; nevertheless, they satisfy the following set of differential equations. We state the result as the following lemma whose proof can be found in Section 2.7.

Lemma 1. (Fluid equations) Any fluid limit $y(t)$ satisfies the following equations. For any $j \in \mathcal{J}$,
and $i \in R_{j}$,

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} y_{i}^{(j)}(t)=\lambda_{j} p_{i}^{(j)}(y(t))-\mu_{j} y_{i}^{(j)}(t)  \tag{2.12a}\\
& p_{i}^{(j)}(y(t))=0 \text { ifi } \notin \underset{k \in R_{j}}{\arg \min } w_{k}^{(j)}(y(t))  \tag{2.12b}\\
& p_{i}^{(j)}(y(t)) \geq 0, \sum_{i \in R_{j}} p_{i}^{(j)}(y(t))=1  \tag{2.12c}\\
& w_{i}^{(j)}(y(t))=\sum_{l \in i} s_{j} g^{\prime}\left(z_{l}(t)\right) \tag{2.12d}
\end{align*}
$$

Equation (2.12a) is simply an accounting identity for $y_{i}^{(j)}(t)$ stating that, on the fluid-scale, the number of type- $j$ flows over path $i \in R_{j}$ increases at rate $\lambda_{j} p_{i}^{(j)}(y(t))$, and decreases at rate $y_{i}^{(j)} \mu_{j}$ due to departures of type- $j$ flows on path $i . p_{i}^{(j)}(y(t))$ is the fraction of type- $j$ flow arrivals placed on path $i$. $w_{i}^{(j)}(y(t))$ is the fluid-limit marginal cost of routing type- $j$ flows in path $i$ when the system is in state $y(t)$. Equation (2.12b) follows from (2.7) and states that the flows can only be placed on the paths which have the minimum marginal cost $\min _{k \in R_{j}} w_{k}^{(j)}(y(t))$.

It follows from (2.12a) and (2.12c) that the total number of type-j flows in the system, i.e., $x^{(j)}(t)=\sum_{i \in R_{j}} y_{i}^{(j)}(t)$, follows a deterministic trajectory described by the following equation,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} x^{(j)}(t)=\lambda_{j}-\mu_{j} x^{(j)}(t), \forall j \in \mathcal{J} \tag{2.13}
\end{equation*}
$$

which clearly implies that

$$
\begin{equation*}
x^{(j)}(t)=\rho_{j}+\left(x^{(j)}(0)-\rho_{j}\right) e^{-\mu_{j} t} \forall j \in \mathcal{J} . \tag{2.14}
\end{equation*}
$$

Consequently at steady state,

$$
\begin{equation*}
x^{(j)}(\infty)=\rho_{j}, \forall j \in \mathcal{J} \tag{2.15}
\end{equation*}
$$

which means that, in steady state, there is a total of $\rho_{j}$ type- $j$ flows on the fluid scale.

### 2.4.2 Main Result and Asymptotic Optimality

In this section, we state our main result regarding the asymptotic optimality of our myopic algorithm. First note that by (2.15), the values of $y(\infty)$ are confined to a convex compact set $\Upsilon$ defined below

$$
\begin{equation*}
\Upsilon \equiv\left\{y=\left(y_{i}^{(j)}\right): y_{i}^{(j)} \geq 0, \sum_{i \in R_{j}} y_{i}^{(j)}=\rho_{j}, \forall j \in \mathcal{J}\right\} \tag{2.16}
\end{equation*}
$$

Consider the problem of minimizing the network cost in steady state on the fluid scale (the counterpart of optimization (2.3)),

$$
\begin{array}{ll}
\min & F(y)  \tag{2.17}\\
\text { s. t. } & y \in \Upsilon
\end{array}
$$

Denote by $\Upsilon^{\star} \subseteq \Upsilon$ the set of optimal solutions to the optimization (2.17). The following proposition states that the fluid limits of Algorithm 1 indeed converge to an optimal solution of the optimization (2.17).

Proposition 1. Consider the fluid limits of the system under Algorithm 1 with initial condition $y(0)$, then as $t \rightarrow \infty$

$$
\begin{equation*}
d\left(y(t), \Upsilon^{\star}\right) \rightarrow 0 \tag{2.18}
\end{equation*}
$$

Convergence is uniform over initial conditions chosen from a compact set.

The theorem below makes the connection between the fluid limits and the original optimization problem (2.3). It states the main result of this chapter which is the asymptotic optimality of Algorithm 1.

Theorem 1. Let $Y^{r}(t)$ and $Y_{o p t}^{r}(t)$ be respectively the system trajectories under Algorithm 1 and any optimal algorithm for the optimization (2.3). Then in steady state,

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{\mathbb{E}\left[F\left(Y^{r}(\infty)\right)\right]}{\mathbb{E}\left[F\left(Y_{\text {opt }}^{r}(\infty)\right)\right]}=1 \tag{2.19}
\end{equation*}
$$

For example, one optimal algorithm that solves (2.3) is the one that every time a flow arrives or departs, it re-routes the existing flows in the network in order to minimize the network cost at all times. Of course this requires solving a complex combinatorial problem every time a flow arrives/departs and further it interrupts/migrates the existing flows. Under any algorithm (including our myopic algorithm and the optimal one), the mean number of flows in the system in steady state is $\mathrm{O}(r)$. Thus by Theorem 1, Algorithm 1 has roughly the same cost as the optimal cost when the number of flows in the system is large, but at much lower complexity and with no migrations/interruptions.

The rest of this section is devoted to the proof of Proposition 1. The proof of Theorem 1 relies on Proposition 1 and is provided in Section 2.7.

### 2.4.3 Proof of Proposition 1

We first characterize the set of optimal solutions $\Upsilon^{\star}$ using KKT conditions in the lemma below.
Lemma 2. Let $\Gamma_{j}=\left\{i \in R_{j}: y_{i}^{(j)}>0\right\} \subseteq R_{j}, j \in \mathcal{J}$. A vector $y \in \Upsilon^{\star}$ iff $y \in \Upsilon$ and there exists a vector $\eta \geq 0$ such that

$$
\begin{array}{r}
w_{i}^{(j)}(y)=\eta_{j}, \forall i \in \Gamma_{j}, \\
w_{i}^{(j)}(y) \geq \eta_{j}, \forall i \in R_{j} \backslash \Gamma_{j}, \tag{2.20b}
\end{array}
$$

where $w_{i}^{(j)}(\cdot)$ defined in $(2.12 d)$.
Proof. Consider the following optimization problem,

$$
\begin{array}{ll}
\min & F(y) \\
\text { s.t. } & \sum_{i \in R_{j}} y_{i}^{(j)} \geq \rho_{j}, \forall j \in \mathcal{J} \\
& y_{i}^{(j)} \geq 0, \forall j \in \mathcal{J}, \forall i \in R_{j} \tag{2.21c}
\end{array}
$$

Since $F(y)$ is an strictly increasing function with respect to $y_{i}^{(j)}$, for all $j \in \mathcal{J}, i \in R_{j}$, it is
easy to check that the optimization (2.17) has the same set of optimal solutions as the optimization (2.21). Moreover, both optimizations have the same optimal value. Hence we can use the Lagrange multipliers $\eta_{j} \geq 0$ and $v_{i}^{(j)} \geq 0$ to characterize the Lagrangian as follows.

$$
\begin{align*}
L(\eta, v, y)= & F(y)+\sum_{j \in \mathcal{J}} \eta_{j}\left(\rho_{j}-\sum_{i ; i \in R_{j}} y_{i}^{(j)}\right)  \tag{2.22}\\
& -\sum_{j \in \mathcal{J}} \sum_{i, i \in R_{j}} v_{i}^{(j)} y_{i}^{(j)} .
\end{align*}
$$

From KKT conditions [54], $y \in \Upsilon^{\star}$, if and only if there exist vectors $\eta$ and $v$ such that the following holds.

Feasibility:

$$
\begin{align*}
& y \in \Upsilon  \tag{2.23a}\\
& \eta_{j} \geq 0, v_{i}^{(j)} \geq 0 \quad \forall j \in \mathcal{J}, i \in R_{j}, \tag{2.23b}
\end{align*}
$$

Complementary slackness:

$$
\begin{align*}
& \eta_{j}\left(\rho_{j}-\sum_{i ; i \in R_{j}} y_{i}^{(j)}\right)=0, \quad \forall j \in \mathcal{J},  \tag{2.24a}\\
& v_{i}^{(j)} y_{i}^{(j)}=0, \quad \forall j \in \mathcal{J}, \quad i \in R_{j}, \tag{2.24b}
\end{align*}
$$

Stationarity:

$$
\begin{equation*}
\frac{\partial L(\eta, v, y)}{\partial y_{i}^{(j)}}=0 . \forall j \in \mathcal{J}, i \in R_{j} \tag{2.25a}
\end{equation*}
$$

Note that (2.23a) implies (2.24a). It follows from (2.25a) that

$$
\begin{equation*}
\frac{\partial F(y)}{\partial y_{i}^{(j)}}=\eta_{j}+v_{i}^{(j)}, \forall j \in \mathcal{J}, i \in R_{j} \tag{2.26}
\end{equation*}
$$

Define $\Gamma_{j}$ as in the statement of the lemma. Note that $\Gamma_{j}$ is nonempty for all $j \in \mathcal{J}$ by (2.23a). Then combining (2.24b) and (2.26), $\forall j \in \mathcal{J}$, and noting that $\frac{\partial F(y)}{\partial y_{i}^{(j)}}=w_{i}^{(j)}(y)$ by definition, yields (2.20a)-(2.20b).

Next, we show that the set of optimal solutions $\Upsilon^{\star}$ is an invariant set of the fluid limits, using the fluid limit equations (2.12a)-(2.12d), and Lemma 2.

Lemma 3. $\Upsilon^{\star}$ is an invariant set for the fluid limits, i.e., starting from any initial condition $y(0) \in$ $\Upsilon^{\star}, y(t) \in \Upsilon^{\star}$ for all $t \geq 0$.

Proof. Consider a type-j flow and let $I^{(j)}(t)=\arg \min _{i \in R_{j}} w_{i}^{(j)}(y(t))$ be the set of paths with the minimum path marginal cost. Note that $\sum_{i \in I^{(j)}(t)} p_{i}^{(j)}(t)=1, t \geq 0$, by (2.12b), therefore

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\sum_{i \in I_{i}^{(j)}(t)} y_{i}^{(j)}(t)\right)=\lambda_{j}-\left(\sum_{i \in I^{(j)}(t)} y_{i}^{(j)}(t)\right) \mu_{j} . \tag{2.27}
\end{equation*}
$$

Since $y(0) \in \Upsilon^{\star}$, it follows from Lemma 2 that $\sum_{i \in I^{(j)}(0)} y_{i}^{(j)}(0)=\rho_{j}$. Hence, Equation (2.27) has a unique solution for $\sum_{i \in I^{(j)}(t)} y_{i}^{(j)}(t)$ which is

$$
\begin{equation*}
\sum_{i \in I^{(j)}(t)} y_{i}^{(j)}(t)=\rho_{j}, t \geq 0 . \tag{2.28}
\end{equation*}
$$

On the other hand, since $x^{(j)}(0)=\rho_{j}$, by (2.14),

$$
\begin{equation*}
x^{(j)}(t)=\sum_{i \in R_{j}} y_{i}^{(j)}(t)=\rho_{j}, t \geq 0 . \tag{2.29}
\end{equation*}
$$

Equations (2.28) and 2.29 imply that, at any time $t \geq 0, y_{i}^{(j)}(t)=0$ for $i \notin I^{(j)}(t)$, and $y_{i}^{(j)}(t) \geq 0$ for $i \in I^{(j)}(t)$ such that $\sum_{i \in I^{(j)}(t)} y_{i}^{(j)}(t)=\rho_{j}$. Hence, $y(t)=\left(y_{i}^{(j)}(t)\right) \in \Upsilon^{\star}$ by using $\eta_{j}(t)=$ $\min _{k \in R_{j}} w_{k}^{(j)}(y(t))$ in Lemma 2.

Next, we show that the fluid limits indeed converge to the invariant set $\Upsilon^{\star}$ starting from an initial condition in $\Upsilon$.

Lemma 4. (Convergence to the invariant set) Consider the fluid limits of the system under Algorithm 1 with initial condition $y(0) \in \Upsilon$, then

$$
\begin{equation*}
d\left(y(t), \Upsilon^{\star \star}\right) \rightarrow 0 \tag{2.30}
\end{equation*}
$$

Also convergence is uniform over the set of initial conditions $\Upsilon$.

Proof. Starting from $y(0) \in \Upsilon$, (2.14) implies that

$$
\begin{equation*}
x^{(j)}(t)=\sum_{i \in R_{j}} y_{i}^{(j)}(t)=\rho_{j} \quad \forall j \in \mathcal{J} \tag{2.31}
\end{equation*}
$$

at any time $t \geq 0$. To show convergence of $y(t)$ to the set $\Upsilon^{\star}$, we use a Lyapunov argument. Specifically, we choose $F($.$) as the Lyapunov function and show that (\mathrm{d} / \mathrm{d} t) F(y(t))<0$ if $y(t) \notin \Upsilon^{\star}$. Let $\eta_{j}(y(t))=\min _{k \in R_{j}} w_{k}^{(j)}(y(t))$. Then

$$
\begin{align*}
& (\mathrm{d} / \mathrm{d} t) F(y(t))=\sum_{j \in \mathcal{J}} \sum_{i \in R_{j}} \frac{\partial F(y)}{\partial y_{i}^{(j)}} \frac{\mathrm{d} y_{i}^{(j)}(t)}{\mathrm{d} t} \\
& =\sum_{j \in \mathcal{J}} \mu_{j}\left[\rho_{j} \sum_{i \in R_{j}} w_{i}^{(j)}(y(t)) p_{i}^{(j)}(t)-\sum_{i \in R_{j}} w_{i}^{(j)}(y(t)) y_{i}^{(j)}(t)\right] \\
& \stackrel{(a)}{=} \sum_{j \in \mathcal{J}} \mu_{j}\left[\rho_{j} \eta_{j}(y(t))-\sum_{i \in R_{j}} w_{i}^{(j)}(y(t)) y_{i}^{(j)}(t)\right]  \tag{2.32}\\
& \stackrel{(b)}{<} \sum_{j \in \mathcal{J}} \mu_{j}\left[\rho_{j} \eta_{j}(y(t))-\eta_{j}(y(t)) \sum_{i \in R_{j}} y_{i}^{(j)}(t)\right] \stackrel{(c)}{=} 0 .
\end{align*}
$$

Equality (a) follows from the fact that $p_{i}^{(j)}(t)=0$ if $w_{i}^{(j)}(t)>\eta_{j}(t)$, and $\sum_{i \in I^{(j)}(t)} p_{i}^{(j)}(t)=1, t \geq 0$, by (2.12b) and (2.12c). Inequality (b) follows from the fact that $y(t) \notin \Upsilon^{\star}$, so by Lemma 2, there exists an $i \in R_{j}$ such that $y_{i}^{(j)}(t)>0$ but $w_{i}^{(j)}(y(t))>\eta_{j}(y(t))$. Equality (c) holds because of (2.31).

Now we are ready to complete the proof of Proposition 1, i.e., to show that starting from any initial condition in a compact set, uniform convergence to the invariant set $\Upsilon^{\star}$ holds.

Proof of Proposition 1. First note that $(\mathrm{d} / \mathrm{d} t) F(y(t))$ (as given by (2.32)) is a continuous function with respect to $y(t)=\left(y_{i}^{(j)}(t) \geq 0\right)$. This is because the path marginal costs $w_{i}^{(j)}(y(t))$ are continuous functions of $y(t)$ and so is their minimum $\eta_{j}(y(t))=\min _{i \in R_{j}} w_{i}^{(j)}(y(t))$.

Next, note that by Lemma 4, for any $\epsilon_{1}>0$, and $a \in \Upsilon$, there exists an $\epsilon_{2}>0$ such that if $F(a)-F\left(\Upsilon^{\star}\right) \geq \epsilon_{1}$ then,

$$
\begin{equation*}
\left.(\mathrm{d} / \mathrm{d} t) F(y(t))\right|_{y(t)=a} \leq-\epsilon_{2} \tag{2.33}
\end{equation*}
$$

By the continuity of $(\mathrm{d} / \mathrm{d} t) F(y(t))$ in $y(t)$, there exists a $\delta>0$ such that $\|y(t)-a\| \leq \delta$ implies,

$$
\begin{equation*}
|(\mathrm{d} / \mathrm{d} t) F(y(t))-(d / d t) F(a)| \leq \epsilon_{2} / 2 \tag{2.34}
\end{equation*}
$$

Combining (2.33) and (2.34), for all $y(t)$ such that $\|y(t)-a\| \leq \delta$,

$$
(\mathrm{d} / \mathrm{d} t) F(y(t)) \leq-\epsilon_{2} / 2 .
$$

By (2.14), for any $\delta>0$, we can find $t_{\delta}$ large enough such that for all $t>t_{\delta},\|y(t)-a\| \leq \delta$ for some $a \in \Upsilon$.

Putting everything together, for any $\epsilon_{1}>0$, there exists $\epsilon_{2}>0$ such that if $F(y(t))-F\left(\Upsilon^{\star}\right) \geq \epsilon_{1}$ then $(\mathrm{d} / \mathrm{d} t) F(y(t)) \leq-\epsilon_{2} / 2<0$. Applying Lyapunov argument with $F($.$) as Lyapunov function$ completes the proof of Proposition 1.

### 2.5 Simulation Results

In this section, we provide simulation results and evaluate the performance of Algorithm 1 under a wide range of traffic conditions in the following data center architectures:

- FatTree which consists of a collection of edge, aggregation, and core switches and offers equal length path between the edge switches. Figure 2.1a shows a FatTree with 16 servers and 84 -port edge switches. For simulations, we consider a FatTree with 128 servers and 32 8 -port edge switches.


Figure 2.2: Experimental Results for FatTree. (a): Convergence of the network cost under Algorithm 1, normalized with the lower-bound on the optimal solution (CVX), to 1 . The scaling parameter $r$ is 100 here. (b) and (c): Performance ratio of Algorithm 1 and ECMP in FatTree, normalized with the lower-bound (CVX) for exponential and empirical traffic models.

- JellyFish which is a random graph in which each switch $i$ has $k_{i}$ ports out of which $r_{i}$ ports are used for connection to other switches and the remaining $k_{i}-r_{i}$ ports are used for connection to servers. Figure 2.1b shows a JellyFish with 4-port switches, and $k_{i}=4, r_{i}=2$ for all the switches. For simulations, we consider a JellyFish constructed using 20 8-port switches and 100 servers. Each 8-port switch is connected to 5 servers and 3 remaining links are randomly connected to other switches (this corresponds to $k_{i}=8, r_{i}=3$ for all the switches).

For the 128 -server FatTree, when source and destination switches are located in different (same) racks, our myopic algorithm considers 16 (4) equal length candidate paths. For the case of dregular random graphs (where each node has $d$ edges), the number of paths between 2 switches can be very large which could significantly increase the computational complexity of the algorithm. To reduce the computation overhead, we can neglect the long paths since such paths will naturally have large marginal costs and will not be used by Algorithm 1. In our simulations, for the case of JellyFish, we consider (at most) the first 20 shortest paths (in terms of the number of links) for each pairs of switches.

Our rationale for selecting these architectures stems from the fact that they are on two opposing sides of the spectrum of topologies: while FatTree is a highly structured topology, JellyFish is a random topology; hence they should provide a good estimate for the robustness of Algorithm 1 to
different network topologies and possible link failures.
We generate the flows under two different traffic models to which we refer to as exponential model and empirical model:

- Exponential model: Flows are generated per Poisson processes and exponentially distributed durations. The parameters of duration distribution is chosen uniformly at random from 0.5 to 1.5 for different flows to simulate a more dynamic range of flow durations. The flow sizes are chosen according to a log-normal distribution.
- Empirical model: Flows are generated based on recent empirical studies on characterization of data center traffic. As suggested by these studies, we consider log-normal inter-arrival times [55], service times based on the empirical result in [23], and log-normal flow sizes [55]. Particularly, the most periods of congestion tend to be short lived, namely, more than $90 \%$ of the flows that are more than 1 second long, are no longer than 2 seconds [23].

In both models, the flow sizes are log-normal with mean 1.2 and standard deviation 0.4. This generates flow sizes ranging from $1 \%$ to $40 \%$ of link capacity with high probability to capture the nature of flow sizes in terms of "mice" and "elephant" flows. Furthermore, we consider a random traffic pattern, i.e., source and destination of flows are chosen uniformly at random. The link cost parameter $\alpha$ is chosen to be 1 in these simulations.

Under both models, to change the traffic intensity, we keep the other parameters fixed and scale the arrival rates (with parameter $r$ ).

We report the simulation results in terms of the performance ratio between Algorithm 1 and a benchmark algorithm (similar to (2.19)). Since the optimal algorithm (e.g. the one that every time a flow arrives or departs, it re-routes the existing flows in the network in order to minimize the network cost at all times) is hard to implement (and even unknown), instead we use a convex relaxation method to find a lower-bound on the optimal cost at each time. We note that, for FatTree topology, equal splitting of every flow among its candidate paths is optimal. For JellyFish topology, every time a flow arrives or departs, we use CVX [56], to minimize $F(Y(t))$, by relaxing


Figure 2.3: Experimental Results for JellyFish. (a): Convergence of the network cost under Algorithm 1 in JellyFish, normalized with the lower-bound on the optimal solution (CVX), to 1. The scaling parameter $r$ is 100 here. (b) and (c): Performance ratio of Algorithm 1 and ECMP in JellyFish, normalized with the lower-bound (CVX) for exponential and empirical traffic models.
the combinatorial constraints, i.e., allowing splitting of flows among multiple paths and re-routing the existing flows. We compare the network cost under Algorithm 1 and traditional ECMP (which statically assigns flows to the shortest paths (in number of links) via flow hashing.), normalized by the lower-bound on the optimal solution (to which we refer to as CVX in the plots).

### 2.5.1 Experimental Results for FatTree

Figure 2.2a shows that the aggregate cost under Algorithm 1 indeed converges to the optimal solution (normalized cost ratio goes to 1 ) which verifies Theorem 1. Figures 2.2b and 2.2c show the cost performance under Algorithm1 and ECMP, normalized by the CVX lower-bound, under the exponential and the empirical traffic models respectively. The traffic intensity is measured in terms of the ratio between the steady state offered load and the bisection bandwidth. For FatTree, the bisection bandwidth depends on the number of core switches and their number of ports. As we can see, our myopic algorithm is very close to the lower-bound on the optimal value (CVX) for light, medium, and high traffic intensities. As it is shown, the performance improves at higher traffic intensities which correspond to larger values of $r$ in Theorem 1. They also suggest that Theorem 1 holds under more general arrival and service time processes. In this simulations, Algorithm 1 gave a performance improvement ranging form $50 \%$ to more than $100 \%$, compared to ECMP, depending on the traffic intensity, under the empirical traffic model. The standard deviation (SD)
of performance ratio for 30 different runs ranges from 0.14 to 0.01 for Algorithm 1, and from 0.3 to 0.03 for ECMP as traffic intensity grows.

### 2.5.2 Experimental Results for JellyFish

Figure 2.3a shows that the aggregate cost under Algorithm 1 indeed converges to the optimal solution which again verifies Theorem 1. Figures 2.3 b and 2.3 c compare the performance of Algorithm 1 and ECMP, normalized with the lower-boud on the optimal solution (CVX), under both the exponential and empirical traffic models. As before, the traffic intensity is measured by the ratio between the steady state offered load and the bisection bandwidth. To determine the bisection bandwidth, we have used the bounds reported in $[57,58]$ for regular random graphs. Again we see that our myopic algorithm performs very well in all light, medium, and high traffics. In JellyFish, Algorithm 1 yields performance gains ranging from $60 \%$ to $70 \%$, compared to ECMP, under the empirical traffic model. Corresponding SD for 30 different runs ranges from 0.04 to 0.01 for Algorithm 1, and from 0.1 to 0.05 for ECMP as traffic intensity grows.

### 2.6 Randomized Myopic Algorithms

Algorithm 1 needs to consider all the available paths for an arriving flow and finds the shortest path based on the (integral (2.5) or differential (2.6)) marginal cost of paths. In this section, we describe and empirically evaluate randomized versions of our myopic algorithm which have less complexity than Algorithm 1, while can effectively provide a large fraction of the performance gain obtained by Algorithm 1. Our approach is motivated by the literature on randomized load balancing for scheduling jobs in servers, where a widely used idea is that, instead of considering all the servers and assigning the arriving job to the least-loaded server, $k$ servers are first chosen at random (for some $k \geq 2$ ) and then the job is assigned to the least-loaded server among them. This idea was originally proposed in [6], where it was shown that having $k=2$ leads to exponential improvement in the expected time a job spends in the system over $k=1$ which is basically the totally random assignment.

In our setting, a counterpart of this approach can be used for scheduling of flows in paths as follows. Fix $k$, when a flow is generated, the algorithm chooses $k$ paths at random out of the available paths for the flow, then calculates the marginal costs of these $k$ paths according to the integral or the differential form formulas, and assigns the flow to the path with the minimum path marginal cost among these $k$ paths. See Algorithm 2 for the full description.

Algorithm 2 Randomized Myopic Algorithm with Parameter $k$
Suppose a type- $j$ flow arrives at time $t$ when the system is in state $\mathbf{Y}(t)$. Then,
1: Choose $k$ paths from the set $\left|R_{j}\right|$, uniformly at random, let $R_{j}^{(k)}$ denotes this subset of paths.
2: Compute the path marginal costs $w_{i}^{(j)}(Y(t)), i \in R_{j}^{(k)}$, in either of the forms below:

- Integral form:

$$
\begin{equation*}
w_{i}^{(j)}(Y(t))=\sum_{l \in i} \Delta_{l}^{(j)}(Y(t)), \tag{2.35}
\end{equation*}
$$

- Differential form:

$$
\begin{equation*}
w_{i}^{(j)}(Y(t))=\sum_{l \in i} \delta_{l}^{(j)}(Y(t)) . \tag{2.36}
\end{equation*}
$$

3: Place the flow on a path $i$ such that

$$
\begin{equation*}
i=\arg \min _{k \in R_{j}^{(k)}} w_{k}^{(j)}(Y(t)) \tag{2.37}
\end{equation*}
$$

Break ties in (2.37) uniformly at random.

We notice that ECMP in structured topologies like FatTree, where all candidate paths for an arriving flow have the same number of links (same length), is basically the random assignment of flows to the paths which is identical to setting $k=1$ in Algorithm 2.

Next, we empirically evaluate the performance of Algorithm 2 for different values of $k$. We present the results for two different topologies and two traffic model as in Section 2.5. For JellyFish, we consider (at most) the first 20 shortest paths (in terms of the number of links) for each pairs of switches to be consistent with Section 2.5.


Figure 2.4: Performance of Algorithm 2 with different values of $k$, in FatTree, normalized with the Algorithm 1.

### 2.6.1 Experimental Results for FatTree

Figures 2.4 a and 2.4 b show the cost performance under Algorithm 2 with different values of $k$, normalized by the cost of Algorithm 1, under the exponential and the empirical traffic models respectively. Note that Algorithm 2 with $k=16$ is equivalent to Algorithm 1, as there are at most 16 available paths for an arriving flow in the FatTree topology we described in Section 2.5. Error bars in all plots correspond to standard deviation of normalized mean network cost computed from results of 30 runs.

In these two plots, we can see that the maximum improvement in network cost we get by increasing $k$ happens at $k=2$ compared with random assignment of flows, $k=1$. Furthermore, as we increase value of $k$ we get smaller improvement in performance. For instance, normalized cost improves about 0.4 by increasing $k$ from 1 to 2 , while the improvement from $k=2$ to $k=4$ is about 0.1 , for traffic intensity equal to 0.3 under exponential model (Figure 2.4a). This behavior is seen in both figures, and is more profound for higher traffic intensity.

### 2.6.2 Experimental Results for JellyFish

Figures 2.5 a and 2.5 b show the network cost under Algorithm 2 with different values of $k$, normalized by the cost of Algorithm 1, under the exponential and the empirical traffic models


Figure 2.5: Performance of Algorithm 2 with different values of $k$ in JellyFish, normalized with the Algorithm 1.
respectively. Note that Algorithm 2 with $k=20$ is equivalent to Algorithm 1, as there are at most 20 available paths considered between any two switches in the JellyFish topology we described in Section 2.5.

In these figures, we observe the same behavior as what discussed for FatTree: the performance improvement obtained by increasing $k$ by one is larger for smaller $k$. Also, comparing Figures 2.5 a and 2.5 b with Figures 2.3b and 2.3c, in order for Algorithm 2 to beat ECMP-which only considers shortest paths (in the terms of the number of links)-we need to choose $k \geq 12$.

We also note that in JellyFish, for small $k$ (e.g., $k=1,2$ ), the normalized cost under the randomized algorithm increases as traffic intensity grows, unlike the results for FatTree. This can be justified by noting that the symmetric structure of FatTree allows random assignment of flows to balance the load better as traffic intensity increases (higher flow arrival rates) because the number of flow-to-path assignment decisions increases. However, in JellyFish the structure is asymmetric and long paths are used more frequently by the randomized algorithm as traffic intensity increases. As a result, the convexity of the link cost function, and the fact that the network cost is the summation of all links' costs, will cause a larger network cost in higher traffic intensities.

Based on the simulations, we conclude that to get a reasonably good performance, we need smaller values of $k$ in FatTree compared to JellyFish. This can be attributed to the fact that all the candidate paths for a flow in the FatTree topology have the same number of links, while in
the JellyFish topology, paths can be very different in terms of their number of links. So selection of $k$ paths completely at random, as used in Algorithm 2, might lead to using long paths which contribute more to the network cost. Thus, uniform sampling seems more suitable for symmetric topologies like FatTree.

### 2.7 Formal Proofs of Fluid Limits and Theorem 1

### 2.7.1 Proof of Fluid Limits

We prove the existence of fluid limits under Algorithm 1 and derive the corresponding fluid equations (2.12a)-(2.12d). Arguments in this section are quite standard [51], [59], [60]. Recall that $Y^{r}(t)$ is the system state with the flow arrival rate $r \lambda_{j}, j \in \mathcal{J}$, and initial state $Y^{r}(0)$. The fluidscale process is $y^{r}(t)=Y^{r}(t) / r, t \in[0, \infty)$. Similarly, $z_{l}^{r}(t)=Z_{l}^{r}(t) / r$ and $x^{(j)^{r}}(t)=X^{(j)^{r}}(t) / r$ are defined. We assume that $y^{r}(0) \rightarrow y(0)$ as $r \rightarrow \infty$ for some fixed $y(0)$.

We first show that, under Algorithm 1, the limit of the process $\left\{y^{r}(t)\right\}_{t \geq 0}$ exists along a subsequence of $r$ as we show next. The process $Y^{r}(t)$ can be constructed as follows

$$
\begin{align*}
Y_{i}^{(j)^{r}}(t)= & Y_{i}^{(j)^{r}}(0)+\Pi_{i, j}^{a}\left(\int_{0}^{t} P_{i}^{(j)}\left(Y^{r}(s)\right) r \lambda_{j} d s\right) \\
& -\Pi_{i, j}^{d}\left(\int_{0}^{t} \mu_{j} Y_{i}^{(j)^{r}}(s) d s\right), \forall j \in \mathcal{J}, i \in R_{j} \tag{2.38}
\end{align*}
$$

where $\Pi_{i, j}^{a}($.$) and \Pi_{i, j}^{d}($.$) are independent unit-rate Poisson processes, and P_{i}^{(j)}\left(Y^{r}(t)\right)$ is the probability of assigning a type- $j$ flow to path $i$ when the system state is $Y^{r}(t)$. Note that by the Functional Strong Law of Large Numbers [61], almost surely,

$$
\begin{equation*}
\frac{1}{r} \Pi_{i, j}^{a}(r t) \rightarrow t, \text { u.o.c.; } \frac{1}{r} \Pi_{i, j}^{d}(r t) \rightarrow t, \text { u.o.c. } \tag{2.39}
\end{equation*}
$$

where u.o.c. means uniformly over compact time intervals. Define the fluid-scale arrival and
departure processes as

$$
\begin{gather*}
a_{i, j}^{r}(t)=\frac{1}{r} \Pi_{i, j}^{a}\left(\int_{0}^{t} P_{i}^{(j)}\left(Y^{r}(s)\right) r \lambda_{j} d s\right),  \tag{2.40}\\
d_{i, j}^{r}(t)=\frac{1}{r} \Pi_{i, j}^{d}\left(\int_{0}^{t} \mu_{j} Y_{i}^{(j)^{r}}(s) d s\right) .
\end{gather*}
$$

Lemma 5. (Convergence to fluid limit sample paths) If $y^{r}(0) \rightarrow y(0)$, then almost surely, every subsequence $\left(y^{r_{n}}, a^{r_{n}}, d^{r_{n}}\right)$ has a further subsequence $\left(y^{r_{n_{k}}}, a^{r_{n_{k}}}, d^{r_{n_{k}}}\right)$ such that $\left(y^{r_{n_{k}}}, a^{r_{n_{k}}}, d^{r_{n_{k}}}\right) \rightarrow$ $(y, a, d)$. The sample paths $y, a, d$ are Lipschitz continuous and the convergence is u.o.c.

Proof. The proof is standard and follows from the fact that $a_{i, j}^{r}($.$) and d_{i, j}^{r}($.$) are asymptotically Lip-$ schitz continuous (see e.g., [51], [59], [62] for similar arguments), namely, there exists a constant $C>0$ such that for $0 \leq t_{1} \leq t_{2}<\infty$,

$$
\begin{equation*}
\underset{r}{\lim \sup }\left(a_{i, j}^{r}\left(t_{2}\right)-a_{i, j}^{r}\left(t_{1}\right)\right) \leq C\left(t_{2}-t_{1}\right), \tag{2.41}
\end{equation*}
$$

and similarly for $d_{i, j}^{r}($.$) . More precisely, for arrival process a_{i, j}^{r}($.$) , we argue that,$

$$
\begin{aligned}
& \limsup _{r}\left(a_{i, j}^{r}\left(t_{2}\right)-a_{i, j}^{r}\left(t_{1}\right)\right) \\
& =\underset{r}{\lim \sup _{r}} \frac{1}{r} \Pi_{i, j}^{a}\left(\int_{t_{1}}^{t_{2}} P_{i}^{(j)}\left(Y^{r}(s)\right) r \lambda_{j} d s\right) \\
& \stackrel{(a)}{\leq} \limsup _{r} \frac{1}{r} \Pi_{i, j}^{a}\left(\int_{t_{1}}^{t_{2}} r \lambda_{j} d s\right) \\
& =\underset{r}{\lim \sup ^{2}}\left(\frac{1}{r} \Pi_{i, j}^{a}\left(r \lambda_{j}\left(t_{2}-t_{1}\right)\right)\right)
\end{aligned}
$$

where inequality (a) follows from the fact that $P_{i}^{(j)}\left(Y^{r}(s)\right) \leq 1$. Using (2.39), we obtain (2.41). The argument is similar for $d_{i, j}^{r}($.$) , noting that \left(y^{r}().\right)$ is uniformly bounded over any finite time interval for large $r$. So the limit $(y, a, d)$ exists along the subsequence.

Proof of Lemma 1. It follows from (2.38), (2.40), (2.39), and the existence of the fluid limits (Lemma 5), that

$$
y_{i}^{(j)}(t)=y_{i}^{(j)}(0)+a_{i}^{(j)}(t)-d_{i}^{(j)}(t)
$$

where $d_{i}^{(j)}(t)=\int_{0}^{t} y_{i}^{(j)}(s) \mu_{j} d s$, and $\sum_{i \in R_{j}} a_{i}^{(j)}(t)=\lambda_{j} t, a_{i}^{(j)}(t)$ is nondecreasing. The fluid equations (2.12a) and (2.12c) are the diffrential form of these equations (the fluid sample paths are Lipschitz continuous so the derivatives exist almost everywhere), where

$$
\begin{equation*}
p_{i}^{(j)}(t):=\frac{1}{\lambda_{j}} \frac{\mathrm{~d} a_{i}^{(j)}(t)}{\mathrm{d} t} \tag{2.42}
\end{equation*}
$$

For any type $j$, and for $w_{i}^{(j)}(y(t))$ defined in (2.12d), let

$$
w_{j}^{\star}(y(t))=\min _{i \in R_{j}} w_{i}^{(j)}(y(t)) .
$$

Consider any regular time $t$ and a path $i \notin \arg \min _{i \in R_{j}} w_{i}^{(j)}(y(t))$. By the continuity of $w_{i}^{(j)}(y(t))$, there must exist a small time interval $\left(t_{1}, t_{2}\right)$ containing $t$ such that

$$
w_{i}^{(j)}(y(\tau))>w_{j}^{\star}(\tau) \forall \tau \in\left(t_{1}, t_{2}\right)
$$

Consequently, for all $r$ large enough along the subsequence,

$$
w_{i}^{(j)}\left(y^{r}(\tau)\right)>w_{j}^{\star}\left(y^{r}(\tau)\right) \quad \forall \tau \in\left(t_{1}, t_{2}\right)
$$

Multiplying both sides by $r^{\alpha}$, it follows that

$$
w_{i}^{(j)}\left(Y^{r}(\tau)\right)>w_{j}^{\star}\left(Y^{r}(\tau)\right), \quad \forall \tau \in\left(t_{1}, t_{2}\right) .
$$

Hence $P_{i}^{(j)}\left(Y^{r}(\tau)\right)=0, \tau \in\left(t_{1}, t_{2}\right)$, and $a_{i}^{r(j)}\left(t_{1}, t_{2}\right)=0$, for all $r$ large enough along the subsequence. Therefore $a_{i}^{(j)}\left(t_{1}, t_{2}\right)=0$ which shows that $(\mathrm{d} / \mathrm{d} t) a_{i}^{(j)}(t)=0$ at $t \in\left(t_{1}, t_{2}\right)$. This establishes (2.12b).

### 2.7.2 Proof of Theorem 1

We first show that

$$
\begin{equation*}
F\left(y^{r}(\infty)\right) \Longrightarrow F^{\star}, \tag{2.43}
\end{equation*}
$$

where $F^{\star}=F\left(\Upsilon^{\star}\right)$ is the optimal cost. By Proposition 1 and the continuity of $F(\cdot)$, for any fluid sample path $y(t)$ with initial condition $y(0)$, we can choose $t_{\epsilon_{1}}$ large enough such that given any small $\epsilon_{1}>0,\left|F\left(y\left(t_{\epsilon_{1}}\right)\right)-F^{\star}\right| \leq \epsilon_{1}$. With probability 1 , every subsequence $y^{r_{n}}$ has a further subsequence $y^{r_{n_{k}}}$ such that $y^{r_{n_{k}}}(t) \rightarrow y(t)$ u.o.c. (see Lemma 5), hence, by the continuous mapping theorem [61], we also have $F\left(y^{r_{n_{k}}}(t)\right) \rightarrow F(y(t))$, u.o.c. For any $\epsilon_{2}>0$, for $r_{n_{k}}$ large enough, we can choose an $\epsilon_{3}>0$ such that, uniformly over all initial states $y^{r_{n_{k}}}(0)$ such that $\left\|y^{r_{n_{k}}}(0)-y(0)\right\| \leq$ $\epsilon_{3}$,

$$
\begin{equation*}
\mathbb{P}\left\{\mid F\left(y^{r_{n_{k}}}\left(t_{\epsilon_{1}}\right)-F\left(y\left(t_{\epsilon_{1}}\right)\right) \mid<\epsilon_{1}\right\}>1-\epsilon_{2}\right. \tag{2.44}
\end{equation*}
$$

This claim is true, since otherwise for a sequence of initial states $y^{r_{n_{k}}}(0) \rightarrow y(0)$ we have

$$
\mathbb{P}\left\{\mid F\left(y^{r_{n_{k}}}\left(t_{\epsilon_{1}}\right)-F\left(y\left(t_{\epsilon_{1}}\right)\right) \mid<\epsilon_{1}\right\} \leq 1-\epsilon_{2},\right.
$$

which is impossible because, almost surely, we can choose a subsequence of $r_{n_{k}}$ along which uniform convergence $F\left(y^{r_{n}}(t)\right) \rightarrow F(y(t))$, with initial condition $y(0)$ holds. Hence,

$$
\begin{aligned}
& \mathbb{P}\left\{\left|F\left(y^{r_{n_{k}}}\left(t_{\epsilon_{1}}\right)\right)-F^{\star}\right|<2 \epsilon_{1}\right\} \\
& \geq \mathbb{P}\left\{\mid F\left(y^{r_{n_{k}}}\left(t_{\epsilon_{1}}\right)-F\left(y\left(t_{\epsilon_{1}}\right)\right)\left|+\left|F\left(y\left(t_{\epsilon_{1}}\right)\right)-F^{\star}\right|<2 \epsilon_{1}\right\}\right.\right. \\
& \geq \mathbb{P}\left\{\mid F\left(y^{r_{n_{k}}}\left(t_{\epsilon_{1}}\right)-F\left(y\left(t_{\epsilon_{1}}\right)\right) \mid<\epsilon_{1}\right\}>1-\epsilon_{2}\right.
\end{aligned}
$$

which in particular implies

$$
F\left(y^{r_{n_{k}}}(\infty)\right) \Longrightarrow F^{\star}
$$

because $\epsilon_{1}$ and $\epsilon_{2}$ can be made arbitrarily small. Hence, we have shown that every sequence $F\left(y^{r_{n}}(\infty)\right)$ has a further subsequence $F\left(y^{r_{n_{k}}}(\infty)\right)$ that converges to the same limit $F^{\star}$ (the unique optimal cost). Therefore in view of Theorem 2.6 of [61], we can conclude that $F\left(y^{r}(\infty)\right) \Longrightarrow F^{\star}$.

Next, we show (2.19). Under any algorithm (including Algorithm 1 and the optimal one),

$$
\sum_{i \in R_{j}} Y_{i}^{(j)^{r}}(\infty) / r=X^{(j)^{r}}(\infty) / r
$$

where $X^{(j)^{r}}(\infty)$ has Poisson distribution with mean $r \rho_{j}$, and $X^{(j)^{r}}(\infty), j \in \mathcal{J}$, are independent. Let,

$$
\bar{s}=\max _{j \in \mathcal{J}} s_{j}<\infty .
$$

The traffic over each link $l$ is clearly bounded as

$$
Z_{l}^{r} / r<\bar{s} \sum_{j} X^{(j)^{r}}(\infty) / r=\bar{s} X^{r}(\infty) / r,
$$

where $X^{r}(\infty)$ has Poisson distribution with mean $r \sum_{j} \rho_{j}$. Hence, $F\left(y^{r}(\infty)\right)$ is stochastically dominated by $|E| g\left(\bar{s} X^{r}(\infty) / r\right)$, and $g$ is polynomial. It then follows that the sequence of random variables $\left\{F\left(y^{r}(\infty)\right)\right\}$ (and also $\left\{y^{r}(\infty)\right\}$ ) are uniformly integrable under any algorithm. Then, in view of (2.43), by Theorem 3.5 of [61], under our Algorithm 1.

$$
\begin{equation*}
\mathbb{E}\left[F\left(Y^{r}(\infty) / r\right)\right] \rightarrow F^{\star} \tag{2.45}
\end{equation*}
$$

Now consider any optimal algorithm for the optimization (2.3). It holds that

$$
F\left(\mathbb{E}\left[y_{\mathrm{opt}}^{r}(\infty)\right]\right) \leq \mathbb{E}\left[F\left(y_{\mathrm{opt}}^{r}(\infty)\right)\right] \leq \mathbb{E}\left[F\left(y^{r}(\infty)\right)\right],
$$

where the first inequality is by Jensen's inequality, and the second follows from definition of opti-
mality. Taking the limit as $r \rightarrow \infty$, it follows by an squeeze argument that

$$
\begin{equation*}
\mathbb{E}\left[F\left(Y_{\mathrm{opt}}^{r}(\infty) / r\right)\right] \rightarrow F^{\star} \tag{2.46}
\end{equation*}
$$

Finally, (2.45) and (2.46) will imply (2.19) in view of the polynomial structure of $F$.

# Chapter 3: Coflow Scheduling to Minimize The Weighted Average Completion Time 

### 3.1 Introduction

Many data-parallel computing applications (e.g. MapReduce [4], Hadoop [63, 64], Dryad [5], etc.) consist of multiple computation and communication stages or have machines grouped by functionality. While computation involves local operations in servers, communication takes place at the level of machine groups and involves transfer of many pieces of intermediate data (flows) across groups of machines for further processing. In such applications, the collective effect of all the flows between the two machine groups is more important than that of any of the individual flows. A computation stage often cannot start unless all the required data pieces from the preceding stage are received, or the application latency is determined by the transfer of the last flow between the groups $[8,65]$.

As an example, consider a MapReduce application. Each mapper performs local computations and writes intermediate data to the disk, then each reducer pulls intermediate data from different mappers, merges them, and computes its output. The job will not finish until its last reducer is completed. Consequently, the job completion time depends on the time that the last flow of the communication phase (called shuffle) is finished. Such intermediate communication stages in a data-parallel application can account on average for about $56 \%$ of the job's runtime (see Appendix A in [66] for more detail), and hence can have a significant impact on application performance. Optimizing flow-level performance metrics (e.g. the average flow completion time) have been extensively studied before from both networking systems and theoretical perspective (see, e.g., $[48,34,49]$ and references there.), however, these metrics ignore the dependence among the flows of an application which is critical for the application-level performance in data-parallel
computing applications.
Recently Chowdhury and Stoica [7] have introduced the coflow abstraction to capture these communication patters. A coflow is defined as a collection of parallel flows whose completion time is determined by the completion time of the last flow in the collection. Coflows can represent most communication patterns between successive computation stages of data-parallel applications [8]. Clearly the traditional flow communication is still a coflow with a single flow. Jobs from one or more data-parallel applications create multiple coflows in a shared data center network. These coflows could vary widely in terms of the total size of the parallel flows, the number of the parallel flows, and the size of the individual flows in the coflows (e.g., see the analysis of production traces in [8]). Classical flow/job scheduling algorithms do not perform well in this environment [8] because each coflow consists of multiple flows- whose completion time is dominated by its slowest flow- and further, the progress of each flow depends on its assigned rate at both its source and its destination. This coupling of rate assignments between the flows in a coflow and across the sourcedestination pairs in the network is what makes the coflow scheduling problem considerably harder than the classical flow/job scheduling problems.

In this chapter, we study the coflow scheduling problem, namely, the algorithmic task of determining when to start serving each flow and at what rate, in order to minimize the weighted sum of completion times of coflows in the system. In the case of equal weights, this is equivalent to minimizing the average completion time of coflows.

### 3.1.1 Related Work

Several scheduling heuristics have been already proposed in the literature for scheduling coflows, e.g. [65, 8, 67, 10]. A FIFO-based solution was proposed in [65] which also uses multiplexing of coflows to avoid starvation of small flows which are blocked by large head-of-line flows. A Smallest-Effective-Bottleneck-First heuristic was ierriorntroduced in Varys [8]: it sorts the coflows in an ascending order in a list based on their maximum loads on the servers, and then assigns rates to the flows of the first coflow in the list such that all its flows finish at the same time. The re-
maining capacity is distributed among the rest of the coflows in the list in a similar fashion to avoid under-utilization of the network. Similar heuristics without prior knowledge of coflows were introduced in Aalo [10]. A joint scheduling and routing of coflows in data center networks was introduced in [67] where similar heuristics based on a Minimum-Remaining-Time-First policy are developed. In a more recent work [68], a randomized algorithm with theoretical guarantee is proposed for coflow scheduling problem when flows can be transmitted at arbitrary small granularity in a general graphs (i.e., rate allocation model, see Section 3.2). This model considers two cases. In the first case, the flow can completely split over multiple paths between its source and destination in the network. In the second model, a single path is specified by the model for each flow along which the flow is transmitted upon scheduling.

Here, we would like to highlight three papers $[69,70,71]$ that are more relevant to our work. These papers consider the problem of minimizing the total weighted completion time of coflows with release dates (i.e., coflows arrive over time.) and provide algorithms with provable guarantees. This problem is shown to be NP-complete through its connection with the concurrent open shop problem [8, 69], and then approximation algorithms are proposed which run in polynomial time and return a solution whose value is guaranteed to be within a constant fraction of the optimal (a.k.a., approximation ratio). These papers rely on linear programming relaxation techniques from combinatorial scheduling literature (see, e.g., [72, 73, 74]). In [69], the authors utilize an intervalindexed linear program formulation which helps partitioning the coflows into disjoint groups. All coflows that fall into one partition are then viewed as a single coflow, where a polynomial-time algorithm is used to optimize its completion time. Authors in [70] have recently constructed an instance of the concurrent open shop problem (see [75] for the problem definition) from the original coflow scheduling problem. Then applying the well-known approximation algorithms for the concurrent open shop problem to the constructed instance, an ordering of coflows is obtained which is then used in a similar fashion as in [69] to obtain an approximation algorithm. The deterministic algorithm in [70] has better approximation ratio compared to [69], for both cases of with and without release dates. In [71], a linear program approach based on ordering variables is utilized
to develop two algorithms, one deterministic and the other randomized. The deterministic algorithm gives the same bounds as in [70], while the randomized algorithm has better performance approximation ratios compared to $[69,70]$, for both cases of with and without release dates.

### 3.1.2 Main Contributions

In this chapter, we consider the problem of minimizing the total weighted coflow completion time. Our main contributions can be summarized as follows.

- Coflow Scheduling Algorithm. We use a Linear Program (LP) approach based on ordering variables followed by a simple list scheduling policy to develop a deterministic algorithm. Our approach improves the prior algorithms in both cases of with and without release dates. Even if we consider equal weights for all coflows (i.e., minimizing the average completion time), our algorithm has the best known performance guarantee. Table 3.1 summarizes our results in comparison with the prior best-known performance bounds. Performance of a deterministic (randomized) algorithm is defined based on approximation ratio, i.e., the ratio between the (expected) weighted sum of coflow completion times obtained by the algorithm and the optimal value. When coflows have release dates (which is often the case in practice as coflows are generated at different times), our deterministic algorithm improves the approximation ratio of $12[70,71]$ to 5 , which is also better than the best known randomized algorithm proposed in [71] with approximation ratio of $3 e(\approx 8.16)$. When all coflows have release dates equal to zero, our deterministic algorithm has approximation ratio of 4 while the best prior known result is $8[70,71]$ for deterministic and $2 e$ ( $\approx 5.436$ ) [71] for randomized algorithms ${ }^{1}$. We would like to mention that, although the randomized algorithm in [68], has a better approximation ratio of $2+\epsilon$ compared to this work, the algorithm in this chapter still provides the best approximation ratio when the rate allocation is restricted to data units (i.e., matching constraint). See Section 3.2 for more details on the model.
- Empirical Evaluations. We evaluate the performance of our algorithm, compared to the prior

[^2]Table 3.1: Performance guarantees (Approximation ratios)

| Case | Best known |  | This work |
| :---: | :---: | :---: | :---: |
|  | deterministic | randomized | deterministic |
| Without release dates | $8[70,71]$ | $2 e[71]$ | 4 |
| With release dates | $12[70,71]$ | $3 e[71]$ | 5 |

approaches, using both syntectic traffic as well as real traffic based on a Hive/MapReduce trace from a large production cluster at Facebook. Both synthetic and empirical evaluations show that our deterministic algorithm indeed outperforms the prior approaches. For instance, for the Facebook trace with general release dates, our algorithm outperforms Varys [8], the algorithm proposed in [69], and the algorithm proposed in [71] by $24 \%, 40 \%$, and $19 \%$, respectively. Finally, we compare the fairness of various algorithms and propose couple of ideas to improve the fairness. The result presented in this chapter is based on papers [71, 77, 78].

### 3.2 System Model and Problem Formulation

Datecenter Network: Similar to [8, 69], we abstract out the data center network as one giant $N \times N$ non-blocking switch, with $N$ input links connected to $N$ source servers and $N$ output links connected to $N$ destination servers. Thus the network can be viewed as a bipartite graph with source nodes denoted by set $I$ on one side and destination nodes denoted by set $\mathcal{J}$ on the other side (therefore, $I \cap \mathcal{J}=\emptyset$.). Moreover, there are capacity constraints on the input and output links. For simplicity, we assume all links have equal capacity (as in [69]); nevertheless, our method can be easily extended to the general case where the links have unequal capacities. Without loss of generality, we assume that all the link capacities are normalized to one. Scheduling Constraints: We allow a general class of scheduling algorithms where the rate allocation can be performed continuously over time, i.e., for each flow, fractional data units can be transferred from its input link to its corresponding output link over time as long as link capacity constraints are respected. In the special case that the rate allocation is restricted to data units (packets), each source node can send at most one packet in every time unit (time slot) and each destination node can receive


Figure 3.1: A coflow in a $3 \times 3$ switch architecture.
at most one packet in every time slot, and the feasible schedule has to form a matching of the switch's bipartite graph (matching constraint). In this case, our model reduces to the model in [69] and, as it is shown later, our proposed algorithm will respect the matching constraints, therefore, it is compatible with both models.

Coflow: A coflow is a collection of flows whose completion time is determined by the completion time of the latest flow in the collection. The coflow $k$ can be denoted as an $N \times N$ demand matrix $D^{(k)}$. Every flow is a triple $(i, j, k)$, where $i \in \mathcal{I}$ is its source node, $j \in \mathcal{J}$ is its destination node, and $k$ is the coflow to which it belongs. The size of flow $(i, j, k)$ is denoted by $d_{i j}^{k}$, which is the $(i, j)$-th element of the matrix $D^{(k)}$. For simplicity, we assume that all flows within a coflow arrive to the system at the same time (as in [69]); however, our results still hold for the case that flows of a coflow are released at different times (which could indeed happen in practice [10]). A $3 \times 3$ switch architecture is shown in Figure 3.1 as an example, where a coflow is illustrated by means of input queues, e.g., the file in the $j$-th queue at the source link $i$ indicates that the coflow has a flow from source server $i$ to destination server $j$. For instance, in Figure 3.1, the illustrated coflow has 7 flows in total, while two of its flows have source server 1, one goes to destination server 1 and the other to destination server 3.

Total Weighted Coflow Complettion Time: We consider the coflow scheduling problem with release dates. There is a set of $K$ coflows denoted by $\mathcal{K}$. Coflow $k \in \mathcal{K}$ is released (arrives) at time $r_{k}$ which means it can only be scheduled after time $r_{k}$. We use $f_{k}$ to denote the finishing (completion) time of coflow $k$, which, by definition of coflow, is the time when all its flows have
finished processing. In other words, for every coflow $k \in \mathcal{K}$,

$$
\begin{equation*}
f_{k}=\max _{i \in \mathcal{I}, j \in \mathcal{J}} f_{i j}^{k} \tag{3.1}
\end{equation*}
$$

where $f_{i j}^{k}$ is the completion time of flow $(i, j, k)$.
For given positive weights $w_{k}, k \in \mathcal{K}$, the goal is to minimize the weighted sum of coflow completion times: $\sum_{k=1}^{K} w_{k} f_{k}$. The weights can capture different priority for different coflows. In the special case that all the weights are equal, the problem is equivalent to minimizing the average coflow completion time.

Define

$$
\begin{equation*}
T=\max _{k \in \mathcal{K}} r_{k}+\sum_{k \in \mathcal{K}} \sum_{i \in \mathcal{I}} \sum_{j \in \mathcal{J}} d_{i j}^{k} \tag{3.2}
\end{equation*}
$$

Note that $T$ is clearly an upper bound on the minimum time required for processing of all the coflows. We denote by $x_{i j}^{k}(t)$ the transmission rate assigned to flow $(i, j, k)$ at time $t \in[0, T]$. Then the optimal rate control must solve the following optimal control problem

$$
\begin{align*}
\operatorname{minimize} & \sum_{k=1}^{K} w_{k} f_{k}  \tag{3.3a}\\
\text { subject to: } & f_{k} \geq f_{i j}^{k}, \quad i \in \mathcal{I}, j \in \mathcal{J}, k \in \mathcal{K}  \tag{3.3b}\\
& d_{i j}^{k}=\int_{0}^{f_{i j}^{k}} x_{i j}^{k}(t) d t, \quad i \in \mathcal{I}, j \in \mathcal{J}, k \in \mathcal{K}  \tag{3.3c}\\
& \sum_{j} \sum_{k} x_{i j}^{k}(t) \leq 1, \quad i \in \mathcal{I}, t \in[0, T]  \tag{3.3d}\\
& \sum_{i} \sum_{k} x_{i j}^{k}(t) \leq 1, \quad j \in \mathcal{J}, t \in[0, T]  \tag{3.3e}\\
& x_{i j}^{k}(t)=0, \quad \forall t<r_{k}, \quad i \in \mathcal{I}, j \in \mathcal{J}, k \in \mathcal{K}  \tag{3.3f}\\
& x_{i j}^{k}(t) \geq 0, \quad i \in \mathcal{I}, j \in \mathcal{J}, k \in \mathcal{K}, t \in[0, T] \tag{3.3~g}
\end{align*}
$$

In the above, the constraint (3.3b) indicates that each coflow $k$ is completed when all its flows
have been completed. Note that since the optimization (3.3) is a minimization problem, a coflow completion time is equal to the completion time of its latest flow, in agreement with (3.1). The constraint (3.3c) ensures that the demand (file size) of every flow, $d_{i j}^{k}$, is transmitted by its completion time, $f_{i j}^{k}$. Constraints (3.3d) and (3.3e) state the capacity constraints on source links and destination links, respectively. The fact that a flow cannot be transmitted before its release date (which is equal to release date of its corresponding coflow) is captured by the constraint (3.3f). Finally, the constraint ( 3.3 g ) simply states that the rates are non-negative.

Remark 2. An alternative formulation of (3.3) could be minimizing the weighted sum of delays, where delay of coflow $k$ is defined as $f_{k}-r_{k}$. The two minimizations are equivalent as only the objectives differ in a constant term $\sum_{k} r_{k} w_{k}$, however in terms of approximation results they could be very different. In the case of zero release dates, the two formulations are trivially the same, and our algorithms yield the same approximation results for both formulations. However, for the general release dates, there is no constant ratio approximation algorithm for minimizing the weighted sum of delays. This can be shown through its connection to the single machine scheduling for which finding a constant approximation algorithm for the delay-based formulation is NP-complete [79].

### 3.3 Motivations and Challenges

The coflows can be widely different in terms of the number of parallel flows, the size of individual flows, the groups of servers involved, etc. Heuristics from traditional flow/task scheduling, such as shortest- or smallest-first policies [80, 81], do not have a clear equivalence in coflow scheduling. One can define a shortest or smallest-first policy based on the number of parallel flows in a coflow, or the aggregate flow sizes in a coflow, however these policies perform poorly [8], as they do not completely take all the characteristics of coflows into consideration.

Recall that the completion time of a coflow is dominated by its slowest flow (as described by (3.1) or (3.3b)). Hence, it makes sense to slow down all the flows in a coflow to match the completion time of the flow that will take the longest to finish. The unused capacity then can be used
to allow other coexisting coflows to make progress and the total (or average) coflow completion time decreases. Varys [8] is the first heuristic that effectively implements this intuition by combining Smallest-Effective-Bottleneck-First and Minimum-Allocation-for-Desired-Duration policies. Before describing Varys, we present a few definitions that are used in the rest of this chapter.

Definition 2 (Aggregate Size and Effective Size of a Coflow). Let

$$
\begin{equation*}
d_{i}^{k}=\sum_{j \in \mathcal{J}} d_{i j}^{k} ; \quad d_{j}^{k}=\sum_{i \in \mathcal{I}} d_{i j}^{k} \tag{3.4}
\end{equation*}
$$

be respectively the aggregate flow size that coflow $k$ needs to send from source node $i$ and receive at destination node $j$. The effective size of coflow $k$ is defined as

$$
\begin{equation*}
W(k)=\max \left\{\max _{i \in \mathcal{I}} d_{i}^{k}, \max _{j \in \mathcal{J}} d_{j}^{k}\right\} . \tag{3.5}
\end{equation*}
$$

Thus $W(k)$ is the maximum amount of data that needs to be sent or received by a node for coflow $k$. Note that, due to normalized capacity constraints on links, when coflow $k$ is released, we need at least $W(k)$ amount of time to process all its flows.

Overview of Varys. Varys [8] orders coflows in a list based on their effective size in an increasing order. Transmission rates of individual flows of the first coflow in the list are set such that all its flows complete at the same time. The remaining capacity of links are updated and iteratively distributed among other coflows in the list in a similar fashion. Formally, the completion time of coflow $k, k=1, \ldots, K$, is calculated as follows

$$
\Gamma^{k}=\max \left\{\max _{i \in \mathcal{I}} \frac{d_{i}^{k}}{\operatorname{Rem}(i)}, \max _{j \in \mathcal{J}} \frac{d_{j}^{k}}{\operatorname{Rem}(j)}\right\}
$$

where $\operatorname{Rem}(i)$ (similarly, $\operatorname{Rem}(j)$ ) is the remaining capacity of input link $i$ (output link $j$ ) after transmission rates of all coflows $k^{\prime}<k$ are set. Then for flow $(i, j, k)$, Varys assigns transmission rate $x_{i j}^{k}=d_{i j}^{k} / \Gamma^{k}$. In case that there is still idle capacity, for each input link $i \in I$, the remaining capacity is allocated to the flows of coflows subject to capacity constraints in corresponding output
links. Once the first coflow completes, all the flow sizes and the scheduling list are updated and the iterative procedure is repeated to complete the second coflow and distribute the unused capacity. The procedure is stopped when all the coflows are processed.

While Varys performs better than traditional flow scheduling algorithms, it could still be inefficient. The main reason is that Varys is oblivious to the dependency among coflows that share a (source or destination) node. To further expose this issue, we present a simple example.

Example 1 (Inefficiency of Varys). Consider the $2 \times 2$ switch network illustrated in Figure 3.2 where there are 3 coflows in the system. In Figure 3.2a, the effective coflow sizes are $W(1)=$ $W(2)=W(3)=1$, therefore, Varys cannot differentiate among coflows. Scheduling coflows in the order $\{1,2,3\}$ or $\{2,3,1\}$ are both possible under Varys but they result in different total completion times, $1+2+2=5$ and $1+1+2=4$, respectively (assuming the weights are all one for all the coflows). Next, consider a slight modification of flow sizes, as shown in Figure 3.2b. In this example $W(1)=2$ and $W(2)=W(3)=3$. Based on Varys algorithm, coflow 1 is scheduled first during time interval $(0,2]$ at rate 1 . When coflow 1 completes, coflows 2 and 3 are scheduled in time interval $(2,5]$; hence, the total completion time will be $2+5+5=12$. However, if we schedule coflows 2 and 3 first, the total completion times will reduce to $3+3+5=11$. Note that in both examples, coflow 1 completely blocks coflows 2 and 3, which is not captured by Varys. In fact, the negative impact of ignoring configuration of coflows and their shared nodes is much more profound in large networks with a large number of coflows (see simulations in Section 3.8).

Overview of LP-based algorithms. The papers [69] and [71] use Linear Programs (LPs) (based on interval-indexed variables or ordering variables) that capture more information about coflows and provide a better ordering of coflows for scheduling compared to Varys [8]. At the high level, the technical approach in these papers is based on partitioning jobs (coflows) into polynomial number of groups based on solution to a polynomial-sized relaxed linear program, and minimizing the completion time of each group by treating the group as a single coflow. Grouping can have a significant impact on decreasing the completion time of coflows. For instance, in view of examples in Figure 3.2, grouping coflows 2 and 3, and scheduling them first, decreases the total completion

(a) All coflows have equal effective size. Both orderings are possible under Varys, with the total completion time of $1+2+2=5$ and $1+1+2=4$, for the left and right ordering respectively.

(b) Varys schedules coflow 1 first, according to the ordering $\{1,2,3\}$, which gives a total completion time of $2+5+5=12$. The optimal schedule is the ordering $\{2,3,1\}$ with a total completion time of $3+3+5=11$.

Figure 3.2: Inefficiency of Varys in a $2 \times 2$ switch network with 3 coflows.
time as explained.
NP-hardness and connection to the concurrent open shop problem. The concurrent open shop problem [75] can be essentially viewed as a special case of the coflow scheduling problem when demand matrices are diagonal (in the jargon of concurrent open shop problem, the coflows are jobs, the flows in each coflow are tasks for that job, and the destination nodes are machines with unit capacities). It is known that it is NP-complete to approximate the concurrent open shop problem, when jobs are released at time zero, within a factor better than $2-\epsilon$ for any $\epsilon>0$ [82]. Although the model we consider for coflow scheduling is different from the model used in [69], similar reduction as proposed in [69] can be leveraged to show NP-completness of the coflow scheduling problem. More precisely, every instance of the concurrent open shop problem can be reduced to an instance of coflow scheduling problem (see Section 3.9 for the details), hence it is

NP-complete to approximate the coflow scheduling problem (without release dates) within $2-\epsilon$, for any $\epsilon>0$. There are 2-approximation algorithms for the concurrent open shop (e.g., [75]), however, these algorithms cannot be ported to the coflow scheduling problem due to the coupling of source and destination link capacity constraints in the coflow scheduling problem (see Section 3.9 for a counter example that shows the 2-approximation algorithm from concurrent open shop cannot be ported to the coflow scheduling problem).

Next, we describe our coflow scheduling algorithm. The algorithm is based on a linear program formulation for sorting the coflows followed by a simple list scheduling policy

### 3.4 Linear Programing (LP) Relaxation

In this section, we use linear ordering variables (see, e.g., [83, 74, 84, 75]) to present a relaxed integer program of the original scheduling problem (3.3). We then relax these variables to obtain a linear program (LP). In the next section, we use the optimal solution to this LP as a subroutine in our scheduling algorithm.

Ordering variables. For each pair of coflows, if both coflows have some flows incident at some node (either originated from or destined at that node), we define a binary variable which indicates which coflow finishes all its flows before the other coflow does so in the schedule. Formally, for any two coflows $k, k^{\prime}$ with aggregate flow sizes $d_{m}^{k} \neq 0$ and $d_{m}^{k \prime} \neq 0$ on some node $m \in \mathcal{I} \cup \mathcal{J}$ (recall definition (3.4)), we introduce a binary variable $\delta_{k k^{\prime}} \in\{0,1\}$ such that $\delta_{k k^{\prime}}=1$ if coflow $k$ finishes all its flows before coflow $k^{\prime}$ finishes all its flows, and it is 0 otherwise. If both coflows finish their flows at the same time (which is possible in the case of continuous-time rate control), we set either one of $\delta_{k k^{\prime}}$ or $\delta_{k^{\prime} k}$ to 1 and the other one to 0 , arbitrarily.

Relaxed Integer Program (IP). We formulate the following Integer Program (IP):

$$
\begin{array}{ll}
(\mathbf{I P}) \min & \sum_{k=1}^{K} w_{k} f_{k} \\
& f_{k} \geq d_{i}^{k}+\sum_{k^{\prime} \in \mathcal{K}} d_{i}^{k^{\prime}} \delta_{k^{\prime} k} i \in \mathcal{I}, k \in \mathcal{K} \\
& f_{k} \geq d_{j}^{k}+\sum_{k^{\prime} \in \mathcal{K}} d_{j}^{k^{\prime}} \delta_{k^{\prime} k} j \in \mathcal{J}, k \in \mathcal{K} \\
& f_{k} \geq W(k)+r_{k} \quad k \in \mathcal{K} \\
& \delta_{k k^{\prime}}+\delta_{k^{\prime} k}=1 \quad k, k^{\prime} \in \mathcal{K} \\
& \delta_{k k^{\prime}} \in\{0,1\} \quad k, k^{\prime} \in \mathcal{K} \tag{3.6f}
\end{array}
$$

In the above, to simplify the formulation, we have defined $\delta_{k k^{\prime}}$, for all pairs of coflows, by defining $d_{m}^{k}=0$ if coflow $k$ has no flow originated from or destined to node $m$.

The constraint (3.6b) (similarly (3.6c)) follows from the definition of ordering variables and the fact that flows incident to a source node $i$ (a destination node $j$ ) are processed by a single link of unit capacity. To better see this, note that the total amount of traffic can be sent in the time period $\left(0, f_{k}\right]$ over the $i$-th link is at most $f_{k}$. This traffic is given by the right-hand-side of (3.6b) (similarly (3.6c)) which basically sums the aggregate size of coflows incident to node $i$ that finish their flows before coflow $k$ finishes its corresponding flows, plus the aggregate size of coflow $k$ at node $i$ itself, $d_{i}^{k}$. This implies constraint (3.6b) and (3.6c). The fact that each coflow cannot be completed before its release date plus its effective size is captured by constraint (3.6d). The next constraint (3.6e) indicates that for each two incident coflows, one precedes the other.

Note that this optimization problem is a relaxed integer program for the problem (3.3), since the set of constraints are not capturing all the requirements we need to meet for a feasible schedule. For example, we cannot start scheduling flows of a coflow when it is not released yet, while constraint (3.6d) does not necessarily avoid this, thus leading to a smaller value of finishing time compared to the optimal solution to (3.3). Further, release dates and scheduling constraints in optimization (3.3) might cause idle times in flow transmission of a node, therefore yielding a larger


Figure 3.3: 4 coflows in a $2 \times 2$ switch architecture, flow $(1,1)$ is released at time 0 , and all the others are released at time 1 .
value of finishing time for a coflow than what is restricted by (3.6b), (3.6c), (3.6d). To further illustrate this issue, we present a simple example.

Example 2. Consider a $2 \times 2$ switch network as in Figure 3.3. Assume there are 4 coflows, each has one flow. Flow $(1,1,1)$ is released at time 0 with size 1 , and the other three flows are released at time 1 with size 2. It is easy to check that the following values for the ordering variables and flow completion times satisfy all the constraints (3.6b)-(3.6f). For brevity, we only report the ordering variables for coflows that actually share a node. For example, it is redundant to consider ordering variables corresponding to coflow 1 and coflow 4 as they are not incident at any (source/destination) node and any value for their associated pairwise ordering variables does not have any impact on the optimal value for IP (3.6). Below, the ordering variables and coflow completion times are presented, and all the ordering variables which are not specified can be taken as zero.

$$
\begin{array}{ll}
\delta_{12}=1, & \delta_{34}=1, \\
\delta_{13}=1, & \delta_{24}=1, \\
f_{1}=1, & f_{2}=3, \\
f_{3}=3, & f_{4}=4 .
\end{array}
$$

While these values satisfy (3.6b)-(3.6f), this is not a valid schedule since it requires transmission of flow $(2,2,4)$ starting at time 0 , while it is not released yet. To see this, note that $f_{1}=1$, so to finish processing of coflow 1 or equivalently flow $(1,1,1)$ by time 1 , we need to start its transmission at maximum rate at time 0 . Then, due to the capacity constraints, the first time flows $(1,2,2)$ and $(2,1,3)$ can start transmission is at time 1 , when flow $(1,1,1)$ has been completed. Since we require
to complete both of these flows at time 3, they need to be transmitted at maximum rate in the time interval $(1,3]$. Therefore, the only way to finish flow $(2,2,4)$ at time 4 is to send one unit of its data in time interval $(0,1]$ and its remaining unit of data in time interval $(3,4]$, but this flow has not been released before time 1. So the proposed IP does not address all the scheduling constraints.

Relaxed Linear Program (LP). In the linear program relaxation, we allow the ordering variables to be fractional. Specifically, we replace the constraints (3.6f) with the constraints (3.7b) below. We refer to the obtained linear problem by (LP).

$$
\begin{align*}
(\mathbf{L P}) \min & \sum_{k=1}^{K} w_{k} f_{k}  \tag{3.7a}\\
\text { subject to: } & (3.6 \mathrm{~b})-(3.6 \mathrm{e}), \\
& \delta_{k k^{\prime}} \in[0,1] \quad k, k^{\prime} \in \mathcal{K}
\end{align*}
$$

We use $\tilde{f}_{k}$ to denote the optimal solution to this LP for the completion time of coflow $k$. Also we use $\widetilde{\mathrm{OPT}}=\sum_{k} w_{k} \tilde{f}_{k}$ to denote the corresponding objective value. Similarly we use $f_{k}^{\star}$ to denote the optimal completion time of coflow $k$ in the original coflow scheduling problem (3.3), and use $\mathrm{OPT}=\sum_{k} w_{k} f_{k}^{\star}$ to denote its optimal objective value. The following lemma establishes a relation between $\widetilde{\mathrm{OPT}}$ and OPT.

Lemma 6. The optimal value of the $L P, \widetilde{O P T}$, is a lower bound on the optimal total weighted completion time OPT of coflow scheduling problem.

Proof. Consider an optimal solution to the optimization problem (3.3). We set ordering variables so as $\delta_{k k^{\prime}}=1$ if coflow $k$ precedes coflow $k^{\prime}$ in this solution, and $\delta_{k k^{\prime}}=0$, otherwise. If both coflows finish their corresponding flows at the same time, we set either one to 1 and the other one to 0 . We note that this set of ordering variables and coflow completion times satisfies constraints (3.6b) and (3.6c) (by taking integral from both side of constraint (3.3d) and (3.3e) from time 0 to $f_{k}$ ) and also constraint (3.6d) (by combining constraints (3.3c) and (3.3f)). Furthermore, the rest of (LP) constraints are satisfied by the construction of ordering variables. Therefore, opti-
mal solution of problem (3.3) can be converted to a feasible solution to (LP). Hence, the optimal value of $\mathrm{LP}, \widetilde{\mathrm{OPT}}$, is at most equal to OPT.

### 3.5 Coflow Scheduling Algorithm

In this section, we describe our polynomial-time coflow scheduling algorithm and state the main results about its performance guarantees.

The scheduling algorithm is presented in Algorithm 3. It has three main steps:

1. solve the relaxed LP (3.7),
2. use the solution of the relaxed LP to order flows of coflows,
3. apply a simple list scheduling algorithm based on the ordering.

The relaxed LP (3.7) has $O\left(K^{2}\right)$ variables and $O\left(K^{2}+K N\right)$ ) constraints and can be solved efficiently in polynomial time, e.g. using interior point method [85] (see Section 3.8.5 for more details about the complexity).

Then, the algorithm orders the coflows based on values of $\tilde{f_{k}}$ (optimal solution to LP) in nondecreasing order. More precisely, we re-index coflows such that,

$$
\begin{equation*}
\tilde{f}_{1} \leq \tilde{f}_{2} \leq \ldots \leq \tilde{f}_{K} \tag{3.8}
\end{equation*}
$$

Ties are broken arbitrarily. We emphasize that we do not need to round the values of the ordering variables in LP to obtain the ordering of coflows, instead we use the values of $\tilde{f}_{k}$ (optimal solution to LP) which do not need to be integer.

At any time, the algorithm maintains a list for the flows in the system such that for every two flows $(i, j, k)$ and $\left(i^{\prime}, j^{\prime}, k^{\prime}\right)$ with $k<k^{\prime}$ (based on ordering (3.8)), flow $(i, j, k)$ is placed before flow $\left(i^{\prime}, j^{\prime}, k^{\prime}\right)$ in the list. Flows of the same coflow are listed in an arbitrary order. The algorithm scans the list starting from the first flow and schedules a flow if both its corresponding source and destination links are idle at that time. Upon completion of a flow or arrival of a coflow, the
algorithm preempts the schedule, updates the list, and starts scheduling the flows based on the updated list.

```
Algorithm 3 Deterministic Coflow Scheduling Algorithm
    Suppose coflows \(\left[d_{i j}^{k}, 1 \leq i, j \leq N\right], k \in \mathcal{K}\), with release dates \(r_{k}, k \in \mathcal{K}\), and weights \(w_{k}\),
    \(k \in \mathcal{K}\), are given.
        Solve the linear program (LP) and denote its optimal solution by \(\left\{\tilde{f}_{k} ; k \in \mathcal{K}\right\}\).
        Order and re-index the coflows such that:
        \(\tilde{f_{1}} \leq \tilde{f_{2}} \leq \ldots \leq \tilde{f}_{K}\),
where ties are broken arbitrarily.
Wait until the first coflow is released.
while There is some incomplete flow, do
List the released and incomplete flows respecting the ordering in (3.9). Let \(L\) be the total number of flows in the list.
for \(l=1\) to \(L\) do
Denote the \(l\)-th flow in the list by \(\left(i_{l}, j_{l}, k_{l}\right)\),
if Both the links \(i_{l}\) and \(j_{l}\) are idle, then
Schedule flow \(\left(i_{l}, j_{l}, k_{l}\right)\).
end if
end for
while No new flow is completed or released do
Transmit the flows that get scheduled in line 9 at maximum rate 1 .
end while
end while
```

The main result regarding the performance of Algorithm 3 is stated in Theorem 2.
Theorem 2. Algorithm 3 is a polynomial-time 5-approximation algorithm for the problem of minimizing total weighted completion time of coflows with release dates.

When all coflows are released at time 0 , we can improve the algorithm's performance ratio.
Corollary 1. If all coflows are released at time 0 , then Algorithm 3 is a 4-approximation algorithm.

### 3.6 Proof Sketch of Main Results

In this section, we present the sketch of proofs of the main results for our polynomial-time coflow scheduling algorithm. Before proceeding with the proofs, we make the following defini-
tions.

Definition 3 (Aggregate Size and Effective Size of a List of Coflows). For a list of $K$ coflows and for a node $s \in \mathcal{I} \cup \mathcal{J}$, we define $W(1, \cdots, k ; s)$ to be the amount of data needs to be sent or received by node $s$ in the network considering only the first $k$ coflows. We also denote by $W(1, \cdots, k)$ the effective size of the aggregate coflow constructed by the first $k$ coflows, $k \leq K$. Specifically,

$$
\begin{gather*}
W(1, \cdots, k ; s)=\sum_{l=1}^{k} d_{s}^{l}  \tag{3.10}\\
W(1, \cdots, k)=\max _{s \in \mathcal{I} \cup \mathcal{J}} W(1, \cdots, k ; s) \tag{3.11}
\end{gather*}
$$

### 3.6.1 Bounded Completion Time for The Collection of Coflows

Consider the list of coflows according to the ordering in (3.8) and define $W(1, \cdots, k)$ based on Definition 3. The following lemma demonstrates a relationship between completion time of coflow $k$ obtained from (LP) and $W(1, \cdots, k)$ which is used later in the proofs.

Lemma 7. $\tilde{f}_{k} \geq \frac{W(1, \cdots, k)}{2}$.

Proof. The proof uses similar ideas as in Gandhi, et al. [84] and Kim [73]. Using constraint (3.6b), for any source node $i \in \mathcal{I}$, we have

$$
\begin{equation*}
d_{i}^{l} \tilde{f}_{l} \geq\left(d_{i}^{l}\right)^{2}+\sum_{l^{\prime} \in \mathcal{K}} d_{i}^{l} d_{i}^{l^{\prime}} \delta_{l^{\prime} l} \tag{3.12}
\end{equation*}
$$

which implies that,

$$
\begin{align*}
\sum_{l=1}^{k} d_{i}^{l} \tilde{f}_{l} \geq & \sum_{l=1}^{k}\left(d_{i}^{l}\right)^{2}+\sum_{l=1}^{k} \sum_{l^{\prime}=1}^{k} d_{i}^{l^{\prime}} d_{i}^{l} \delta_{l^{\prime} l} \\
= & \frac{1}{2}\left(2 \times \sum_{l=1}^{k}\left(d_{i}^{l}\right)^{2}\right.  \tag{3.13}\\
& \left.+\sum_{l=1}^{k} \sum_{l^{\prime}=1}^{k}\left(d_{i}^{l^{\prime}} d_{i}^{l} \delta_{l^{\prime} l}+d_{i}^{l^{\prime}} d_{i}^{l} \delta_{l l^{\prime}}\right)\right)
\end{align*}
$$

We simplify the right-hand side of (3.13), using constraint (3.6e), combined with the following equality

$$
\begin{equation*}
\sum_{l=1}^{k}\left(d_{i}^{l}\right)^{2}+\sum_{l=1}^{k} \sum_{l^{\prime}=1}^{k} d_{i}^{l^{\prime}} d_{i}^{l}=\left(\sum_{l=1}^{k} d_{i}^{l}\right)^{2} \tag{3.14}
\end{equation*}
$$

and conclude that

$$
\begin{align*}
\sum_{l=1}^{k} d_{i}^{l} \tilde{f}_{l} & \geq \frac{1}{2} \sum_{l=1}^{k}\left(d_{i}^{l}\right)^{2}+\frac{1}{2}\left(\sum_{l=1}^{k} d_{i}^{l}\right)^{2} \\
& \geq \frac{1}{2}\left(\sum_{l=1}^{k} d_{i}^{l}\right)^{2}=\frac{1}{2}(W(1, \cdots, k ; i))^{2} \tag{3.15}
\end{align*}
$$

Where the last equality follows from Definition 3.10. Similar argument results in the following inequality for any destination node $j \in \mathcal{J}$, i.e.,

$$
\sum_{l=1}^{k} d_{j}^{l} \tilde{f}_{l} \geq \frac{1}{2}(W(1, \cdots, k ; j))^{2}
$$

Now consider the node $s^{\star}$ which has the maximum load induced by the first $k$ coflows, namely, $W(1, \cdots, k)=W\left(1, \cdots, k ; s^{\star}\right)$.

$$
\begin{align*}
\tilde{f}_{k} W\left(1, \cdots, k ; s^{\star}\right) & =\tilde{f}_{k} \sum_{l=1}^{k} d_{s^{\star}}^{l} \\
& \geq \sum_{l=1}^{k} d_{s^{\star}}^{l} \tilde{f}_{l}  \tag{3.16}\\
& \geq \frac{1}{2}\left(W\left(1, \cdots, k ; s^{\star}\right)\right)^{2}
\end{align*}
$$

This implies that,

$$
\begin{equation*}
\tilde{f}_{k} \geq \frac{1}{2} W\left(1, \cdots, k ; s^{\star}\right)=\frac{1}{2} W(1, \cdots, k) \tag{3.17}
\end{equation*}
$$

This completes the proof.

Note that $W(1, \cdots, k)$ is a lower bound on the time that it takes for all the first $k$ coflows to be completed (as a result of the capacity constraints in the optimization (3.3)). Hence, Lemma 7 states that by allowing ordering variables to be fractional, completion time of coflow $k$ obtained
from (LP) is still lower bounded by half of $W(1, \cdots, k)$.

### 3.6.2 Proof of Theorem 2 and Corollary 1

Proof of Theorem 2. We use $\left\{\hat{f}_{k}\right\}_{k=1}^{K}$ to denote the actual coflow completion times under our deterministic algorithm. Suppose flow ( $i, j, k$ ) is the last flow of coflow $k$ that is completed. In general, Algorithm 3 may preempt a flow several times during its execution. For now, suppose flow $(i, j, k)$ is not preempted and use $t_{k}$ to denote the time when its transmission is started (the arguments can be easily extended to the preemption case as we show at the end of the proof). Therefore

$$
\begin{equation*}
\hat{f}_{k}=\hat{f}_{i j}^{k}=t_{k}+d_{i j}^{k} \tag{3.18}
\end{equation*}
$$

From the algorithm description, $t_{k}$ is the first time that both links $i$ and $j$ are idle and there are no higher priority flows to be scheduled (i.e., there is no flow $\left(i, j, k^{\prime}\right)$ from $i$ to $j$ with $k^{\prime}<k$ in the list). By definition of $W(1, \cdots, k ; s)$, node $s, s \in\{i, j\}$, has $W(1, \cdots, k ; s)-d_{i j}^{k}$ data units to send or receive by time $t_{k}$. Since the capacity of all links are normalized to 1 , it should hold that

$$
\begin{aligned}
t_{k} & \leq r_{k}+W(1, \cdots, k ; i)-d_{i j}^{k}+W(1, \cdots, k ; j)-d_{i j}^{k} \\
& \leq r_{k}+2 W(1, \cdots, k)-2 d_{i j}
\end{aligned}
$$

where the last inequality is by Definition 3.11. Combining this inequality with equality (3.18) yields the following bound on $\hat{f}_{k}$.

$$
\hat{f}_{k} \leq r_{k}+2 W(1, \cdots, k)
$$

Using Lemma 7 and constraint (3.6d), we can conclude that

$$
\hat{f}_{k} \leq 5 \tilde{f}_{k}
$$

which implies that

$$
\sum_{k=1}^{K} w_{k} \hat{f}_{k} \leq 5 \sum_{k=1}^{K} w_{k} \tilde{f}_{k}
$$

This shows an approximation ratio of 5 for Algorithm 3 using Lemma 6. Finally, if flow $(i, j, k)$ is preempted, the above argument can still be used by letting $t_{k}$ to be the starting time of its last piece and $d_{i j}^{k}$ to be the remaining size of its last piece at time $t_{k}$. This completes the proof.

Proof of Corollary 1. When all coflows are released at time $0, t_{k} \leq W(1, \cdots, k)-d_{i j}^{k}+W(1, \cdots, k)-$ $d_{i j}^{k}$. The rest of the argument is similar to the proof of Theorem 2. Therefore, the algorithm has approximation ratio of 4 when all coflows are release at time 0 .

### 3.7 Extension to Online Algorithm

Similar to previous work [69, 70], Algorithm 3 is an offline algorithm, and requires the complete knowledge of the flow sizes and release dates. While this knowledge can be learned in long running services, developing online algorithms that deal with the dynamic nature and unavailability of this information is of practical importance. One natural extension of our algorithm to an online setting, assuming that the coflow information revealed at its release date, is as follows: Upon each coflow arrival, we re-order the coflows by re-solving the (LP) using the remaining coflow sizes and the newly arrived coflow, and update the list. Given the updated list, the scheduling is done as in Algorithm 3. To reduce complexity of the online algorithm, we may re-solve the LP once in every $T$ seconds, for some $T$ that can be tuned, and update the list accordingly. We leave theoretical and experimental study of this online algorithm as a future work.

### 3.8 Empirical Evaluations

In this section, we present our simulation results and evaluate the performance of our algorithm for both cases of with and without release dates, under both synthetic and real traffic traces. We also simulate the deterministic algorithms proposed in [71, 69] and Varys [8] and compare their performance with the performance of our algorithm. Finally, we comment on the fairness issues of
the algorithm.

### 3.8.1 Workload

We evaluate algorithms under both synthetic and real traffic traces.
Synthetic traffic: To generate synthetic traces we slightly modify the model used in [86]. We consider the problem of size $K=160$ coflows in a switch network with $N=16$ input and output links. We denote by $M$ the number of non-zero flows in each coflow. We consider two cases:

- Dense instance: For each coflow, $M$ is chosen uniformly from the set $\left\{N, N+1, \ldots, N^{2}\right\}$. Therefore, coflows have $O\left(N^{2}\right)$ non-zero flows on average.
- Combined instance: Each coflow is sparse or dense with probability $1 / 2$. For each sparse coflow, $M$ is chosen uniformly from the set $\{1,2, \ldots, N\}$, and for each dense coflow $M$ is chosen uniformly from the set $\left\{N, N+1, \ldots, N^{2}\right\}$.

Given the number $M$ of flows in each coflow, $M$ pairs of input and output links are chosen randomly. For each pair that is selected, an integer flow size (processing requirement) $d_{i j}$ is randomly selected from the uniform distribution on $\{1,2, \ldots, 100\}$. For the case of scheduling with release dates, we generate the coflow inter-arrival times uniformly from [1, 100]. We generate 100 instances for each case and report the average algorithms' performance.

Real traffic: This workload was also used in [8, 69, 71]. The workload is based on a Hive/MapReduce trace at Facebook that was collected from a 3000-machine cluster with 150 racks. In this trace, the following information is provided for each coflow: arrival time of the coflow in millisecond, locations of mappers (rack number to which they belong), locations of reducers (rack number to which they belong), and the amount of shuffle data in Megabytes for each reducer. We assume that shuffle data of each reducer in a coflow is evenly generated from all mappers specified for that coflow. The data trace consists of 526 coflows in total from very sparse coflows (the most sparse coflow has only 1 flow) to very dense coflows (the most dense coflow has 21170 flows.). Similar to [69], we filter the coflows based on the number of their non-zero flows, M. Apart from
considering all coflows ( $M \geq 1$ ), we consider three coflow collections filtered by the conditions $M \geq 10, M \geq 30$, and $M \geq 50$. In other words, we use the following 4 collections:

- All coflows,
- Coflows with $M \geq 10$,
- Coflows with $M \geq 30$,
- Coflows with $M \geq 50$.

Furthermore, the original cluster had a 10:1 core-to-rack oversubscription ratio with a total bisection bandwidth of 300 Gbps . Hence, each link has a capacity of 128 MBps . To obtain the same traffic intensity offered to our network (without oversubscription), for the case of scheduling coflows with release dates, we need to scale down the arrival times of coflows by 10 . For the case of without release dates, we assume that all coflows arrive at time 0 .

### 3.8.2 Algorithms

We simulate four algorithms: the algorithm proposed in this chapter, Varys [8], the deterministic algorithm in [69], and the deterministic algorithm in [71]. We briefly overview these algorithms and also elaborate on the backfilling strategy that has been combined with the deterministic algorithms in $[69,71]$ to avoid under utilization of network resources.

1. Varys [8]: Scheduling and rate assignments under Varys were explained in detail in Section 3.3. There is a parameter $\delta$ in the original design of Varys that controls the tradeoff between fairness and completion time. Since we focus on minimizing the total completion time of coflows, we set $\delta$ to 0 which yields the best performance of Varys. In this case, upon arrival or completion of a coflow, the coflow ordering is updated and the rate assignment is done iteratively as described in Section 3.3.
2. Interval-Indexed-Grouping (LP-II-GB) [69]: The algorithm requires discrete time (i.e., time slots) and is based on an interval-indexed formulation of a polynomial-time linear program
(LP) as follows. The time is divided into geometrically increasing intervals. The binary decision variables $x_{l k}$ are introduced which indicate whether coflow $k$ is scheduled to complete within the $l$-th interval $\left(t_{l}, t_{l+1}\right]$. Using these binary variables, a lower bound on the objective function is formulated subject to link capacity constraints and the release date constraints. The binary variables are then relaxed leading to an LP whose solution is used for ordering coflows. More precisely, the relaxed completion time of coflow $k$ is defined as $f_{k}=\sum_{l} t_{l} x_{l k}$, where $t_{l}$ is the left point of the $l$-th interval and $x_{l k} \in[0,1]$ is the relaxed decision variable. Based on the optimal solution to this LP, coflows are listed in an increasing order of their relaxed completion time. For each coflow $k$ in the list, $k=1, \ldots, K$, we compute effective size of the cumulated first $k$ coflows in the list, $W(1, \cdots, k)$. All coflows that fall within the same time interval according to value of $W(1, \cdots, k)$ are grouped together and treated as a single coflow and scheduled so as to minimize its completion time. Scheduling of coflows within a group makes use of the Birkhoff-von Neumann decomposition. If two data units from coflows $k$ and $k^{\prime}$ within the same group use the same pair of input and output, and $k$ is ordered before $k^{\prime}$, then we always process the data unit from coflow $k$ first. For backfilling, when we use a schedule that matches input $i$ to output $j$, if there is no more service requirement on the pair of input $i$ and output $j$ for some coflow in the current partition, we backfill in order from the flows on the same pair of ports in the subsequent coflows. We would like to emphasize that this algorithm needs to discretize time and is based on matching source nodes to destination nodes. We select the time unit to be $1 / 128$ second as suggested in [69] so that each port has a capacity of 1 MB per time unit. We refer to this algorithm as 'LP-II-GB', where II stands for Interval-Indexed, and GB stands for Grouping and Backfilling.
3. Ordering-Variable-Grouping (LP-OV-GB) [71]: We implement the deterministic algorithm in [71]. Linear programming formulation is the same as LP in (3.7). Coflows are then grouped based on the optimal solution to the LP. To schedule coflows of each group, we construct a single aggregate coflow denote by $D$ and schedule its flows to optimize its completion time. We assign transmission rate $x_{i j}=d_{i j} / W(D)$ to the flow from source node $i$ to destination node $j$ until its completion. Moreover, the continuous backfilling is done as follows: After assigning
rates to aggregate coflow, we increase $x_{i j}$ until either capacity of link $i$ or link $j$ is fully utilized. We continue until for any node, either source or destination node, the summation of rates sum to one. We also transmit flows respecting coflow order inside of each partition. When there is no more service requirement on the pair of input $i$ and output $j$ for coflows of current partition, we backfill (transmit) in order from the flows on the same pair of ports from the subsequent coflows. We refer to this algorithm as 'LP-OV-GB', where OV stands for ordering variables, and GB stands for Grouping and Backfilling.
4. Algorithm 3 (LP-OV-LS): We implement our algorithm as described in Algorithm 3, and refer to it as 'LP-OV-LS', where OV stands for ordering variables, and LS stands for list scheduling.

### 3.8.3 Evaluation Results

Performance of Our Algorithm. We report the ratios of total weighted completion time obtained from Algorithm 3 and the optimal value of relaxed linear program (3.7) (which is a lower bound on the optimal value of the coflow scheduling problem) to verify Theorem 2 and Corollary 1. We only present results of the simulations using the real traffic trace, with equal weights and random weights. For the case of random weights, the weight of each coflow is chosen uniformly at random from the interval $[0,1]$. The results are more or less similar for other collections and for synthetic traffic traces and all are consistent with our theoretical results.

Table 3.2 shows the performance ratio of the deterministic algorithm for the cases of with and without release dates. All performances are within our theoretical results indicating the approximation ratio of at most 4 when all coflows release at time 0 and at most 5 when coflows have general release dates. In fact, the approximation ratios for the real traffic trace are much smaller than 4 and 5 and very close to 1 .

Performance Comparison with Other Algorithms. Now, we compare the performance of Algorithm 3 (LP-OV-LS) with LP-II-GB, LP-OV-GB, and Varys. We set all the weights of coflows to be equal to one.

Table 3.2: Performance ratio of Algorithm 3

| Case | Equal weights | Random weights |
| :---: | :---: | :---: |
| Without release dates | 1.05 | 1.06 |
| With release dates | 1.034 | 1.038 |


(a) All coflows release at time 0 .

(b) General release dates.

Figure 3.4: Performance of Varys, LP-II-GB, LP-OV-GB, and LP-OV-LS for 100 random dense and combined instances, normalized with the performance of LP-OV-LS

1. Performance evaluation under synthetic traffic: For each of the two instances explained in Section 3.8.1, we randomly generate 100 different traffic traces and compute the average performance of algorithms over the traffic traces.

Figure 3.4a and 3.4b depict the average result of our simulations (over 100 dense and 100 combined instances) for the zero release dates and general release dates, respectively. As we see, Algorithm 3 (LP-OV-LS) outperforms Varys and LP-II-GB by almost 30\%, and LP-OV-GB by almost $11 \%$ in dense instance for both general and zero release dates. In combined instance, the improvements are $35 \%, 30 \%$, and $17 \%$ when all coflows are released at time 0 , and $28 \%, 29 \%$, and $17 \%$ for the case of general release dates over Varys, LP-II-GB, and LP-OV-GB, respectively.

This workload is more intensive in the number of non-zero flows; however, more uniform in the flow sizes and source-destination pairs in comparison to the real traffic trace. The real traffic trace (described in Section 3.8.1) contains a large number of sparse coflows; namely, about 50\% of coflows have less than 10 flows. Also, it widely varies in terms of flow sizes and source-destination pairs in the network. We now present evaluation results under this traffic.
2. Performance evaluation under real traffic: We ran simulations for the four collections of


Figure 3.5: Performance of Varys, LP-II-GB, LP-OV-GB, and LP-OV-LS, normalized with the performance of LP-OV-LS, under real traffic trace.
coflows described in Section 3.8.1. We normalize the total completion time under each algorithm by the total completion time under Algorithm 3 (LP-OV-LS).

Figure 3.5a shows the performance of different algorithms for different collections of coflows when all coflows are released at time 0 . LP-OV-LS outperforms Varys by almost $112-117 \%$ in different collections. It also constantly outperforms LP-II-GB and LP-OV-GB by almost $74-78 \%$ and $63-68 \%$, respectively.

Figure 3.5b shows the performance of different algorithms for different collections of coflows for the case of release dates. LP-OV-LS outperforms Varys by almost $24 \%, 65 \%, 91 \%$, and $99 \%$ for all coflows, $M \geq 10, M \geq 30, M \geq 50$, respectively. It also outperforms LP-II-GB for $40 \%$, $62 \%, 71 \%$, and $82 \%$, and LP-OV-GB by $19 \%, 54 \%, 64 \%$, and $73 \%$, respectively.

Figure 3.6 depicts the CDF plots of coflow completion time for all four algorithms when all coflows are considered, for both cases of with and without release dates. Based on the plots, $95 \%$ of all coflows have completion time less than 100 seconds under our algorithm, while this is 220 seconds for Varys, when all release dates are zero. Also the CDF plots under our algorithm are quite sharp which means that the variance of completion times under our algorithm is smaller than the other algorithms.


Figure 3.6: CDF of coflow completion time under Varys, LP-II-GB, LP-OV-GB, and LP-OV-LS for real traffic trace a) when all coflows release at time $0, b$ ) in the case of release dates.

### 3.8.4 Incorporating Fairness

So far, we focused on minimizing the total weighted completion time of coflows, without considering any fairness among the rates allocated to different coflows. In this section, we propose a simple adjustment to our algorithm to provide a trade-off between fairness and optimality, and provide simulation results to study the effect of the fairness adjustment.

We use a simple metric to quantify fairness (or equivalently unfairness) among coflows. Define $p_{t}(k)$, the progress of coflow $k$ by time $t$, to be the amount of decrease in its effective size by time $t$, formally,

$$
\begin{equation*}
p_{t}(k)=W(k)-W_{t}(k), \tag{3.19}
\end{equation*}
$$

where $W(k)$ is the original effective size of coflow $k$ (its effective size at its release date) and $W_{t}(k)$ is its effective size at time $t$ after possibly partial transmission of some of its flows (recall (3.5) for the definition of coflow's effective size). Ideally, for fairness issues, we might want to have an equal progress among the coflows in the system. ${ }^{2}$

Hence, we use the standard deviation among progress of coflows that are in the system as our unfairness metric in rate allocation to the current coflows, i.e., the larger the standard deviation of

[^3]progresses is, the more unfair the algorithm is. Formally, the unfairness at time $t$ is defined as
\[

$$
\begin{equation*}
S D_{t}=\sqrt{\frac{\sum_{k \in \mathcal{K}_{t}}\left(p_{t}(k)\right)^{2}}{K_{t}}-\left(\frac{\sum_{k \in \mathcal{K}_{t}} p_{t}(k)}{K_{t}}\right)^{2}}, \tag{3.20}
\end{equation*}
$$

\]

where $\mathcal{K}_{t}$ is the set of coflows in the network at time $t$ and $K_{t}$ denotes its cardinality.
To measure unfairness throughout the entire schedule, we compute the progress of remaining coflows in the system upon departure of a coflow at time $t$ and calculate the corresponding standard deviation according to (3.20). We then take the average of all computed standard deviations as a measure for unfairness. Based on this definition, note that a coflow that is completed earlier contributes less in the described unfairness metric because its progress is not counted in future standard deviations. Such a coflow probably has smaller effective size and its flows block less number of flows of other coflows; therefore, scheduling this coflow does not cause severe starvation for other coflows. Given this intuition, the metric captures unfairness reasonably well.

To incorporate fairness in our algorithm, we introduce two tunable parameters $\tau$ and $\delta(\tau \geq \delta)$ and alternate between time intervals of length $\tau$ and $\delta$ as follows. The algorithm maintains two lists, one is the original list in which coflows are sorted respecting inequality (3.8) and is updated upon arrival and departure of flows, and the other sorts the coflows in non-decreasing order of their progresses, as defined in (3.19). We refer to the latter list as the progress list. For a time period of length $\tau$, we use our algorithm to schedule flows of coflows; namely, we list schedule flows according to the original list (i.e., based on optimal solution to LP). At the end of this time interval, we compute progress of coflows and update the progress list. Denote by $\overline{p_{t}}$ the average progress over the progress list at time $t$ and assume that coflow $k$ is the first coflow in the progress list. The goal of scheduling over the period $\delta$ is to decrease the gap between the progress of starved coflows and the average progress. Toward this end, we schedule the flows for a time period of length $\Delta=\min \left\{W_{t}(k), \overline{p_{t}}-p_{t}(k)\right\}$, where $W_{t}(k)$, current effective size of coflow $k$, is the time needed to complete coflow $k$ ignoring other coflows in the system, and $\bar{p}_{t}-p_{t}(k)$ is the gap between its progress and the average progress. Keeping the scheduling policy simple, we use the list scheduling
using the progress list for $\Delta$ amount of time. We then update the progress list, compute the average progress, current effective size of the first coflow in the progress list, and $\Delta$, and continue in the same manner until either the total amount of time spent in this scheduling phase reaches $\delta$ or the progress of all coflows becomes equal. Afterwards, we preempt the schedule, update the original coflow list, and resume our list scheduling for another $\tau$ amount of time, and so on. Setting the parameter $\delta$ to 0 will produce our original scheduling algorithm. By choosing $\delta>0$, we can avoid coflow starvations at the cost of an increased total completion time. Varys [8] also uses a two phase procedure, however the way that we compensate for fairness, by list scheduling based on the progress list, is different from Varys.

To examine the performance of the proposed scheme, we consider all coflows of the real traffic trace when they release at time zero and look at the total completion time of coflows and the unfairness metric (average of standard deviations measured upon departure of coflows) for different values of $\tau$ and $\delta$. For practical consideration, as suggested by Varys [8], we set $\delta$ to be $O(100)$ milliseconds and $T$ to be $O(1)$ second.

Figure 3.7a shows the total completion time for different values of $\delta$ and $\tau$, normalized with the performance of LP-OV-LS (our original algorithm) which is when $\delta=0$ for any value of $\tau$. For a fixed $\delta$, total completion time decreases as $\tau$ increases because the algorithm schedules flows based on the list that is formed to optimize total completion time for larger fraction of time. Also, fixing $\tau$, total completion time increases as $\delta$ increases. Figure 3.7 b depicts the corresponding unfairness metric for different values of $\delta$ and $\tau$. We can see that, as $\delta$ increases, average of progress standard deviations decreases, which means that the scheduling algorithm allocates rates in a more fair manner. Moreover, fixing $\delta$, unfairness increases as we increase $\tau$, as expected.

### 3.8.5 Discussion on Algorithm's Complexity

In this section, we provide a discussion on complexity of our algorithm which is mainly determined by the step of finding appropriate ordering of coflows. The scheduling step is the simple list scheduling policy where complexity of computing the schedule- upon arrival or departure of

(a) Total coflow completion time for different values of $\delta$ and $\tau$ (both in second), normalized with the performance of LP-OV-LS ( $\delta=0$ for any $\tau$ ).

(b) Average standard deviation for the progress of coflows, for different values of $\delta$ and $\tau$ (both in second).
a flow- is at most the length of the list, which is equal to the number of incomplete flows. The relaxed LP (3.7) that is used to obtain ordering of coflows has $O\left(K^{2}\right)$ variables and $O\left(K^{2}+K N\right)$ ) constraints and can be solved in polynomial time, e.g. using interior point method [85]. On a desktop PC, with 8 Intel CPU core $i 7-4790$ processors @ 3.60 GHz and 32.00 GB RAM, it took 101.93 seconds to solve the LP for the Facebook trace, when all coflows are considered for the case of general release dates. In this case, the maximum coflow completion time under our algorithm is 3492 seconds and the average completion time is 183.7 seconds. For the collection with $M \geq 50$, it took 24.40 seconds to solve the LP for the case of general release dates. In this case, the maximum coflow completion time under our algorithm is 3447 seconds and the average completion time is 194.23 seconds. We note that solving the LP can be done much faster using the powerful computing resources in today's data centers. The computation overhead as well as communication overhead (i.e., sending the rates to servers) might still be an issue for smaller coflows- the same issue as in other algorithms such as Varys [8].

### 3.9 NP-Completeness And Counter Example

NP-Completeness of Optimization (3.3): We first show NP-completeness of the coflow scheduling problem as formulated in optimization (3.3). This is done through reduction from the concurrent open shop problem, in which a set of $K$ jobs and a set of $N$ machines are given. Each job consists of some tasks where each task is associated with a size and a specific machine in which
it should be processed. We convert each job to a coflow by constructing a diagonal demand matrix [69]. By this construction, the constraints (3.3d) and (3.3e) are equivalent. The optimal solution to optimization (3.3) consists of non-negative transmission rates $x_{j, j}^{k}{ }^{\star}(t)$ that sum to at most one on destination node $j$ at each time $t \in[0, T]$. However, in the concurrent open shop problem each machine can work on one task at a time which can be translated to zero and one transmission rates in the jargon of the coflow scheduling problem. Now, we show that given an optimal solution with rates $x_{j, j}^{k}{ }^{\star}(t)$ to optimization (3.3) for the converted coflow scheduling problem, we can always transform it to a feasible solution for the original concurrent open shop problem. To do so, we consider destination node $j$ (machine $j$ ) and start from the last flow (task) that completes on this node. If there are multiple last flows, we choose one arbitrarily. We denote by $f_{j, j}^{k}$ its optimal finishing time and by $d_{j, j}^{k}$ its size. We then set all transmission (processing) rates of this flow (task) to zero from time 0 to $f_{j, j}^{k}{ }^{\star}-d_{j, j}^{k}$, and to one from time $f_{j, j}^{k}{ }^{\star}-d_{j, j}^{k}$ to $f_{j, j}^{k}{ }^{\star}$. We adjust rates of other flows such that transmission rates sum to at most one at every time while all the flows are guaranteed to be processed before their completion time (which is given by the optimal solution). This can be easily done by increasing $x_{j, j}^{k^{\prime \star}}(t)$ for $t \in\left[0, f_{j, j}^{k \star}-d_{j, j}^{k}\right]$ by $\Delta x_{j, j}^{k^{\prime}}(t)$ determined as follows

$$
\Delta x_{j, j}^{k^{\prime}}(t)=\frac{\int_{f_{j, j}{ }^{f_{j, j}^{k}}-d_{j, j}^{k}}^{f_{j, j}^{k}} x_{j, j}^{k^{\prime \star}}(\tau) d \tau}{d_{j, j}^{k}} \times x_{j, j}^{k \star}(t)
$$

By doing so, finishing time of the last flow does not change, and finishing time of other flows may decrease. The iterative procedure is repeated until processing rates of all flows converted to zero or one on node $j$. Therefore, we end up with possibly better solution in terms of total completion times of flows for node $j$ with zero-one rates. We apply this mechanism to all nodes; hence, the total completion time of the transformed solution is as good as the optimal solution. Thus, if an algorithm can solve the coflow scheduling problem in polynomial time, it can do so for concurrent open shop problem which contradicts with its NP-completeness. This completes the argument and NP-completeness of coflow scheduling problem is concluded.

2-approximation algorithms from the concurrent open shop cannot be directly applied


Figure 3.8: Two coflows in a $3 \times 3$ switch architecture. Flow sizes are depicted inside each flow.

(a) Transmission rates so as to complete orange coflow at time 2 .

(b) Remaining flows of green coflow at time 2 and rate assignment to complete its flows at time 4.

Figure 3.9: Inaccuracy of proposed algorithm in [89].
to coflow scheduling: As we discussed in Section 3.3, the 2-approximation algorithms for the concurrent open shop problem cannot be directly applied to achieve 2-approximation algorithms for the coflow scheduling problem. This is because given an ordering of $K$ coflows, there does not always exist a schedule in which the first coflow completes at time $W(1)$, the second coflow completes at time $W(1,2)$, and so on, until the last coflow completes at time $W(1, \cdots, K)$ (recall Definition 3 for definition of $W(1, \cdots, k)$ ). We provide a counter example to show this.

Example 3 (Counter Example). Consider a $3 \times 3$ network with 2 coflows as shown in Figure 3.8. One can force the ordering algorithm to output orange coflow as the first coflow and the green coflow as the second one in the list (e.g., by means of assigning appropriate weight to coflows). To finish the first coflow (orange coflow) in $W(1)$, transmission rates are assigned as shown in Figure 3.9a. To avoid under-utilization of network resources, the remaining capacities are dedicated to flows of coflow 2 (green coflow). After $W(1)=2$ units of time, coflow 1 completes and the remaining flows of coflow 2 is as shown in Figure 3.9b, therefore, one needs 2 more units of time
to complete remaining flows of coflow 2 . Hence, coflow 2 completes at time $4>W(1,2)=3$.

In fact, the 2-approximation algorithm in [89], for coflow scheduling when all the release dates are zero, relies on the assumption that such a schedule exists which, as we showed by the counter example, is not always true and hence the 4-approximation algorithm proposed in this chapter is the best known approximation algorithm in this case.

# Chapter 4: Scheduling Coflows with Dependency Graph 

### 4.1 Introduction

Modern parallel computing platforms (e.g. Hadoop [90], Spark [14], Dryad [5]) have enabled processing of big data sets in data centers. Processing is typically done through multiple computation and communication stages. While a computation stage involves local operations in servers, a communication stage involves data transfer among the servers in the data center network to enable the next computation stage. Such intermediate communication stages can have a significant impact on the application latency [7]. Coflow is an abstraction that has been proposed to model such communication patterns [7]. Formally, a coflow is defined as a collection of flows whose completion time is determined by the last flow in the collection. For jobs with a single communication stage, minimizing the average completion times of coflows results in the job's latency improvement. However, for multi-stage jobs, minimizing the average coflow completion time might not be the right metric and might even lead to a worse performance, as it ignores the dependencies between coflows in a job $[91,9,10]$.

There are two types of dependency between coflows of a multi-stage job: Starts-After and Finishes-Before [10]. A Starts-After constraint between two coflows represents an explicit barrier that the second coflow can start only after the first coflow has been completed [92]. A FinishesBefore constraint is common when pipelining is used between successive stages [5], where two dependent coflows can coexist but the second coflow cannot finish until the first coflow finishes. In this chapter we focus on scheduling coflows of multi-stage jobs with Starts-After dependency, however, our techniques and results can be easily extended to the other case. Each job is represented by a DAG (Directed Acyclic Graph) among its coflows that capture the (Starts-After) dependencies among the coflows. As in $[78,8,69,9,91]$, the data center network is modeled as an

(a) A multi-stage job with 7 coflows.

(b) Flows of coflows 1, 2, and 4 and their dependencies in a $2 \times 2$ switch.

Figure 4.1: A multi-stage job in a $2 \times 2$ switch. Part of the DAG (in the dashed box) consisting of coflows 1,2 , and 4 is shown in the switch. Coflows 1 and 2 can share the network resources at the same time because they are independent ( $\operatorname{see} \mathrm{S}_{1}$ ). Once all their flows are transmitted, flows of coflow 4 will be ready to be transmitted ( $S_{2}$ after $S_{1}$ ).
$m \times m$ switch where $m$ is the number of servers (see Section 4.2 for the formal job and data center network model). As an illustration, Figure 4.1 shows one multi-stage job in a $2 \times 2$ switch. Given a set of weights, one for each job, our goal is to minimize the total weighted completion time of jobs, where the completion time of a job is determined by the completion of the last coflow in its DAG. The weights can capture priorities for different jobs. We state the results as approximation ratios in terms of $m$ (the number of servers), and $\mu$ (the maximum number of coflows in a job).

### 4.1.1 Related Work

The problem considered in this chapter can be thought of as a generalization of coflow scheduling that has been widely studied from both theory and system perspectives $[8,67,10,69,76,78$, 93, 68, 94, 95]. However, there are only a few works [ $91,9,10,96$ ] that consider the multi-stage generalization, with only one algorithm with theoretical performance guarantee [91, 9]. Among the heuristics, Aalo [10] mainly focused on coflow scheduling problem and only provides a brief heuristic to incorporate the multi-stage case. The paper [96] proposed a two-level scheduling method based on the most-bottleneck-first heuristic to find the jobs to schedule at each round, and a weighted fair scheduling scheme for intra-job coflow scheduling.

The recent papers $[91,9]$ are the most relevant to our work. They consider the problem of
scheduling multi-stage job (with Starts-After dependency) to minimize the total weighted job completion times and provide an LP (Linear Program)-based algorithm with $O(m)$ approximation ratio. This algorithm utilizes the technique based on ordering variables, that was also used for coflow scheduling. Their analysis for this algorithm relies on aggregating the load on all the $m$ servers which results in the loss of $O(m)$ in the approximation ratio. In this work, we exponentially improve this result by proposing an algorithm that achieves an approximation ratio of $O(\mu g(m))$, where $\mu$ is the maximum number of coflows in a job, and $g(m)=\log (m) / \log (\log (m))$. Moreover, in the case that the multi-stage job's dependency graph is a rooted tree, we propose an algorithm that achieves an approximation ratio of $O(\sqrt{\mu} g(m) h(m, \mu))$, where $h(m, \mu)=\log (m \mu) /(\log (\log (m \mu))$. We would like to emphasize that the $O(m)$ approximation in [91, 9] will not improve if the graph is a rooted tree rather than a general DAG. Note that in practice, the number of coflows in a job is some constant which is much smaller than the number of servers in real-world data centers with hundreds of thousands of servers, i.e., $\mu \ll m$. Also, unlike the $O(m)$ algorithm [91, 9], both of our algorithms are completely combinatorial and do not need to solve a linear program explicitly, hence reducing the complexity. A key reason behind the performance improvement in our algorithms is that they utilize the network resources more efficiently by interleaving schedules of coflows of different jobs, unlike the $O(m)$ algorithm [91, 9] that schedules coflows one at a time.

Since we represent the dependencies between coflows of a multi-stage job with a Directed Acyclic Graph (DAG), DAG scheduling problem is a related line of work. In traditional DAG scheduling, each node represents a task with some processing time and an edge between two nodes indicates the tasks' dependency. There has been extensive results on DAG scheduling problem (DAG-SP) where the goal is to assign tasks to machines in order to minimize the DAG's completion time [97, 98, 99, 100, 101, 102].

There are also results on DAG-shop scheduling problem (DAG-SSP) [103, 104, 105, 106] in which, unlike the DAG-SP, the machine on which each task has to be processed is fixed and no two tasks of the same job can be processed simultaneously. Our problem of scheduling coflow DAGs is different from the aforementioned problems in several aspects: First, a node in our DAG represent
a coflow which itself is a collection of data flows, each with a given pair of source-destination servers. Such couplings are fundamentally different from DAG-SP. Second, flows of the same coflow and different unrelated coflows can be scheduled at the same time, which is fundamentally different from DAG-SSP. Hence, algorithms from DAG-SP and DAG-SSP cannot be applied to our problem.

### 4.1.2 Main Contributions

Define $g(m):=\log (m) / \log (\log (m))$, and $h(m, \mu):=\log (m \mu) / \log (\log (m \mu))$. Our main results in this chapter can be summarized as follows.

1. We first prove that even scheduling a multi-stage job to minimize its completion time (makespan) is NP-hard. We then propose an algorithm for minimizing the time to schedule a given set of multi-stage jobs. Our algorithm runs in polynomial time and constructs a schedule in which the makespan is within $O(\mu g(m))$ of the optimal solution for the case that jobs have general DAGs, and $O(\sqrt{\mu} g(m) h(m, \mu))$ when each job is represented as a rooted tree. The algorithms rely on random delaying and merging the greedy schedules of jobs, followed by enforcing the bandwidth constraints.
2. We propose two approximation algorithms for minimizing the total weighted completion time of a given set of multi-stage jobs. For general DAGs, the approximation ratio of our algorithm is $O(\mu g(m))$. For the case of rooted trees, the ratio is improved to $O(\sqrt{\mu} g(m) h(m, \mu))$. Our algorithms are completely combinatorial and do not rely on an explicit solution of a linear program (LP), thus reducing the complexity dramatically. Our approximation algorithms are significant improvements over the LP-based $O(m)$-algorithm of [91, 9].
3. To demonstrate the gains in practice, we present extensive simulation results using real traffic traces. The results indicate that our algorithms outperform the $O(m)$-algorithm [91, 9] by up to $36 \%$ and $53 \%$ for general DAGs and rooted trees, respectively, in the same settings.
4. We illustrate the existence of instances for which the optimal makespan for a single job with a general DAG is $\Omega(\sqrt{\mu})$ factor larger than two lower bounds for the problem.

The result presented in this chapter is based on paper [107].

### 4.2 Model and Problem Statement

Network Model: We consider a cluster of $m$ servers, denoted by the set $\mathcal{M}$. Each server has 2 communication links, one input and one output link with capacity (bandwidth) constraints. For simplicity, we assume all links have equal capacity and without loss of generality, we assume that all the link capacities are normalized to one. Similar to the models in [78, 8, 69, 9], we abstract out the data center network as one giant non-blocking switch. Each server in the set $\mathcal{M}$ is represented by one sender server and one receiver server. Therefore, we have an $m \times m$ switch, where the $m$ sender (source) servers on one side, denoted by set $\mathcal{M}_{S}$, connected to $m$ receiver (destination) servers on the other side, denoted by set $\mathcal{M}_{R}$.

Job Model: There is a collection of $n$ multi-stage jobs, denoted by the set $\mathcal{N}$. Each job $j \in \mathcal{N}$ consists of $\mu_{j}$ coflows that need to be processed in a given (partial) order. Each coflow $c$ of job $j$ is a collection of flows denoted by an $m \times m$ demand matrix $\mathcal{D}^{(c j)}$. Every flow is a quadruple ( $s, r, c, j$ ), where $s \in \mathcal{M}_{S}$ is its source server, $r \in \mathcal{M}_{R}$ is its destination server, and $c$ and $j$ are the coflow and the job to which it belongs. The size of flow $(s, r, c, j)$, denoted by $d_{s r}^{c j}$, is the $(s, r)$-th element of the matrix $\mathcal{D}^{(c j)}$. For two coflows $c_{1}, c_{2} \in j$, we say coflow $c_{1}$ precedes coflow $c_{2}$, and denote it by $c_{1}<c_{2}$, if all flows of $\mathcal{D}^{\left(c_{1} j\right)}$ should complete before we can start scheduling any flow of $\mathcal{D}^{\left(c_{2} j\right)}$ (i.e., Starts-After dependency). We use a DAG $G_{j}$ to represent the dependency (partial ordering) among the coflows in job $j$, i.e., nodes in $G_{j}$ represent the coflows of job $j$ and directed edges represent the dependency (precedence constraint) between them. We use $\mu=\max _{j \in \mathcal{N}} \mu_{j}$ to denote the maximum number of coflows in any job. Figure 4.1 illustrates a multi-stage job in a $2 \times 2$ switch network.

Scheduling Constraints: Without loss of generality, we assume file sizes of flows are integers and the smallest file size is at least one which is referred to as a packet. Scheduling decisions are
restricted to such data units (packets), i.e., each sender server can send at most one packet in every time unit (time slot) and each receiver server can receive at most one packet in every time slot, and the feasible schedule at any time slot has to form a matching of the switch's bipartite graph. Note that the links' capacity constraints are captured by matching constraints, similarly to models in $[91,78,69,9]$. Further, in a valid schedule, all the precedence constraints in any DAG $G_{i}$ have to be respected.

Optimization Objective: A job is called completed only when all of its coflows finish their processing. Define $C_{c j}$ to be the completion time of coflow $(c, j)$. Then, the completion time of job $j$, denoted by $C_{j}$, is equal to completion time of its last coflow, i.e., $C_{j}=\max _{c \in j} C_{c j}$. The total time that it takes to complete all the jobs in the set $\mathcal{N}$ is called makespan which we denote it by $\mathcal{T}^{(\mathcal{N})}$. Note that by definition $\mathcal{T}^{(\mathcal{N})}=\max _{j \in \mathcal{N}} C_{j}$. Given a set of jobs, our first objective is to minimize $\mathcal{T}^{(\mathcal{N})}$. Next, given positive weights $w_{j}, j \in \mathcal{N}$, we consider the problem of minimizing the sum of weighted job completion times defined by $\sum_{j \in \mathcal{N}} w_{j} C_{j}$. The weights can capture different priority for different jobs. In the special case that all the weights are equal, the problem is equivalent to minimizing the average job completion time.

### 4.3 Definitions and Preliminaries

We first present a few definitions and preliminaries regarding complexity of the scheduling problem, and how to optimally schedule a single job whose graph is a path using known results.

### 4.3.1 Definitions

Definition 4 (Server Load and Effective Size of a Coflow). Suppose a coflow $\mathcal{D}=\left(d_{s r}\right)_{s, r=1}^{m}$ is given. Define

$$
\begin{equation*}
d_{s}=\sum_{r \in \mathcal{M}_{R}} d_{s r} ; \quad d_{r}=\sum_{s \in \mathcal{M}_{s}} d_{s r}, \tag{4.1}
\end{equation*}
$$

then $d_{s}\left(d_{r}\right)$ is called the load that needs to be sent from sender server $s$ (received at receiver server r) for coflow $\mathcal{D}$. Further, the effective size of the coflow is defined as

$$
\begin{equation*}
D=\max \left\{\max _{s \in \mathcal{M}_{S}} d_{s}, \max _{r \in \mathcal{M}_{R}} d_{r}\right\} . \tag{4.2}
\end{equation*}
$$

Thus $D$ is the maximum load that needs to be sent or received by a server for the coflow. Note that, due to normalized capacity constraints on links, we need at least $D$ time slots to process all its flows.

Definition 5 (Aggregate Size of a Set of Coflows). Given a set of coflows, consider an aggregate coflow $\mathcal{D}=\sum_{c} \mathcal{D}^{c}$ for c's in the set. Then, aggregate size of the set is defined as the effective size of $\mathcal{D}$ based on Definition 4. Similarly, aggregate size of job $j$ is defined as the aggregate size of its set of coflows and is denoted by $\Delta_{j}$.

Definition 6 (Size of a Directed Path and Critical Path in a Job). Given a job j $\in \mathcal{N}$ and its rooted tree $G_{j}$, size of a directed path $p$ in $G_{j}$ is defined as $T_{p, j}=\sum_{c \in p} D^{(c j)}$, where $D^{(c j)}$ is the effective size of coflow $c$ of job $j$, and $c \in p$ denotes that coflow $c$ appears in path $p$.

Critical path of job $j$ is a directed path that has the maximum size among all the directed paths in $G_{j}$. We use $T_{j}=\max _{p} T_{p, j}$ to denote its size.

Definition 7 (A Path Job). We say a job is a path job if its corresponding dependency graph is a path, i.e., there is a total ordering of its coflows according to which they should get scheduled.

Definition 8 (A Rooted-Tree Job). We say a job is a rooted-tree job if its corresponding dependency graph is a rooted tree, i.e., it is a tree and there is a unique node called the root and either all the directed edges point away from this node (fan-out tree) or point toward this node (fan-in tree). For each rooted-tree job $G_{j}$, we use $R_{j}$ to denote its root.

Definition 9 (Height and Coflow Sets for a Job). Given a job $j \in \mathcal{N}$ and its graph $G_{j}$, we define $H_{j}$ to be the height of $G_{j}$, i.e., the length of the longest path in $G_{j}$ (in terms of number of coflows). Further, we define $S_{0}$ to denote the set of coflows with no in-edge. Similarly, define $S_{i}, i=1, \ldots, H_{j}-1$
to denote the set of coflows whose longest path to some coflow of set $S_{0}$ has length $i$. Note that coflows in $G_{j}$ are partitioned by $S_{i}$ s, i.e., $\cup_{i=0}^{H_{j}-1} S_{i}=G_{j}$ and $S_{i} \cap S_{i^{\prime}}=\varnothing$, for $i, i^{\prime}=0, \ldots, H_{j}-1$, $i \neq i^{\prime}$. We refer to $S_{i}$ s as coflow sets of job $j$.

### 4.3.2 Complexity of Minimizing Makespan

Scheduling a multi-stage job to minimize its completion time (makespan) is NP-hard. To show this, we consider a single multi-stage job whose DAG is a rooted tree. The proof is through a reduction from preemptive makespan minimization for Flow Shop Problem (FSP) which is known to be NP-complete [108, 109, 110]. This is in contrast to traditional coflow scheduling where a single coflow can be scheduled optimally as we see in Section 4.3.3. This also shows that the known complexity results for preemptive FSP holds for single multi-stage job scheduling. For FSP, there is no algorithm with an approximation ratio less than 5/4, unless $\mathrm{P}=\mathrm{NP}$ [111].

Theorem 3. Given a single multi-stage job represented by a rooted tree, scheduling its coflows to minimize makespan over an $m \times m$ switch is NP-hard.

Proof. We prove the theorem using a reduction from preemptive makespan minimization for Flow Shop Problem (FSP). In FSP, there is a set of $n$ jobs each of which consists of $m$ tasks that need to be processed in a given order on $m$ machines. Task $i$ of job $j$ must be scheduled on machine $i$ for $p_{i j}$ amount of time (all the jobs require the same order on their tasks.). Preemptive makespan minimization of FSP is known to be NP-complete [108, 110].

Consider an instance $I$ of FSP with $n$ jobs and $m$ machines. We convert the makespan minimization for $I$ to makespan minimization of an instance $I^{\prime}$ of a single multi-coflow job with a rooted tree topology. The instance $I^{\prime}$ consists of $m$ source and $m$ destination servers and $n \times m+1$ coflows where each has a single flow. Further, the corresponding dependency graph of $I^{\prime}$ is a tree with a root node and $n$ branches. The root node is a dummy coflow which has one flow of size one from source server 2 (or any other source server) to destination server 1 . Each of the $n$ branches of the tree represents a job in $I$ and consists of $m$ coflows. The nodes in the $l$-th level of the tree, $l=1, \ldots, m-1$ (the level of root node is zero) represent coflows that each has a single flow from
source server $l$ to destination server $l+1$ with sizes $p_{l j}, j=1, \ldots, n$. Similarly, the nodes at level $m$ are coflows with a single flow from source node $m$ to destination server 1 with sizes $p_{m j}$, $j=1, \ldots, n$.

If one can find the optimal makespan for the instance $I^{\prime}$ of a single multi-coflow job, the solution gives an optimal scheduling for the instance $I$ by ignoring the first time unit that is used to schedule the dummy coflow in $I^{\prime}$. Therefore, the theorem is proved.

Using Theorem 3 it is easy to see that minimizing makespan for multiple jobs and total weighted completion time of jobs are NP-hard.

### 4.3.3 Optimal Makespan for A Path Job

In this section, we first show how one can schedule a single coflow optimally and in a polynomial time using the previous results. As a result of Birkhoff-von Neumann Theorem [112], given a coflow $\mathcal{D}=\left(d_{s r}\right)_{s, r=1}^{m}$ there exists a polynomial-time algorithm which finishes processing of all the flows in an interval whose length is equal to the coflow effective size $D$ (see Equation (4.2)).

We present one example of such an algorithm in Algorithm 4, which was proposed originally in [113], and refer to it as BNA that stands for Birkhoff-von Neumann Algorithm. BNA returns a list of matchings $L$ and a list of times $\tau$. To schedule flows of $\mathcal{D}$, we use each matching $L(k)$ for $\tau(k+1)-\tau(k)$ time units, for $k=1, \ldots,|L|$.

It is immediate that the optimal makespan for a path job can be found in polynomial time, by optimally scheduling its coflows successively using BNA.

Lemma 8. Optimal makespan for a path job $j$ is equal to $\sum_{c=1}^{\mu_{j}} D^{(c j)}$ where $D^{(c j)}$ is the effective size of coflow c of job $j$ and the corresponding schedule can be constructed in polynomial time by successively using BNA.

We will use BNA in our algorithms in the rest of the paper.

## Algorithm 4 BNA for Single Coflow Scheduling

Given a coflow $\mathcal{D}=\left(d_{s r}\right)_{s, r=1}^{m}$ :

1. Let $L$ be the list of matchings and $\tau$ be the list of starting times for each matching. Initially, $L=\varnothing, \tau=[0]$.
2. For any $s \in \mathcal{M}_{S}$ and $r \in \mathcal{M}_{R}$, compute $d_{s}, d_{r}$, and $D$ according to Definition 4 .
3. Find the set of tight nodes as $\Omega=\left(\arg \max _{s \in \mathcal{M}_{s}} d_{s}\right) \cup\left(\arg \max _{r \in \mathcal{M}_{R}} d_{r}\right)$.
4. Find a matching $M$ among the source and destination nodes such that all the nodes in $\Omega$ are involved.
5. Find

$$
t=\min \left\{\min _{(s, r) \in M} d_{s r}, \min _{s:(s, r) \notin M}\left(D-d_{s}\right),\right.
$$

6. Add $M$ and $t+\tau$ [end] to the lists $L$ and $\tau$, respectively.
7. Update the flow sizes as $d_{s r} \leftarrow d_{s r}-t, \forall(s, r) \in M$.
8. While $\mathcal{D} \neq \mathbf{0}$, repeat Steps 2-7.
9. Return $L$ and $\tau$.

### 4.4 Makespan Minimization for Scheduling Multiple General DAG Jobs

### 4.4.1 DMA (Delay-and-Merge Algorithm)

For each job $j$, we consider a topological sorting of nodes in $G_{j}$, i.e., we sort its coflows (nodes) such that for every precedence constraint $c_{1}<c_{2}$ (directed edge $c_{1} \rightarrow c_{2}$ ), coflow $c_{1}$ appears before $c_{2}$ in the ordering. This ordering is not unique and can be found in polynomial time [114]. For example, for the job in Figure 4.1a, the orderings $c_{1}, c_{2}, c_{3}, c_{4}, c_{5}, c_{6}, c_{7}$ and $c_{2}, c_{3}, c_{1}, c_{5}, c_{4}, c_{6}, c_{7}$ are both valid topological sorts. We then re-index coflows from 1 to $\mu_{j}$ according to this ordering.

Further, we use $\Delta_{j}$ to denote the maximum load that a server should send or receive considering all of job $j$ 's coflows. Formally, for job $j$, consider an aggregate coflow $\mathcal{D}^{j}=\sum_{c=1}^{\mu_{j}} \mathcal{D}^{(c j)}$. Then, $\Delta_{j}$ is the effective size of $\mathcal{D}^{j}$ based on Definition 4 . We also use $\Delta$ to denote the maximum load a node has to send or receive considering all the jobs.


Figure 4.2: Applying DMA on 3 multi-stage jobs. On the left side, a topological ordering and a random delay for each job are computed. On the right side, the merging procedure and BNA output is shown for some time $t$.

Algorithm 5 (DMA) describes our algorithm for scheduling multiple general DAG jobs.

## Algorithm 5 DMA for Scheduling a General DAG $G_{j}$

1. For each job $j$, compute a topological sorting of nodes in $G_{j}$. Then, find a feasible schedule by optimally scheduling its coflows successively using BNA, i.e., $L_{c j}, \tau_{c j}=\operatorname{BNA}\left(\mathcal{D}^{(c j)}\right)$, for coflow $c=1, \ldots, \mu_{j}$. We refer to these schedules as isolated schedules of jobs.
2. Delay each isolated schedule by a random integer time chosen uniformly in $[0, \Delta / \beta]$, for a constant $\beta>1 / e$, independently of other isolated schedules, i.e., $\tau_{c j} \leftarrow \tau_{c j}+t_{j}$ where $t_{j}$ is the random delay of job $j$.
3. Greedily merge the delayed isolated schedules. I.e., for any time slot $t$, add corresponding matchings of different jobs.
4. Construct a feasible merged schedule. Let $\alpha_{t} \geq 1$ denote the maximum number of packets that a server needs to send or receive at time slot $t$ in the merged schedule in Step 3. For each time slot $t$, consider an interval of length $\alpha_{t}$, and use BNA to feasibly schedule all its packets.

Note that in DMA, in each of the isolated schedules in Step 1 all the precedence constraints among coflows are respected. However, in Step 3, the link capacity constraints may be violated. In Step 4, in the final schedule, both link capacity constraints and precedence constraints among coflows are satisfied. The parameter $\beta>1 / e$ in DMA is a constant and has no effect on the theoretical result. However, it can be used to control the range of delays in practice.

As an illustration, Figure 4.2 shows the procedure of DMA on 3 multi-stage jobs in a $3 \times 3$ switch network. On the left side, DMA computes a topological ordering for the coflows of each
job and chooses a random delay for each job. The diameter of each node is proportional to the effective size of its corresponding coflow. Consider time slot $t$, DMA merges the matchings of coflow 3 of the red job, coflow 2 of the green job, and coflow 4 of the blue job, and inputs the result to BNA. Then, BNA computes two matchings, where each should be used for one time slot.

### 4.4.2 Performance Guarantee of DMA

The following theorem states the main result regarding the performance of DMA. The proof can be found in Section 4.9.1.

Theorem 4. Given a set $\mathcal{N}$ of jobs with general DAGs, DMA runs in polynomial time and provides a feasible solution whose makespan $\mathcal{T}^{(\mathcal{N})}$ is at most $O(\mu g(m))$ of the optimal makespan with high probability, where $g(m)=\log (m) / \log (\log (m))$.

### 4.4.3 De-Randomization

Step 2 of DMA involves random choices of delays. There exist well-established techniques that one can utilize to de-randomized this step and convert the algorithms to deterministic ones. For instance, one approach for selecting good delays is to cast the problem as a vector selection problem and then apply techniques developed in [115, 116, 104].

### 4.5 Makespan Minimization For Scheduling Multiple Rooted Tree Jobs

Now we consider the case where each job is represented by a rooted tree (Definition 8). We propose an algorithm with an improved performance guarantee compared to the case of general DAGs. We would like to emphasize that the $O(m)$ approximation algorithm [91, 9] will not be improved if the graph is a rooted tree rather than a general DAG.

### 4.5.1 DMA-SRT (Delay-and-Merge Algorithm For A Single Rooted Tree)

In this section, we develop an approximation algorithm for minimizing makespan of a single rooted-tree job and show that its solution is at most $O(\sqrt{\mu} \log (m \mu) / \log (\log (m \mu)))$ of the optimal


Figure 4.3: A rooted tree with 3 path sub-jobs.
makespan. Recall Definitions 8 and 9. In what follows, we assume that the rooted tree $G_{j}$ has an orientation towards the root $R_{j}$ (i.e. fan-in tree). For the case that edge orientations points away from the root (i.e. fan-out tree), the algorithm is similar. Recall that $S_{0}$ is the set of coflows with no in-edge in rooted tree $G_{j}$. For each coflow $c \in S_{0}$, we can find a directed path starting from $c$ and ending at coflow (node) $R_{j}$. We call each of these paths a path sub-job of job $j$. We use $\mathcal{P}_{j}$ to denote the set of all path sub-jobs of job $j$. Recall that $T_{p, j}$ is the size of directed path $p \in \mathcal{P}_{j}$ and $T_{j}$ is the size of the critical path (see Definition 6). Figure 4.3 shows a rooted tree with 3 path sub-jobs.

Algorithm 6 provides description of DMA-SRT.

## Algorithm 6 DMA-SRT for Scheduling a Rooted Tree $G_{j}$

1. Find the set of path sub-jobs $\mathcal{P}_{j}$ of job $j$. For each path sub-job $p \in \mathcal{P}_{j}$, Choose a random integer time $d_{p}$ uniformly in $\left[0, \Delta_{j} / \beta\right]$, for a constant $\beta>1 / e$, independent of other isolated schedules. Next, for each coflow $c \in p, p \in \mathcal{P}_{j}$, calculate the starting time of coflow $c$ according to $p, t_{c, p}=d_{p}+\sum_{c^{\prime}<c, c^{\prime} \in p} D^{c^{\prime} j}$.
2. Find the coflow sets $S_{i}, i=0, \ldots, H_{j}-1$ of job $j$ according to Definition 9. For $i=0, \ldots, H_{j}-1$, and for each coflow $c$ in $S_{i}$, find starting time of coflow $c$ as $t_{c}=\min \left\{t_{c, p} \mid t_{c, p} \geq \max _{c^{\prime} \in \pi_{c}}\left(t_{c^{\prime}}+\right.\right.$ $\left.\left.D^{\left(c^{\prime} j\right)}\right)\right\}$.
3. For each coflow $c$ in $G_{j}$, find an optimal schedule for each coflow $c$ using BNA, i.e., $L_{c}, \tau_{c}=\mathrm{BNA}\left(\mathcal{D}^{(c j)}\right)$. We refer to these schedules as isolated schedules. Then, delay the scheduling times by $t_{c}, \tau_{c} \leftarrow \tau_{c}+t_{c}$.
4. Follow Step 3 of DMA.
5. Follow Step 4 of DMA.

Note that the algorithm calculates the starting time of each coflow, $t_{c}$, such that all the precedence constraints of the coflow are satisfied. In other words, $t_{c}$ is equal to the smallest time $t_{c, p}$ (starting time of $c$ based on path $p$ ) that all its preceding coflows in $G_{j}$ are completed. We say that $c$ is scheduled according to $p$ if $t_{c}=t_{c, p}$. Therefore, the merged schedule satisfies all the precedence constraints among coflows, although the link capacity constraints may be violated. DMA-SRT constructs a feasible merged schedule using BNA. Note that in Step $5, \mathcal{D}$ is multiplied by $l_{I}$ since each matching $L_{c}(i)$ runs for $l_{I}$ time units in its corresponding isolated schedule. In the final schedule, both link capacity constraints and precedence constraints among coflows are satisfied.

### 4.5.2 Multiple Rooted Tree Jobs

Now consider the case where we have multiple jobs where each job is a rooted tree. We seek to find a feasible schedule that minimizes the time to process all the jobs (makespan). Recall that $\mu$ is the maximum number of coflows in any job. We use $\Delta$ to denote the aggregate size of coflows of all the jobs (Definition 5).

The scheduling algorithm is based on DMA-SRT described in Section 4.5.1. Specifically, we apply DMA-SRT to find a feasible schedule for each job in the set. Then we apply Steps 2, 3 and 4 of DMA, namely, we choose a random delay in $[0, \Delta / \beta]$ for a constant $\beta>1 / e$ for each individual schedule and delay it. Next, we merge the delayed schedules. Finally we use BNA algorithm to resolve any collisions in the merged schedule. We refer to this algorithm as DMA-RT.

### 4.5.3 Performance Guarantee of DMA-SRT and DMA-RT

Theorem 5. Given a single job $j$ with rooted tree $G_{j}$, DMA-SRT runs in polynomial time and provides a feasible schedule whose makespan $C_{j}$ is at most $O\left(\sqrt{\mu_{j}} h\left(m, \mu_{j}\right)\right)$ of the optimal makespan with high probability, where $h(m, \mu)=\log (m \mu) / \log (\log (m \mu))$.

Theorem 6. Given a set $\mathcal{N}$ of jobs, each represented as a rooted tree, DMA-RT runs in polynomial time, and achieves a solution whose makespan $\mathcal{T}^{(\mathcal{N})}$ is at most $O(\sqrt{\mu} g(m) h(m, \mu))$ of the optimal
makespan with high probability.

The proofs of Theorems 5 and 6 are presented in Section 4.9.2.

### 4.6 Total Weighted Completion Time Minimization

We are now ready to present our combinatorial approximation algorithm for minimizing the total weighted completion time of multi-stage jobs with release times. In this section, we assume that the jobs have general DAGs, however, the results can be customized for the case that all the jobs are represented by rooted trees. We use $\rho_{j}$ to denote the release time of job $j$, which implies that job $j$ is available for scheduling only after time $\rho_{j}$.

### 4.6.1 Job Ordering

To formulate a relaxed linear program for our problem, we note that if we ignore the precedence constraints among coflows of a job and aggregate all its coflows, we obtain a single-stage job (a coflow), and our problem is reduced to traditional coflow scheduling problem [69, 76, 78, 71].

Here, we use an LP formulation for such constructed single-stage jobs, but with an extra constraint for each job which roughly captures the barrier constraints among its coflows. Formally, for each job $j$, consider the aggregate coflow $\mathcal{D}^{j}=\sum_{c=1}^{\mu_{j}} \mathcal{D}^{(c j)}$. Let $\overline{\mathcal{M}}:=\mathcal{M}_{S} \cup \mathcal{M}_{R}$. We use $d_{i}^{j}, i \in \overline{\mathcal{M}}$ to denote the load of coflow $\mathcal{D}^{j}$ on server $i$ (see Definition 4). Recall Definition 6 and note that $T_{j}$ is the lower bound on the required time to schedule multi-stage job $j$ (in the original problem). Let $\mathcal{J}$ be any subset of jobs in $\mathcal{N}$. We formulate the following LP (Linear Program):

$$
\begin{align*}
& \min \sum_{j \in \mathcal{N}} w_{j} C_{j} \quad(\mathbf{L P})  \tag{4.3a}\\
& \quad \sum_{j \in \mathcal{J}} d_{i}^{j} C_{j} \geq \frac{1}{2}\left(\sum_{j \in \mathcal{J}}\left(d_{i}^{j}\right)^{2}+\left(\sum_{j \in \mathcal{J}} d_{i}^{j}\right)^{2}\right), i \in \overline{\mathcal{M}}, \mathcal{J} \subseteq \mathcal{N}  \tag{4.3b}\\
& C_{j} \geq T_{j}+\rho_{j}, \quad j \in \mathcal{N} \tag{4.3c}
\end{align*}
$$

Constraints (4.3b) capture the links' capacity constraints and are used to lower-bound the comple-
tion time variables. To see this, consider a (source or destination) server $i$ and a subset of jobs $\mathcal{J}$. For each $j$ in $\mathcal{J}$, the completion time $C_{j}$ of its aggregate coflow $\mathcal{D}^{j}$, has to be at least the summation of loads of coflows $\mathcal{D}^{j^{\prime}}$ on server $i$ that finish before $j$ plus its own load on server $i$. Also note that for every two coflows in the set $\mathcal{J}$, one finishes before the other one. Therefore, $\sum_{j \in \mathcal{J}} d_{i}^{j} C_{j} \geq \sum_{j \in \mathcal{J}} d_{i}^{j}\left(d_{i}^{j}+\sum_{j^{\prime} \in \mathcal{J}, j^{\prime}<j} d_{i}^{j^{\prime}}\right)$, where $j^{\prime}<j$ means $C_{j^{\prime}} \leq C_{j}$. From this, Constraint (4.3b) is derived easily.

Note that this LP has exponentially many constraints, since we need to consider all the subsets of $\mathcal{N}$. However, we do not need to explicitly solve this LP and we only need to find an efficient ordering of jobs. To do so, we utilize the combinatorial primal-dual algorithm that first proposed in [75] and later generalized in [76] to capture constraints of the form (4.3c) for parallel scheduling problems. The algorithm builds up a permutation of the jobs in the reverse order iteratively by changing the corresponding dual variables to satisfy some dual constraint. Next, we provide the detailed explanation of the combinatorial algorithm for completeness. We then show how we use this ordering to find the actual schedule of jobs' coflows.

### 4.6.2 Job Ordering

In this section, we provide the detailed explanation of the combinatorial algorithm used in G-DM to find a good permutation of jobs.

Recall LP (4.3). Define $f_{i}(\mathcal{J})$ to be the right-hand side of Constraints (4.3b) for server $i$ and subset of jobs $\mathcal{J}$, i.e.,

$$
\begin{equation*}
f_{i}(\mathcal{J})=\frac{1}{2}\left(\sum_{j \in \mathcal{J}}\left(d_{i}^{j}\right)^{2}+\left(\sum_{j \in \mathcal{J}} d_{i}^{j}\right)^{2}\right) \tag{4.4}
\end{equation*}
$$

We now formulate dual of LP (4.3) as follows:

$$
\begin{align*}
& \max \sum_{i \in \overline{\mathcal{M}}} \sum_{\mathcal{J} \subseteq \mathcal{N}} \lambda_{i, \mathcal{J}} f_{i}(\mathcal{J})+\sum_{j \in \mathcal{N}} \eta_{j}\left(T_{j}+\rho_{j}\right)(\text { Dual LP })  \tag{4.5a}\\
& \sum_{i \in \overline{\mathcal{M}}} \sum_{\mathcal{J}: j \in \mathcal{J}} d_{i}^{j} \lambda_{i, \mathcal{J}}+\eta_{j} \leq w_{j}, \quad j \in \mathcal{N}  \tag{4.5b}\\
& \eta_{j} \geq 0, \quad j \in \mathcal{N}  \tag{4.5c}\\
& \lambda_{i, \mathcal{J}} \geq 0, \quad i \in \overline{\mathcal{M}}, \mathcal{J} \subseteq \mathcal{N} . \tag{4.5d}
\end{align*}
$$

The algorithm is presented in Algorithm 7. Let $\mathcal{N}^{\prime}$ be the set of unscheduled jobs, initially $\mathcal{N}^{\prime}=\mathcal{N}$. Also, set $\eta_{j}=0$ for $j \in \mathcal{N}$. Define $\Lambda$ to be the set of $\lambda_{i, \mathcal{J}}$ 's that get specified in the algorithm, and initialize $\Lambda=\varnothing$ (to avoid initializing all the $\lambda_{i, \mathcal{J}}=0$, which takes exponential amount of time) (line 1). In any iteration, let $j$ be the unscheduled job with the greatest $T_{j}+\rho_{j}$, let $\phi$ be the server with the highest load and let $d_{\phi}$ be the load on server $\phi$ (lines 3 and 4). Now, if $T_{j}+\rho_{j}>d_{\phi}$, we raise the dual variable $\eta_{j}$ until the corresponding dual constraint is tight and place job $j$ to be the last job in the permutation (lines 5-7). However, if $T_{j}+\rho_{j} \leq d_{\phi}$, we choose job $j^{\prime}$ as in line 9 . Then we define the dual variable $\lambda_{\phi, \mathcal{N}^{\prime}}$, set it so that the dual constraint for job $j^{\prime}$ becomes tight, and place job $j^{\prime}$ to be the last in the permutation (lines 10-12).

Remark 3. Algorithm 7 runs in $O(n(\log (n)+m))$ time where $n$ is the number of jobs and $m$ is the number of servers. However, the time complexity of the best known algorithm for solving the LP used in [91, 9] is $O\left(\left(n^{2}+m\right)^{\omega} \log \left(\left(n^{2}+m\right) / \epsilon\right)\right)$, where $\omega$ is the exponent of matrix multiplication and $\epsilon$ is the relative accuracy [117, 118]. For current value of $\omega=2.38$ [119, 120], the time complexity of Algorithm 7 is dramatically lower than the time complexity for solving the LP used in [91, 9].

### 4.6.3 Grouping Jobs

Let $D_{j}$ denote the maximum load that a server has to send or receive considering all coflows of the jobs up to and including job $j$ according to the computed ordering. In other words, $D_{j}$ is

```
Algorithm 7 Combinatorial Algorithm for Job Ordering
Given a set of multi-stage jobs \(\mathcal{N}\) :
    \(\mathcal{N}^{\prime}=\mathcal{N}, \eta_{j}=0\) for \(j \in \mathcal{N}, \Lambda=\varnothing\).
    for \(k=n, n-1, \ldots, 1\) do
    \(\phi(k)=\arg \max _{i \in \overline{\mathcal{M}}} d_{i}\)
    \(j=\arg \max _{l \in \mathcal{N}^{\prime}} T_{l}+\rho_{l}\)
    if \(T_{j}+\rho_{j}>d_{\phi(k)}\) then
            \(\eta_{j}=w_{j}-\sum_{i \in \overline{\mathcal{M}}} \sum_{\mathcal{J}, j \in \mathcal{J}} d_{i}^{j} \lambda_{i, \mathcal{J}}\).
            \(\sigma(k)=j\).
        else
            \(j^{\prime}=\arg \min _{j \in \mathcal{N}^{\prime}}\left(\frac{w_{j}-\sum_{i \in \overline{\mathcal{M}}} \sum \mathcal{J}, j \in \mathcal{J} d_{i}^{j} \lambda_{i, \mathcal{J}}}{d_{\phi(k)}^{j}}\right)\).
            \(\lambda_{\phi(k), \mathcal{N}^{\prime}}=\left(\frac{w_{j^{\prime}}-\sum_{i \in \overline{\mathcal{M}}} \sum \mathcal{J}, j^{\prime} \in \mathcal{J} d_{i}^{j^{\prime}} \lambda_{i, \mathcal{J}}}{d_{\phi(k)}^{i^{\prime}}}\right)\)
            \(\Lambda \leftarrow \Lambda \cup\left\{\lambda_{\phi(k), \mathcal{N}^{\prime}}\right\}\).
            \(\sigma(k)=j^{\prime}\).
        end if
        \(\boldsymbol{N}^{\prime} \leftarrow \mathcal{N}^{\prime} / \sigma(k)\).
        \(d_{i} \leftarrow d_{i}-d_{i}^{\sigma(k)}, \forall i \in \overline{\mathcal{M}}\).
    end for
    Output permutation \(\sigma\).
```

the effective size of an aggregate coflow constructed from coflows of the first $j$ jobs. Recall that $T_{j}$ is size of the critical path in job $j$ (Definition 6). Define $\gamma=\min _{s, r, c, j} d_{s r}^{c j}$ which is a lower bound on the time required to process any job. Also let $T=\max _{j} \rho_{j}+\sum_{j \in N} \sum_{c \in j} \sum_{s \in M_{S}} \sum_{r \in M_{R}} d_{s r}^{c j}$. The algorithm groups jobs into $B$ groups as follows.

Choose $B$ to be the smallest integer such that $\gamma 2^{B} \geq T$, and consequently define

$$
\begin{equation*}
a_{b}=\gamma 2^{b}, \text { for } b=-1,0,1, \ldots, B . \tag{4.6}
\end{equation*}
$$

Then the $b$-th interval is defined as the interval $\left(a_{b-1}, a_{b}\right]$ and the group $\mathcal{J}_{b}$ is defined as the subset of jobs whose $T_{j}+\rho_{j}+D_{j}$ fall within the $b$-th group, i.e.,

$$
\begin{equation*}
\mathcal{J}_{b}=\left\{j \in N: T_{j}+\rho_{j}+D_{j} \in\left(a_{b-1}, a_{b}\right]\right\} ; 0 \leq b \leq B . \tag{4.7}
\end{equation*}
$$

This partition rule ensures that every job falls in some group.

### 4.6.4 Scheduling Each Group $\mathcal{J}_{b}$

To schedule jobs of each group $\mathcal{J}_{b}, b \in\{1, \cdots, B\}$, (defined by (4.7)), we use the DMA algorithm. We refer to this algorithm as G-DM algorithm which stands for Grouping jobs, followed by Delay-and-Merge algorithms. We summarize G-DM in Algorithm 8.

[^4]
### 4.6.5 Performance Guarantee of G-DM

Recall that $g(m)=\log (m) / \log (\log (m))$, and $h(m, \mu)=\log (m \mu) /(\log (\log (m \mu))$. The following theorem states the main result regarding the performance of G-DM.

Theorem 7. G-DM is a polynomial-time $O(\mu g(m))$-approximation algorithm for the problem of total weighted completion time minimization of multi-coflow jobs with release dates.

For the case that we are given a set $\mathcal{N}$ of jobs, each represented as a rooted tree, we modify G-DM by using DMA-RT as the subroutine in the last step of G-DM. We denote the modified version as G-DM-RT. We then have the following Corollary.

Corollary 2. G-DM-RT is a polynomial-time algorithm with approximation ratio $O(\sqrt{\mu} g(m) h(m, \mu))$ for minimizing the total weighted completion time of rooted-tree jobs with release times.

The proofs can be found in Section 4.9.3.


Figure 4.4: Performance of G-DM-RT for different number of servers and different values of $\beta$, and $\bar{\mu}=5$.

### 4.7 Empirical Evaluation

To demonstrate the gains in practice, we conducted extensive evaluations using a real workload. This workload has been widely used in coflow related research [8, 69, 9, 78]. We compared the performance of our algorithm G-DM-RT with the $O(m)$-algorithm in [91, 9] which is the previous state-of-the-art algorithm and compare its performance with that of our algorithm. In [91, 9], the authors have shown that their algorithm outperforms single-stage coflow scheduling algorithms by around $83 \%$, and Aalo [10] by up to $33 \%$ for the case of equal weights for job (as Aalo cannot handle the weighted scenario). Hence, we only report comparison with this algorithm. The results indicate that our algorithm outperforms the $O(m)$-algorithm [91, 9] by up to $53 \%$ in the same settings. We also investigate the performance of the algorithms for different values of delaying parameter $\beta$, and problem size $\mu$ and $m$.

Workload: The workload is based on a Hive/MapReduce trace at a Facebook cluster with 150 racks, and only contains coflows information. The data set contains 267 coflows with $\mu_{j}$ ranging from 10 to 21170 . Further, size of the smallest flow is equal to $\gamma=1$, size of the largest flow is equal to 2472 , and effective size of coflows, $\Delta_{j}$, is between 5 and 232145. Finally, the maximum load a server should send or receive considering all the coflows, i.e., the effective size of the aggregate coflow, is equal to $\Delta=440419$.

To assess performance of algorithms under different traffic intensity, we generate workloads with different number of machines (servers) by mapping flows of the original 150 racks to $m$

(a) Performance of G-DM and $\mathrm{O}(\mathrm{m})$ Alg with and without backfilling for different numbers of servers, and $\bar{\mu}=5$.

(b) Performance of G-DM and $\mathrm{O}(\mathrm{m})$ Alg with and without backfilling for different average numbers of coflows per job, and $m=150$.

(c) Performance of G-DM and $\mathrm{O}(\mathrm{m})$ Alg with and without backfilling for different arrival rates, and $\bar{\mu}=5, m=150$.

Figure 4.5: Performance of G-DM and $O(m) A l g$ for scheduling general DAGs with and without backfilling.
machines with various values of $m$. To generate multi-stage jobs, we randomly partition the coflows into multi-stage jobs that each has $\bar{\mu}$ coflows on average. To generate the corresponding rooted tree, we first generate a random graph in which probability of picking each of the edges is 0.5 , and then converting it to a tree by removing its cycles. We ran the algorithms for two cases of equal weights for all jobs and randomly selected weights from interval $[0,1]$. We also consider the online scenario where multi-stage jobs arrive over time and their release (arrival) times follow a Poisson process with a parameter $\theta$.

Algorithms: We simulate our multi-stage job algorithms (referred to as G-DM and G-DMRT) and the algorithm in $[91,9]$ (referred to as $\mathrm{O}(\mathrm{m}) \mathrm{Alg}$ ). For each algorithm, we present two versions, one with no backfilling and one with backfilling. Backfilling is a common technique in scheduling to increase utilization of system resources by allocating the underutilized link capacities (or servers, depending on the problem) to other jobs. We apply the same backfilling strategy to both algorithms for a fair comparison. We use G-DM-BF, G-DM-RT-BF, and $\mathrm{O}(\mathrm{m}) \mathrm{Alg}-\mathrm{BF}$ to refer to the versions of algorithms with backfilling.

Metrics: We compare the total weighted completion times of jobs under the two algorithms for various workloads and scenarios. We present results for offline and online scenarios with equal


Figure 4.6: Performance of G-DM-RT and $\mathrm{O}(\mathrm{m})$ Alg for scheduling rooted tree jobs with and without backfilling.
and random job weights. We also investigate the performance of the algorithms for different values of $m, \bar{\mu}, \theta$.

### 4.7.1 Impact of Random Delays and $\beta$

The current implementations of G-DM and G-DM-RT have a random component as it uses DMA and DMA-SRT as a subroutine. To show that in practice running the algorithm once is sufficient to achieve a satisfactory solution, we need to show that its relative standard deviation (RSD) is small. RSD is defined as standard deviation divided by the mean (average). Hence, to analyze the effect of random delays in the performance of our algorithm, we ran it on some instances, each for 10 times. Based on our experiments, RSDs of G-DM and G-DM-RT are always less than $0.5 \%$ and RSDs of G-DM-BF and G-DM-RT-BF are always less than $0.9 \%$, which both are very small. In the rest of simulations, we run our algorithms only once on each instance.

Furthermore, we studied the effect of parameter $\beta$ (see Sections 4.4 and 4.5) on the performance of our algorithms. For each algorithm, we ran the algorithm using a wide range of $\beta$ values. Based on our experiments, for smaller $m$ (higher traffic intensity) it is better to choose a small value of $\beta$ (1 or 2 ) to reduce the collision probability (4.15), while choosing larger $\beta$ (100 or 500) for
larger $m$ helps the algorithm to use the unused capacity to schedule flows of other coflows in the system. Moreover, the amount of improvement by optimizing over $\beta$ was less than $16 \%$ in all the experiments. Figure 4.4 shows the results for different values of $\beta$ and $m$ when $\bar{\mu}$ is set to 5 for G-DM-RT.

### 4.7.2 Evaluation Results for General GADs

## Offline Setting

In the offline scenario, all the jobs are available at time 0 . For each set of parameters $(m, \bar{\mu})$, we generate 10 different instances randomly and report the average and standard deviation of each algorithm's performance.

Figure 4.5 a and 4.5 b depict some of the results for the case that jobs have general DAGs and equal weights. Figure 4.5 a shows the performance of G-DM and $O(\mathrm{~m})$ Alg for the case that average number of coflows per job, $\bar{\mu}$, is 5 and different number of servers. G-DM performs as well as $\mathrm{O}(\mathrm{m}) \mathrm{Alg}$ for $m=10$. It outperforms $\mathrm{O}(\mathrm{m})$ Alg from $9 \%$ for $m=30$ to about $36 \%$ for $m=150$. Moreover, Figure 4.5b shows that our algorithm outperforms $O(m)$ Alg for all values of average coflows per job, by $36 \%$ to $11 \%$. The results for the case of random job weights are very similar and omitted.

## Online Setting

For the online scenario, jobs arrives to the system according to a Poisson process with rate日. Every time that a job arrives both G-DM (G-DM-RT) and $O(m)$ Alg suspend the previously active jobs, update the list of jobs and their remaining demands, and reschedule them. Moreover, completion time of a job in the online scenario is measured from the time that the job arrives to the system. The job arrival rate is determined as follows: $\theta=a \times \theta_{0}$ for $a=\{1,2,10,25,100\}$, and $\theta_{0}=\frac{\sum_{j} \mu_{j}}{\sum_{j} \Sigma_{c} D^{c j}}$, in which $\sum_{j} \mu_{j}$ is the total number of coflows among all jobs. The denominator, $\sum_{j} \sum_{c} D^{c j}$, is summation of coflows' effective sizes and an upper bound on the jobs' makespan.

Figure 4.5 c shows the results under G-DM and $\mathrm{O}(\mathrm{m}) \mathrm{Alg}$ for the case that $m=150$ (original
data set), $\bar{\mu}=5$, and all the jobs have equal weights. G-DM always outperforms $\mathrm{O}(\mathrm{m}) \mathrm{Alg}$, from $20 \%$ to $36 \%$. Furthermore, G-DM-RT-BF always outperforms $O(m) A l g-B F$, by $30 \%$ to $37 \%$.

### 4.7.3 Evaluation Results for Rooted Trees

Now we provide the simulation results for the case that all the jobs are rooted trees.

## Offline Setting

Figure 4.6a shows the performance of two algorithms for different number of servers, $\bar{\mu}=5$, and equal weights for jobs. As we can see, G-DM-RT always outperforms $\mathrm{O}(\mathrm{m}) \mathrm{Alg}$, for about $53 \%$ for $m=10$ to about $46 \%$ for $m=150$. For all values of average coflows per jobs, our algorithm outperforms $O(m) A l g$, by $46 \%$ to $18 \%$ as depicted in Figure 4.6b.

## Online Setting

Figure 4.6 c shows the results with and without backfilling for the case that $m=150$ (original data set), $\bar{\mu}=5$, and all the jobs have equal weights. G-DM-RT always outperforms $O(m) A l g$, from $10 \%$ to $46 \%$. Furthermore, G-DM-RT-BF always outperforms $O(m) A l g-B F$, by $22 \%$ to $36 \%$.

We would like to point out that, as we expect, the gain under G-DM-RT is greater than G-DM, as the former algorithm utilizes the network resources more efficiently by interleaving schedules of different coflows of the same job as well as interleaving schedules of coflows of different jobs. Furthermore, backfilling strategy generally yields a larger improvement when combined by G-DM and $O(m) A l g$ compared to G-DM-RT, as they leave more resources unused.

### 4.8 Discussion on Approximation Results

An interesting research direction is to improve the approximation ratios for the algorithms. As we showed in the previous sections, once we have an algorithm for scheduling a single job whose solution is a factor $\eta$ of the simple lower bounds $\Delta_{j}$ and $T_{j}$ (Definitions 5 and 6), we can directly utilize the rest of our approach and get approximation algorithms with approximation ratio


Figure 4.7: An example of a DAG with $C_{o p t}=\Omega(\sqrt{\mu}(\Delta+T))$.
$O(\eta \log (m) / \log \log (m))$ for the problems of makespan minimization and total weighted completion time minimization for multiple jobs.

To improve the result for the case of general DAGs, one approach is to first consider scheduling a single job (with a general DAG), and try to generalize DMA-SRT to a general DAG by careful construction of paths in the algorithm, so that we do not need to consider all the paths in the DAG which could be exponentially many. However, even if one could show that $O\left(\mu_{j}\right)$ paths is sufficient to construct a feasible schedule, it is challenging to analyze the performance through computing the probability of collisions or the average number of collisions in the merged schedule as we did in proof of Lemma 11. This is due to the underlying dependency among the unrelated coflows in $G_{j}$ (these are coflows among which there is no directed path in $G_{j}$, thus they can collide) which appears in the probability that a given coflow is assigned to start scheduling at a given time given that a specific $O\left(\mu_{j}\right)$ set of paths is generated by the algorithm.

Besides these challenges for scheduling a job with a general DAG, we can illustrate the existence of instances for which the optimal makespan is $\Omega\left(\sqrt{\mu_{j}}\right)$ factor larger than the two simple lower bounds, $\Delta_{j}$ and $T_{j}$. We state this in the following lemma.

Lemma 9. There exist arbitrary sized instances of DAG job scheduling such that its optimal makespan is $\Omega\left(\sqrt{\mu_{j}}\left(\Delta_{j}+T_{j}\right)\right)$.

Proof. Consider a DAG job with $\mu_{j}$ coflows to be scheduled in an $m \times m$ switch, with $\mu_{j}=(2 K)^{2}$
for some $K$ and $m>2 K$. Recall that $T_{j}$ and $\Delta_{j}$ denote the size of its critical path and its aggregate size, respectively. For simplicity, we drop the subscript $j$. We construct the job as follows.

First, we describe the demand matrix of each coflow. For coflows $c=1, \ldots, 2 K$, each coflow has a single flow of size $d$ from server 1 to server 2 , where $2 K=\sqrt{\mu}$ by assumption. These coflows are the root nodes in the job's DAG. For coflows $c=i(2 K)+1, \ldots,(i+1)(2 K), i=1, \ldots,(2 K)-1$, each coflow has a single flow of size $d$ from server $i+1$ to server $i+2$.

Now we specify the precedence constraints among coflows. We construct $G_{j}$ such that its height is $\sqrt{\mu}=2 K$ and each of its coflow set has $\sqrt{\mu}=2 K$ coflows (see Definition 9). Consider coflow $c \in S_{i}$ for $i=1, \ldots, H_{j}-1$. If $i(2 K)+1 \leq c \leq(i+1 / 2)(2 K)$, then the parent set of coflow $c$ is $\pi_{c}=\left\{c^{\prime} \mid c-2 K \leq c^{\prime} \leq c-K-1\right\}$. If $(i+1 / 2)(2 K)+1 \leq c \leq(i+1)(2 K)$, then the parent set of coflow $c$ is $\pi_{c}=\left\{c^{\prime} \mid c-3 K+1 \leq c^{\prime} \leq c-2 K\right\}$. Figure 4.7a shows an example with $\mu=16$. For the constructed DAG, it is easy to see that $T=\Delta=2 K d=\sqrt{\mu} d$.

Next, we specify an optimal schedule for the constructed DAG, and compute its makespan denoted by $C_{\text {opt }}$. We first schedule coflows $1, \ldots K$, which takes $K d$ amount of time. We then schedule coflows $K+1$ and $2 K+1$ simultaneously. This is feasible since there is no precedence constraint between these two coflows, all the parents of coflow $2 K+1$ has been scheduled, and the two coflows do not share a server. Similarly, we schedule coflows $2(i-1 / 2) K+c$ and $2 i K+c$, for $i=1, \ldots, 2 K-1$ and $c=1, \ldots, K$ at the same time. Finally, we schedule the last $K$ coflows, $c=4 K^{2}-K+1, \ldots, 4 K^{2}$ back to back which takes $K d$ amount of time. For instance, consider the example of Figure 4.7. Coflow $c_{1}$ and $c_{2}$ are scheduled back to back from time 0 to $2 d$. Then coflow $c_{3}$ and $c_{5}$ get scheduled from $2 d$ to $3 d$ and so on. Figure 4.7 b shows the instance at which the first ten coflows (the coflows with dashed lines) are scheduled. The coflows with the same color (that are also linked by an arrow) have been scheduled at the same time.

By scheduling coflows in this fashion, all the precedence constraints and capacity constraints are respected. Moreover, the length of the schedule is $C_{o p t}=(2 K+1) K \times d=\Omega(\mu d)$. Therefore, $C_{o p t}=\Omega(\sqrt{\mu}(\Delta+T))$.

### 4.9 Proofs of Main Results

In this section, we provide detailed proofs of the theorems stating performance guarantees for the proposed algorithms. Recall that $g(m)=\log (m) / \log (\log (m))$, and $h(m, \mu)=\log (m \mu) /(\log (\log (m \mu))$.

### 4.9.1 Proofs Related To DMA

To prove Theorem 4 we need the following lemmas.

Lemma 10. The length of the infeasible merged schedule (Step 3) is at most $(\mu+1 / \beta) \Delta$.

Proof. First note that the isolated schedule for job $j$ in Step 1 spans from 0 to at most $\mu_{j} \Delta_{j}$, since the effective size of each of its coflows is at most $\Delta_{j}$. By delaying the isolated schedules by at most $\Delta / \beta$, length of the infeasible merged schedule is at $\operatorname{most~}_{\max }^{j}\left(\mu_{j} \Delta_{j}\right)+\Delta / \beta$ which is bounded from above by $(\mu+1 / \beta) \Delta$.

Lemma 11. Let $\alpha_{t} \geq 1$ denote the maximum number of packets that a server needs to send or receive at time slot t in the merged schedule (Step 3). For any $t \in[0,(\mu+1 / \beta) \Delta], \mathbb{E}\left[\alpha_{t}\right]=O(g(m))$.

Proof. Let $\overline{\mathcal{M}}:=\mathcal{M}_{S} \cup \mathcal{M}_{R}$. To prove the lemma, we define random variable $z_{i j t}$ to be 1 if some flow of job $j$ with an end point on server $i$ is scheduled at time slot $t$. Then $\alpha_{t}=\max _{i \in \overline{\mathcal{M}}} \sum_{j \in \mathcal{N}} z_{i j t}$. Further, note that due to the random delay of jobs' isolated schedules, variables $z_{i j t}, j \in \mathcal{N}$ are mutually independent. Let $\delta=a g(m)$ for some constant $a$ such that $\delta>1$. Therefore,

$$
\begin{equation*}
\mathbb{E}\left[\delta^{\alpha_{t}}\right]=\mathbb{E}\left[\delta^{\max _{i \in \overline{\mathcal{M}}} \sum_{j \in \mathcal{N}} z_{i j t}}\right] \leq \mathbb{E}\left[\sum_{i \in \overline{\mathcal{M}}} \delta^{\sum_{j \in \mathcal{N}} z_{i j t}}\right] \tag{4.8}
\end{equation*}
$$

Define $p_{i j t}$ to be the probability that $z_{i j t}=1$. By the independent property of $z$ variables, we can
write

$$
\begin{align*}
\mathbb{E}\left[\delta^{\sum_{j \in \mathcal{N}} z_{i j t}}\right] & =\Pi_{j \in \mathcal{N}} \mathbb{E}\left[\delta^{z_{i j t}}\right] \\
& =\Pi_{j \in \mathcal{N}}\left(p_{i j t} \delta+\left(1-p_{i j t}\right)\right)  \tag{4.9}\\
& \leq \Pi_{j \in \mathcal{N}} e^{p_{i j t}(\delta-1)}=e^{(\delta-1) \sum_{j \in \mathcal{N}} p_{i j t}} \\
& =e^{(\delta-1) \mathbb{E}\left[\sum_{j \in \mathcal{N}} z_{i j t}\right]} \leq e^{\beta(\delta-1)},
\end{align*}
$$

where the last inequality is due to $\mathbb{E}\left[\sum_{j \in \mathcal{N}} z_{i j t}\right] \leq \beta$. This is because by choosing delays uniformly at random, $\mathbb{E}\left[z_{i j t}\right]$ is at most the load of job $j$ on server $i$ divided by $\Delta / \beta$, i.e., $\beta d_{i}^{j} / \Delta$, where $d_{i}^{j}$ is the load of job $j$ (or equivalently the aggregate coflow $\mathcal{D}^{j}$ ) on server $i$ (see Definition 4). Thus,

$$
\mathbb{E}\left[\sum_{j \in \mathcal{N}} z_{i j t}\right]=\sum_{j \in \mathcal{N}} \mathbb{E}\left[z_{i j t}\right] \leq \beta,
$$

as $\sum_{j \in \mathcal{N}} d_{i}^{j} \leq \Delta$ by definition.
Combining Inequality (4.8) and (4.9), and by Jensen's inequality we can write,

$$
\begin{equation*}
\delta^{\mathbb{E}\left[\alpha_{t}\right]} \leq \mathbb{E}\left[\delta^{\alpha_{t}}\right] \leq \sum_{i \in \overline{\mathcal{M}}} e^{\beta(\delta-1)}=2 m e^{\beta(\delta-1)} \tag{4.10}
\end{equation*}
$$

Now, note that if we choose $a$ sufficiently large, then $2 m e^{\beta(\delta-1)} \leq \delta^{\delta}$, by definition of $g(m)$. Therefore, we can conclude that $\mathbb{E}\left[\alpha_{t}\right] \leq \delta$, and the proof is complete.

Lemma 12. For any $\epsilon>0$, the probability that the length of the final schedule (Step 4) is greater than $O(g(m))(\mu+1 / \beta) \Delta$, is less than $\epsilon$.

Proof. Recall that the constructed merged schedule (Step 3) spans from time 0 to at most $(\mu+1 / \beta) \Delta$ due to Lemma 10. Note that, the length of the final schedule is at most $\sum_{t \in[0,(\mu+1 / \beta) \Delta)} \alpha_{t}$. Using Lemma 11 and Markov inequality, for any $\epsilon>0$,

$$
\begin{equation*}
\mathbb{P}\left(\sum_{t \in[0,(\mu+1 / \beta) \Delta)} \alpha_{t} \geq(a / \epsilon) g(m)(\mu+1 / \beta) \Delta\right) \leq \epsilon \tag{4.11}
\end{equation*}
$$

Therefore, the proof is complete.

Lemma 13. Steps 3 and 4 in DMA can be executed in polynomial time.

Proof. In view of Steps 3 and 4 in DMA algorithm, we may need to run BNA for $(\mu+1 / \beta) \Delta$ times. However, in the case that $\Delta$ is not polynomially bounded in $m, n$, and $\mu$, we can modify the last step of DMA to ensure that it runs in polynomial time. To do so, define $H=\left\{\tau_{c j} \mid c \in G_{j}, j \in\right.$ $\mathcal{N}\}$ and $L=\left\{L_{c j} \mid c \in G_{j}, j \in \mathcal{N}\right\}$, to be the set of all scheduling times and matchings. we sort $H$, and let $\mathcal{I}$ be the set of time intervals created from elements of $B, I=\left\{\left[h_{k}, h_{k+1}\right)|k=1, \ldots| H \mid-1\right\}$. Thus, $\mathcal{I}$ consists of the time intervals during which the corresponding matching of every coflow is fixed.

For each interval $I$ in $I$, we merge the matchings of coflows, namely $L_{c j}(k)$ 's, for which the interval $I$ is entirely in the corresponding time interval $\left[\tau_{c j}(k), \tau_{c j}(k+1)\right)$. In other words, we compute

$$
\mathcal{D}=\sum_{\left.c, j, k: I \subseteq \subseteq \tau_{c j}(k), \tau_{c j}(k+1)\right)} L_{c j}(k) .
$$

Finally, for each merged matching $\mathcal{D}$, we find an optimal schedule using BNA, i.e., $L, \tau=\mathrm{BNA}\left(l_{I} \times\right.$ $\mathcal{D}$ ), where $l_{I}$ is length of the interval $I$ of merged matching $\mathcal{D}$. Then we schedule demand matrix $l_{I} \times \mathcal{D}$ according to $L$ and $\tau$.

Note that whenever we run BNA, the number of elements in the list $L$, output of BNA, is at most $m^{2}$. This is because according to line 5 in BNA, at each iteration, $t$ is computed such that at least one node becomes tight (i.e., it appears in the set $\Omega$ of line 3 in the next iteration) or a flow completes. Further, $|\tau|=|L|+1$ and the last element of $\tau$ is $D$. Hence, in view of Steps 3 and 4 in DMA algorithm, we need to run BNA for at most $O\left(\mu n m^{2}\right)$ times as the number of intervals in the set $I$ is $O\left(\mu n m^{2}\right)$. Combining this with the fact that BNA runs in polynomial time, the proof is complete.

We are now ready to prove Theorem 4.

Proof of Theorem 4. Steps 1 and 2 in DMA can be executed in polynomial time. Combining this with Lemma 13, we can easily conclude that DMA runs in polynomial time.

Moreover, given that $\Delta$ is a lower bound for the optimal makespan, $\beta$ is a constant, and Lemma 12, we conclude that makespan of the final schedule is at most $O(\mu g(m))$ of the optimal makespan with high probability.

### 4.9.2 Proofs Related To DMA-SRT and DMA-RT

Consider DMA-SRT. Let $\alpha_{t} \geq 1$ denote the maximum number of packets that a server needs to send or receive at time slot $t$ in the infeasible merged schedule (Step 5 in DMA-SRT). To prove Theorem 5, we first state the following lemma that provides a high-probability bound on $\alpha_{t}$.

Lemma 14. For any $\epsilon>0, \max _{t} \alpha_{t} \leq k_{\epsilon} \sqrt{\mu_{j}} h\left(m, \mu_{j}\right)$, with probability greater than $(1-\epsilon)$, for a constant $k_{\epsilon}$ depending on $\epsilon$, for $t \in\left[0, \Delta_{j} / \beta+T_{j}\right]$.

Proof. To prove the lemma, let $P$ denote the probability that any server at any time is assigned more that $\alpha$ packets (to be specified shortly). In what follows we first bound $P_{0}$ the probability that at least $\alpha$ packets are scheduled to be sent or received by a server $i$ at time $t$. Note that there are at most $\binom{\Delta_{j}}{\alpha}$ ways to choose $\alpha$ packets from those that have an end point (source or destination) on server $i$. For packet $u$, the probability that it is scheduled at time $t$ is at most $\beta\left|\mathcal{P}_{u, j}\right| / \Delta_{j}$, where, $\mathcal{P}_{u, j} \subseteq \mathcal{P}_{j}$ is the set of path-jobs containing packet $u$ (or equivalently, the coflow to which packet $u$ belongs.). That is because of the random uniform delay for scheduling coflows in $S_{0}$. More precisely, let $E_{u, t}$ be the event that a specific packet $u$ is scheduled at time $t$ and $P_{u}$ be the probability that $E_{u, t}$ happens. Furthermore, let $E_{u \in p}$ denote the event that scheduling of $u$ in the final schedule is according to the schedule of path-job $p$. Then,

$$
\begin{align*}
P_{u} & =\sum_{p \in \mathcal{P}_{u, j}} \mathbb{P}\left\{E_{u, t}, E_{u \in p}\right\} \stackrel{(1 \star)}{=} \sum_{p \in \mathcal{P}_{u, j}} \mathbb{P}\left\{d_{p}=t_{p}, E_{u \in p}\right\}  \tag{4.12}\\
& =\sum_{p \in \mathcal{P}_{u, j}} \mathbb{P}\left\{E_{u \in p} \mid d_{p}=t_{p}\right\} \mathbb{P}\left\{d_{p}=t_{p}\right\}
\end{align*}
$$

Equality $(1 \star)$ is because the probability that packet $u$ is scheduled at $t$ and according to the pathjob $p$ is equal to the probability that path-job $p$ is delayed by some specific time $t_{p}$ and packet $u$ is scheduled according to the path-job $p$. Regardless of the value of $t$, the probability that path-job $p$ is delayed by $t_{p}$ is either $\beta / \Delta_{j}$ or zero (if $t_{p}<0$ ). Hence,

$$
\begin{equation*}
P_{u} \leq \frac{\beta}{\Delta_{j}} \sum_{p \in \mathcal{P}_{u, j}} \mathbb{P}\left\{E_{u \in p} \mid d_{p}=t_{p}\right\} \leq \frac{\beta\left|\mathcal{P}_{u, j}\right|}{\Delta_{j}} \tag{4.13}
\end{equation*}
$$

Moreover, for two different packets $u$ and $v$ with at least a common (source or destination) server, the probability that they collide (i.e., are assigned to the same time slot) is zero if they both belong to the same coflow or same path-job, due to the feasible scheduling of each coflow and satisfaction of precedence constraints at each path-job. Otherwise, the probability that the two events $E_{u, t}$ and $E_{v, t}$ happen can be upper-bounded by multiplications of two terms of the form $\beta\left|\mathcal{P}_{., j}\right| / \Delta_{j}$ (using arguments similar to Equations (4.12) and (4.13)), since the random delays are chosen independently.

Therefore,

$$
\begin{equation*}
P_{0} \leq\binom{\Delta_{j}}{\alpha} \Pi_{i=1}^{\alpha} P_{u_{i}} \leq\left(\frac{e \Delta_{j}}{\alpha}\right)^{\alpha}\left(\frac{\beta}{\Delta_{j}}\right)^{\alpha} \times \Pi_{i=1}^{\alpha}\left|\mathcal{P}_{u_{i}, j}\right| \stackrel{(2 \star)}{\leq}\left(\frac{e \beta \mu_{j}}{\alpha^{2}}\right)^{\alpha} \tag{4.14}
\end{equation*}
$$

Note that the size of set $\mathcal{P}_{j}$ is bounded by $\left|S_{0}\right|$ (and therefore $\mu_{j}$ ) as there is only one path for any coflow in $S_{0}$ to coflow $R_{j}$. Therefore, $\sum_{i=1}^{\alpha}\left|\mathcal{P}_{u_{i}, j}\right| \leq\left|\mathcal{P}_{j}\right| \leq \mu_{j}$. Combining this with the fact that $\prod_{i=1}^{\alpha}\left|\mathcal{P}_{u_{i}, j}\right|$ is maximized when $\left|\mathcal{P}_{u_{i}, j}\right|=\mu_{j} / \alpha$, Inequality ( $2 \star$ ) is yielded.

If we choose $\alpha=k_{\epsilon} \sqrt{\mu_{j}}$ then $P_{0} \leq\left(m \mu_{j}\right)^{-\left(k_{\epsilon}-1\right)}$. Hence, the probability that any server at any time is assigned more that $\alpha$ packets can be bounded by $P \leq 2 m\left(\Delta_{j}+T_{j}\right) P_{0}<2 m\left(\Delta_{j}+\right.$ $\left.T_{j}\right)\left(m \mu_{j}\right)^{-\left(k_{\epsilon}-1\right)}$. This last step is similar to the argument in [104, 121], for job shop scheduling problem. To specify $k_{\epsilon}$, note that we require $P$ to be less than $\epsilon>0$, which is satisfied by choosing $k_{\epsilon}$ as

$$
\begin{equation*}
k_{\epsilon} \geq \log _{m \mu_{j}}\left(\frac{2 m\left(\Delta_{j}+T_{j}\right)}{\epsilon}\right)+1 \tag{4.15}
\end{equation*}
$$

We now need to show that $k_{\epsilon}$ is a constant by showing that $\Delta_{j}+T_{j}$ is polynomially bounded in $m$ and $\mu_{j}$. Let $\delta_{j}$ denote the maximum size of a flow in job $j$. Note that $\Delta_{j}+T_{j}$ is polynomially bounded in $m, \mu_{j}$ and $\delta_{j}$. In the case that $\delta_{j}$ is polynomially bounded in $m$ and $\mu_{j}$, it is easy to see that by choosing $k_{\epsilon}$ according to (4.15), with probability $(1-\epsilon)$, there is at most $k_{\epsilon}\left(\sqrt{\mu_{j}} h\left(m, \mu_{j}\right)\right.$ packets on any server at any time. If $\delta_{j}$ is not polynomially bounded in $m$ and $\mu_{j}$, we round down each flow size $d_{s r}^{c j}$ to the nearest multiple of $\delta_{j} / m^{2} \mu_{j}$ and denote it by $d_{s r}^{c j}$. This ensures that we have at most $m^{2} \mu_{j}$ distinct values of modified flow sizes. Therefore, we can treat $d_{s r}^{\prime c j}$ as integers in $\left\{0,1, \ldots, m^{2} \mu_{j}\right\}$ and trivially retrieve a schedule for $d_{s r}^{\prime c j}$ by rescaling. Let $\mathcal{S}^{\prime}$ denote this schedule. If we increase the flow sizes from $d_{s r}^{c j}$ to $d_{s r}^{c j}$ in $\mathcal{S}^{\prime}$ by increasing the length of the last matching that flow $(s, r, c, j)$ is scheduled in and achieve schedule $\mathcal{S}$, we can argue that the length of $\mathcal{S}$ and $\mathcal{S}^{\prime}$ differs in at most $\delta_{j}$ amount. This is because there are at most $m^{2} \mu_{j}$ number of flows. Thus, length of $\mathcal{S}$ is at $\operatorname{most}\left(k_{\epsilon}+1\right) \sqrt{\mu_{j}} h\left(m, \mu_{j}\right)$ as $\delta_{j} \leq T_{j}$.

We are now ready to prove Theorem 5.

Proof of Theorem 5. It is easy to see that steps 1-3 of DMA-SRT can be done in polynomial time. By Lemma 13, Steps 4 and 5 of DMA-SRT are also executed in polynomial time. Therefore, DMA-SRT is a polynomial time algorithm.

Moreover, the completion time of each coflow is bounded by $\Delta_{j} / \beta+T_{j}$, since the maximum delay is $\Delta_{j} / \beta$ and the maximum starting time of coflow $c$ is $T_{j}-D^{(c j)}$. Using Lemma 14 , we conclude that the length of the final schedule is at most $O\left(\sqrt{\mu_{j}} h\left(m, \mu_{j}\right)\right)\left(\Delta_{j} / \beta+T_{j}\right)$ with a high probability. Given that both $\Delta_{j}$ and $T_{j}$ are lower bounds for the optimal makespan, the proof is complete.

We now prove Theorem 6 regarding performance of DMA-RT.

Proof of Theorem 6. The proof is similar to proof of Theorem 4. Using DMA-SRT, completion time of job $j$ is $O\left(\sqrt{\mu_{j}} h\left(m, \mu_{j}\right)\right) \times\left(\Delta_{j} / \beta+T_{j}\right)$. Delaying and merging these schedules and applying an argument similar to proof of Lemma 11 and 12, we can conclude that the final solution is
bounded from above by $O(\sqrt{\mu} g(m) h(m, \mu)) \times\left(\Delta / \beta+\max _{j} T_{j}\right)$. Combining this with the fact that both $\Delta$ and $\max _{j} T_{j}$ are lower bounds on the optimal makespan, we can conclude the result.

### 4.9.3 Proofs Related to G-DM

We use $\tilde{C}_{j}$ to denote the optimal solution to LP (4.3) for the completion time of job $j$, and use $\widetilde{\mathrm{OPT}}=\sum_{j} w_{j} \tilde{C}_{j}$ to denote the corresponding objective value. Similarly we use $C_{j}^{\star}$ to denote the optimal completion time of job $j$ in the original job scheduling problem, and use $\mathrm{OPT}=\sum_{j} w_{j} C_{j}^{\star}$. The following lemma establishes a relation between $\widetilde{\text { OPT }}$ and OPT. To prove Theorem 7, we first show the following.

Lemma 15. The optimal value of the $L P, \widetilde{O P T}$, is a lower bound on the optimal total weighted completion time OPT of multi-stage coflow scheduling problem, i.e., $\widetilde{O P T} \leq O P T$.

Proof. It is easy to see that an optimal solution for the original multi-stage job scheduling problem is a feasible solution to LP (4.3) from which the lemma's statement can be concluded.

Lemma 16. If there is an algorithm that generates a feasible job schedule such that for any job $j$, $C_{j}^{A L G}=O(\zeta)\left(T_{j}+\rho_{j}+D_{j}\right)$, then $\sum_{j} w_{j} C_{j}^{A L G}=O(\zeta) \times O P T$, where $C_{j}^{A L G}$ is completion time of job $j$ under the algorithm.

Proof. The proof is similar to the proofs of Lemmas 5 and 6, and Theorem 1 in [76]. We first show the following,

$$
\begin{equation*}
\sum_{j} w_{j} C_{j}^{\mathrm{ALG}}=O(\zeta)\left(\sum_{i \in \overline{\mathcal{M}}} \sum_{\mathcal{J} \subseteq \mathcal{N}} \lambda_{i, \mathcal{J}} f_{i}(\mathcal{J})+\sum_{j \in \mathcal{N}} \eta_{j}\left(T_{j}+\rho_{j}\right)\right) \tag{4.16}
\end{equation*}
$$

for $\eta$ and $\lambda$ as computed in Algorithm 7 in Section 4.6.2. We would like to emphasize that the values of $\eta$ and $\lambda$ at the end of Algorithm 7 constitute a feasible dual solution [76]. Note that the second term in the right hand side of inequality (4.16) is the optimization objective in the Dual LP (4.5). Therefore, from weak duality (as $\eta$ and $\lambda$ constitute a feasible dual solution), we can
conclude that $\sum_{j} w_{j} C_{j}^{\mathrm{ALG}}=O(\zeta) \times \mathrm{OPT}$. To show Inequality (4.16), first note that

$$
\begin{equation*}
w_{j}=\eta_{j}+\sum_{i \in \overline{\mathcal{M}}} \sum_{k \geq j} d_{i}^{j} \lambda_{i, k}, \tag{4.17}
\end{equation*}
$$

where, with a slight abuse of notation, $\lambda_{i, k}=\lambda_{i, \mathcal{N}^{\prime}}$ when $\mathcal{N}^{\prime}=\{1,2, \ldots, k\}$. Equation (4.17) is correct as job $j$ is added to the permutation in Algorithm 7 only if Constraint (4.5b) gets tight for this job. Therefore by the lemma's assumption,

$$
\sum_{j} w_{j} C_{j}^{\mathrm{ALG}}<O(\zeta)\left(\sum_{j}\left(\eta_{j}+\sum_{i \in \overline{\mathcal{M}}} \sum_{k \geq j} d_{i}^{j} \lambda_{i, k}\right)\left(T_{j}+\rho_{j}+D_{j}\right)\right)
$$

We first bound the term $\sum_{j} \eta_{j}\left(T_{j}+\rho_{j}+D_{j}\right)$. Note that for every job $j$ that has a nonzero $\eta_{j}$, $T_{j}+\rho_{j}>d_{\phi(j)}=D_{j}$. Therefore,

$$
\begin{equation*}
\sum_{j} \eta_{j}\left(T_{j}+\rho_{j}+D_{j}\right)<2 \sum_{j} \eta_{j}\left(T_{j}+\rho_{j}\right) \tag{4.18}
\end{equation*}
$$

To bound the term $\sum_{j} \sum_{i \in \overline{\mathcal{M}}} \sum_{k \geq j} d_{i}^{j} \lambda_{i, k}\left(T_{j}+\rho_{j}+D_{j}\right)$, note that for every set $\mathcal{N}^{\prime}=\{1,2, \ldots, k\}$ with nonzero $\lambda_{i, k}$, we have $T_{j}+\rho_{j} \leq d_{\phi(k)}=D_{j}$. Therefore,

$$
\begin{align*}
& \sum_{j} \sum_{i \in \overline{\mathcal{M}}} \sum_{k \geq j} d_{i}^{j} \lambda_{i, k}\left(T_{j}+\rho_{j}+D_{j}\right) \leq 2 \sum_{j} \sum_{i \in \overline{\mathcal{M}}} \sum_{k \geq j} d_{i}^{j} \lambda_{i, k} D_{j} \\
& \leq 2 \sum_{k} \sum_{i \in \overline{\mathcal{M}}} \lambda_{i, k} D_{k} \sum_{j \leq k} d_{i}^{j} \leq 2 \sum_{k} \sum_{i \in \overline{\mathcal{M}}} \lambda_{i, k} D_{k}^{2}  \tag{4.19}\\
& \stackrel{\star}{\leq} 4 \sum_{i \in \overline{\mathcal{M}}} \sum_{\mathcal{J} \subseteq \mathcal{N}} \lambda_{i, \mathcal{J}} f_{i}(\mathcal{J}),
\end{align*}
$$

where, Inequality $(\star)$ is by (4.4) and the fact that $\lambda_{i, \mathcal{J}}$ is only nonzero for the sets of the form $\mathcal{J}=1,2, \ldots, k$ for some $k$. Combining (4.18) and (4.19), Inequality (4.8) is derived.

Proof of Theorem 7. Recall that $\tilde{C}_{j}$ is the optimal completion time of job $j$ according to the LP (4.3). Let $\widehat{C}_{j}$ denote the actual completion time of job $j$ under G-DM. Also, let $l_{j}$ be the index of
the group to which job $j$ belongs based on (4.7). Let $j_{b}$ be the last job in group $b$, and $T_{b}$ be the maximum size of critical paths of jobs in group $b$. Also let $\mathcal{T}^{\left(\mathcal{J}_{b}\right)}$ be the amount of time spent on processing all the jobs in $\mathfrak{J}_{b}$. Then,

$$
\begin{align*}
\widehat{C}_{j} & \stackrel{(1 \star)}{\leq} \max _{k \in b, b \leq l_{j}} \rho_{k}+\sum_{b=0}^{l_{j}} \mathcal{T}^{\left(\mathcal{J}_{b}\right)} \\
& \stackrel{(2 \star)}{\leq} \max _{k \in b, b \leq l_{j}} \rho_{k}+O(\mu g(m)) \sum_{b=0}^{l_{j}}\left(D_{j_{b}}+T_{b}\right) \\
& \stackrel{(3 \star)}{\leq} a_{l_{j}}+O(\mu g(m)) \sum_{b=0}^{l_{j}} a_{b}, \tag{4.20}
\end{align*}
$$

where $g(m)=\log (m) / \log (\log (m))$. Inequality $(1 \star)$ bounds the completion time of job $j$ with sum of two terms: the first term is the maximum release time of the jobs in the first $l_{j}$ groups (note that $\max _{k \in b, b \leq l_{j}} \rho_{k}$ can possibly be greater than $\rho_{j}$ ); The second term is the total time the algorithm spends on scheduling jobs of previous groups plus the time it spends on scheduling $\mathcal{J}_{l_{j}}$. Lemma 12 implies inequality ( $2 \star$ ), and inequality ( $3 \star$ ) follows from the fact that $\max _{k \in b, b \leq l_{j}} \rho_{k} \leq a_{l_{j}}$, and $D_{b}$ and $T_{b}$ are both bounded by $a_{b}$ for every job $k \in \mathcal{J}_{b}$. From (4.6),

$$
\begin{equation*}
\sum_{b=0}^{l_{j}} a_{b}=\gamma \sum_{b=0}^{l_{j}} 2^{b}=\gamma 2^{\left(l_{j}+1\right)}-1<2 a_{l_{j}} \tag{4.21}
\end{equation*}
$$

Combining (4.20) with (4.21), and the fact that $a_{l_{j-1}}=a_{l_{j}} / 2$,

$$
\widehat{C}_{j}<O(\mu g(m)) a_{l_{j-1}} \stackrel{(4 \star)}{<} O(\mu g(m))\left(T_{j}+\rho_{j}+D_{j}\right)
$$

where ( $4 \star$ ) is because $T_{j}+\rho_{j}+D_{j}$ falls in $\left(a_{l_{j}-1}, a_{l_{j}}\right]$. This inequality combined with Lemma 16 implies that

$$
\sum_{j} w_{j} \widehat{C}_{j} \leq O(\mu \log (m) / \log (\log (m))) \times \mathrm{OPT}
$$

# Chapter 5: Max-Min Fairness of Completion Times for Multi-Task Job Scheduling 

### 5.1 Introduction

Distributed computing platforms, such as MapReduce [4], Dryad [5], Spark [14], etc., have been widely adapted for large-scale data processing in cloud and computing clusters. The data set is typically distributed among a set of servers, and processed by executing a job consisting of a set of tasks in servers. The tasks are typically processed in the servers where their input data is stored (a.k.a data locality) [4]. The collective behavior of tasks is more important than each of the tasks individually, as the job can be completed, or moved to another computation stage, only when all of its tasks finish their processing [4, 5, 14].

Jobs from a wide range applications and different users can coexist in the same cluster, and often have diverse tasks and processing requirements. Efficient and fair allocation of the cluster's resources among jobs is crucial to guarantee their timely completions. This has been amplified by the increasing complexity of workloads, i.e., from traditional batch jobs, to queries, graph processing, streaming, machine learning jobs, etc., that all need to share the same cluster, and often have very different latency and priority requirements. For example, analysis of a Google cluster's trace in [122] shows a diverse mix of jobs in the same cluster, ranging from latency-tolerant jobs ( $\sim 24 \%$ ) to latency-sensitive jobs ( $\sim 42 \%$ ).

Fair allocation of resources in shared clusters among applications and organizations has been studied in, e.g., [123, 124, 125], where the cluster's resources are usually divided among different applications through some notion of fairness, e.g. DRF (Dominant Resource Fair) [123]. The scheduler then manages queues of tasks for applications and schedules their tasks. For example, Hadoop [90] reserves resources by launching containers or virtual machines in servers. Each
container reserves memory and CPU for processing a task at a time. The Hadoop scheduler uses FIFO scheduling or memory-based DRF [126]. However, these schedulers ignore the completion times of jobs and their latency requirements when allocating resources. Assigning priorities can alleviate this problem, however priorities are typically assigned to applications manually [127], and it is not clear how to assign priorities to jobs (and their tasks) dynamically, based on the existing jobs in the cluster and their sensitivities to latency. Further, application priority in Hadoop is supported only for FIFO scheduling [127].

Despite the vast research on scheduling algorithms (see Related Work), theoretical study of fairness with focus on sensitivities of jobs to latency is very limited. Moreover, prior work is mainly based on simple models that assume each job is only one task (ignoring dependency among tasks and their collective impact on the job's completion time), or tasks are processed on any server arbitrarily (ignoring data locality).

In this chapter, we consider a multi-task job scheduling model that captures such features. Each job consists of a set of tasks whose completion time is determined by the completion time of its last task. As in [128, 129], to capture latency-sensitivity, we consider a utility for each job as a function of its completion time. For example, a highly latency-sensitive job can specify a utility function that decays rapidly to zero as its completion time increases. We consider the notion of max-min fairness which is one of the most widely used resource allocation mechanisms [130, 131, 132]. Our objective is to schedule tasks in a way that achieves max-min fairness among jobs' utilities, i.e., maximize the worst utility across all the jobs, then maximize the second-worst utility without affecting the worst utility, and so on. We refer to this problem as max-min fair scheduling. Note that this implies that at the optimal solution, we cannot increase the utility of any job without hurting the utility of some job with smaller or equal utility.

We also would like to mention that the max-min fair scheduling problem for our multi-task job model is of interest from theoretical point of view. As we see later, our model can be reduced to the three scheduling problems considered in the literature to achieve max-min fairness for jobs and
coflows ${ }^{1}$ considered in [129, 133, 134]. Hence, all the three problems are at least as hard as our problem.

### 5.1.1 Related Work

There has been much work on fair scheduling in data centers, e.g. [125, 123, 124, 128, 135, 133, 129, 136, 137]. They mostly consider fair resource allocation to guarantee properties such as sharing-incentive among users of a shared cloud [125, 123, 124], with little focus on the sensitivity of jobs to their completion times, or consider heuristics for different notions of fairness for maximizing total utility [135], meeting deadlines [137], or fair resource assignment to each job [136]. Generating proper utility functions based on jobs' priorities and completion times was studied in [128]. In [135], a Risk-Reward heuristic was presented where scheduling decisions are made based on the cost of reallocating resources and future utility gain. The max-min fairness of job utilities were studied in $[129,133]$, however, their models assume each job has only one task and the cloud cluster is one large pool for each resource type. Moreover, in their solution, a job can be allocated different resource types in different unrelated time slots, as opposed to having all its required resources available at the same time. Further, despite their plausible algorithms that try to solve the problem optimally, we show in this chapter that the problems are NP-hard in a strong sense.

Our model is closely related to the concurrent open shop model [138, 139, 140, 75] in scheduling literature. Minimizing the (weighted) average completion time of jobs in this model has been widely studied, with several approximation algorithms in [139, 140, 75]. However, to the best of our knowledge, there is no theoretical result on max-min fairness in this model.

Max-min fair is one of the most widely used notions of fairness [130, 131, 132]. Moreover, the use of utilities and the network utility maximization for rate allocation in communication networks has been extensively studied (e.g. see [141] and references therein). However, the results cannot be extended to max-min fair job scheduling in data centers. The max-min fair optimization is not a

[^5]single-objective optimization, as we aim to optimize a vector of objective functions (utilities) in the sense of max-min fairness. Multi-objective optimization programs have been widely studied and different methods have been developed to solve these problems efficiently in special cases [142, 143, 144]. However, as we show, solving the multi-objective optimization in our setting is a hard problem (NP-hard). In [144], existence and computation of a set of equivalent weights was studied which enable the conversion of a given multi-objective optimization to a single-objective optimization. We use this method in this chapter to study the performance of one of our proposed algorithms.

We would like to mention that, there exist well-established techniques to estimate tasks' durations to the scheduler, based on the history of prior runs for recurring jobs, using tasks' peak demands, or measuring statistics from the first few tasks in each job, see [145, 146]. Hence, throughout the chapter, we assume that tasks' processing times are known.

### 5.1.2 Main Contributions

Our main contributions can be summarized as follows:

- NP-Hardness of Max-Min Fair Scheduling: We first show that it is NP-hard to optimally solve the max-min fair scheduling problem. We actually prove a stronger complexity result. Given $n$ multi-task jobs in a cluster of machines, it is NP-hard to find a schedule in which even the first $O\left(n^{\epsilon}\right) \ll n$ number of jobs, for any $\epsilon>0$, conform to their optimal max-min fair solution. Further, we conclude that the scheduling problems considered in $[129,133,134]$ are NP-hard.
- Approximation Algorithms: We define two notions of approximation solutions for this problem: one based on finding a constant number of elements of the max-min fair vector, and the other based on a single-objective optimization whose solution gives the max-min fair vector. We develop scheduling algorithms, using dynamic programming and random perturbation of tasks' processing times, that provide guarantees under both notions of approximation solutions.
- Empirical Evaluation: We use a real traffic trace from a large Google cluster to verify that our algorithms in fact perform very well compared to other scheduling policies.

This chapter is based on the results published in the paper [147].

### 5.2 Model and problem statement

Cluster and Job Model: We consider a cluster of $m$ machines, denoted by the set $M=$ $\{1, \ldots, m\}$. Each machine can be thought of as a container or virtual machine [90] that can process one task at a time. There is a collection of $n$ jobs, denoted by the set $N=\{1, \ldots, n\}$. Each job $j \in N$ consists of up to $m$ different tasks that need to be processed on different machines. Each task requires a specific processing time from its corresponding machine ${ }^{2}$. Specifically, the task of job $j$ on machine $i$, denoted by task $(i, j)$, requires a processing time $p_{i j} \geq 0$ from machine $i$. For each job $j$, we use $M_{j} \subseteq M$ to denote the subset of machines that contain tasks of job $j$, i.e., $p_{i j}>0$ for each $i \in M_{j}$. Without loss of generality, we assume processing times of all non-zero tasks are integer numbers and the smallest processing time is at least one. This can be done by defining a proper time unit and representing the tasks' processing times using integer multiples of this unit.

Tasks are independent of each other in the sense that tasks of the same job can be processed in parallel on their corresponding machines. However, a job is completed only when all of its tasks finish their processing. Define $C_{i j}$ to be the completion time of task $(i, j)$. Then, the completion time of job $j$, denoted by $C_{j}$, is given by

$$
\begin{equation*}
C_{j}=\max _{i \in M_{j}} C_{i j} . \tag{5.1}
\end{equation*}
$$

This model is known as the concurrent open shop problem [138, 139, 140, 75] in scheduling literature. The total time that it takes to complete all the jobs in $N$ is called makespan and is denoted by $\tau^{(N)}$. Note that by definition $\tau^{(N)}=\max _{j \in N} C_{j}$. It is easy to see that any valid schedule that does not leave a machine idle, unless it has completed all its corresponding tasks, achieves the

[^6]optimal makespan which is equal to
\[

$$
\begin{equation*}
\tau^{(N)}=\max _{i \in M} \sum_{j \in N} p_{i j} \tag{5.2}
\end{equation*}
$$

\]

Max-Min Fair Objective: As in $[128,129]$, we assume each job $j$ specifies a utility $U_{j}\left(C_{j}\right)$, which is a function $U_{j}(\cdot)$ of its completion time $C_{j}$, and captures its sensitivity to its completion time. Since each job prefers an earlier completion time, the utility function is assumed to be decreasing (with respect to the completion time). We further assume that the utility function is Lipschitz continuous (i.e., its first derivative is bounded). To define our max-min fairness, we first define the lexicographic order for two given vectors [148], as follows.

Definition 10 (Lexicographic Order). Let $X=\left(X_{1}, \cdots, X_{k}\right)$ and $Y=\left(Y_{1}, \cdots, Y_{k}\right)$ be two vectors of length $k$. Sort elements of $X$ and $Y$ in a non-decreasing order and denote the corresponding vectors by $\bar{X}$ and $\bar{Y}$, respectively. We write $X>Y$, and say $X$ is lexicographically greater than $Y$, if $\bar{X}_{i}>\bar{Y}_{i}$ for the first $i$ that $\bar{X}_{i}$ and $\bar{Y}_{i}$ differ. Consequently, we write $X \geq Y$ and say vector $X$ is not lexicographically smaller than $Y$ if $\bar{X}=\bar{Y}$ or $X>Y$.

Our objective is to schedule jobs (their tasks) in a way that achieves the max-min fairness across the vector of jobs' utilities. In other words, we wish to maximize the worst (minimum) job utility across all the jobs, and then sequentially maximize the next-worst utility without affecting the previous-worst utility, and so on. Formally, let $C=\left(C_{1}, \cdots, C_{N}\right)$ be the vector of completion times of jobs in set $N$ and define $U(C)=\left(U_{1}\left(C_{1}\right), \cdots, U_{N}\left(C_{N}\right)\right)$. We seek to schedule jobs in a way that the optimal completion time vector, denoted by $C^{\star}$, has the property that the vector $U\left(C^{\star}\right)$ is lexicographically greater than $U(C)$ for any other valid scheduling of jobs with completion time vector $C$, i.e., $U\left(C^{\star}\right) \geq U(C)$. Note that by Definition 10 , the sorted optimal vector $\bar{U}\left(C^{\star}\right)$ is unique.

Preemptive vs Non-preemptive Scheduling: The scheduling algorithm could be preemptive or non-preemptive. In a non-preemptive algorithm, a task cannot be preempted once it starts its processing on its corresponding machine, while in a preemptive algorithm, a task may be preempted
and resumed later on the same machine.

### 5.3 Lexicographic Max-Min Fair Schedule and NP-hardness

In this section, we first characterize the structure of optimal schedules for max-min fair problem. Then we show a strong result regarding NP-hardness of finding the optimal schedule.

### 5.3.1 Structure of Optimal Schedule

In a non-preemptive schedule (Section 5.2), tasks on each machine are processed according to some order. We say a task is at position $l, l=1, \cdots, n$, on machine $i$ if it is the $l$-th task that is completed in machine $i$. Hence, to fully describe a non-preemptive schedule, it is sufficient to specify a permutation $\pi_{i}$ for each machine $i, i \in M$, as formally defined below.

Definition 11 (Permutation of Tasks on Machine i). Given a set of jobs $N=\{1,2, \ldots, n\}$ and a valid non-preemptive schedule on machine $i$, a permutation $\pi_{i}: N \rightarrow\{1,2, \ldots, n\}$ is a one-to-one mapping of jobs to positions $\{1,2, \ldots, n\}$ according to which their tasks on machine $i$ are completed.

Hence $\pi_{i}(j)$ determines the position of job $j$ 's task on machine $i$. Note that some jobs might not have any tasks on machine $i$. For these jobs, we consider tasks with zero processing time on machine $i$. These zero-processing tasks do not contribute to the completion times of jobs and their utilities; nevertheless, including them in Definition 11 will make the future arguments easier. The following theorem characterizes the structure of optimal solution.

Theorem 8. Any optimal schedule for max-min fair problem can be converted to another optimal schedule in which all the tasks are scheduled in a non-preemptive fashion, according to the same permutation on all the machines.

Proof Overview. Given any optimal schedule, we construct a non-preemptive schedule, with identical permutation for all machines: Starting from the last job (the job with the largest completion
time) in the given solution, we move all its tasks to the end of the schedule in their corresponding machines, and sequentially do this for all the jobs. We omit the details.

Hence, by Theorem 8, in order to find an optimal solution, it is sufficient to only consider non-preemptive schedules with the same permutation of jobs $\pi_{i}=\pi$ on all machines $i \in M$.

### 5.3.2 NP-Hardness

Next, we show that finding an optimal solution to the max-min fair scheduling is NP-hard. In fact, we prove a stronger complexity result. Before stating the result, we make the following definition.

Definition $12(f(n)$-max-min fair). Let $\bar{U}(C)$ denote the sorted utility vector corresponding to completion time vector $C$. We say a solution $C$ is $f(n)$-max-min fair, if the first $f(n)$ elements of $\bar{U}(C)$ match the first $f(n)$ elements of $\bar{U}\left(C^{\star}\right)$ where $C^{\star}$ is completion time vector for some optimal solution.

Consider any increasing function $f(n) \leq n$ for which $f^{-1}(n)$ is bounded by a polynomial in $n$. We show that it is NP-hard to find a schedule (or equivalently a permutation of jobs by Theorem 8) for which the first $f(n)$ elements of the sorted utility vector matches the first $f(n)$ elements of the sorted max-min fair utility vector. We state the result in the following theorem.

Theorem 9. Given a set of machines $M=\{1, \ldots, m\}$ and a set of jobs $N=\{1, \ldots, n\}$, scheduling jobs to achieve $f(n)$-max-min utility optimal is NP-hard, for any increasing function $f(n)$ for which $f^{-1}(n)$ is polynomially bounded in $n$. The result holds even if all the utility functions are the same, i.e., $U_{j}\left(C_{j}\right)=U\left(C_{j}\right), \forall j \in N$.

For instance, Theorem 9 holds for any sublinear function $f(n)=n^{\epsilon}$, for any $\epsilon \in(0,1]$, but not for $f(n)=\log (n)$.

In the case of identical utility functions, $U_{j}\left(C_{j}\right)=U\left(C_{j}\right), \forall j \in N$, it is easy to observe that "max-min" fairness among utilities is equivalent to "min-max" among the completion times. In
the latter problem, we minimize the largest completion time across the jobs, and then successively minimize the next largest completion time as long as it does not affect the previous largest completion time, and so on. We formally state this fact in the following lemma.

Lemma 17. In the case that $U_{j}\left(C_{j}\right)=U\left(C_{j}\right), \forall j \in N$, max-min fairness among utilities is equivalent to min-max of completion times.

Proof. Given that the utility function $U($.$) is not increasing, the result is immediate.$

Proof of Theorem 9. We prove the theorem for the special case when all jobs' utility functions are the same. This implies NP-hardness of the problem for general cases with any non-increasing utility functions. To prove this, we use a reduction from the Minimum Vertex Cover Problem which is known to be NP-hard [149]. An instance $I$ of Minimum Vertex Cover Problem is given by a graph $G=(V, E)$, where the goal is to find a minimum cardinality set of vertices $W \subset V$ such that each edge $e \in E$ is incident to at least one vertex of $W$. We use $\operatorname{VC}(G)$ to denote the cardinality of $W$. We map this instance to an instance $I^{\prime}$ of the problem of $f(n)$-min-max completion times using a polynomial time procedure.

Instance $I^{\prime}$ has $m=|E|+n^{\prime}$ machines, one for each edge $e \in E$, plus $n^{\prime}$ extra machines to be specified shortly, and $n=|V|+n^{\prime}$ jobs, one for each vertex $v \in V$ and extra $n^{\prime}$ jobs. Let $d_{v}$ denote the degree of vertex $v$ in $G$. For each vertex $v \in V$, we consider a job $j(v)$ consisting of $d_{v}$ tasks $(j(v), e)$, such that $p_{j(v) e}=1$ if edge $e \in E$ is incident to $v$, and 0 otherwise. We refer to these jobs as vertex jobs. The remaining $n^{\prime}$ jobs, each has a unit-sized task on one of the last $n^{\prime}$ machines, such that each of the $n^{\prime}$ machines only has one task to process. We refer to these jobs as dummy jobs. We choose $n^{\prime}=f^{-1}(|V|)-|V|$. Note that $f(|V|) \leq|V|$ and $f$ is an increasing function (and so is $f^{-1}$ ), therefore, $n^{\prime} \geq 0$. At the end of this construction, each machine has either 1 or 2 tasks to process; hence, all the jobs can be scheduled in two time slots. Consider a schedule with the following properties: (1) it finishes all the jobs using two time slots, (2) all the $n^{\prime}$ dummy jobs are completed in the first time slot Note that the set of tasks completed in the second time slot belong to a set of vertex jobs. This set of vertex jobs creates a vertex cover for $G$, because each of the first
$|E|$ machines has to process some task from these jobs in the second time slot.
Note that by the choice of $n^{\prime}$,

$$
\begin{equation*}
f(n)=f\left(|V|+n^{\prime}\right)=f\left(f^{-1}(|V|)\right)=|V|>\operatorname{VC}(G) . \tag{5.3}
\end{equation*}
$$

Out of the first $f(n)=V$ jobs in the sorted completion time vector, some jobs have completion time equal to 2 and some jobs have completion time equal to 1 . To find the $f(n)$-min-max vector, we therefore need to minimize the number of jobs completed in the second time slot, which is equivalent to finding the minimum vertex cover of $G$. Note that the remaining jobs correspond to an independent set in graph $G$, and hence all their tasks can be scheduled in the first time slot. However, it is NP-hard to find the minimum vertex cover of graph $G=(V, E)$ [149].

As a result of Theorem 9, we can conclude that the max-min fairness problem for single-task jobs considered in [129] (see Section 5.1.1 for more details) and the max-min fairness scheduling of coflows considered in [134] are both NP-hard problems, that were not shown before. The proof is based on reduction of our problem to these scheduling problems. The details are omitted.

Corollary 3. The max-min fair scheduling problems considered in [129, 133, 134] are NP-hard.

### 5.4 Defining Approximation Solutions

In single-objective optimization, in case the problem is NP-hard, we try to find approximation algorithms, which run in polynomial time, and can return a solution with provable guarantee on its distance from the optimal solution (e.g., approximation ratio) [150]. However, the optimization problem in our setting is not a single-objective optimization, as we aim to optimize a vector of objective functions in the sense of max-min fairness. Consequently, given that finding the optimal vector solution to our problem is NP-hard (Theorem 9), it is not clear how to define the approximation algorithms in our setting. In this section, we describe two possible definitions for approximation solutions. We focus on the case that all jobs' utility functions are the same, i.e., $U_{j}\left(C_{j}\right)=U\left(C_{j}\right), j \in N$. Recall that by Lemma 17, this is equivalent to the problem of min-max
of completion times, which is still NP-hard by Theorem 9. In Section 5.6, we discuss possible extensions to unequal utility functions.

### 5.4.1 k-Min-Max Fair Approximation

A natural way of extending the idea of approximation ratio is through $\alpha n$-min-max, for some $\alpha<1$, based on $f(n)=\alpha n$ in Definition 12. We can attempt to find an approximate algorithm (schedule) such that the first $\alpha n$ elements of its corresponding sorted completion time vector matches the first $\alpha n$ elements of the sorted min-max vector. However, Theorem 9 implies that even finding such a schedule is NP-hard for any constant $\alpha>0$. Therefore, we ask for less, and consider finding the first $k$ elements of the sorted optimal vector, for a fixed constant $k<n$.

### 5.4.2 Single-Objective Approximation

The second approach could be to formulate a single-objective optimization whose optimal solution coincides with the min-max vector. We can then use this single-objective optimization to measure the quality of an approximation solution to the min-max problem. We describe one such formulation based on an integer program.

An Equivalent Integer Program (IP). We formulate an Integer Program based on minimization of the total weighted completion times of jobs. In traditional minimization of total weighted completion times $[139,140,75]$, each job $j$ has a positive fixed weight $w_{j}$ and the objective is to minimize $\sum_{j \in N} w_{j} C_{j}$. The optimization that we consider here is different as the weights of jobs are not fixed in advance and depend on their positions in permutation. Formally, for any position $l \in\{1,2, \ldots, n\}$ and any job $j \in N$, we define a binary variable $x_{l j}$ which is 1 if $j o b j$ is the $l$-th job to complete in the schedule, and 0 otherwise. In view of Definition $11, x_{l j}=1$ is equivalent to having $\pi(j)=l$, when $\pi_{i}(j)=\pi(j)$ for all $i \in M$. We refer to $\left\{x_{l j}\right\}$ as permutation variables. Each position $l \in\{1,2, \ldots, n\}$ is assigned a non-negative weight $w_{l}$. Define $C^{(l)}$ to be the completion
time of the $l$-th job completed in the schedule

$$
\begin{align*}
\text { (IP) } \min & \sum_{l=1}^{n} w_{l} C^{(l)}  \tag{5.4a}\\
& C^{(l)} \geq \sum_{s=1}^{l} \sum_{j \in N} p_{i j} x_{s j}, i \in M, 1 \leq l \leq n  \tag{5.4b}\\
& \sum_{l=1}^{n} x_{l j}=1, j \in N  \tag{5.4c}\\
& \sum_{j \in N} x_{l j}=1,1 \leq l \leq n  \tag{5.4d}\\
& x_{l j} \in\{0,1\}, 1 \leq l \leq n, j \in N \tag{5.4e}
\end{align*}
$$

Constraint (5.4b) is based on the definition of permutation variables and the fact that the completion time of the $l$-th job is greater than completion time of its task on any machine $i$. Constraints (5.4c) and $(5.4 \mathrm{~d})$, capture the requirement that each job is assigned to a position, and each position is assigned to a job, respectively. Let $C^{\star(l)}$ denote the value of completion time of the $l$-th job in an optimal solution to (IP). Observe that by the minimization objective, for any job there is a machine for which Constraint (5.4b) turns to equality at the optimal solution. Let $i^{\star}$ denote the machine for which $C^{\star(l-1)}=\sum_{s=1}^{l-1} \sum_{j \in N} p_{i^{\star} j} x_{s j}^{\star}$. Then, as a result of Constraint (5.4b) on machine $i^{\star}$ for the $l$-th job we have,

$$
C^{\star(l)} \geq \sum_{s=1}^{l} \sum_{j \in N} p_{i^{\star} j} x_{s j}^{\star} \geq \sum_{s=1}^{l-1} \sum_{j \in N} p_{i^{\star} j} x_{s j}^{\star}=C^{\star(l-1)} .
$$

This implies that $C^{\star(1)} \leq \cdots \leq C^{\star(n)}$, i.e. the values of $C^{\star(l)}$ are consistent with our definition of jobs' positions $l=1, \cdots, n$. However, since a job $l$ with no task on a machine $i$ is assumed to have a task with zero processing time on that machine, and Constraint (5.4b) is on all machines $i \in M$, the completion time of the job may be dominated by one of its zero-processing tasks. This can result in a larger value for $C^{\star(l)}$ than the actual completion time of the $l$-th job in the schedule according to (5.1). We need to show that $C^{\star(l)}$ is indeed the completion time of the $l$-th job in the schedule.

Lemma 18. For any job $h$ and its corresponding position $l$ (i.e., $x_{l h}^{\star}=1$ ) in an optimal solution to IP (5.4),

$$
C_{h}=C^{\star(l)}=\sum_{s=1}^{l} \sum_{j \in N} p_{i^{\star} j} x_{s j}^{\star}, \text { for some } i^{\star} \in M_{h} .
$$

Therefore, $C^{\star(l)}$ is indeed the completion time of job $h$ in the schedule corresponding to optimal permutation variables $x_{l j}^{\star}$ (or its corresponding job permutation $\pi^{\star}$ ).

The proof of Lemma 18 is based on a contradiction argument and optimality of $C^{\star}$.

Proof. For purpose of contradiction, assume that the lemma statement does not hold for some $l$, i.e. completion time of $l$-th job, job $h$, happens at machine $i^{\star}$ for which $p_{i^{\star} h}=0$. In other words, $x_{l h}^{\star}=1, C^{\star(l)}=\sum_{s=1}^{l} \sum_{j \in N} p_{i \star j} x_{s j}^{\star}$, and $i^{\star} \in M \backslash M_{h}$. We further assume that there is no machine in $M_{h}$ at which completion time of job $h$ happens and $i^{\star}$ is unique. Denote by $m$ the machine in $M_{h}$ that task $p_{h m}$ has the maximum completion time $C_{m h}^{\star}$, i.e., $m=\arg \max _{i \in M_{h}} \sum_{s=1}^{l} \sum_{j \in N} p_{i j} x_{s j}^{\star}$. Therefore, $C_{m h}^{\star}<C_{h}^{\star}=C^{\star(l)}$.

Moreover, let $l^{\prime}<l$ denotes the largest position of some job, say $k$, whose task at machine $i^{\star}$ is non-zero, i.e., $x_{l^{\prime} k}^{\star}=1$ and $p_{i^{\star} k}>0$. Then the following inequality holds.

$$
C^{\star\left(l^{\prime}\right)} \geq \sum_{s=1}^{l^{\prime}} \sum_{j \in N} p_{i^{\star} j} x_{s j}^{\star}=\sum_{s=1}^{l} \sum_{j \in N} p_{i^{\star} j} x_{s j}^{\star}=C^{\star(l)},
$$

Given that $C^{\star\left(l^{\prime}\right)} \leq C^{\star(l)}$ (by optimality of the solution), we conclude that $C^{\star\left(l^{\prime}\right)}=C^{\star(l)}$. By changing the positions of jobs $h$ and $k$, and using $C$ for the new completion times, we have the following:

$$
C^{\left(l^{\prime}\right)}=C_{h} \leq \max \left\{C_{m h}^{\star}, C^{\star\left(l^{\prime}\right)}-p_{i^{\star} k}\right\}<C_{h}^{\star}=C^{\star(l)} .
$$

Furthermore, completion time of job $k$ is equal to $C^{(l)}=C_{k}=C^{\star\left(l^{\prime}\right)}$, therefore, we can decrease the objective function of IP (5.4) using the updated permutation. This suggests that the solution is not optimal which is a contradiction.

In the case that $i^{\star}$ is not unique, we denote the set of such machines by $I$. We then choose $l^{\prime}$ to be the largest position $<l$ of some job, say $k$, whose task at machine $i^{\star} \in I$ is non-zero, i.e., $p_{i^{\star} k}>0$. The rest of the proof is similar. This completes the proof.

Next, we show that by an appropriate choice of weights $w_{l}, l=1,2, \ldots, n$, we can force the optimal solution to IP (5.4) to coincide with the optimal min-max vector of completion times. Recall the definition of $\tau^{(N)}$ in (5.2). The following lemma states the result for non-trivial instances of min-max problem.

Lemma 19. Let $w_{0}=\left(\tau^{(N)}\right)^{n}$ and assume that $\tau^{(N)} \geq 2$ and $n \geq 3$. The optimal solution to IP (5.4) is an optimal solution for min-max problem if we set $w_{l}=w_{0}^{l}$.

Proof Overview. Consider an optimal solution $C^{\star(l)}, l=1, \cdots, n$, to IP (5.4), and let $\tilde{C}^{(l)}$ be the completion time of the $l$-th job in a min-max solution. The proof is by contradiction. Suppose $\left\{C^{\star(l)}\right\}_{l=1}^{n}$ is not a min-max optimal solution. Then, it follows that there must exist some position $l, 1 \leq l \leq n$, for which the following relation holds,

$$
\begin{aligned}
& C^{\star\left(l^{\prime}\right)}=\tilde{C}^{\left(l^{\prime}\right)} \forall l^{\prime}>l, \\
& C^{\star\left(l^{\prime}\right)}>\tilde{C}^{(l)} \text { for } l^{\prime}=l, \\
& C^{\star\left(l^{\prime}\right)}<\tilde{C}^{\left(l^{\prime}\right)} \forall l^{\prime}<l .
\end{aligned}
$$

We then proceed to show that by the choice of weights as in the lemma's statement, even if the completion time of the $l$-th job, $C^{\star(l)}$ is greater than $\tilde{C}^{(l)}$ by only one time unit, we get $\sum_{l^{\prime}=1}^{l} w_{l^{\prime}} C^{\star\left(l^{\prime}\right)}>\sum_{l^{\prime}=1}^{l} w_{l^{\prime}} \tilde{C}^{\left(l^{\prime}\right)}$, which contradicts the optimality of $\left\{C^{\star(l)}\right\}_{l=1}^{n}$ for IP (5.4). We omit the details.

Note that the total number of bits required to represent the weights in Lemma 19 is polynomially bounded in the problem input. Specifically, the number of bits required to represent the largest weight $w_{n}$ is $O\left(n^{2} \log \tau^{(N)}\right)$, therefore we need at most $O\left(n^{3} \log \tau^{(N)}\right)$ bits to represent all the weights.

### 5.5 Approximation Algorithms for Equal Utility Functions

In this section, we consider the case where all jobs' utility functions are the same. Before presenting our scheduling algorithms, we describe a set of permutations that contains an optimal schedule. Recall that for each job $j \in N, M_{j}$ denotes the set of machines for which $p_{i j}>0$.

Lemma 20. Consider the problem of finding the optimal min-max solution of jobs' completion times. For any two jobs $h$ and $k, 1)$ If $p_{i, h} \leq p_{i, k}, \forall i \in M_{h} \cap M_{k}$, then there is an optimal schedule that job $h$ precedes job $k$ in the permutation. 2) If $p_{i, h}=p_{i, k}=p, \forall i \in M_{h} \cap M_{k}$, then there is an optimal schedule that jobs $h$ and $k$ are adjacent in the permutation.

Proof. The proofs of both statements are based on exchange arguments. We omit the proof of the first statement. For proof of the second statement, consider an optimal solution with the same job permutation on all the machines (Recall Theorem 8). Assume that there are $R>0$ jobs between job $h$ and $k$ in the permutation. Let denote by $C_{h}, C_{k}$, and $C_{r}$ for $r=1, \ldots, R$ completion times of job $h$, completion time of job $k$, and completion time of the $r$-th job that is between jobs $h$ and $k$, respectively. Therefore, the optimal permutation is $\pi^{\star}=(\ldots, h, 1,2, \ldots, R, k, \ldots)$ and the optimal completion time vector can be written as

$$
\begin{equation*}
\left[\ldots, C_{h}, C_{1}, C_{2}, \ldots, C_{R}, C_{k}, \ldots\right]^{T} \tag{5.5}
\end{equation*}
$$

We now show that one of the two following permutations in which jobs $k$ and $h$ are incident is also an optimal permutation.

$$
\begin{aligned}
& \pi_{1}=(\ldots, h, k, 1,2, \ldots, R, \ldots) \\
& \pi_{2}=(\ldots, 1,2, \ldots, R, k, h, \ldots)
\end{aligned}
$$

Assume that $\pi_{1}$ is not optimal. The corresponding sorted completion time vector for this per-
mutation is

$$
\left[\ldots, C_{h}, C_{h}+p, C_{1}+p, C_{2}+p, \ldots, C_{R}+p, \ldots\right]^{T} .
$$

Note that $C_{R}+p=C_{k}$. Since this permutation is not optimal, there exists some job with index $x$, $1 \leq x \leq R$ with the following property.

$$
\begin{align*}
& C_{x-1}+p>C_{x}  \tag{5.6}\\
& C_{l-1}+p=C_{l} \quad \forall l>x .
\end{align*}
$$

In the case that $x=1$, job 0 refers to job $h$. Now consider the other permutation $\pi_{2}$. The corresponding sorted completion time vector for this permutation is

$$
\left[\ldots, C_{1}-p, C_{2}-p, \ldots, C_{R}-p, C_{R}, C_{R}+p, \ldots\right]^{T}
$$

in which $C_{R}+p=C_{k}$. Value of the $l$-th element in this vector is $C_{l}-p$ for $1 \leq l \leq R$. Comparing this vector with the optimal vector in (5.5), value of the last two elements are equal. Also, the $l$-th element in the optimal vector is $C_{l-1}$, with $C_{0}=C_{h}$ and $C_{R+1}=C_{k}$. By property (5.6) we know that $C_{x-1}+p>C_{x}$ which implies that $C_{x}-p<C_{x-1}$ for some $x$ and $C_{l}=C_{l-1}+p$ for $l>x$. This means that $\pi_{2}$ is strictly better than $\pi^{\star}$ which contradicts with optimality of the latter permutation. This implies that a permutation in which job $h$ and $k$ are incident is also optimal.

We use Lemma 20 later in this section to augment the solution of an algorithm.

### 5.5.1 k-Max-Min Scheduling Algorithm

We aim to find a $k$-min-max fair schedule as defined in Section 5.4.1. This is equivalent to finding the last $k$ jobs in the corresponding optimal permutation. Algorithm 9 gives a description of our algorithm. It is based on dynamic programming and starts by finding the last job and moves backward to find the last $k$ jobs in the optimal permutation.

Let $\pi_{1}$ be the output of Algorithm 9, and $\tilde{N}=\left\{j \in N: \pi_{1}(j)=n, \cdots, n-k+1\right\}$. To schedule

## Algorithm 9 k-Max-Min Algorithm

1. If $k>1$,
1.1. compute the busy duration of each machine $i \in M$, given the job set $N$ as $\tau_{i}^{(N)}=\sum_{j \in N} p_{i j}$.
1.2. Compute the set of candidate jobs to be the last job to complete as $I_{N}=$ $\arg \min _{j \in N} \max _{i \in M}\left(\tau_{i}^{(N)}-p_{i j}\right)$.
1.3. For each job $j \in I_{N}$, run Algorithm 9 for $N \leftarrow N \backslash\{j\}$, and $k \leftarrow k-1$ and denote the output permutation by $\pi^{j}$. Assign $\pi^{j}(j)=n$ for $j \in I_{N}$.
1.4. Compare the output permutations $\left\{\pi^{j}\right\}$, and set $\pi_{1}$ to be the one whose corresponding completion time vector dominates the others in the sense of min-max fairness.
2. Else $(k=0), \tilde{N}=\varnothing, \pi_{1}=\varnothing$.
remaining jobs, we can compute a random permutation over remaining jobs $N \backslash \tilde{N}$, and modify it by exchanging jobs' positions according to Lemma 20 to get a permutation $\pi_{2}$. We can then use $\pi=\left[\pi_{2}, \pi_{1}\right]$ to schedule all jobs.

## Correctness of Algorithm 9

Consider a machine $i$. The time that this machine needs to process all its associated tasks is given by $\tau_{i}^{(N)}$ as defined in line 1.1. Therefore, there exists a task $(i, j)$ that completes at time $\tau_{i}^{(N)}$. Also, the completion time of the last job in any optimal schedule is equal to $\tau^{(N)}=\max _{i \in M} \tau_{i}^{(N)}$, which is the optimal makespan (5.2). Now the algorithm needs to decide which job should it actually complete last in the schedule. Assume that it chooses job $j$ as the last job to complete (equivalently, $\pi(j)=n$ ), then the second-largest completion time across all the jobs will be equal to

$$
\tau^{(N \backslash\{j\})}=\max _{i \in M} \tau_{i}^{(N \backslash\{j\})}=\max _{i \in M}\left(\tau_{i}^{(N)}-p_{i j}\right) .
$$

Hence, the algorithm finds the set of jobs $I_{N}$ such that $\tau^{(N \backslash\{j\})}$ is minimized for $j \in I_{N}$. Note that this is necessary in order to achieve a min-max fair vector. Also, note that the maximization in line 1.2 of the algorithm is over the set $M$ and not $M_{j}$, for all $j \in N$, to ensure that position $n$ is assigned to a job with the largest completion time. Applying a similar argument, we conclude that Algorithm 9 correctly finds the last $k$ jobs in the optimal schedule.

## Time Complexity of Algorithm 9

Observe that the size of set $I_{N}$ (line 1.2) is at most $n$. This implies that running time of the algorithm is $O\left(k m n^{k}\right)$ which is polynomial in input size for a fixed value of $k$. If we set $k=n$, we need to check all the $n$ ! possible permutations to find out the optimal solution. As we can observe from execution of Algorithm 9, the reason that we need to consider all possibilities for the optimal permutation of jobs (that can blow to $n!$ ) is that size of candidate set $I_{N}$ is generally greater than one. Hence, the Algorithm requires to check which candidate job it should choose for each position. In the case that there is a unique candidate job at each iteration, the optimal permutation can be computed in $O\left(m n^{2}+m n \log (p)\right)$ time, where $p$ is the maximum task processing time.

### 5.5.2 Perturbation-Based Scheduling Algorithm

## Algorithm 10 Perturbation-Based Algorithm

1. Choose a constant $\epsilon>0$.
2. For every job $j \in N$, draw a number $\epsilon_{j}$ randomly from interval $[0, \epsilon]$. Then update its tasks' processing times $p_{i j} \leftarrow p_{i j}+\epsilon_{j}$.
3. For $l=n$ to 1 , compute the busy duration of each machine $i \in M$ corresponding to set $N$, as in line 1.1 of Algorithm 9.
4. Let $I_{N}=\arg \min _{j \in N} \max _{i \in M}\left(\tau_{i}^{(N)}-p_{i j}\right)$.
5. If $\left|I_{N}\right| \neq 1$, go to line 2 . Else, set the $l$-th position in the permutation to be the unique job $j^{\star} \in I_{N}$, i.e., $\pi\left(j^{\star}\right)=l$, and update $N \leftarrow N \backslash\left\{j^{\star}\right\}$.
6. Schedule jobs (with the original processing times) according to the obtained permutation $\pi$.

Algorithm 10 gives a description of our perturbation-based algorithm to schedule multi-task jobs so as to approximate the min-max completion time vector, in the single-objective approximation sense (Section 5.4.2). At a high level, given an instance of the problem, we perturb the tasks' processing times with a small random noise. This is an attempt to ensure in execution of Algorithm 9, the number of candidate jobs calculated in line 2 reduces to 1 with high probability.

For each job $j$, we draw a noise $\epsilon_{j}$ uniformly at random from interval [ $\left.0, \epsilon\right]$. Define $p_{i j}^{\prime}=p_{i j}+\epsilon_{j}$ to be the processing times in the perturbed instance. Similar to Algorithm 9, for the perturbed instance, we compute the optimal permutation starting from the last position $n$. The perturbation noises in practice are not real numbers, hence, the probability that the set of candidate jobs for the $l$-th position, $l=1, \ldots, n$, contains more than one job is small but not zero. To resolve possible collisions in a candidate set, we have lines 5 in Algorithm 10.

## Evaluation of Algorithm 10

Consider an instance of our problem. Let $\pi$ denote the permutation of jobs computed by Algorithm 10. We use optimal objective value of IP (5.4) to measure the distance of the computed solution by Algorithm 10 to the optimal solution.

Theorem 10. Let $\pi$ be the permutation of jobs computed by Algorithm 10 and $C$ denote the objective value of IP (5.4) according to this permutation. Also let OPT be the objective value of IP for an optimal min-max fair schedule. Then, $C \leq O P T+g(\epsilon)$, where $g(\epsilon)$ is a strictly decreasing function in $\epsilon$, and $g(\epsilon) \rightarrow 0$ as $\epsilon \rightarrow 0$.

We refer to the instance before applying perturbation as original instance. Recall that optimal solution of IP (5.4) is equivalent to the optimal max-min solution for the original instance; therefore, difference of the two objective values $C$ and OPT, denoted by $g(\epsilon)$ is a sound metric to evaluate the quality of permutation $\pi$ computed by Algorithm 10 for the original instance. Moreover, note that we can choose any $\epsilon$ by considering sufficiently large number of bits to represent the perturbation noise which incurs greater complexity. This issue is addressed in Subsection 5.5.2.

Proof Overview. The permutation $\pi$ computed by Algorithm 10 is optimal for the perturbed instance. Therefore, by Lemma 19, $\pi$ yields to the smallest objective value, $\widetilde{\text { OPT }}$, for IP (5.4) (when equipped with weights that correspond to the perturbed instance). Next, we apply the optimal permutation of the original instance, $\pi^{\star}$, on the perturbed instance and use $\bar{C}$ to denote its IP's value. We find the relationship between OPT and $\mathcal{C}$, by comparing their values with $\widetilde{\text { OPT }}$ and
$\bar{C}$. It follows that $g(\epsilon)=\left(n^{2}+1\right) \epsilon \sum_{l=1}^{n} l w_{l}+\epsilon^{2} f(\epsilon)$, for a polynomial function $f$. We omit the details.

## Time Complexity of Algorithm 10

Let $b$ denote the number of bits used to represent the perturbation noises. The probability of having more than one job in set $I_{N}$ in the first iteration is less than $\binom{n}{2} \times 2^{-b}$ by the union bound. Therefore, the probability of not encountering any collision in $I_{N}$ is at least $1-2^{-(b+1)} n^{2}$. Choosing $b=3 \times \log (n)$, the average number of times we should execute the algorithm to pass the first iteration successfully is less than $\frac{2 n}{2 n-1} \leq 2$. Applying the same argument, the average number of times needed to successfully complete all the iterations is polynomial in the input size. Therefore, Algorithm 10, on average, has polynomial time complexity in the input size of the original instance (i.e., $O\left(m n^{2}+m n \log (p)\right)$ ). In simulations for Google trace (Section 5.7), the algorithm always found each position successfully in one try.

### 5.6 General Utility Functions

The main obstacle in extending the results in Section 5.4 and 5.5 to unequal utility functions is that the jobs' positions in the optimal permutation, based on jobs' completion times, may not be the same as the jobs' positions according to jobs' utilities. Algorithm 9 used the fact that for any set of jobs $N$, there exists a job that completes at the optimal makespan $\tau^{(N)}$ (Equation (5.2)). This gives the min-max of completion times and also helps us decide which job to schedule last. However, in the case of unequal utility functions, the job that is scheduled last with the largest completion time may not be the job with the worst utility. Therefore, Algorithm 9 cannot be generalized to find the last $k$ jobs with the worst utilities in the case of general utility functions.

Nevertheless, we present a generalization of the perturbation-based algorithm (Algorithm 10) to unequal utility functions. Since utility functions are assumed to be Lipschitz continuous (bounded first derivative), we can choose the noise parameter $\epsilon$ small enough such that job utilities do not change dramatically after perturbing task processing times. The algorithm is essentially the same
as Algorithm 10, except that we do not update processing times in line 2, and instead in line 4, the set of candidate jobs is computed as

$$
I_{N}=\arg \max _{j \in N} \min _{i \in M_{j}} U_{j}\left(\tau_{i}^{(N)}+\epsilon_{j}\right)
$$

Note that the positions of jobs in the obtained permutation $\pi$ by this algorithm, is neither the same as the positions based on the sorted completion time vector (Definition 11), nor the same as the positions based on the sorted utility vector. Nevertheless, we can use this permutation $\pi$ to schedule jobs. We evaluate the performance of this algorithm empirically in simulations.

### 5.7 Simulation Results

In this section, we evaluate the performance of our algorithms using a real traffic trace from a large Google cluster [151]. The original trace is based on $\sim 11000$ servers over a month long period. In our experiments, we filter jobs and consider a set of jobs with at most 200 number of tasks which are about $99 \%$ of all the jobs in the production class. Also, in order to have reasonable traffic density on each machine (since otherwise the problem is trivial), we consider a cluster with 200 machines and randomly map machines of the original set to machines of this set. In simulations, we choose parameter $\epsilon$ in Algorithm 10 and its generalized version to be $10^{-4}$ times the smallest task processing time in the data set. For brevity, in Figures, we refer to both Algorithm 10 and its generalized version as PBA (Perturbation-Based Algorithm).

We evaluate the performance of our algorithms in two cases:

- Equal Utility Functions: When all the jobs have the same utility function, lexicographic maxmin of utilities is equivalent to lexicographic min-max of completion times (by Lemma 17). We compare Algorithm 10 (PBA) with First-In First-Out (FIFO), and Shortest Processing Time First (SPTF). In FIFO, we list jobs based to their arrival times and schedule tasks on each machine according to this list. In SPTF, we list tasks on each machine in non-increasing order of their processing times, and schedule tasks starting from the first task in this list.
- General Utility Functions: We consider linear utility functions for jobs with different slopes that capture the priority information which is available for each job in the data set. In this case, we compare the performance of generalized Algorithm 10 as described in Section 5.6 (PBA), First-In First-Out (FIFO), and Largest Utility First (LUF). In LUF, we consider a utility for each task, using the utility function of its corresponding job. Then on each machine at any time, we list tasks according to their utility values, and schedule the task that gives the largest utility upon completion, then move to the next task, and so on.

We examine algorithms by looking at Cumulative Distribution Function (CDF) for job completion times and utilities, in online and offline setting, with equal and unequal utility functions. In addition, we report 3 performance metrics:

- Average: the average of completion times of jobs (in the case of equal utility functions), or the average of their utilities (in the case of unequal utility functions).
- 4th Quartile-Average: the average of the worst $25 \%$ of completion times or utilities among jobs. This metric indicates how much each algorithm starves long or low-utility jobs compared to the average.
- Deviation: the standard deviation of the job completion times (or their utilities) from the average, which is a metric of overall fairness to all jobs

In the case of equal utility functions, we report the results for job completion times, hence, smaller average and smaller 4th quartile-average are preferable. In the case of general utilities, we report the results for job utility values, hence in this case, larger average and larger 4th quartile-average are preferable. Moreover, in both cases, smaller deviation value for an algorithm shows that it has a better overall fairness.


Figure 5.1: Job completion times under PBA, SPTF, and FIFO in the offline setting. Lower average and lower deviation is better.


Figure 5.2: Job utilities under PBA, LUF, and FIFO, in the offline setting. Higher averages and lower deviation is better.

### 5.7.1 Offline Setting

## Equal Utility Functions

Figure 5.1a depicts the empirical CDF of PBA, SPTF, and FIFO. Furthermore, Figure 5.1b shows the three aforementioned performance metrics (Average, 4th Quartile-Average, and Deviation) for job completion times. Not only our algorithm is better in terms of fairness, as shown by its deviation which is 0.65 of deviation of the other algorithms, and does not starve long jobs compared to other algorithms, but interestingly it also improves the average job completion time by a factor of almost 1.7 and 3, compared to SPTF and FIFO, respectively.

## General Utility Functions

In the data set, each jobs has a priority that roughly represents how sensitive it is to latency. There are 9 different values of job priorities. For job $j$, we consider the utility function $U_{j}(t)=$ $P_{j} \times(\tau-t)$, where $\tau$ is the makespan of completing all the jobs (a constant just to ensure utilities are positive) and $P_{j}$ is the priority of job $j$.

Figure 5.2a shows the empirical CDF of PBA, LUF, and FIFO, and Figure 5.2b shows the average, 4th quartile-average, and deviation of jobs' obtained utilities. The worst utility among all the jobs under PBA is 9.5 and 6.9 times greater than the worst utility under LUF and FIFO, respectively. Note that, the CDF plot of PBA is sharper around its average value. PBA reduces deviation in obtained utilities, compared to LUF and FIFO, by a factor of 1.6 and 1.4, respectively, while it achieves almost the same average utility as LUF.

### 5.7.2 Online Setting

In the online setting, jobs arrive according to the arrival times information in the data set. Upon arrival of a job, SPTF updates its list and proceeds with the new list. However, it does not preempt an ongoing task in a machine. Similar to SPTF, LUF updates its list upon arrival of a job and proceeds with the new list in a non-preemptive fashion.

To extend our algorithm to online setting, we choose a parameter $\delta$ that is tunable. We divide time into time intervals of length $\delta$ time-units. At the beginning of each interval, we run the offline algorithm on the set of jobs consisting of jobs that are not scheduled yet and those that arrived in the previous interval. Further, tasks on the boundary of intervals are processed non-preemptively, i.e., if some task is running in some machine according to the previously computed schedule, we let it finish and then proceed with the new schedule. It is preferred to start with a smaller value of $\delta$ at the beginning, to avoid delaying the initial jobs in the system for $\delta$ amount of time before starting scheduling them. Therefore, we use an adaptive choice of $\delta$ to improve the performance of our online algorithm. We choose the length of the $i$-th interval, $\delta_{i}$, as


Figure 5.3: Job delays under PBA, SPTF, and FIFO, in the online setting. Lower averages and lower deviation is better.


Figure 5.4: Job utilities under PBA, LUF, and FIFO, in the online setting. Higher averages and lower deviation is better.

$$
\delta_{i}=\delta_{0} /(1+\alpha \times \exp (-\beta i)), i=1,2, \cdots
$$

We choose $\delta_{0}=3.3 \times 10^{5}$ seconds, and $\alpha=50$ and $\beta=3$. All the jobs arrive over a time horizon of $3.3 \times 10^{6}$ seconds.

## Equal Utility Functions

Figure 5.3a and 5.3b show the performance of PBA, SPTF, and FIFO in the online setting. We present the results in terms of job delay, which is the time between a job arrival and its completion time. PBA improves the average job delay by a factor of 1.7 and 3.3, compared to SPTF and FIFO. It also achieves better fairness by a factor 1.9 and 1.7 compared to SPTF and FIFO for the 4th
quartile-average.

## General Utility Functions

In the online setting, variable $t$ used in the job utility function is measured from arrival of job $j$ to the system. Figure 5.4 a shows the empirical CDF of PBA, SPTF, and FIFO. Further, Figure 5.4 b shows the average and deviation of jobs' obtained utilities. The smallest utility value among all the jobs under PBA is 1.9 and 14.6 times greater than the smallest utility value of jobs under FIFO and LUF, respectively. PBA also improves utility deviation compared to LUF and FIFO by a factor of 1.8 and 1.3 , respectively.

# Chapter 6: Scheduling Parallel-Task Jobs Subject to Packing and Placement Constraints 

### 6.1 Introduction

Modern parallel computing frameworks, e.g. Hadoop and Spark [11, 12], have enabled largescale data processing in computing clusters. In such frameworks, the data is typically distributed across a cluster of machines and is processed in multiple stages. In each stage, a set of tasks are executed on the machines, and once all the tasks in the stage finish their processing, the job is finished or moved to the next stage. For example, in MapReduce [4], in the map stage, each map task performs local computation on a data block in a machine and writes the intermediate data to the disk. In the reduce stage, each reduce task pulls intermediate data from different maps, merges them, and computes its output. While the reduce tasks can start pulling data as map tasks finish, the actual computation by the reduce tasks can only start once all the map tasks are done and their data pieces are received. Further, the job is not completed unless all the reduce tasks finish. Similarly, in Spark [152], the computation is done in multiple stages. The tasks in a stage can run in parallel, however, the next stage cannot start unless the tasks in the preceding stage(s) are all completed.

We refer to such constraints as synchronization constraints, i.e., a stage is considered completed only when all its tasks finish their processing. Such synchronizations could have a significant impact on the jobs' latency in parallel computing clusters [153, 154, 155, 156, 152]. Intuitively, an efficient scheduler should complete all the (inhomogeneous) tasks of a stage more or less around the same time, while prioritizing the stages of different jobs in an order that minimizes the overall latency in the system. Note that the scheduler can only make scheduling decisions for the stages that have been released from various jobs up to that point (i.e., those that their preceding stages have been completed). In our model, we use the terms stage and job interchangeability.

Another main feature of parallel computing clusters is that jobs can have diverse tasks and processing requirements. This has been further amplified by the increasing complexity of workloads, i.e., from traditional batch jobs, to queries, graph processing, streaming, and machine learning jobs, that all need to share the same cluster. The cluster manager (scheduler) serves the tasks of various jobs by reserving their requested resources (e.g. CPU, memory, etc.). For example, in Hadoop [11], the resource manager reserves the tasks' resource requirements by launching "containers" in machines. Each container reserves required resources for processing of a task. To improve the overall latency, we therefore need a scheduler that packs as many tasks as possible in the machines, while retaining their resource requirements.

In practice, there are further placement constraints for processing tasks on machines. For example, each task is preferred to be scheduled on one of the machines that has its required data block [4, 13] (a.k.a. data locality), otherwise processing can slow down due to data transfer. The data block might be stored in multiple machines for robustness and failure considerations. However, if all these machines are highly loaded, the scheduler might actually need to schedule the task in a less loaded machine that does not contain the data.

Despite the vast scheduling literature, scheduling algorithms with theoretical results (approximation ratios) are mainly based on simple models, where each machine processes one task at a time, each job is a single task, or tasks can be processed on any machine arbitrarily (see Related Work in Section 6.1.1). Such models do not fully capture the modern features of data-parallel computing clusters, namely,

- packing: each machine is capable of processing multiple tasks at a time subject to its capacity.
- synchronization: tasks that belong to the same job have a collective completion time which is determined by the slowest task in the collection.
- placement constraint: a task's processing time is machine-dependent and a task is typically preferred to be processed on a subset of machines (e.g. where its input data block is located).

Further, each task at each time can get processed on at most a single machine.

The goal of this work is to design scheduling algorithms, with theoretical guarantees, under the above features of modern parallel computing clusters. For simplicity, we consider one dimension for task resource requirement (e.g. memory). While task resource requirements are in general multi-dimensional (CPU, memory, etc.), it has been observed that memory is typically the bottleneck resource [90, 157].

Our objective is to minimize the weighted sum of completion times of existing jobs in the system, where weights can encode different priorities for the jobs. Clearly, minimization of the average completion time is a special case of this problem with equal weights. We consider both preemptive and non-preemptive scheduling. In a non-preemptive schedule, a task cannot be preempted (and hence cannot be migrated among machines) once it starts processing on a machine until it is completed. In a preemptive schedule, a task may be preempted and resumed later in the schedule, and we further consider two cases depending on whether migration of a task among machines is allowed or not.

### 6.1.1 Related Work

Default cluster schedulers in Hadoop [11, 136] focus primarily on fairness and data locality. Such schedulers can make poor scheduling decisions by not packing tasks well together, or having a task running long without enough parallelism with other tasks in the same job. Several cluster schedulers have been proposed to improve job completion times, e.g. [99, 158, 159, 160, 145, 161, 162, 163, 164]. However, they either do not consider all aspects of packing, synchronization, and data locality, or use heuristics which are not necessarily efficient.

We highlight four relevant papers [145, 161, 163, 164] here. Tetris [145] is a scheduler that assigns scores to tasks based on Best-Fit bin packing and Shortest-Remaining-Time-First (SRPF) heuristic, and gives priority to tasks with higher scores. The data locality is encoded in scores by imposing a remote penalty to penalize use of remote resources. Borg [161] packs multiple tasks of jobs in machines from high to low priority, modulated by a round-robin scheme within a priority to
ensure fairness across jobs. The scheduler considers data locality by assigning tasks to machines that already have the necessary data stored. The papers by [163] and [164] focus on single-task jobs and study the mean delay of tasks under a stochastic model where if a task is scheduled on one of the remote servers that do not have the input data, its average processing time will be larger, by a multiplicative factor, compared to the case that it is processed on a local server that contains the data. They propose algorithms based on Join-the-Shortest-Queue and Max-Weight (JSQ-MW) to incorporate data locality in load balancing. This model is generalized by [164] to more levels of data locality. However, these models do not consider any task packing in servers or synchronization issue among multiple tasks of the same job.

From a theoretical perspective, our problem of scheduling parallel-task jobs with synchronization, packing, and placement constraints, can be seen as a generalization of the concurrent open shop (COS) problem [138]. Unlike COS, where each machine processes one task at a time and each task can be processed on a specific machine, in our model a machine can process (pack) multiple tasks simultaneously subject to its capacity, and there are further task placement constraints for assigning tasks to machines. Minimizing the weighted sum of completion times in COS, is known to be APX-hard [139], with several 2-approximation algorithms [165, 139, 140, 75, 82, 166]. There is also a line of research on the parallel tasks scheduling (PTS) problem [167]. In PTS, each job is only a single task that requires a certain amount of resource for its processing time, and can be served by any machine subject to its capacity. This differs from our model where each job has multiple tasks, each task can be served by a set of machines, and the job's completion time is determined by its last task. Minimizing the weighted sum of completion times in the PTS is also NP-complete in the strong sense [168]. In the case of a single machine, [169] proposed a nonpreemptive algorithm that can achieve approximation ratio of 7.11, and a preemptive algorithm, called PSRS, that can achieve approximation ratio of 2.37. In the case of multiple machines, there is only one result in the literature which is a 14.85-approximation non-preemptive algorithm [170].

We emphasize that our setting of parallel-task jobs, subject to synchronization, packing, and placement constraints, is significantly more challenging than the COS and PTS problems, and
algorithms from these problems cannot be applied to our setting. To the best of our knowledge, this is the first work that provides constant-approximation algorithms for this problem subject to synchronization, packing, and placement constraints,

### 6.1.2 Main Contributions

We briefly summarize our main results and describe our techniques below. We propose scheduling algorithms for three cases:

- Task Migration Allowed. When migration is allowed, a task might be preempted several times and resume possibly on a different machine within its placement-feasible set. Our algorithm in this case is based on greedy scheduling of task fractions (fraction of processing time of each task) on each machine, subject to capacity and placement constraints. The task fractions are found by solving a relaxed linear program (LP), which divides the time horizon into geometricallyincreasing time intervals, and uses interval-indexed variables to indicate what fraction of each task is served at which interval on each machine. We show that our scheduling algorithm has an approximation ratio better than $(6+\epsilon)$, for any $\epsilon>0$.
- Task Migration Not Allowed. When migration is not allowed, the schedule can be nonpreemptive, or preemptive while all preemptions occur on the same machine. In this case, our algorithm is based on mapping tasks to proper time intervals on the machines. We utilize the interval-indexed variables to form a relaxed LP. We then utilize the LP's optimal solution to construct a weighted bipartite graph representing tasks on one side and machine-intervals on the other side, and fractions of tasks completed in machine-intervals as weighted edges. We then use an integral matching in this graph to construct a mapping of tasks to machine-intervals. Finally, the tasks mapped to intervals of the same machine are packed in order and non-preemptively by using a greedy policy. We prove that this non-preemptive algorithm has an approximation ratio better than 24 . Further, we show that the algorithm's solution is also a 24 -approximation for the case that preemption on the same machine is allowed.
- Preemption and Single-Machine Placement Set. When preemption is allowed, and there is a specific machine for each task, we propose an algorithm with an improved approximation ratio of 4. The algorithm first finds a proper ordering of jobs, by solving a relaxed LP of our scheduling problem. Then, for each machine, it lists its tasks, with respect to the obtained ordering of jobs, and apply a simple greedy policy to pack tasks in the machine subject to its capacity. The methods of LP relaxation and list scheduling have been used in scheduling literature; however, the application and analysis of such techniques in presence of packing, placement, and synchronization is very different.
- Empirical Evaluations. We evaluate the performance of our preemptive and non-preemptive algorithms compared with the prior approaches using a Google traffic trace [151]. We also present online versions of our algorithms that are suitable for handling dynamic job arrivals. Our 4-approximation preemptive algorithm outperforms PSRS [169] and Tetris [145] by up to $69 \%$ and 79\%, respectively, when jobs' weights are determined using their priority information in the data set. Further, our non-preemptive algorithm outperforms JSQ-MW [163] and Tetris [145] by up to $81 \%$ and $175 \%$, respectively, under the same placement constraints. Note that, since these algorithms do not consider all aspects of packing, synchronization, and data locality, we combined them with reasonable heuristics to enforce all the constraints in our settings.

This chapter is based on the results of the paper [171].

### 6.2 Formal Problem Statement

Cluster and Job Model. Consider a collection of machines $\mathcal{M}=\{1, \ldots, M\}$, where machine $i$ has capacity $m_{i}>0$ on its available resource. We use $\mathcal{J}=\{1, \ldots, N\}$ to denote the set of existing jobs (stages) in the system that need to be served by the machines. Each job $j \in \mathcal{J}$ consists of a set of tasks $\mathcal{K}_{j}$, where we use $(k, j)$ to denote task $k$ of job $j, k \in \mathcal{K}_{j}$. Task $(k, j)$ requires a specific amount $a_{k j}$ of resource for the duration of its processing. Machine $i$ can process multiple tasks at the same time, however, the sum of resource requirements of tasks running in machine $i$ should not
exceed its capacity $m_{i}$ at any time.
Task Processing and Placement Constraint. Each task $(k, j)$ can be processed on a machine from a specific set of machines $\mathcal{M}_{k j} \subseteq \mathcal{M}$. We refer to $\mathcal{M}_{k j}$ as the placement set of task $(k, j)$. For generality, we let $p_{k j}^{i}$ denote the processing time of task $(k, j)$ on machine $i \in \mathcal{M}_{k j}$. Such placement constraints can model data locality. For example, we can set $\mathcal{M}_{k j}$ to be the set of machines that have task $(k, j)$ 's data, and $p_{k j}^{i}=p_{k j}, i \in \mathcal{M}_{k j}$. Or, we can consider $\mathcal{M}_{k j}$ to be as large as $\mathcal{M}$, and incorporate the data transfer cost as a penalty in the processing time on machines that do not have the task's data.

Throughout the chapter, we refer to $a_{k j}$ as size or resource requirement of task $(k, j)$, and to $p_{k j}^{i}$ as its length, duration, or processing time on machine $i$. We also define the volume of task $(k, j)$ on machine $i$ as $v_{k j}^{i}=a_{k j} p_{k j}^{i}$. Without loss of generality, we assume processing times are nonnegative integers and duration of the smallest task is at least one. This can be done by defining a proper time unit (slot) and representing the task durations using integer multiples of this unit.

Synchronization Constraint. Tasks can be processed in parallel on their corresponding machines; however, a job is considered completed only when all of its tasks finish. Hence, using $C_{k j}$ to denote the completion time of task $(k, j)$, the completion time of job $j$, denoted by $C_{j}$, satisfies

$$
\begin{equation*}
C_{j}=\max _{k \in \mathcal{K}_{j}} C_{k j} . \tag{6.1}
\end{equation*}
$$

Let $\mathbb{1}\left(i \in \mathcal{M}_{k j}\right)$ be the indicator function which is 1 if $i \in \mathcal{M}_{k j}$, and 0 otherwise. Define

$$
\begin{equation*}
T=\max _{i \in \mathcal{M}} \sum_{j \in \mathcal{J}} \sum_{k \in \mathcal{K}_{j}} p_{k j}^{i} \mathbb{1}\left(i \in \mathcal{M}_{k j}\right), \tag{6.2}
\end{equation*}
$$

which is clearly an upper bound on the time required for processing all the jobs. We define 0-1 variables $X_{k j}^{i}(t), i \in \mathcal{M}, j \in \mathcal{J}, k \in \mathcal{K}_{j}, t \leq T$, where $X_{k j}^{i}(t)=1$ if task $(k, j)$ is served at time slot $t$ on machine $i$, and 0 otherwise. We also make the following definition.

Definition 13 (Height of Machine $i$ at time $t$ ). The height of machine $i$ at time $t$, denoted by $h_{i}(t)$,
is the sum of resource requirements of the tasks running at time $t$ in machine i, i.e.,

$$
\begin{equation*}
h_{i}(t)=\sum_{j \in \mathcal{J}, k \in \mathcal{K}_{j}} a_{k j} X_{k j}^{i}(t) . \tag{6.3}
\end{equation*}
$$

Given these definitions, a valid schedule $X_{k j}^{i}(t) \in\{0,1\}, i \in \mathcal{M}, j \in \mathcal{J}, k \in \mathcal{K}_{j}, 0<t \leq T$, must satisfy the following three constraints:
(i) Packing: the sum of resource requirements of the tasks running in machine $i$ at time $t$ (i.e., tasks with $\left.X_{k j}^{i}(t)=1\right)$ should not exceed machine $i$ 's capacity, i.e., $h_{i}(t) \leq m_{i}, \forall t \leq T, \forall i \in \mathcal{M}$.
(ii) Placement: each task at each time can get processed on at most a single machine selected from its feasible placement set, i.e., $\sum_{i \in \mathcal{M}_{k j}} X_{k j}^{i}(t) \leq 1$, and $X_{k j}^{i}(t)=0$ if $i \notin \mathcal{M}_{k j}$.
(iii) Processing: each task must be processed completely. Noting that $X_{k j}^{i}(t) / p_{k j}^{i}$ is the fraction of task $(k, j)$ completed on machine $i$ in time slot $t$, we need $\sum_{i \in \mathcal{M}_{k j}} \sum_{t=1}^{T} X_{k j}^{i}(t) / p_{k j}^{i}=1$.

Preemption and Migration. We consider three classes of scheduling policies. In a nonpreemptive policy, a task cannot be preempted (and hence cannot be migrated among machines) once it starts processing on its corresponding machine until it is completed. In a preemptive policy, a task may be preempted and resumed several times in the schedule, and we can further consider two subcases depending on whether migration of a task among machines is allowed or not. Note that when migration is not allowed, the scheduler must assign each task $(k, j)$ to one machine $i \in \mathcal{M}_{k j}$ on which the task is (preemptively or non-preemptively) processed until completion.

Main Objective. Given positive weights $w_{j}, j \in \mathcal{J}$, our goal is to find valid non-preemptive and preemptive (under with and without migrations) schedules of jobs (their tasks) in machines, so as to minimize the sum of weighted completion times of jobs, i.e.,

$$
\begin{equation*}
\operatorname{minimize} \sum_{j \in \mathcal{J}} w_{j} C_{j} . \tag{6.4}
\end{equation*}
$$

The weights can capture different priorities for jobs. Clearly the case of equal weights reduces the
problem to minimization of the average completion time.
Here, we use the 3-field notation to specify our problems. While we utilize some of the notations from the scheduling literature, we need to define new ones to capture all the constraints in our model. We consider the following problems:

- PRP $|\mathrm{mgr}| \sum_{j} w_{j} C_{j}$
- PRP $\left|\mid \sum_{j} w_{j} C_{j}\right.$ and PRP $| \mathrm{pmtn} \mid \sum_{j} w_{j} C_{j}$
- PDP $|\mathrm{pmtn}| \sum_{j} w_{j} C_{j}$

In the first field of the notations, the first letter $P$ stands for "parallel" and specifies the fact that the machines can process different tasks of a given job in parallel. The letter $R$ means that the machines are "unrelated", i.e., a task has different processing times on different machines. The letter $D$ stands for "dedicated" and shows that there is a dedicated machine for processing of each task. Finally, the last letter $P$ stands for "packing" and shows that a machine can pack tasks subject to its capacity. In the second field, pmts and $m g r$ indicate that processing of a task can be preempted and a task can migrated among machines, respectively. Finally, the objective function is specified in the third field.

### 6.3 Scheduling When Migration is Allowed

We first consider the case that migration of tasks among machines is allowed. This is equivalent to PRP $|\mathrm{mgr}| \sum_{j} w_{j} C_{j}$. In this case, we propose a preemptive algorithm, called SynchPack-1, with approximation ratio $(6+\epsilon)$ for any $\epsilon>0$. We will use the construction ideas and analysis arguments for this algorithm to construct our preemptive and non-preemptive algorithms when migration is prohibited in Section 6.4.

In order to describe SynchPack-1, we first present a relaxed linear program. We will utilize the optimal solution to this LP to schedule tasks in a preemptive fashion.

### 6.3.1 Relaxed Linear Program (LP1)

Recall that without loss of generality, the processing times of tasks are assumed to be integers (multiples of a time unit) and therefore $C_{j} \geq p_{k j}^{i} \geq 1$ for all $j \in \mathcal{J}, k \in \mathcal{K}_{j}$, and $i \in \mathcal{M}_{k j}$. We use interval indexed variables using geometrically increasing intervals (see, e.g., [172, 173, 69]) to formulate a linear program for our problem.

Let $\epsilon>0$ be a constant. We choose $L$ to be the smallest integer such that $(1+\epsilon)^{L} \geq T$ (recall $T$ in (6.2)). Subsequently define

$$
\begin{equation*}
d_{l}=(1+\epsilon)^{l}, \text { for } l=0,1, \cdots, L \text {, } \tag{6.5}
\end{equation*}
$$

and define $d_{-1}=0$. We partition the time horizon into time intervals $\left(d_{l-1}, d_{l}\right], l=0, \ldots, L$. Note that the length of the $l$-th interval, denoted by $\Delta_{l}$, is

$$
\begin{equation*}
\Delta_{0}=1, \quad \Delta_{l}=\epsilon(1+\epsilon)^{l-1} \quad \forall l \geq 1 . \tag{6.6}
\end{equation*}
$$

We define $z_{k j}^{i l}$ to be the fraction of task $(k, j)$ (fraction of its required processing time) that is processed in interval $l$ on machine $i \in \mathcal{M}_{k j}$.

To measure completion time of job $j$, for each interval $l$, we define an integer variables $x_{j l}$ which is 1 if job $j$ finishes in interval $l$ and 0 otherwise. Consider the following constraints, $\forall j \in \mathcal{J}:$

$$
\begin{align*}
& \sum_{l^{\prime}=0}^{l} x_{j l^{\prime}} \leq \sum_{l^{\prime}=0}^{l} \sum_{i \in \mathcal{M}_{k j}} z_{k j}^{i l^{\prime}}, k \in \mathcal{K}_{j}, l=0, \ldots, L  \tag{6.7a}\\
& \sum_{l=0}^{L} x_{j l}=1, \quad x_{j l} \in\{0,1\}, \quad l=0, \cdots, L \tag{6.7b}
\end{align*}
$$

Note that (6.7b) implies that only one of the variables $\left\{x_{j l}\right\}_{l=0}^{L}$ can be nonzero (equal to 1 ). (6.7a) implies that $x_{j l}$ can be 1 only for one of the intervals $l \geq l^{\star}$ where $l^{\star}$ is the interval in which
the last task of job $j$ finishes its processing. Now define,

$$
\begin{equation*}
C_{j}=\sum_{l=0}^{L} d_{l-1} x_{j l} \quad j \in \mathcal{J} \tag{6.8}
\end{equation*}
$$

If we can guarantee that $x_{j l^{\star}}=1$ for $l^{\star}$ as defined above, then $C_{j}$ will be equal to the starting point $d_{l^{\star}-1}$ of that interval, and the actual completion time of job $j$ will be bounded above by $d_{l^{\star}}=(1+\epsilon) C_{j}$, thus implying that $C_{j}$ is a reasonable approximation for the actual completion time of job $j$. This can be done by minimizing the objective function in the following linear program:

$$
\begin{align*}
& \min \quad \sum_{j \in \mathcal{J}} w_{j} C_{j} \quad(\mathbf{L P 1})  \tag{6.9a}\\
& \sum_{l=0}^{L} \sum_{i \in \mathcal{M}_{k j}} z_{k j}^{i l}=1, \quad k \in \mathcal{K}_{j}, j \in \mathcal{J}  \tag{6.9b}\\
& \sum_{l^{\prime}=0}^{l} \sum_{i \in \mathcal{M}_{k j}} z_{k j}^{i^{\prime}} p_{k j}^{i} \leq d_{l}, \quad k \in \mathcal{K}_{j}, j \in \mathcal{J}, l=0, \ldots, L  \tag{6.9c}\\
& \sum_{l^{\prime}=0}^{l} \sum_{(k, j): i \in \mathcal{M}_{k j}} z_{k j}^{i l^{\prime}} p_{k j}^{i} a_{k j} \leq m_{i} d_{l}, \quad i \in \mathcal{M}, l=0, \ldots, L  \tag{6.9d}\\
& z_{k j}^{i l} \geq 0, \quad k \in \mathcal{K}_{j}, j \in \mathcal{J}, i \in \mathcal{M}_{k j}, l=0, \ldots, L  \tag{6.9e}\\
& \sum_{l^{\prime}=0}^{l} x_{j l^{\prime}} \leq \sum_{l^{\prime}=0}^{l} \sum_{i \in \mathcal{M}_{k j}} z_{k j}^{i l^{\prime}}, k \in \mathcal{K}_{j}, j \in \mathcal{J}, l=0, \ldots, L  \tag{6.9f}\\
& C_{j}=\sum_{l=0}^{L} d_{l-1} x_{j l}, \quad j \in \mathcal{J}  \tag{6.9~g}\\
& \sum_{l=0}^{L} x_{j l}=1, \quad x_{j l} \geq 0, l=0, \ldots, L, j \in \mathcal{J} \tag{6.9h}
\end{align*}
$$

Constraint (6.9b) means that each task must be processed completely. (6.9c) is because during the first $l$ intervals, a task cannot be processed for more than $d_{l}$, the end point of interval $l$, which itself is due to requirement (ii) of Section 6.2. (6.9d) bounds the total volume of the tasks processed by any machine $i$ in the first $l$ intervals by $d_{l} \times m_{i}$. (6.9e) indicates that $z$ variables have to be nonnegative.

Constraints (6.9f), (6.9h), (6.9g) are the relaxed version of (6.7a), (6.7b), (6.8), respectively, where the integral constraint in (6.7b) has been relaxed to ( 6.9 h ). To give more insight, note that (6.9f) has the interpretation of keeping track of the fraction of the job processed by the end of each time interval, which is bounded from above by the fraction of any of its tasks processed by the end of that time interval. We should finish processing of all jobs as indicated by ( 6.9 h ). Also ( 6.9 g ) computes a relaxation of the job completion time $C_{j}$, as a convex combination of the intervals' left points, with coefficients $x_{j l}$.

### 6.3.2 Scheduling Algorithm: SynchPack-1

In the following, a task fraction $(k, j, i, l)$ of task $(k, j)$ corresponding to interval $l$, is a task with size $a_{k j}$ and duration $z_{k j}^{i l} p_{k j}^{i}$ that needs to be processed on machine $i$.

The SynchPack-1 (Synchronized Packing-1) algorithm has three main steps:
Step 1: Solve (LP1). We first solve (LP1) and obtain the optimal solution of $\left\{z_{k j}^{i l}\right\}$ which we denote by $\left\{\tilde{z}_{k j}^{l}\right\}$.

Step 2: Pack task fractions greedily to construct schedule $\mathcal{S}$. To schedule task fractions, we use a greedy list scheduling policy as follows:

Consider an ordered list of the task fractions such that task fractions corresponding to interval $l$ appear before the task fractions corresponding to interval $l^{\prime}$, if $l<l^{\prime}$. Task fractions within each interval and corresponding to different machines are ordered arbitrarily. Let $t$ denote a time at which the algorithm makes some scheduling decision. The algorithm scans the list starting from the first task fraction, and schedules task fraction $(k, j, i, l)$ on machine $i$, if some fraction of task $(k, j)$ is not already scheduled on some other machine at time $t$, and machine $i$ has sufficient capacity, i.e., $h_{i}(t)+a_{k j} \leq m_{i}$ (recall $h_{i}(t)$ in Definition 13). It then moves to the next task fraction in the list, repeats the same procedure, and so on. Upon completion of a task fraction, it preempts the task fractions corresponding to higher indexed intervals on all the machines if there is some unscheduled task fraction of a lower-indexed interval in the list. It then removes the completed task fraction(s) from the list, updates the remaining processing times of the task fractions in the

(a) A list of task fractions is given. The first three task fractions in the list are already scheduled on the machines at time $t_{0}=0$.

(c) At $t_{1}$ task fraction $(1,2,1,1)$ completes and task fraction ( $2,3,2,2$ ) is preempted. Task fractions $(1,2,2,1)$ and $(2,3,1,2)$ are scheduled.

(b) Due to placement constraint, task fractions $(1,2,2,1)$ and $(1,1,1,1)$ cannot get scheduled. However, machine 2 can accommodate task fraction (2, 3, 2, 2).

(d) Both task fractions $(1,1,2,1)$ and $(1,3,3,1)$ complete, and task fraction $(2,3,1,2)$ is preempted at time $t_{2}$. Then task fractions $(1,1,1,1),(2,3,2,2)$, and $(2,2,3,2)$ are scheduled.

Figure 6.1: An example for execution of Step 2 of SynchPack-1 for 3 jobs in a system with 3 machines. Different tasks of a job have the same color and different patterns. Note that task fraction ( $1,2,2,1$ ), which is at the head of the list in Figure 6.1a, cannot get scheduled on machine 2 as task fraction $(1,2,1,1)$ (of the same task ( 1,2 )) is already scheduled on machine 1. At time $t_{1}$, task fraction $(1,2,1,1)$ is finished processing as shown in Figure 6.1b. At this time, while task fraction $(2,3,2,2)$ is running on machine 2 (whose corresponding interval is 2 ), two task fractions, namely $(1,2,2,1)$ and $(1,1,1,1)$ (whose corresponding intervals are 1 ), have remained unscheduled in the list. Therefore, task fraction $(2,3,2,2)$ is preempted and its remaining duration is updated. Then, the algorithm scans the list and schedules the task fractions as shown in Figure 6.1c. The next time that a completion occurs is denoted by $t_{2}$. Figure 6.1 d shows the schedule at this time. The rest of the schedule can be determined in a similar fashion.
list, and starts scheduling the updated list. Note that the set of times at which scheduling decisions are made consists of time 0 and task fractions' completion times. This greedy list scheduling algorithm schedules task fractions in a preemptive fashion. We refer to the constructed schedule as $\mathcal{S}$. As an illustration, Figure 6.1 shows execution of Step 2 in a system with 3 machines and 3
jobs.
Step 3: Apply Slow-Motion technique to construct schedule $\overline{\mathcal{S}}$. Unfortunately, we cannot bound the value of objective function (6.9a) for schedule $\mathcal{S}$, since completion times of some jobs in $\mathcal{S}$ can be very long compared to the completion times returned by (LP1) ${ }^{1}$.

Therefore, we construct a new feasible schedule $\overline{\mathcal{S}}$, by stretching $\mathcal{S}$, for which we can bound the value of its objective function. This method is referred to as Slow-Motion technique [174]. Let $\tilde{Z}_{k j}^{i}=\sum_{l=0}^{L} \tilde{z}_{k j}^{i l}$ denote the total fraction of task $(k, j)$ that is scheduled in machine $i$ according to the optimal solution to (LP1). We refer to $\tilde{Z}_{k j}^{i}$ as the total task fraction of task $(k, j)$ on machine $i$. The Slow-Motion technique works by choosing a parameter $\lambda \in(0,1]$ randomly drawn according to the probability density function $f(\lambda)=2 \lambda$. It then stretches schedule $\mathcal{S}$ by a factor $1 / \lambda$. If a task is scheduled in $\mathcal{S}$ during an interval $\left[\tau_{1}, \tau_{2}\right.$ ), the same task is scheduled in $\overline{\mathcal{S}}$ during $\left[\tau_{1} / \lambda, \tau_{2} / \lambda\right)$ and the machine is left idle if it has already processed its total task fraction $\tilde{Z}_{k j}^{i}$ completely. We may also shift back future tasks' schedules as far as the machine capacity allows and placement constraint is respected. Figure 6.2 shows the execution of this step on the example of Figure 6.1 for $\lambda=1 / 2$.

A pseudocode for SynchPack-1 can be found in Section 6.14. The obtained algorithm is a randomized algorithm; however, we will show in Section 6.10 how we can de-randomize it to get a deterministic algorithm.

### 6.3.3 Performance Guarantee

We now analyze the performance of SynchPack-1. The result is stated by the following proposition.

Theorem 11. For any $\epsilon>0$, the sum of weighted completion times of jobs, for the problem of parallel-task job scheduling with packing and placement constraints, under SynchPack-1, is at

[^7]

Figure 6.2: An example for execution of Slow-Motion technique in Step 3 of SynchPack-1. In Figure 6.2 a, the final schedule of the example in Figure 6.1 is shown. Figure 6.2 b shows the result after applying Slow-Motion with $\lambda=1 / 2$. If a machine has already processed total task fraction of a task completely, it is left idle. For instance, consider the blue task fraction on machine 2, i.e. $(2,3,2,2)$. Some portion of its schedule in the second part is shadowed and crossed and machine 2 is left idle, since machine 2 has already processed this task fraction for the total time that it does originally in Figure 6.2 a. Figure 6.2c shows the result after shifting back future tasks' schedules while respecting the constraints. For instance, see the red task fraction (i.e., $(1,2,2,1)$ on machine 2 and part of the green task fraction (i.e., $(1,1,1,1))$ on machine 1 . The idle times on the machines are left blank in Figure 6.2c. Note that this last action (shifting back future tasks' schedules) is optional.
most $(6+\epsilon) \times O P T$.

The rest of the section is devoted to the proof of Theorem 11. We use $\tilde{C}_{j}$ to denote the optimal solution to (LP1) for completion time of job $j \in \mathcal{J}$. The optimal objective value of (LP1) is a lower bound on the optimal value of our scheduling problem as stated in the following lemma whose proof is provided in Section 6.9.1.

Lemma 21. $\sum_{j=1}^{N} w_{j} \tilde{C}_{j} \leq \sum_{j=1}^{N} w_{j} C_{j}^{\star}=O P T$.
Note that Constraint (6.9d) bounds the volume of all the task fractions corresponding to the first $l$ intervals on machine $i$ by $d_{l} \times m_{i}$. However, the (LP1)'s solution does not directly provide a feasible schedule as task fractions of the same task on different machines might overlap during the same interval, and machines' capacity constraints might be also violated as Constraint (6.9d) in (LP1) bounds the total volume of the processed tasks and ignores their sizes and durations. Next,
we show under the greedy list scheduling policy (Step 2 in SynchPack-1), the completion time of task fraction $(k, j, i, l)$ is bounded from above by $3 \times d_{l}$, i.e., we need a factor 3 to guarantee a feasible schedule.

Lemma 22. Let $\tau_{l}$ denote the time that all the task fractions $\left(k, j, i, l^{\prime}\right)$, for $l^{\prime} \leq l$, are completed in schedule $\mathcal{S}$. Then, $\tau_{l} \leq 3 d_{l}$.

Proof. Proof. Consider the non-zero task fractions $\left(k, j, i, l^{\prime}\right), i \in \mathcal{M}, l^{\prime} \leq l$ (according to an optimal solution to (LP1)). Without loss of generality, we normalize the processing times of task fractions to be positive integers, by defining a proper time unit and representing the task durations using integer multiples of this unit. Let $D_{l}$ and $T_{l}$ be the value of $d_{l}$ and $\tau_{l}$ using the new unit. Let $i^{\star}$ denote the machine that schedules the last task fraction among the non-zero task fractions of the first $l$ intervals. Note that $T_{l}$ is the time that this task fraction completes. If $T_{l} \leq D_{l}$, then $T_{l} \leq 3 D_{l}$ and the lemma is proved. Hence consider the case that $T_{l}>D_{l}$.

Define $h_{i l}(t)$ to be the height of machine $i$ at time $t$ in schedule $\mathcal{S}$ considering only the task fractions of the first $l$ intervals. First we note that,

$$
\begin{equation*}
\sum_{l^{\prime}=0}^{l} \sum_{(k, j): i \in \mathcal{M}_{k j}} z_{k j}^{i l^{\prime}} p_{k j}^{i} a_{k j} \stackrel{(a)}{=} \sum_{t=1}^{T_{l}} h_{i l}(t) \stackrel{(b)}{\leq} m_{i} D_{l}, \quad \forall i \in \mathcal{M} \tag{6.10}
\end{equation*}
$$

Using the definition of $h_{i l}(t)$, the right-hand side of Equality (a) is the total volume of task fractions corresponding to the first $l$ intervals that are processed during the interval $\left(0, T_{l}\right]$ on machine $i$, which is the left-hand side. Further, Inequality (b) is by Constraint (6.9d).

Let $S_{i l}(\theta)$ denote the set of tasks whose some task fraction is running at time $\theta, \theta \in\left\{1, \ldots, T_{l}\right\}$, on machine $i$. Consider machine $i^{\star}$. We construct a bipartite graph $G=(U \cup V, E)^{2}$ as follows. With a slight abuse of notations, for each time slot $\theta \in\left\{1, \ldots, T_{l}\right\}$, we consider a node $\theta$, and define $V=\left\{\theta \mid 1 \leq \theta \leq T_{l}-D_{l}\right\}$, and $U=\left\{\theta \mid T_{l}-D_{l}+1 \leq \theta \leq T_{l}\right\}$. For any $s \in U$ and $t \in V$, we add an edge $(s, t)$ if $h_{i^{\star} l}(s)+h_{i^{\star} l}(t) \geq m_{i^{\star}}$. This implies that if $h_{i^{\star} l}(s)+h_{i^{\star} l}(t)<m_{i^{\star}}$, then there is

[^8]no edge between $s$ and $t$, and we can write
\[

$$
\begin{equation*}
\left(\cup_{i \in \mathcal{M}} S_{i l}(s)\right) \backslash\left(\cup_{i \in \mathcal{M}} S_{i l}(t)\right)=\varnothing \tag{6.11}
\end{equation*}
$$

\]

This is because otherwise SynchPack-1 would have scheduled the task(s) in $S_{i^{\star} l}(s)$ at time $t$ (note that $t<s)$.

Let $|\cdot|$ denote set cardinality (size). For any set of nodes $\tilde{U} \subseteq U$, we define set of its neighbor nodes as $N_{\tilde{U}}=\{t \in V \mid \exists s \in \tilde{U}:(s, t) \in E\}$. Note that, there are $T_{l}-D_{l}-\left|N_{\tilde{U}}\right|$ nodes in $V$ which do not have any edge to some node in $\tilde{U}$. We consider two cases:

Case (i): There exists a set $\tilde{U}$ for which $\left|N_{\tilde{U}}\right|<|\tilde{U}|$. Consider a node $s \in \tilde{U}$ and a task with duration $p$ running at time slot $s$. Let $p_{U}$ denote the amount of time that this task is running on time slots of set $U$. Note that $p_{U} \geq 1$. By Equation (6.11), a task that is running at time $s$ is also running at $T_{l}-D_{l}-\left|N_{\tilde{U}}\right|$ many other time slots whose corresponding nodes are in $V$.

$$
p=T_{l}-D_{l}-\left|N_{\tilde{U}}\right|+p_{U} \leq D_{l},
$$

where the inequality is by Constraint (6.9c). Therefore

$$
T_{l} \leq 2 D_{l}+\left|N_{\tilde{U}}\right|-p_{U}<2 D_{l}+|\tilde{U}| \leq 3 D_{l} .
$$

Case (ii): For any $\tilde{U} \subseteq U,|\tilde{U}| \leq\left|N_{\tilde{U}}\right|$. Hence, $|V| \geq|U|$ which implies that $T_{l} \geq 2 D_{l}$. Further, Hall's Theorem [175] states that a perfect matching ${ }^{3}$ of nodes in $U$ to nodes in $V$ always exists in $G$ in this case. The existence of such a matching then implies that any time slot $s \in\left(T_{l}-D_{l}, T_{l}\right]$ can be matched to a time slot $t_{s} \in\left(0, T_{l}-D_{l}\right]$ and $h_{i^{\star} l}(s)+h_{i^{\star} l}\left(t_{s}\right) \geq m_{i}$. This implies that

$$
\begin{equation*}
\sum_{s \in U}\left(h_{i^{\star} l}(s)+h_{i^{\star} l}\left(t_{s}\right)\right) \geq m_{i^{\star}} D_{l} \stackrel{(c)}{\geq} \sum_{t=1}^{T_{l}} h_{i^{\star} l}(t), \tag{6.12}
\end{equation*}
$$

[^9]where Inequality (c) is by Equation (6.10). From this, one can conclude that no non-zero task fraction $\left(k, j, i^{\star}, l^{\prime}\right), i^{\star}, l^{\prime} \leq l$ is processed at time slots $V^{\prime}=V \backslash \cup_{s \in U}\left\{t_{s}\right\}$. This is because the right hand side of Inequality (c) is the total amount of task fractions that is processed up to time $T_{l}$. Hence, $V^{\prime}=\varnothing$, since otherwise SynchPack-1 would have scheduled some of the tasks running at time slots of set $U$, at $V^{\prime}$. We then can conclude that $T_{l}=2 D_{l}<3 D_{l}$. This completes the proof.

Recall that schedule $\overline{\mathcal{S}}$ is formed by stretching schedule $\mathcal{S}$ by factor $1 / \lambda$. Let $\bar{C}_{j}^{\lambda}$ denote the completion time of job $j$ in $\overline{\mathcal{S}}$. Next, we need to relate $\bar{C}_{j}^{\lambda}$ and $\tilde{C}_{j}$, the optimal solution to (LP1) for completion time of job $j$. For this purpose, we first make the following definition regarding schedule $\mathcal{S}$.

Definition 14. We define $C_{j}(\alpha)$, for $0<\alpha \leq 1$, to be the time at which $\alpha$-fraction of job $j$ is completed in schedule $\mathcal{S}$ (i.e., at least $\alpha$-fraction of each of its tasks has been completed.).

The following lemma shows the relationship between $C_{j}(\alpha)$ and $\tilde{C}_{j}$. The proof is provided in Section 6.9.2.

Lemma 23. $\int_{\alpha=0}^{1} C_{j}(\alpha) d \alpha \leq 3(1+\epsilon) \tilde{C}_{j}$
Now, we can show that the following lemma holds.
Lemma 24. $\mathbb{E}\left[\bar{C}_{j}^{\lambda}\right] \leq 6(1+\epsilon) \tilde{C}_{j}$.
Proof. Proof. The proof is based on Lemma 23 and taking expectation with respect to probability density function of $\lambda$. The details can be found in Section 6.9.3.

In constructing $\overline{\mathcal{S}}$, we may shift scheduling time of some of the tasks on each machine to the left and construct a better schedule. Nevertheless, we have the performance guarantee of Theorem 11 even without this shifting.

Proof. Proof of Theorem 11. Let $C_{j}$ denote the completion time of job $j$ under SynchPack-1. Then

$$
\mathbb{E}\left[\sum_{j \in \mathcal{J}} w_{j} C_{j}\right] \leq \mathbb{E}\left[\sum_{j \in \mathcal{J}} w_{j} \bar{C}_{j}^{\lambda}\right] \stackrel{(a)}{\leq} 6(1+\epsilon) \sum_{j \in \mathcal{J}} w_{j} \tilde{C}_{j} \stackrel{(b)}{\leq} 6(1+\epsilon) \sum_{j \in \mathcal{J}} w_{j} C_{j}^{\star},
$$

where (a) is by Lemma 24, and (b) is by Lemma 21. In Section 6.10, we discuss how to derandomize the random choice of $\lambda \in(0,1]$, which is used to construct schedule $\overline{\mathcal{S}}$ from schedule $\mathcal{S}$. So the proof is complete.

### 6.4 Scheduling When Migration is not Allowed

The algorithm in Section 6.3 is preemptive, and tasks can be migrated across the machines in the same placement set. Implementing such an algorithm can be complex and costly in practice. In this section, we consider the case that migration of tasks among machines is not allowed. We propose a non-preemptive scheduling algorithm for this case. Using the 3-field notation, this case is represented by $\operatorname{PRP}\left|\mid \sum_{j} w_{j} C_{j}\right.$. We also show that its solution provides a bounded solution for the case that preemption of tasks (in the same machine, without migration) is allowed (PRP $\mid$ pmtn $\left.\mid \sum_{j} w_{j} C_{j}\right)$.

Our algorithm is based on a relaxed LP which is very similar to (LP1) of Section 6.3, however a different constraint is used to ensure that each task is scheduled entirely by the end point of some time-interval of a machine. Next, we introduce this LP and describe how to generate a non-preemptive schedule based on its solution.

### 6.4.1 Relaxed Linear Program (LP2)

We partition the time horizon into intervals $\left(d_{l-1}, d_{l}\right]$ for $l=0, \ldots, L$, as defined in (6.5) by replacing $\epsilon$ by 1 . Define $0-1$ variable $z_{k j}^{i l}$ to indicate whether task $(k, j)$ is completed on machine $i$ by the end-point of interval $l$, i.e., by $d_{l}$. Note that the interpretation of variables $z_{k j}^{i l}$ is slightly different from their counterparts in (LP1). By relaxing integrality of $z$ variables, we formulate
(LP2):

$$
\begin{align*}
\min & \sum_{j \in \mathcal{J}} w_{j} C_{j} \quad(\mathbf{L P 2})  \tag{6.13a}\\
& z_{k j}^{i l}=0 \text { if } p_{k j}^{i}>d_{l}, \quad j \in \mathcal{J}, k \in \mathcal{K}_{j}, i \in \mathcal{M}_{k j}, l=0, \ldots, L  \tag{6.13b}\\
& \text { Constraints (6.9b)-(6.9h) } \tag{6.13c}
\end{align*}
$$

Note that Constraint (6.13b) allows $z_{k j}^{i l}$ to be positive only if the end point of the $l$-th interval is at least as long as task $(k, j)$ 's processing time on machine $i \in \mathcal{M}_{k j}$. We would like to emphasize that this is a valid constraint for both the preemptive and non-preemptive cases when migration is not allowed. We will see shortly how this constraint helps us construct our non-preemptive algorithm. We interpret fractional values of $z_{k j}^{i l}$ as the fraction of task $(k, j)$ that is processed in interval $l$ of machine $i$ (as in Section 6.3).

### 6.4.2 Scheduling Algorithm: SynchPack-2

Our non-preemptive algorithm, which we refer to as SynchPack-2, has three main steps:
Step 1: Solve (LP2). We first solve the linear program (LP2) to obtain the optimal solution of $\left\{z_{k j}^{i l}\right\}$ denoted by $\left\{\tilde{z}_{k j}^{i l}\right\}$.

Step 2: Apply Slow-Motion. Before constructing the actual schedule of tasks, the algorithm applies the Slow-Motion technique (see Section 6.3.2). We pause here to clarify the connection between $\tilde{z}_{k j}^{i l}$ and those obtained after applying Slow-Motion which we denote by $\bar{z}_{k j}^{i l}$, below.

Recall that $\tilde{z}_{k j}^{i l}$ is the fraction of task $(k, j)$ that is scheduled in interval $l$ of machine $i$ in the optimal solution to (LP2), and $\Delta_{l}$ is the length of the $l$-th interval. Also, recall that $\tilde{Z}_{k j}^{i}=\sum_{l=0}^{L} \tilde{z}_{k j}^{l l}$ is the total task fraction to be scheduled on machine $i$ corresponding to task $(k, j)$. Similarly, we define $\bar{\Delta}_{l}$ and $\bar{d}_{l}$ to be the length and the end point of the $l$-th interval after applying the SlowMotion using a stretch parameter $\lambda \in(0,1]$, respectively. Therefore,

$$
\begin{equation*}
\bar{\Delta}_{l}=\frac{\Delta_{l}}{\lambda}, \quad \bar{d}_{l}=\frac{d_{l}}{\lambda} . \tag{6.14}
\end{equation*}
$$

Further, we define $\bar{z}_{k j}^{i l}$ to be the fraction of task $(k, j)$ to be scheduled during the $l$-th interval on machine $i$ after applying Slow-Motion. Then it holds that,

$$
\bar{z}_{k j}^{l l}= \begin{cases}\frac{z_{k j}^{i l}}{\lambda}, & \text { if } \sum_{l \prime=0}^{l} \frac{\frac{z_{k j}^{i l_{j}^{\prime}}}{\lambda}<\tilde{Z}_{k j}^{i}}{\max \left\{0,\left(\tilde{Z}_{k j}^{i}-\sum_{l \prime=0}^{l-1} \frac{\tilde{z}_{k j}^{i l^{\prime}}}{\lambda}\right)\right\},}  \tag{6.15}\\ \text { otherwise. }\end{cases}
$$

To see (6.15), note that in Slow-Motion, both variables and intervals are stretched by factor $1 / \lambda$, and after stretching, the machine is left idle if it has already processed its total task fraction completely. Hence, as long as $\tilde{Z}_{k j}^{i}$ fraction of task $(k, j)$ is not completely processed by the end of the $l$-th interval in the stretched solution, it is processed for $\tilde{z}_{k j}^{i l} p_{k j}^{i} / \lambda$ amount of time in the $l$-th interval of length $\bar{\Delta}_{l}=\Delta_{l} / \lambda$. Hence $\bar{z}_{k j}^{i l}=\tilde{z}_{k j}^{l} / \lambda$. Now suppose $l^{\star}$ is the first interval for which $\sum_{l \prime=0}^{l^{\star}} \tilde{z}_{k j}^{i l^{\prime}} / \lambda \geq \tilde{Z}_{k j}^{i}$. Then, the remaining processing time of task $(k, j)$ to be scheduled in the $l^{\star}$-th interval of machine $i$ in the stretched schedule is $p_{k j}^{i}\left(\tilde{Z}_{k j}^{i}-\sum_{l \prime=0}^{l^{\star}-1} \bar{z}_{k j}^{i l^{\prime}}\right)=p_{k j}^{i}\left(\tilde{Z}_{k j}^{i}-\sum_{l \prime=0}^{l^{\star}-1} \tilde{z}_{k j}^{i l^{\prime}} / \lambda\right)>0$. Therefore, the second part of (6.15) holds for $l^{\star}$, and for intervals $l>l^{\star}, \bar{z}_{k j}^{i l}$ will be zero, since $\tilde{Z}_{k j}^{i}-\sum_{l /=0}^{l-1} \bar{z}_{k j}^{i l^{\prime}} / \lambda \leq 0$. Observe that $\sum_{i \in \mathcal{M}_{k j}} \sum_{l=0}^{L} \bar{z}_{k j}^{i l}=1$.

Step 3: Construct a non-preemptive schedule. Note that according to variables $\bar{z}_{k j}^{i l}$, a task possibly is set to get processed in different intervals and machines. The last step of SynchPack-2 is the procedure of constructing a non-preemptive schedule using these variables. This procedure involves 2 substeps: (1) mapping of tasks to machine-intervals, and (2) non-preemptive scheduling of tasks mapped to each machine-interval using a greedy scheme. We now describe each of these substeps in detail.

Substep 3.1: Mapping of tasks to machine-intervals. For each task $(k, j)$, the algorithm uses a mapping procedure to find a machine and an interval in which it can schedule the task entirely in a non-preemptive fashion. The mapping procedure is based on constructing a weighted bipartite graph $\mathcal{G}=(U \cup V, E)$, followed by an integral matching of nodes in $U$ to nodes in $V$ on edges with non-zero weights, as described below:
(i) Construction of $\operatorname{Graph} \mathcal{G}=(U \cup V, E)$ : For each $\operatorname{task}(k, j), j \in \mathcal{J}, k \in \mathcal{K}_{j}$, we consider a node
in $U$. Therefore, there are $\sum_{j \in \mathcal{J}}\left|\mathcal{K}_{j}\right|$ nodes in $U$. Further, $V=\cup_{i \in \mathcal{M}} V_{i}$, where $V_{i}$ is the set of nodes that we add for machine $i$ to represent intervals. To construct graph $\mathcal{G}$, we start from the first machine, say machine $i$, and sort tasks in non-increasing order of their volume $v_{k j}^{i}=a_{k j} p_{k j}^{i}$ in machine $i$. Let $N_{i}$ denote the number of tasks on machine $i$ with nonzero volumes. Without loss of generality, suppose

$$
\begin{equation*}
v_{k_{1} j_{1}}^{i} \geq v_{k_{2} j_{2}}^{i} \geq \ldots v_{k_{N_{i}} j_{N_{i}}}^{i}>0 . \tag{6.16}
\end{equation*}
$$

For each interval $l$, we consider $\left\lceil\bar{z}^{i l}\right\rceil=\left\lceil\sum_{j \in J} \sum_{k \in \mathcal{K}_{j}} \bar{z}_{k j}^{i l}\right\rceil$ (recall the definition of $\bar{z}_{k j}^{i l}$ in (6.15)) consecutive nodes in $V_{i}$ which we call copies of interval $l$.

Starting from the first task in the ordering (6.16), we draw edges from its corresponding node in $U$ to the interval copies in $V_{i}$ in the following manner. Assume we reach at task $(k, j)$ in the process of adding edges. For each interval $l$, if $\bar{z}_{k j}^{i l}>0$, first set $R=\bar{z}_{k j}^{i l}$. Consider the first copy of interval $l$ for which the total weight of its current edges is strictly less than 1 and set $W$ to be its total weight. We draw an edge from the node of task $(k, j)$ in $U$ to this copy node in $V_{i}$, and assign a weight equal to $\min \{R, 1-W\}$ to this edge. Then we update $R \leftarrow R-\min \{R, 1-W\}$, consider the next copy of interval $l$, and apply the same procedure, until $R=0$ (or equivalently, the sum of edge weights from node $(k, j)$ to copies of interval $l$ becomes equal to $\bar{z}_{k j}^{i l}$ ). We use $w_{k j}^{i l c}$ to denote the weight of edge that connects task $(k, j)$ to copy $c$ of interval $l$ of machine $i$, and if there is no such edge, $w_{k j}^{i l c}=0$. We then move to the next machine and apply the similar procedure, and so on. See Figure 6.3 for an illustrative example.

Note that in $\mathcal{G}$, the weight of any node $u \in U$ (the sum of weights of its edges) is equal to 1 (since $\sum_{l=0}^{L} \bar{z}_{k j}^{i l}=1$, for any task $(k, j)$ ), while the weight of any node $v \in V$ is at most 1 .
(ii) Integral Matching: Finally, we find an integral matching on the non-zero edges of $\mathcal{G}$, such that each non-zero task is matched to some interval copy. As we will show shortly in Section 6.4.3, we can always find an integral matching of size $\sum_{j \in \mathcal{J}}\left|\mathcal{K}_{j}\right|$, the total number of tasks, in $\mathcal{G}$, in polynomial time, in which each task is matched to a copy of some interval.


Figure 6.3: An illustrative example for construction of graph $\mathcal{G}$ in Substeb 3.1. Task $(k, j)$ requires $\bar{z}_{k j}^{i l}=0.4$ and $\bar{z}_{k j}^{i l^{\prime}}=0.3$. When we reach at task $(k, j)$, the total weight of the first copy of interval $l$ is 1 and that of its second copy is 0.7 . Also, the total weight of the first copy of interval $l^{\prime}$ is 0.9 . Hence, the procedure adds 2 edges to copies of interval $l$ with weights 0.3 and 0.1 , and 2 edges to copies of interval $l^{\prime}$ with weights 0.1 and 0.2.

A pseudocode for the mapping procedure can be found in Section 6.15.
Substep 3.2: Greedy packing of tasks in machine-intervals. We utilize a greedy packing to schedule all the tasks that are mapped to a machine-interval non-preemptively. More precisely, on each machine, the greedy algorithm starts from the first interval and considers an arbitrary ordered list of its corresponding tasks. Starting from the first task, the algorithm schedules it, and moves to the second task. If the machine has sufficient capacity, it schedules the task, otherwise it checks the next task and so on. Once it is done with all the tasks of the first interval, it considers the second interval, applies the similar procedure, and so on. We may also shift back future tasks' schedules as far as the machine capacity allows.

Note that this greedy algorithm is simpler than the one described in Section 6.3, since it does not need to consider requirement (ii) of Section 6.2 as here each task only appears in one feasible machine.

As we prove in the next section, we can bound the total volume of tasks mapped to interval $l$ on machine $i$ in the mapping phase by $m_{i} \bar{\Delta}_{l}$. Furthermore, by Constraint (6.13b) and the fact that the integral matching in Substep 3.1 was constructed on non-zero edges, the processing time of any task mapped to an interval is not greater than the interval's end point, which is twice the interval length. Hence, we can bound the completion time of each job and find the approximation ratio that our algorithm provides. A pseudocode for the SynchPack-2 algorithm can be found in Section 6.15.

### 6.4.3 Performance Guarantee

In this section, we analyze the performance of our non-preemptive algorithm SynchPack-2. The main result of this section is as follows:

Theorem 12. The scheduling algorithm SynchPack-2 is a 24 -approximation algorithm for the problem of parallel-task jobs scheduling with packing and placement constraints, when preemption and migration is not allowed.

Since the constraints of (LP2) also hold for the preemptive case when migration is not allowed, the optimal solution of this case is also lower bounded by the optimal solution to the LP. Therefore, the algorithm' solution is also a bounded solution for the case that preemption is allowed (while still migration is not allowed).

Corollary 4. The scheduling algorithm SynchPack-2, in Section 6.4.2, is a 24-approximation algorithm for the problem of parallel-task jobs scheduling with packing and placement constraints, when preemption is allowed and migration is not.

The rest of this section is devoted to the proof of Theorem 12. With a minor abuse of notation, we use $\tilde{C}_{k j}$ and $\tilde{C}_{j}$ to denote the completion time of task $(k, j)$ and job $j$, respectively, in the optimal solution to (LP2). Also, let $C_{k j}^{\star}$ and $C_{j}^{\star}$ denote the completion time of task $(k, j)$ and job $j$, respectively, in the optimal non-preemptive schedule. We can bound the optimal value of (LP2) as stated below. The proof is provided in Section 6.11.1.

Lemma 25. $\sum_{j=1}^{N} w_{j} \tilde{C}_{j} \leq \sum_{j=1}^{N} w_{j} C_{j}^{\star}=O P T$.
Definition 15. Given $0<\alpha \leq 1$, define $\hat{C}_{j}(\alpha)$ to be the starting point of the earliest interval lfor which $\alpha \leq \tilde{x}_{j l}$ in solution to (LP2).

Note that $\hat{C}_{j}(\alpha)$ is slightly different from Definition 14, as we do not construct an actual schedule yet. We then have the following corollary which is a counterpart of Lemma 23. See Section 6.11.2 for the proof.

Corollary 5. $\int_{\alpha=0}^{1} \hat{C}_{j}(\alpha) d \alpha=\tilde{C}_{j}$

Consider the mapping procedure where we construct bipartite graph $\mathcal{G}$ and match each task to a copy of some machine-interval. Below, we state a lemma which ensures that indeed we can find an integral (i.e. 0 or 1 ) matching in $\mathcal{G}$. The proof can be found in Section 6.11.3.

Lemma 26. Consider graph $\mathcal{G}$ constructed in the mapping procedure. There exists an integral matching on the nonzero edges of $\mathcal{G}$ in which each task is matched to some interval copy. Further, this matching can be found in polynomial time.

Let $\mathcal{V}_{i l}$ denote the total volume of the tasks mapped to all the copies of interval $l$ of machine $i$. The following lemma bounds $\mathcal{V}_{i l}$ whose proof is provided in Section 6.11.4.

Lemma 27. For any machine-interval (i,l), we have

$$
\begin{equation*}
\mathcal{V}_{i l} \leq \bar{d}_{l} m_{i}+\sum_{j \in \mathcal{J}} \sum_{k \in \mathcal{K}_{j}} v_{k j}^{i} \bar{z}_{k j}^{i l} \tag{6.17}
\end{equation*}
$$

Note that the second term in the right side of (6.17) can be bounded by $\bar{d}_{l} m_{i}$ which results in the inequality $\mathcal{V}_{i l} \leq 2 \bar{d}_{l} m_{i}$. However, the provided bound is tighter and allows us to prove a better bound for the algorithm. We next show that, using the greedy packing algorithm, we can schedule all the tasks of an interval $l$ in a bounded time.

In the case of packing single tasks in a single machine, the greedy algorithm by [167] is known to provide a 2-approximation solution for minimizing makespan. The situation is slightly different in our setting as we require to bound the completion time of the last task as a function of the total volume of tasks, when the maximum duration of all tasks in each interval is bounded. We state the following lemma and its proof in Section 6.11.5 for completeness.

Lemma 28. Consider a machine with capacity 1 and a set of tasks $J=\{1,2, \ldots, n\}$. Suppose each task $j$ has size $a_{j} \leq 1$, processing time $p_{j} \leq 1$, and $\sum_{j \in J} a_{j} p_{j} \leq v$. Then, we can schedule all the tasks within the interval $(0,2 \max \{1, v\}]$ using the greedy algorithm.

Now consider a machine-interval (i,l). Note that Lemma 27 bounds the total volume of tasks while Constraint (6.13b) ensures that duration of each task is less than $d_{l}$. Thus, by applying

Lemma 28 on the normalized instance, in which size and length of tasks are normalized by $m_{i}$ and $d_{l}$, respectively, we guarantee that we can schedule all the task within a time interval of length $2 d_{l}+2 \sum_{j \in \mathcal{J}} \sum_{k \in \mathcal{K}_{j}} v_{k j}^{i} \bar{z}_{k j}^{i l} / m_{i}$. Moreover, the factor 2 is tight as stated in the following lemma whose proof can be found in Section 6.11.6.

Lemma 29. We need an interval of length at least $2 \max (1, v)$ to be able to schedule any list of tasks as in Lemma 28 using any algorithm.

Hence, Lemmas 28 and 29 imply that applying the greedy algorithm to schedule the tasks of each machine-interval, provides a tight bound with respect to the total volume of tasks in that machine-interval. Let $C_{k j}$ denote the completion time of task $(k, j)$ under SynchPack-2. Then we have the following lemma whose proof can be found in Section 6.11.7.

Lemma 30. Suppose that task $(k, j)$ is mapped to the $l$-th interval of machine $i$ at the end of Substep 3.1. Then, $C_{k j} \leq 6 \bar{d}_{l}$.

Proof. Proof of Theorem 12. Let $l$ denote the end point of the interval in which task $(k, j)$ has the last non-zero fraction according to $\bar{z}_{k j}^{i l}$. Then,

$$
\begin{equation*}
\bar{d}_{l}=2^{l} / \lambda \stackrel{(\star)}{\leq} 2 \hat{C}_{j}(\lambda) / \lambda . \tag{6.18}
\end{equation*}
$$

First note that $\epsilon$ is replaced by 1 in Equation (6.5). Further, Inequality ( $\star$ ) follows from the definition of $\hat{C}_{j}(\lambda)$ (Definition 15), and the fact that $d_{l}$ 's are multiplied by $1 / \lambda$. Therefore, $\hat{C}_{j}(\lambda) / \lambda$ is the start point of the interval in which job $j$ is completed, and, accordingly, $2 \hat{C}_{j}(\lambda) / \lambda$ is the end point of that interval. Thus, $2^{l} / \lambda$, the end point of the interval in which task $(k, j)$ is completed, has to be at most $2 \hat{C}_{j}(\lambda) / \lambda$, the end point of the interval in which job $j$ is completed.

Let $C_{k j}$ and $C_{j}$ be the completion time of task $(k, j)$ and job $j$ under SynchPack-2. Recall that in the mapping procedure, we only map a task to some interval $l^{\prime}$ in which part of the task is assigned to that interval after Slow-Motion applied (in other words, $\bar{z}_{k j}^{i l^{\prime}}>0$ ). Thus, task $(k, j)$ that has its last non-zero fraction in interval $l$ (by our assumption) is mapped to some interval $l^{\prime} \leq l$,
because $\bar{z}_{k j}^{i l^{\prime \prime}}=0$ for intervals $l^{\prime \prime}>l$. Suppose task $\left(k_{j}, j\right)$ is the last task of job $j$ and finishes in interval $l_{j}$ in our non-preemptive schedule. Then, by Lemma 30 and Equation (6.14), we have $C_{j}=C_{i_{j} j} \leq 6 \bar{d}_{l}=\frac{6}{\lambda} 2^{l_{j}}$. Recall that $\tilde{C}_{j}$ denotes the completion time of job $j$ in an optimal solution of (LP2). Hence,

$$
\begin{aligned}
\mathbb{E}\left[\sum_{j \in \mathcal{J}} w_{j} C_{j}\right] & \leq \mathbb{E}\left[\sum_{j \in \mathcal{J}} w_{j} \frac{6}{\lambda} 2^{l_{j}}\right] \stackrel{(a)}{\leq} 12 \times \mathbb{E}\left[\sum_{j \in \mathcal{J}} w_{j} \hat{C}_{j}(\lambda) / \lambda\right] \\
& \stackrel{(b)}{=} 12 \times \sum_{j \in \mathcal{J}} w_{j} \int_{\lambda=0}^{1} \frac{\hat{C}_{j}(\lambda)}{\lambda} 2 \lambda d \lambda \stackrel{(c)}{\leq} 24 \times \sum_{j \in \mathcal{J}} w_{j} \tilde{C}_{j},
\end{aligned}
$$

where in the above, (a) is by the second part of (6.18) for $l=l_{j}$, (b) is by definition of expectation with respect to $\lambda$, with $\operatorname{pdf} f(\lambda)=2 \lambda$, and (c) is by Corollary 5 . Using the above inequality and Lemma 25,

$$
\begin{equation*}
\mathbb{E}\left[\sum_{j \in \mathcal{T}} w_{j} C_{j}\right] \leq 24 \times \sum_{j \in \mathcal{J}} w_{j} C_{j}^{\star}=24 \times \mathrm{OPT} \tag{6.19}
\end{equation*}
$$

By applying de-randomization procedure (see Section 6.10), we can find $\lambda=\lambda^{\star}$ in polynomial time for which the total weighted completion time is less that its expected value in (6.19). This completes the proof of Theorem 12.

### 6.5 Special Case: Preemption and Single-Machine Placement set

In previous sections, we studied the parallel-task job scheduling problem for both cases when migration of tasks (among machines in its placement set) is allowed or not, and provided ( $6+\epsilon$ ) and 24 approximation algorithms, respectively. In this section, we consider a special case when only one machine is in the placement set of each task (e.g., it is the only machine that has the required data for processing the task), and preemption is allowed. Using the 3-field notation, this case is represented by PDP $|\mathrm{pmtn}| \sum_{j} w_{j} C_{j}$.

Corollary 6. Consider the parallel-task job scheduling problem when there is a specific machine to process each task and preemption is allowed. For any $\epsilon>0$, the sum of the weighted completion times of jobs under SynchPack-1, in Section 6.3.2, is at most $(4+\epsilon) \times O P T$.

Proof. Proof. The proof is straight forward and similar to proof of Theorem 11. Specifically, the factor 3 needed to bound the solution of the greedy policy is reduced to 2 due to the fact that placement constraint is not needed to be enforced here, since there is only one machine for each task.

We can show that there is a slightly better approximation algorithm to solve the problem in this special case, that has an approximation ratio 4. The algorithm uses a relaxed LP, based on linear ordering variables (e.g., see [84, 75, 77]) to find an efficient ordering of jobs. Then it applies a simple list scheduling to pack their tasks in machines subject to capacity constraints. The details are as follows.

### 6.5.1 Relaxed Linear Program (LP3)

Note that each task has to be processed in a specific machine. Each job consists of up to $M$ (number of machines) different tasks. We use $\mathcal{M}_{j}$ to denote the set of machines that have tasks for job $j$. Task $i$ of job $j$, denoted as task $(i, j)$, requires a specific amount $a_{i j}$ of machine $i$ 's resource $\left(a_{i j} \leq m_{i}\right)$ for a specific time duration $p_{i j}>0$. We also define its volume as $v_{i j}=a_{i j} p_{i j}$. The results also hold in the case that a job has multiple tasks on the same machine.

For each pair of jobs, we define $\delta_{j j^{\prime}} \in\{0,1\}$ such that $\delta_{j j^{\prime}}=1$ if job $j$ is completed before job $j^{\prime}$, and $\delta_{j j^{\prime}}=0$ otherwise. Note that by the synchronization constraint (6.1), the completion of a job is determined by its last task. If both jobs finish at the same time, we set either one of $\delta_{j j^{\prime}}$ or $\delta_{j^{\prime} j}$ to 1 and the other one to 0 , arbitrarily. By relaxing the integral constraint on binary variables,
we formulate the following LP:

$$
\begin{array}{ll}
\min & \sum_{j \in \mathcal{J}} w_{j} C_{j} \quad(\mathbf{L P 3}) \\
& m_{i} C_{j} \geq v_{i j}+\sum_{j^{\prime} \in \mathcal{J}, j^{\prime} \neq j} v_{i j^{\prime}} \delta_{j^{\prime} j}, \quad j \in \mathcal{J}, i \in \mathcal{M}_{j} \\
& C_{j} \geq p_{i j}, \quad j \in \mathcal{J}, i \in \mathcal{M}_{j} \\
& \delta_{j j^{\prime}}+\delta_{j^{\prime} j}=1, \quad j \neq j^{\prime}, j, j^{\prime} \in \mathcal{J} \\
& \delta_{j j^{\prime}} \geq 0, \quad j, j^{\prime} \in \mathcal{J} \tag{6.20e}
\end{array}
$$

Recall the definition of job completion time $C_{j}$ and task completion time $C_{i j}$ in Section 6.2. In (LP3), (6.20b) follows from the definition of $\delta_{j j^{\prime}}$, and the fact that the tasks which need to be served on machine $i$ are processed by a single machine of capacity $m_{i}$. It states that the total volume of tasks that can be processed during the time period $\left(0, C_{j}\right]$ by machine $i$ is at most $m_{i} C_{j}$. This total volume is given by the right-hand-side of (6.20b) which basically sums the volumes of the tasks on machine $i$ that finish before job $j$ finishes its corresponding tasks at time $C_{j}$, plus the volume of task $(i, j)$ itself. Constraint (6.20c) is due to the fact that $C_{j} \geq C_{i j}$ and each task cannot be completed before its processing time $p_{i j}$. ( 6.20 d ) indicates that for each two jobs, one precedes the other. Further, we relax the binary ordering variables to be fractional in (6.20e).

Note that the optimal solution to (LP3) might be an infeasible schedule as (LP3) replaces the tasks by sizes of their volumes and it might be impossible to pack the tasks in a way that matches the obtained completion times from (LP3).

Remark 4. (LP3) can be easily modified to allow each job to have multiple tasks on the same machine. We omit the details to focus on the main ideas.

### 6.5.2 Scheduling Algorithm: SynchPack-3

The SynchPack-3 algorithm has two steps:

Step 1: Solve (LP3) to find an ordering of jobs. Let $\tilde{C}_{j}$ denote the optimal solution to (LP3) for completion time of job $j \in \mathcal{J}$. We order jobs based on their $\tilde{C}_{j}$ values in a nondecreasing order. Without loss of generality, we re-index the jobs such that

$$
\begin{equation*}
\tilde{C}_{1} \leq \tilde{C}_{2} \leq \ldots \leq \tilde{C}_{N} \tag{6.21}
\end{equation*}
$$

Ties are broken arbitrarily.
Step 2: List scheduling based on the obtained ordering. For each machine $i$, the algorithm maintains a list of tasks such that for every two tasks $(i, j)$ and $\left(i, j^{\prime}\right)$ with $j<j^{\prime}$ (according to ordering (6.21)), task $(i, j)$ appears before task $\left(i, j^{\prime}\right)$ in the list. On machine $i$, the algorithm scans the list starting from the first task. It schedules a task $(i, j)$ from the list if the machine has sufficient remaining resource to accommodate it. Upon completion of a task, the algorithm preempts the schedule, removes the completed task from the list and updates the remaining processing time of the tasks in the list, and starts scheduling the tasks in the updated list. Observe that this list scheduling is slightly different from the greedy scheme used in SynchPack-1. A pseudocode for the algorithm can be found in Section 6.16.

### 6.5.3 Performance Guarantee

Theorem 13. The scheduling algorithm SynchPack-3 is a 4-approximation algorithm for the problem of parallel-task jobs scheduling with packing and single-machine placement constraints.

The proof of the theorem, and any supporting lemmas, is presented in Section 6.12.

### 6.6 Complexity of Algorithms

The complexity of our algorithms is mainly dominated by solving their corresponding LPs, which can be solved in polynomial time using efficient linear programming solvers. The rest of the operations have low complexity and can be parallelized on the machines. We have provided a detailed discussion of the complexity in Section 6.8.

### 6.7 Evaluation Results

In this section, we evaluate the performance of our algorithms using a real traffic trace from a large Google cluster [151], and compare to prior algorithms. The original data set only contains the machine to which each task is assigned by the resource manager, and the information regarding the placement constraints (data locality) is missing. The setting is then similar to our model for preemptive algorithm SynchPack-3 in Section 6.5. To incorporate placement constraints, we modify the data set as follows. For each task, we randomly choose 3 machines and assume that processing time of the task on these machines is equal to the processing time given in the data set. We allow the task to be scheduled on other machines; however, its processing time will be penalized by a factor $\alpha>1$. This is consistent with the data locality models in previous work (e.g. [145, 163]). The details of the data set can be found in Section 6.13.

We consider three prior algorithms, PSRS [169], Tetris [145], and JSQ-MW [163] to compare with our algorithms SynchPack-2 and SynchPack-3. PSRS is a preemptive algorithm for the parallel task scheduling problem (see Section 6.1.1) on a single machine. Tetris is a heuristic that schedules tasks on each machine according to an ordering based on their scores (Section 6.1.1). In our evaluations, we consider two versions of Tetris, preemptive (Tetris-p) and non-preemptive (Tetris-np). Finally, Join-the-Shortest-Queue routing with Max Weight scheduling (JSQ-MW) is a non-preemptive algorithm in presence of data locality (Section 6.1.1). An overview of these algorithms can be found in Section 6.13.

### 6.7.1 Results in Offline Setting

We use SynchPack-3, Tetris-p, and PSRS to schedule tasks of the original data set preemptively, and use SynchPack-2, Tetris-np, and JSQ-MW to schedule tasks of the modified data set (with placement constraints) non-preemptively. We then compare the weighted average completion time of jobs, $\sum_{j} w_{j} C_{j} / \sum_{j} w_{j}$, under these algorithms for the three weight cases, i.e. equal, random, and priority-based weights. Note that weighted average completion time is equivalent to the total


Figure 6.4: Performance of algorithms in the offline setting.


Figure 6.5: Performance of algorithms in the online setting.
weighted completion time (up to the normalization $\sum_{j} w_{j}$ ). We first report the ratio between the total weighted completion time obtained from SynchPack-2 (for $\alpha=2$ ) and SynchPack-3 and their corresponding optimal value of their relaxed LPs (6.13) and (6.20) (which are lower bounds on the optimal total weighted competition times) to verify Theorem 12 and 13. Table 6.1 shows this performance ratio for the 3 cases of job weights. All ratios are within our theoretical results of 24 and 4. In fact, the approximation ratios are much smaller.

Table 6.1: Performance ratio of SynchPack-3 with respect to (LP3), and SynchPack-2 with respect to (LP2)

| Jobs' Weights | Equal | Random | Priority-Based |
| :---: | :---: | :---: | :---: |
| Ratio for SynchPack-2 | 2.87 | 2.90 | 2.98 |
| Ratio for SynchPack-3 | 1.34 | 1.35 | 1.31 |

Figure 6.4a shows the performance of SynchPack-3, Tetris-p, and PSRS in the offline setting. As we see, SynchPack-3 outperforms the other two algorithms in all the cases and performance gain varies from $33 \%$ to $132 \%$. Further, Figure 6.4b depicts performance of SynchPack-2, Tetrisnp , and JSQ-MW for different weights, when $\alpha=2$. The performance gain of SynchPack-2 varies from $81 \%$ to $420 \%$. Figure 6.4 c shows the effect of remote penalty $\alpha$ in the performance of SynchPack-2, Tetris-np, and JSQ-MW. As we see, SynchPack-2 outperforms the other algorithms by $85 \%$ to $273 \%$

### 6.7.2 Results in Online Setting

In the online setting, jobs arrive dynamically over time, according to the arrival time information in the data set, and we are interested in the weighted average delay of jobs. The delay of a job is measured from the time that it arrives to the system until its completion. See Section 6.13 for details on implementation of the algorithms in the online setting.

Figure 6.5a shows the performance results, in terms of the weighted average delay of jobs, under SynchPack-3, Tetris-p, and PSRS. Performances of Tetris-p is worse than our algorithm by $11 \%$ to $27 \%$, while PSRS presents the poorest performance and has $36 \%$ to $65 \%$ larger weighted average delay compared to SynchPack-3. Moreover, performance of SynchPack-2, Tetris-np, and JSQ-MW for different weights is depicted in Figure 6.5b. As we see, SynchPack-2 outperforms the other two algorithms in all the cases and performance gain varies from $109 \%$ to $189 \%$. Further, by multiplying arrival times by constant values we can change the traffic intensity and study its effect on algorithms' performance. Figure 6.5 c shows the results for equal job weights. As we can see, SynchPack-2 outperforms the other algorithms and the performance gain increases as traffic intensity grows.

### 6.8 Complexity of Algorithms

The linear program (LP1) in (6.9) has at most $K N M L+N L+N$ variables ( $K$ is the maximum number of tasks a job has.), which is polynomially bounded in the problem's input size. The
number of constraints is also polynomially bounded. Hence, it can be solved in polynomial time using efficient linear programming solvers. The complexity of SynchPack-1 is mainly determined by solving (LP1). The complexity of Slow-Motion step is very low and can be parallelized in different machines, namely, $O(K N L)$ on each machine, and $O(K N L M)$ in total. The complexity of the greedy list scheduling - upon arrival or departure of a task fraction- is at most the length of the list (equal to the number of incomplete task fractions which is initially equal to $O(K N L M)$ ) times the number of machines $M$.

Mapping procedure is the extra step for SynchPack-2. The complexity of this step is also polynomially bounded in input size and is $O\left(K^{2} N^{2} M L\right) . O(K N+M L)$ is used for constructing the graph as there are $O(K N)$ nodes on one side (number of all the tasks), $O(K N+M L)$ on the other side (number of all machine-interval copies), and it takes $O(K N M L)$ to create edges (each task has at most 2 edges to copies of each machine-interval.). Further, finding an integral matching from the fractional matching takes $O\left(K^{2} N^{2} M L\right)$. The greedy algorithm in SynchPack-2 can be parallelized on the machines and takes $O(K N)$ in total.

Similarly, the complexity of SynchPack-3 is mainly dominated by solving (LP3) to find an appropriate ordering of jobs. The relaxed linear program (LP3) has $O\left(N^{2}\right)$ variables and $O\left(N^{2}+\right.$ $M N$ ) constraints and can be solved in polynomial time using efficient linear programming solvers. Note that the job ordering is the same on all the machines and they simply list-schedule their tasks respecting this ordering, independently of other machines. The complexity of the list scheduling is less than the one used in SynchPack-2 and is at most the length of the list, which is equal to the number of incomplete tasks.

Further, we would like to emphasize that in all the algorithms the corresponding linear program (LP) is solved only once at the beginning of the algorithm.

For the simulations, we used Gurobi software [176] to solve (LP2) and (LP3) in the simulations. On a desktop PC, with 8 Intel CPU core $i 7-4790$ processors @ 3.60 GHz and 32.00 GB RAM, the average time it took to solve (LP1) was 145 seconds under offline setting. For purpose of comparison, the maximum job completion and the weighted average completion time time under
our algorithm are $4.3 \times 10^{4}$ seconds and $8.6 \times 10^{3}$ seconds, respectively, for the case of prioritybased weights. For solving (LP3), the average time it took was 435 seconds under offline setting, while the maximum job completion time and the weighted average completion time under our algorithm are $4.8 \times 10^{4}$ seconds and $10^{4}$ seconds, respectively for the case of priority-based weights for $\alpha=2$. We note that solving the LPs can be done much faster using the powerful computing resources in today's data centers.

### 6.9 Proofs Related to SynchPack-1

### 6.9.1 Proof of Lemma 21

Consider an optimal solution to the task scheduling problem with packing and synchronization constraints. Define $\hat{C}_{k j}^{\star}$ (similarly, $\hat{C}_{j}^{\star}$ ) to be the left point of the interval in which task $(k, j)$ (similarly, job $j$ ) completes in the optimal schedule. Clearly, $\hat{C}_{j}^{\star} \leq C_{j}^{\star}$. We set $z_{k j}^{i l^{\star}}$ equal to the fraction of task $(k, j)$ that is scheduled in interval $l$ on machine $i$. Also, we set $x_{j, l}^{\star}$ to be one for the last interval that some task of job $j$ is running in the optimal schedule and to be zero for other intervals. Obviously, $\hat{C}_{j}^{\star}=\sum_{l=0}^{L} d_{l-1} x_{j l}^{\star}$. It is easy to see that the set of values $\hat{C}_{j}^{\star}, z_{k j}^{i l}$, and $x_{j, l}^{\star}$ satisfies all the constraints of (LP3). Therefore, $\sum_{j=1}^{N} w_{j} \tilde{C}_{j} \leq \sum_{j=1}^{N} w_{j} \hat{C}_{j}^{\star} \leq \sum_{j=1}^{N} w_{j} C_{j}^{\star}$.

### 6.9.2 Proof of Lemma 23

Recall that $\tau_{l}$ is the time that all the task fractions $\left(k, j, i, l^{\prime}\right)$, for $l^{\prime} \leq l$, complete in schedule $\mathcal{S}$. Let $\alpha_{l}$ be the fraction of job $j$ that is completed by $\tau_{l}$.

Note that as we schedule all the task fractions $\left(k, j, i, l^{\prime}\right)$, for $l^{\prime} \leq l$ and possibly some other task fractions, we have,

$$
\begin{equation*}
\alpha_{l} \geq \sum_{l^{\prime}=0}^{l} \tilde{x}_{j l^{\prime}} \tag{6.22}
\end{equation*}
$$

We define $y_{j l}=\alpha_{l}-\alpha_{l-1}$. Note that $\sum_{l=0}^{L} y_{j l}=1$. Moreover, $C_{j}(\alpha) \leq 3 d_{l}$ for $\alpha \in\left(\alpha_{l-1}, \alpha_{l}\right]$. The
factor 3 comes from Lemma 22. Therefore:

$$
\begin{align*}
\int_{0}^{1} C_{j}(\alpha) d \alpha & =\sum_{l=0}^{L} \int_{\alpha_{l-1}}^{\alpha_{l}} C_{j}(\alpha) d \alpha \leq \sum_{l=0}^{L}\left(\alpha_{l}-\alpha_{l-1}\right) \times 3 d_{l} \\
& \stackrel{(a)}{=} 3(1+\epsilon) \sum_{l=0}^{L} y_{j l} d_{l-1} \stackrel{(b)}{\leq} 3(1+\epsilon) \sum_{l=0}^{L} \tilde{x}_{j l} d_{l-1}  \tag{6.23}\\
& \stackrel{(c)}{=} 3(1+\epsilon) \tilde{C}_{j}
\end{align*}
$$

where (a) follows from definitions. Inequality (b) follows from (6.22) when $y_{j l}$ and $x_{j l}$ is seen as probabilities. Equality (c) comes from (6.9g) in (LP1).

### 6.9.3 Proof of Lemma 24

It is easy to observe that for every job $j, \bar{C}_{j}^{\lambda} \leq C_{j}(\lambda) / \lambda$. The reason is that $C_{j}(\lambda)$ is the time that $\lambda$ fraction of job $j$ is completed in $\mathcal{S}$; therefore, in the stretched schedule $\overline{\mathcal{S}}$ by factor $1 / \lambda$, job $j$ is completed by time $C_{j}(\lambda) / \lambda$. Hence, we have

$$
\begin{aligned}
\mathbb{E}\left[\bar{C}_{j}^{\lambda}\right] & \leq \mathbb{E}\left[C_{j}(\lambda) / \lambda\right] \stackrel{(a)}{=} \int_{0}^{1} \frac{C_{j}(\lambda)}{\lambda} \times 2 \lambda \times d \lambda \\
& \stackrel{(b)}{\leq} 6(1+\epsilon) \tilde{C}_{j},
\end{aligned}
$$

where Equality (a) is by definition of expectation with respect to $\lambda$, with $\operatorname{pdf} f(\lambda)=2 \lambda$, and Equality (b) is due to Lemma 23.

### 6.10 De-randomization

In this section, we discuss how to de-randomize the random choice of $\lambda \in(0,1]$ in SynchPack1, which was used to construct schedule $\overline{\mathcal{S}}$ from schedule $\mathcal{S}$.

Recall that from Definition 14, $C_{j}(\lambda), 0<\lambda \leq 1$, is the starting point of the earliest interval in which $\lambda$-fraction of job $j$ has been completed in schedule $\mathcal{S}$, which means at least $\lambda$-fraction of
each of its tasks has been completed. We first aim to show that we can find

$$
\begin{equation*}
\lambda^{\star}=\underset{\lambda \in(0,1]}{\arg \min } \sum_{j \in \mathcal{J}} w_{j} C_{j}(\lambda) / \lambda \tag{6.24}
\end{equation*}
$$

in polynomial time. Note that using the greedy packing algorithm, we schedule task fractions preemptively to form schedule $\mathcal{S}$. It is easy to see that $C_{j}(\lambda)$ is a step function with at most $O(L)$ breakpoints, since $C_{j}(\lambda)=d_{l}$ for some $l$ and can get at most $L$ different values. Consequently, $F(\lambda)=\sum_{j \in \mathcal{J}} w_{j} C_{j}(\lambda)$ is a step function with at most $O(N L)$ breakpoints. Let $B$ denote the set of breakpoints of $F(\lambda)$. Thus, $F(\lambda) / \lambda=\sum_{j \in \mathcal{J}} w_{j} C_{j}(\lambda) / \lambda$ is a non-increasing function in intervals $\left(b, b^{\prime}\right]$, for $b, b^{\prime}$ being consecutive points in set $B$. This implies that,

$$
\min _{\lambda \in(0,1]} F(\lambda) / \lambda=\min _{\lambda \in(0,1]} \sum_{j \in \mathcal{J}} w_{j} C_{j}(\lambda) / \lambda=\min _{\lambda \in B} \sum_{j \in \mathcal{J}} w_{j} C_{j}(\lambda) / \lambda .
$$

We then can conclude that we can find $\lambda^{\star}$ in polynomial time by checking values of function $F(\lambda) / \lambda$ in at most $O(N L)$ points of set $B$ and pick the one which incurs the minimum value. Given that, we have

$$
\begin{align*}
\sum_{j \in \mathcal{J}} w_{j} \bar{C}_{j}^{\lambda^{\star}} & \leq \sum_{j \in \mathcal{J}}(1+\epsilon) w_{j} C_{j}\left(\lambda^{\star}\right) / \lambda^{\star} \\
& \stackrel{(a)}{\leq}(1+\epsilon) \mathbb{E}\left[\sum_{j \in \mathcal{J}} w_{j} C_{j}(\lambda) / \lambda\right] \\
& =(1+\epsilon) \sum_{j \in \mathcal{J}} w_{j} \int_{\lambda=0}^{1} \frac{C_{j}(\lambda)}{\lambda} 2 \lambda d \lambda  \tag{6.25}\\
& \stackrel{(b)}{=} 6(1+\epsilon) \sum_{j \in \mathcal{J}} w_{j} \tilde{C}_{j},
\end{align*}
$$

where (a) follows from (6.24). Equality (b) is due to Lemma 23. By choosing $\lambda=\lambda^{\star}$ in SynchPack-1, we have a deterministic algorithm with performance guarantee of $(6+\epsilon) \times$ OPT. , as stated by the following proposition.

### 6.11 Proofs Related to SynchPack-2

### 6.11.1 Proof of Lemma 25

Consider an optimal solution to the non-preemptive task scheduling problem with packing and synchronization constraints. For each task, we set $z_{k j}^{i l *}=1$ for the machine $i$ and interval $l$ if that task $(k, j)$ is processed on $i$ and finishes before $d_{l}$, and 0 otherwise. The rest of argument is similar to the proof of Lemma 21.

### 6.11.2 Proof of corollary 5

Note that (LP2) includes all the Constraints (6.9f)-(6.9h) of (LP1). Let $\alpha_{l}$ be the fraction of job $j$ that is completed by interval $l$. Therefore,

$$
\begin{equation*}
\alpha_{l}=\sum_{l^{\prime}=0}^{l} \tilde{x}_{j l^{\prime}} . \tag{6.26}
\end{equation*}
$$

Similar to Equations (6.23), we can write

$$
\int_{0}^{1} \hat{C}_{j}(\alpha) d \alpha=\sum_{l=0}^{L}\left(\alpha_{l}-\alpha_{l-1}\right) \times d_{l-1}=\sum_{l=0}^{L} \tilde{x}_{j l} d_{l-1}=\tilde{C}_{j},
$$

### 6.11.3 Proof of Lemma 26

We use the following fundamental theorem (Theorem 2.1.3 in [177]): If there exists a fractional matching of some value $v$ in a bipartite graph $G$, then there exists an integral matching of the same value $v$ in $G$ on the non-zero edges and can be found in polynomial time.

In our constructed bipartite graph $\mathcal{G}$, edge weights $w_{k j}^{i l c}$ can be seen as a fractional matching. This is because for any node $u \in U$, the sum of weights of edges that are incident to $u$ is 1 , while for any node $v \in V$ the sum of weights of edges that are incident to $v$ is at most 1 . Recall that $\left|\cup_{j \in \mathcal{J}} \mathcal{K}_{j}\right|=\sum_{j \in \mathcal{J}} \sum_{k \in \mathcal{K}_{j}} \sum_{l=0}^{L} \bar{z}_{k j}^{l l}$ is the number of total tasks. Setting $G=\mathcal{G}$ and $v=\left|\cup_{j \in \mathcal{J}} \mathcal{K}_{j}\right|$, an integral matching of nodes in $U$ to nodes in $V$ on non-zero edges can be found in polynomial
time by the stated theorem.

### 6.11.4 Proof of Lemma 27

We now present the proof of Lemma 27 which bounds $\mathcal{V}_{i l}$ (the total volume of tasks matched to all copies of interval $l$ for machine $i$ ) by the product of the capacity of machine $i$ and the length of interval $l$. Observe that due to definition of $v_{k j}^{i}$ and Constraint (6.9d) we have,

$$
\begin{equation*}
\sum_{j \in \mathcal{T}} \sum_{k \in \mathcal{K}_{j}} v_{k j}^{i} \bar{z}_{k j}^{i l} \leq \bar{d}_{l} m_{i} \tag{6.27}
\end{equation*}
$$

The proof idea is similar to [172] that uses a simpler version of the mapping procedure in makespan minimization problem for scheduling tasks with unit resource requirements on unrelated machines with unit capacities, where each task can be scheduled in any machine. Let $\mathcal{V}_{i l}^{c}$ denote the volume of the task that is matched to copy $c$ of interval $l$ on machine $i$. Thus, $\mathcal{V}_{i l}$ is equal to the sum of $\mathcal{V}_{i l}^{c}$ for all copies. Recall that we have $\left\lceil\bar{z}^{i l}\right\rceil=\left\lceil\sum_{j \in J} \sum_{k \in \mathcal{K}_{j}} \bar{z}_{k j}^{i l}\right\rceil$ many copies of interval $l$. Let $\mathcal{V}_{i l}^{\max }$ denote the largest volume of the task that is mapped to interval $l$. For this task, we know that $\bar{z}_{k j}^{i l}>0$ because the integral matching was found on nonzero edges (line 23 in Algorithm 13); hence, $p_{k j}^{i} \leq d_{l}=\lambda \bar{d}_{l} \leq \bar{d}_{l}$ by Constraint (6.13b) and $\lambda \in(0,1]$. In addition, let $v_{i l}^{\min _{c}}$ denote the volume of the smallest task that has an edge with non-zero weight to copy $c$ of interval $l$ in graph $\mathcal{G}$ (or equivalently, has a non-zero edge in the fractional matching.). Observe that, the volume of the task that is matched to copy $c+1$ is at most $v_{i l}^{\min _{c}}$. This is because of the way we construct graph $\mathcal{G}$ by sorting tasks according to their volumes for each machine (see the ordering in (6.16)) and the way we assign weights to edges. Thus,

$$
\begin{aligned}
& \mathcal{V}_{i l}=\sum_{c=1}^{\left\lceil z^{i}\right\rceil} \mathcal{V}_{i l}^{c} \leq \mathcal{V}_{i l}^{\max }+\sum_{c=2}^{\left\lceil\bar{z}^{i}\right\rceil} v_{i l}^{\min _{c-1}} \\
& \quad \stackrel{(a)}{\leq} \bar{d}_{l} m_{i}+\sum_{j \in \mathcal{J}} \sum_{k \in \mathcal{K}_{j}} \sum_{c=1}^{\left\lceil\bar{z}^{i l}\right\rceil-1} v_{k j}^{i} v_{k j}^{i l c} .
\end{aligned}
$$

Inequality (a) comes from the fact that $\sum_{j \in J} \sum_{k \in \mathcal{K}_{j}} w_{k j}^{i l c} \leq 1$ and convex combination of some numbers is greater than the minimum number among them (note that the only copy for which we might have $\sum_{j \in J} \sum_{k \in \mathcal{K}_{j}} w_{k j}^{i l c}<1$ is the last copy which is not considered in the left hand side of Inequality (a)). Therefore, as the direct result of the way we constructed graph $\mathcal{G}$, we have

$$
\mathcal{V}_{i l} \leq \bar{d}_{l} m_{i}+\sum_{j \in \mathcal{J}} \sum_{k \in \mathcal{K}_{j}} v_{k j}^{i} \bar{z}_{k j}^{i l}
$$

### 6.11.5 Proof of Lemma 28

Lemma 28 ensures that we can accommodate all the task fractions mapped to machine-interval $(i, l)$ within an interval with length twice $d_{l}+\sum_{j \in \mathcal{J}} \sum_{k \in \mathcal{K}_{j}} v_{k j}^{i} \bar{z}_{k j}^{i l} / m_{i}$.

Similar to Definition 13, we define $h(t)$ to be the height of the machine at time $t$. Assume that completion time of the last task, $\tau$, is larger than $2 V=2 \max (1, v)$, then

$$
\sum_{j \in J} a_{j} p_{j}=\int_{0}^{\tau} h(t) d t>\int_{0}^{2 V} h(t) d t \geq \int_{0}^{V}(h(t)+h(t+1)) d t>1+v
$$

where we have used the fact that $h(t)+h(t+1)>1$, because otherwise the greedy scheduling can move tasks from time $t+1$ to time $t$ as the greedy scheduling is non-preemptive and $p_{j} \leq 1$ for all tasks. Hence we arrived at a contradiction and the statement of Lemma 28 indeed holds.

### 6.11.6 Proof of Lemma 29

Let $\max (1, v)=1$. We show correctness of Lemma 29 by constructing an instance for which an interval of size at least $2-\zeta$ is needed to be able to schedule all the tasks for any $\zeta>0$. Given a $\zeta>0$, consider $n>\log _{2}(1 / \zeta)+1$ tasks with processing times $1,1 / 2,1 / 4, \ldots, 1 / 2^{(n-1)}$ and size $1 / 2+\eta$, for some $\eta>0$ which is specified shortly. Note that we cannot place more than one of such tasks at a time on the machine, and therefore we need an interval of length $1+1 / 2+1 / 4+\cdots+1 / 2^{(n-1)}=2-1 / 2^{(n-1)}>2-\zeta$ to schedule all the tasks. The total volume of tasks is equal to $(1 / 2+\eta)\left(2-1 / 2^{(n-1)}\right)$ which is less than 1 , by choosing $\eta \leq 1 /\left(2^{(n+1)}-2\right)$.

Therefore, for any $\zeta>0$, we can construct an example for which an interval of length at least $2-\zeta$ is needed to schedule all the tasks.

### 6.11.7 Proof of Lemma 30

Let $T_{i l}$ denote the completion time of the last task of machine-interval $(i, l)$, and $\tau_{i l^{\prime}}$ be the length of the time interval that SynchPack-2 uses to schedule tasks of machine-interval ( $i, l$ ). Then,

$$
\begin{align*}
& C_{k j} \leq T_{i l}=\sum_{l^{\prime}=0}^{l} \tau_{i l^{\prime}} \stackrel{(a)}{\leq} 2 \times \sum_{l^{\prime}=0}^{l}\left(\bar{d}_{l^{\prime}}+\sum_{j^{\prime} \in \mathcal{J}} \sum_{k^{\prime} \in \mathcal{K}_{j^{\prime}}} v_{k^{\prime} j^{\prime}}^{i} \bar{z}_{k^{\prime} j^{\prime}}^{i l^{\prime}} / m_{i}\right) \\
& \quad \stackrel{(b)}{\leq} 4 \bar{d}_{l}+2 \sum_{l^{\prime}=0}^{l} \sum_{j^{\prime} \in \mathcal{J}} \sum_{k^{\prime} \in \mathcal{K}_{j^{\prime}}} v_{k^{\prime} j^{\prime}}^{i} \bar{z}_{k^{\prime} j^{\prime}}^{i l^{\prime}} / m_{i} \stackrel{(c)}{\leq} 6 \bar{d}_{l} . \tag{6.28}
\end{align*}
$$

Inequality (a) is due to Lemma 27 and Lemma 28, while Inequality (b) is because $d_{l^{\prime}-1}=d_{l^{\prime}} / 2$. Further, Inequality (c) is by Constraint (6.9d).

### 6.12 Proofs Related to SynchPack-3

This section is devoted to the proof of the Theorem 13. We first characterize the solution of the linear program (LP3).

Lemma 31. Let $\tilde{C}_{j}$ be the optimal solution to (LP3) for completion time of job $j$, as in the ordering (6.21). For each machine $i$ and each job $j, m_{i} \tilde{C}_{j} \geq \frac{1}{2} \sum_{k=1}^{j} v_{i k}$.

Proof. Proof. Using Constraint (6.20b), for any machine $i \in \mathcal{M}$, we have

$$
v_{i j} m_{i} \tilde{C}_{j} \geq v_{i j}^{2}+\sum_{j^{\prime} \in \mathcal{J}, j^{\prime} \neq j} v_{i j} v_{i j^{\prime}} \delta_{j^{\prime} j}
$$

Hence, by defining $\delta_{k k}=0$, it follows that

$$
\begin{equation*}
\sum_{k=1}^{j} v_{i k} m_{i} \tilde{C}_{k} \geq \frac{1}{2}\left(2 \sum_{k=1}^{j} v_{i k}^{2}+\sum_{k=1}^{j} \sum_{k^{\prime}=1}^{j}\left(v_{i k} v_{i k^{\prime}} \delta_{k^{\prime} k}+v_{i k} v_{i k^{\prime}} \delta_{k k^{\prime}}\right)\right) \tag{6.29}
\end{equation*}
$$

We simplify the right-hand side of (6.29), using Constraint (6.20d), combined with the following equality

$$
\sum_{k=1}^{j} v_{i k}^{2}+\sum_{k=1}^{j} \sum_{\substack{k^{\prime}=1 \\ k^{\prime} \neq k}}^{j} v_{i k} v_{i k^{\prime}}=\left(\sum_{k=1}^{j} v_{i k}\right)^{2},
$$

and get

$$
\begin{equation*}
\sum_{k=1}^{j} v_{i k} m_{i} \tilde{C}_{k} \geq \frac{1}{2} \sum_{k=1}^{j}\left(v_{i k}\right)^{2}+\frac{1}{2}\left(\sum_{k=1}^{j} v_{i k}\right)^{2} \geq \frac{1}{2}\left(\sum_{k=1}^{j} v_{i k}\right)^{2} . \tag{6.30}
\end{equation*}
$$

Given that $\tilde{C}_{j} \geq \tilde{C}_{k}$ for $1 \leq k \leq j$, we get the final result.

Let $C_{j}^{\star}$ be the completion time of job $j$ in an optimal schedule, and OPT $=\sum_{j=1}^{N} w_{j} C_{j}^{\star}$ be the optimal value of our job scheduling problem. The following lemma states that the optimal value of (LP3), i.e., $\sum_{j=1}^{N} w_{j} \tilde{C}_{j}$, is a lower bound on the optimal value OPT.

Lemma 32. $\sum_{j=1}^{N} w_{j} \tilde{C}_{j} \leq \sum_{j=1}^{N} w_{j} C_{j}^{\star}=O P T$.

Proof. Proof. Consider an optimal preemptive solution to the task scheduling problem with packing and synchronization constraints. We set the ordering variables such that $\delta_{j j^{\prime}}=1$ if job $j$ precedes job $j^{\prime}$ in this solution, and $\delta_{j j^{\prime}}=0$, otherwise. We note that this set of ordering variables and job completion times satisfies Constraint (6.20b) since this solution will respect resource constraints on the machines. It also satisfies Constraint (6.20c). Therefore, the optimal solution can be converted to a feasible solution to (LP1). This implies the desired inequality.

Let $C_{i j}$ and $C_{j}$ denote the completion time of task $(i, j)$ and the completion time of job $j$ under SynchPack-3, respectively. In the next step for the proof of Theorem 13, we aim to bound the total volume of the first $j$ jobs (according to ordering (6.21)) that are processed during the time interval $\left(0,4 \tilde{C}_{j}\right]$ and subsequently use this result to bound $C_{j}$. Note that the list scheduling policy used in SynchPack-3 is similar to the one used in SynchPack-1, without the extra consideration for placement of fractions corresponding to the same task on different machines. Thus, The arguments here are similar to the ones in Lemma 22. Nevertheless, we present them for completeness.

Let $T_{i j}$ denote the first time that all the first $j$ tasks complete under SynchPack-3 on machine $i$. Recall that, as a result of Constraint (6.20c) and ordering in (6.21), $\tilde{C}_{j} \geq \tilde{C}_{k} \geq p_{i k}$ for all $k \leq j$ and all $i \in \mathcal{M}$. Further, the height of machine $i$ at time $t$ restricted to the first $j$ jobs is denoted by $h_{i j}(t)$ and defined as the height of machine $i$ at time $t$ when only considering the first $j$ jobs according to the ordering (6.21). We have the following lemma.

Lemma 33. Consider any interval $\left(\mathcal{T}_{1}, \mathcal{T}_{2}\right]$ for which $\mathcal{T}_{2}-\mathcal{T}_{1}=2 \tilde{C}_{j}$ and suppose $\mathcal{T}_{2}<T_{i j}$ for some machine $i$. Then

$$
\begin{equation*}
\sum_{t=\mathcal{T}_{1}+1}^{\mathcal{T}_{2}} h_{i j}(t)>m_{i} \tilde{C}_{j} \tag{6.31}
\end{equation*}
$$

Proof. Proof of Lemma 33. Without loss of generality, consider interval $\left(0,2 \tilde{C}_{j}\right]$ and assume $T_{i j}>2 \tilde{C}_{j}$. Let $S_{i j}(\tau)$ denote the set of tasks $(i, k), k \leq j$ (according to ordering (6.21)), running at time $\tau$ on machine $i$. We construct a bipartite graph $G=(U \cup V, E)$ as follows. With a slight abuse of notations, for each time slot $\tau \in\left\{1, \ldots, 2 \tilde{C}_{j}\right\}$ we consider a node $\tau$, and define $U=\left\{\tau \mid 1 \leq \tau \leq \tilde{C}_{j}\right\}$, and $V=\left\{\tau \mid \tilde{C}_{j}+1 \leq \tau \leq 2 \tilde{C}_{j}\right\}$. For any $s \in U$ and $t \in V$, we add an edge $(s, t)$ if $S_{i j}(t) \backslash S_{i j}(s) \neq \varnothing$, i.e., there is a task $(i, k), k \leq j$, running at time $t$ that is not running at time $s$. Note that existence of edge $(s, t)$ implies that $h_{i j}(s)+h_{i j}(t)>m_{i}$, because otherwise SynchPack-3 would have scheduled the task(s) in $S_{i j}(t) \backslash S_{i j}(s)$ (those that are running at $t$ but not at $s$ ) at time $s$.

Next, we show that a perfect matching of nodes in $U$ to nodes in $V$ always exists in $G$. The existence of perfect matching then implies that any time slot $s \in\left(0, \tilde{C}_{j}\right]$ can be matched to a time slot $t \in\left(\tilde{C}_{j}, 2 \tilde{C}_{j}\right]$ (one to one matching) and $h_{i j}(s)+h_{i j}(t)>m_{i}$. To prove that such a perfect matching always exists, we use Hall's Theorem [175]. For any set of nodes $\tilde{U} \subseteq U$, we define set of its neighbor nodes as $N_{\tilde{U}}=\{t \in V \mid \exists s \in \tilde{U}:(s, t) \in E\}$. Hall's Theorem states that a perfect matching exists if and only if for any $\tilde{U} \subseteq U$ we have $|\tilde{U}| \leq\left|N_{\tilde{U}}\right|$, where $|\cdot|$ denotes set cardinality (size). To arrive at a contradiction, suppose there is a (non-empty) set of nodes $\tilde{U} \subseteq U$ such that $|\tilde{U}|>\left|N_{\tilde{U}}\right|$. This implies that for a node $t_{1}$ in $V$ but not in the neighbor set of $\tilde{U}$, i.e., $t_{1} \in V \backslash N_{\tilde{U}}$,
we should have

$$
\begin{equation*}
S_{i j}\left(t_{1}\right) \backslash S_{i j}(s)=\varnothing, \tag{6.32}
\end{equation*}
$$

for all $s, s \in \tilde{U}$. We now consider two cases:
Case (i): $\left|V \backslash N_{\tilde{U}}\right|=1$, which means $\left|N_{\tilde{U}}\right|=\tilde{C}_{j}-1$. But we had assumed $|\tilde{U}|>\left|N_{\tilde{U}}\right|$, thus $|\tilde{U}|=\tilde{C}_{j}$ and $\tilde{U}=U$. This implies that the tasks that are running at time $t_{1}$, are also running in the entire interval $\left(0, \tilde{C}_{j}\right]$; therefore, the processing time of each of them is at least $\tilde{C}_{j}+1$ which contradicts the fact that $\tilde{C}_{j} \geq p_{i k}$ for all jobs $k \leq j$, by Constraint (6.20c) and ordering in (6.21).

Case (ii): $\left|V \backslash N_{\tilde{U}}\right|>1$. In addition to the previous node $t_{1}$, consider another node $t_{2} \in V \backslash N_{\tilde{U}}$, and without loss of generality, assume $t_{1}<t_{2}$. Similarly to (6.32), it holds that

$$
\begin{equation*}
S_{i j}\left(t_{2}\right) \backslash S_{i j}(s)=\varnothing, \tag{6.33}
\end{equation*}
$$

for all $s \in \tilde{U}$. We claim that $S_{i j}\left(t_{2}\right) \subseteq S_{i j}\left(t_{1}\right)$, otherwise SynchPack-3 would have moved some task $(i, k)$ running at $t_{2}$ and not at $t_{1}$ to time $t_{1}$ without violating machine $i$ 's capacity. This is feasible because, in view of (6.32) and (6.33), $\left(S_{i j}\left(t_{1}\right) \cup(i, k)\right) \backslash S_{i j}(s)=\varnothing$ for all $s \in \tilde{U}$. This implies that SynchPack-3 has scheduled all tasks of the set $S_{i j}\left(t_{1}\right) \cup(i, k)$ simultaneously at some time slot $s \in\left(0, \tilde{C}_{j}\right]$, which in turn implies that adding task $(i, k)$ to time $t_{1}$ is indeed feasible (the total resource requirement of the tasks won't exceed $m_{i}$ ). Repeating the same argument for the sequence of nodes $t_{1}, t_{2}, \ldots, t_{\left|V \backslash N_{\tilde{U}}\right|}$, where $t_{1}<t_{2}<\cdots<t_{\left|V \backslash N_{\tilde{U}}\right|}$, we conclude that there exists a task that is running at all the times $t, t \in V \backslash N_{\tilde{U}}$, and at all the times $s \in \tilde{U}$. Therefore, its processing time is at least $\tilde{C}_{j}-\left|N_{\tilde{U}}\right|+|\tilde{U}|$ which is greater than $\tilde{C}_{j}$ by our assumption of $|\tilde{U}|>\left|N_{\tilde{U}}\right|$. This is a contradiction with the fact that $p_{i k} \leq \tilde{C}_{j}$ for all $k \leq j$ by Constraint (6.20c) and ordering (6.21).

Hence, we conclude that conditions of Hall's Theorem hold and a perfect matching in the constructed graph exists. As we argued, if $s \in U$ is matched to $t \in V$, we have $h_{i j}(s)+h_{i j}(t)>m_{i}$. Hence it follows that $\sum_{t=1}^{2 \tilde{C}_{j}} h_{i j}(t)>m_{i} \tilde{C}_{j}$.

Now we are ready to complete the proof of Theorem 13 regarding the performance of SynchPack-

## 3.

Proof. Proof of Theorem 13. Recall that $C_{i j}$ and $C_{j}$ denote completion time of task $(i, j)$ and completion time of job $j$ under SynchPack-3, respectively. Also, $T_{i j}$ denotes the first time that all the first $j$ tasks are completed under SynchPack-3 on machine $i$. Therefore, $C_{i j} \leq T_{i j}$, by definition.

Define $i_{j}$ to be the machine for which $C_{j}=C_{i_{j} j}$. If $T_{i j} \leq 4 \tilde{C}_{j}$ for all machines $i \in \mathcal{M}$ and all jobs $j \in \mathcal{J}$, we can then argue that $\sum_{j=1}^{N} w_{j} C_{j} \leq 4 \times \mathrm{OPT}$, because

$$
\sum_{j=1}^{N} w_{j} C_{j}=\sum_{j=1}^{N} w_{j} C_{i_{j} j} \leq \sum_{j=1}^{N} w_{j} T_{i_{j} j} \stackrel{(a)}{\leq} 4 \sum_{j=1}^{N} w_{j} \tilde{C}_{j} \stackrel{(b)}{\leq} 4 \sum_{j=1}^{N} w_{j} C_{j}^{\star}
$$

where Inequality (a) follows from our assumption that $T_{i j} \leq 4 \tilde{C}_{j}$, and Inequality (b) follows from Lemma 32.

Now to arrive at a contradiction, suppose $T_{i j}>4 \tilde{C}_{j}$ for some machine $i$ and job $j$. We then have,

$$
\begin{align*}
\sum_{k=1}^{j} v_{i k} & =\sum_{t=1}^{T_{i j}} h_{i j}(t) \stackrel{(c)}{>} \sum_{t=1}^{2 \tilde{C}_{j}} h_{i j}(t)+\sum_{t=1}^{2 \tilde{C}_{j}} h_{i j}\left(t+2 \tilde{C}_{j}\right)  \tag{6.34}\\
& \stackrel{(d)}{>} m_{i} \tilde{C}_{j}+m_{i} \tilde{C}_{j}=2 m_{i} \tilde{C}_{j}
\end{align*}
$$

where Inequality (c) is due to the assumption that $T_{i j}>4 \tilde{C}_{j}$, and Inequality (d) follows by applying Lemma 33 twice, once for interval ( $0,2 \tilde{C}_{j}$ ] and once for interval $\left(2 \tilde{C}_{j}, 4 \tilde{C}_{j}\right]$. But (6.34) contradicts Lemma 31. Hence, $\sum_{j=1}^{N} w_{j} C_{j} \leq 4 \times \mathrm{OPT}$.

### 6.13 Supplementary Material Related to Simulations

### 6.13.1 Data Set

The data set is from a large Google cluster [151]. The original trace is over a month long period. To keep things simpler, we extract multi-task jobs of production scheduling class that were completed without any interruptions.In our experiments, we filter jobs and consider those with at
most 200 tasks, which constitute about $99 \%$ of all the jobs in the production class. Also, in order to have reasonable traffic density on each machine (since otherwise the problem is trivial), we consider a cluster with 200 machines and randomly map machines of the original set to machines of this set. The final data set used for our simulations contains 7521 jobs with an average of 10 tasks per job. We also extracted memory requirement of each task and its corresponding processing time from the data set. In the data set, each job has a priority that represents its sensitivity to latency. There are 9 different values of job priorities.

We evaluate the performance of algorithms in both offline and online settings. For the offline setting, we consider the first 1000 jobs in the data set and assume all of these jobs are in the system at time 0 . For the online setting, all the 7521 jobs arrive according to the arrival times information in the data set. Further, we consider 3 different cases for weight assignments: 1) All jobs have equal weights, 2) Jobs are assigned random weights between 0 and 1, and 3) Jobs' weights are determined based on the job priority and class information in the data set.

### 6.13.2 Algorithms

1. PSRS [169]: Preemptive Smith Ratio Scheduling is a preemptive algorithm for the parallel task scheduling problem (see Section 6.1.1) on a single machine. Modified Smith ratio of task $(i, j)$ is defined as $\frac{w_{j}}{a_{i j} p_{i j}}=\frac{w_{j}}{v_{i j}}$. Moreover, a constant $v=0.836$ is used in the algorithm. It also defines $T(a, t)$ to be the first time after $t$ at which at least $a$ amount of the machine's capacity is available, given the schedule at time $t$. On machine $i$, the algorithm first orders tasks based on the modified Smith ratio (largest ratio first). It then removes the first task $(i, j)$ in the list and as long as the task needs at most $50 \%$ of the machine capacity $m_{i}$, it schedules the task in a non-preemptive fashion at the first time that available capacity of the machine is equal to or greater than the task's size, namely at $T\left(a_{i j}, t\right)$ where $t$ is the current time and $a_{i j}$ is the size of task $(i, j)$. However, if task $(i, j)$ requires more than half of the machine's capacity, the algorithm determines the difference $T\left(a_{i j}, t\right)-T\left(m_{i} / 2, t\right)$. If this time difference is less than the ratio $p_{i j} / v$, it schedules task $(i, j)$ in the same way as those tasks with smaller size; that is, $(i, j)$ starts at $T\left(a_{i j}, t\right)$ and runs to completion.

Otherwise at time $T\left(m_{i} / 2, t\right)+p_{i j} / v$, it preempts all the tasks that do not finish before that time, and starts task $(i, j)$. After task $(i, j)$ is completed, those preempted tasks are resumed.

Recall that $N$ is the number of jobs and $M$ is the number of machines in the system. The time complexity of PSRS is $O\left(N^{2}\right)$ on each machine, as there are at most $N$ tasks on each machine and there is at most $N$ preemptions for each of them. Considering all the machines, the time complexity of PSRS is $O\left(M N^{2}\right)$.

For the online setting, upon arrival of each task, the algorithm preempts the schedule, updates the list, and schedule the tasks in a similar fashion.
2. Tetris [145]: Tetris is a heuristic that schedules tasks on each machine according to an ordering based on their scores (Section 6.1.1). Tetris was originally designed for the case that all jobs have identical weights; therefore, we generalize it by incorporating weights in tasks' scores. For each task $(i, j)$ at time $t$, its score is defined as $s_{i j}=w_{j}\left(a_{i j}+\frac{\epsilon}{\sum_{i} a_{i j} p_{i j}^{t}}\right)$, where $\epsilon=\frac{\sum_{i} \sum_{j} w_{j} a_{i j}}{\sum_{j} w_{j}\left(\sum_{i} a_{i j} p_{i j}^{t}\right)^{-1}}$, and $p_{i j}^{t}$ is the task's remaining processing time at time $t$. Note that the first term in the score depends on the task' size (it favors a larger task if it fits in the machine's remaining capacity), while the second term prefers a task whose job's remaining volume (based on the sum of its remaining tasks) is smaller. On each machine, Tetris orders tasks based on their scores and greedily schedules tasks according to the list as far as the machine capacity allows. We consider two versions of Tetris, preemptive (Tetris-p) and non-preemptive (Tetris-np).

In Tetris-p, upon completion of a task (or arrival of a job, in the online setting), it preempts the schedule, update the list, calculate scores based on updated values, and schedule the tasks in a similar fashion. The time complexity of Tetris-p is $O\left(N^{2} \log (N)\right)$ on each machine, as there are at most $N$ preemptions, and at each preemption the algorithms needs to calculate and sort the scores. The total complexity is then $O\left(M N^{2} \log (N)\right)$ considering all the machines.

In Tetris-np, the algorithm does not preempt the tasks that are running; however, calculates scores for the remaining tasks based on updated values. Recall that we denote the maximum number of tasks a job has by $K$. For Tetris-np, the time complexity to calculate and sort the scores is $O(K N M \log (K N M))$ which should be done at most $K N$ times. Therefore, the time complexity
of Tetris-np is at most $O\left(K^{2} N^{2} M \log (K N M)\right)$.
To take the placement constraint into account, Tetris imposes a remote penalty to the computed score to penalize use of remote resources. This remote penalty is suggested to be $\approx 10 \%$ by [145]. In simulations, we also simulated Tetris by penalizing scores by the factor $\alpha$, and found out that the performance is slightly better. Hence, we only report performance of Tetris with this remote penalty.
3. JSQ-MW [163]: Join-the-Shortest-Queue routing with Max Weight scheduling (JSQ-MW) is a non-preemptive algorithm in presence of data locality (Section 6.1.1). It assigns an arriving task to the shortest queue among those corresponding to the $\zeta=3$ local servers with its input data and the remote queue. When a server is available, it either process a task from its local queue or from the remote queue, where the decision is made based on a MaxWeight scheme. We further combine JSQ-MW with the greedy packing scheme so it can pack and schedule tasks non-preemptively in each server.

To evaluate complexity of JSQ-MW, we note that in the routing step, we need to compare $\zeta+1$ queue lengths for each task. Therefore, the complexity of this step is $O(\zeta K N)$. In the scheduling step, for each available machine, we need to compare its queue and the remote queue. Thus, the complexity of the scheduling step is $O(\zeta K N)$ as an availability of a machine is checked upon completion time of a task. Hence, the overall complexity is $O(K N)$ if $\zeta$ is constant, and $O(K N M)$ if $\zeta=\Omega(M)$.
4. SynchPack-2 and SynchPack-3: These are our non-preemptive and preemptive algorithms as described in Section 6.4 and Section 6.5. The complexity of our algorithms is mainly dominated by solving their corresponding LPs. While (LP3) has reasonable size and can be solved quickly (see Section 6.8 for the details), (LP2) requires more memory for large instances. In this case, to expedite computation, besides the 3 randomly chosen local machines that can schedule a task, we consider 10 other machines ( $5 \%$ of the machines, instead of all the machines) that can process the task in an $\alpha$ times larger processing time. We choose these 10 machines randomly as well. Note that this may degrade the performance of our algorithm, nevertheless, as will see, they
still significantly outperform the past algorithms. See Section 6.8 for a copmrehensive discussion on time complexity of these algorithms.

A natural extension of our algorithms to online setting is as follows. We choose a parameter $\tau$ that is tunable. We divide time into time intervals of length $\tau$. For the preemptive case, at the beginning of each interval, we preempt the schedule, update the processing times, and run the offline algorithm on a set of jobs, consisting of jobs that are not scheduled yet completely and those that arrived in the previous interval. In the non-preemptive case, tasks on the boundary of intervals are processed non-preemptively, i.e., we let the running tasks (according to the previously computed schedule) finish, then apply the non-preemptive offline algorithm on the updated list of jobs as in the preemptive online case, and proceed with the new schedule. Note that a larger value of $\tau$ reduces the complexity of the online algorithm; but it also decreases the overall performance. We use an adaptive choice of $\tau$ to improve the performance of our online algorithm, starting from smaller value of $\tau$. In our simulations, we choose the length of the $i$-th interval, $\tau_{i}$, as $\tau_{i}=\tau_{0} /(1+\gamma \times \exp (-\beta i)), i=1,2, \cdots$, for some constants $\gamma$ and $\beta$. We choose $\tau_{0}=3 \times 10^{2}$ seconds, which is 5 times greater than the average inter-arrival time of jobs, and $\gamma=50$ and $\beta=3$.

### 6.14 Pseudocodes of $(6+\epsilon)$-Approximation Algorithm

A pseudocode for our preemptive $(6+\epsilon)$-approximation algorithm SynchPack-1 described in Section 6.3 is given in Algorithm 11. Line 1 in Algorithm 11 corresponds to Step 1 in Section 6.3, lines 2-18 correspond to Step 2, construction of schedule $\mathcal{S}$, and lines 19-20 describe Slow-Motion and construction of schedule $\overline{\mathcal{S}}$ in Step 3.

### 6.15 Pseudocode of 24-Approximation Algorithm

Algorithm 12 provides a pseudocode for our non-preemptive algorithm, SynchPack-2, described in Section 6.4. Line 1 in Algorithm 12 corresponds to Step 1 in SynchPack-2 and lines 2 corresponds to Step 2, namely, construction of preemptive schedule and applying Slow-Motion. Lines 3-11 describes the procedure of constructing a non-preemptive schedule using $\overline{\mathcal{S}}$ in Step 3.

Algorithm 13 describes the mapping procedure which is used as a subroutine in Algorithm 12.

### 6.16 Pseudocodes of (4)-Approximation Algorithm

Algorithm 14 provides a pseudocode for SynchPack-3, our preemptive 4-approximation algorithm, described in Section 6.5. The algorithm is a simple list scheduling based on the ordering obtained from (LP3).

```
Algorithm 11 Preemptive Scheduling Algorithm SynchPack-1
    Given a set of machines \(\mathcal{M}=\{1, \ldots, M\}\), a set of jobs \(\mathcal{J}=\{1, \ldots, N\}\), and weights \(w_{j}, j \in \mathcal{J}\) :
    : Solve (LP1) and denote its optimal solution by \(\left\{\tilde{z}_{k j}^{i l} ; j \in \mathcal{J}, k \in \mathcal{K}_{j}, i \in \mathcal{M}, l \in\{0,1, \ldots, L\}\right\}\).
    List non-zero task fractions (i.e., tasks \((k, j)\) with size \(a_{i j}\) and non-zero fractional duration \(\tilde{z}_{k j}^{i l} p_{k j}^{i}\) ) such that
        task fraction \((k, j, i, l)\) appears before task fraction \(\left(k^{\prime}, j^{\prime}, i^{\prime}, l^{\prime}\right)\), if \(l<l^{\prime}\). Task fractions within each interval and
        corresponding to different machines are ordered arbitrarily.
    Let \(Q\) be size of the list, i.e., the total number of task fractions in the list, and set \(t=0\).
    while \(Q>0\), do
        For each machine \(i \in \mathcal{M}\), set \(h_{i}(t)\) to be the height of machine \(i\) at \(t\).
        Set \(q=q^{\prime}=1\).
        while \(q^{\prime} \leq Q\), do
            Denote the \(q\)-th task fraction in the list by \(\left(k_{q}, j_{q}, i_{q}, l_{q}\right)\).
            if \(h_{i_{q}}(t)+a_{k_{q} j_{q}} \leq m_{i_{q}}\) and no fraction of task \(\left(k_{q}, j_{q}\right)\) is running in any other machine at \(t\), then
                Schedule task fraction \(\left(k_{q}, j_{q}, i_{q}, l_{q}\right)\) to run on machine \(i_{q}\) and remove it from the list.
                Update \(h_{i_{q}}(t) \leftarrow h_{i_{q}}(t)+a_{k_{q} j_{q}}\).
            else
                Update \(q \leftarrow q+1\).
            end if
            Update \(q^{\prime} \leftarrow q^{\prime}+1\).
        end while
        Process the task fractions that were scheduled in line 9 and denote the first time a task fraction completes
        by \(t^{\prime}\).
            Let \(l^{\star}\) be the corresponding interval of the first task fraction in the list, i.e., the interval with minimum value
    that has some unscheduled task fraction.
            for Each task fraction \((k, j, i, l)\) in the schedule, do
            Update \(\tilde{z}_{k j}^{i l} \leftarrow \tilde{z}_{k j}^{i l}-\left(t^{\prime}-t\right) / p_{k j}^{i}\), where \(t^{\prime}-t\) is the amount of time it gets processed.
            if \(\tilde{z}_{k j}^{l l}>0\) and \(l>l^{\star}\), then
                    Add the task fraction \((k, j, i, l)\) back to the list such that it appears before task fraction \(\left(k^{\prime}, j^{\prime}, i^{\prime}, l^{\prime}\right)\),
    if \(l<l^{\prime}\).
            end if
        end for
        Update the time \(t \leftarrow t^{\prime}\), and \(Q\) to be size of the updated list.
    end while
    Denote the obtained schedule by \(\mathcal{S}\). Choose \(\lambda\) randomly from \((0,1]\) with \(\operatorname{pdf} f(\lambda)=2 \lambda\).
    Construct schedule \(\overline{\mathcal{S}}\) by applying Slow-Motion with parameter \(\lambda\) to \(\mathcal{S}\). Process jobs according to \(\overline{\mathcal{S}}\).
```

```
Algorithm 12 Non-Preemptive Scheduling Algorithm SynchPack-2
    Given a set of machines \(\mathcal{M}=\{1, \ldots, M\}\), a set of jobs \(\mathcal{J}=\{1, \ldots, N\}\), and weights \(w_{j}, j \in \mathcal{J}\) :
    Solve (LP2) and denote its optimal solution by \(\left\{\tilde{z}_{k j}^{i l}, j \in \mathcal{J}, k \in \mathcal{K}_{j}, i \in \mathcal{M}, 0 \leq l \leq L\right\}\).
    Apply Slow-Motion by choosing \(\lambda\) randomly from ( 0,1 ] with pdf \(f(\lambda)=2 \lambda\), and define \(\bar{z}_{k j}^{i l}\), as in (6.15).
    Run Algorithm 13 and output list of tasks that are mapped to each machine-interval (i,l), \(i \in \mathcal{M}, l \leq L\).
    for Each machine \(i \in \mathcal{M}\), do
        Set \(t=0\).
        Set \(h_{i}(0)=0\) to be the height of machine \(i\) at time 0 .
        for Each interval \(l, 0 \leq l \leq L\), do
            List the task. Let \(Q\) be the total number of tasks in the list.
            while \(Q>0\), do
                Set \(q=q^{\prime}=1\).
                    while \(q^{\prime} \leq Q\), do
                    Denote the \(q\)-th task in the list by \(\left(k_{q}, j_{q}\right)\).
                    if \(h_{i}(t)+a_{k_{q} j_{q}} \leq m_{i}\), then
                    Schedule task \(\left(k_{q}, j_{q}\right)\), remove it from the list, and update \(h_{i}(t) \leftarrow h_{i}(t)+a_{i j_{q}}\).
                    else
                    Update \(q \leftarrow q+1\).
                    end if
                    Update \(q^{\prime} \leftarrow q^{\prime}+1\).
            end while
            Process the tasks that were scheduled in line 14 until a task some task completes and denote this
        time by \(t^{\prime}\).
            Update \(p_{k j}^{i} \leftarrow p_{k j}^{i}-\left(t^{\prime}-t\right)\) for the scheduled tasks.
            if \(p_{k j}^{i}=0\), then
                Update \(h_{i}(t) \leftarrow h_{i}(t)-a_{i j_{q}}\).
            end if
            Update the time \(t \leftarrow t^{\prime}\), and \(Q\) to be size of the updated list.
            end while
        end for
    end for
```

```
Algorithm 13 Procedure of Mapping Tasks to Intervals
    Given a set of jobs \(\mathcal{J}=\{1, \ldots, N\}\), with task volumes \(v_{k j}^{i}\) on machine \(i\), and values of \(\bar{z}_{k j}^{i l}\) :
    Construct bipartite graph \(\mathcal{G}_{i}=(U \cup V, E)\) as follows:
    For each task \((k, j), j \in J, k \in \mathcal{K}_{j}\), add a node in \(U\).
    for Each machine \(i, i \in \mathcal{M}\), do
        Order and re-index tasks such that: \(v_{k_{1} j_{1}}^{i} \geq v_{k_{2} j_{2}}^{i} \geq \ldots v_{k_{N_{i}} j_{N_{i}}}^{i}>0\).
        for Each interval \(l, l \leq L\), do
            Consider \(\left\lceil\bar{z}^{i l}\right\rceil=\left\lceil\sum_{j \in J} \sum_{k \in \mathcal{K}_{j}} \bar{z}_{k j}^{i l}\right\rceil\) consecutive nodes in \(V_{i}\), and set \(W_{l}^{i c_{l}}=0\) for \(1 \leq c_{l} \leq\left\lceil\bar{z}^{i l}\right\rceil\). Also
    set \(c_{l}=1\).
                for \(q=1\) to \(N_{i}\), do
                    \(R=\bar{z}_{k j}^{i l}\),
                    while \(R \neq 0\), do
                    Add an edge between the node \(\left(k_{q}, j_{q}\right)\) in set \(U\) and node \(c_{l} \in V_{i}\).
                    Assign weight \(w_{k j}^{i l c}=\min \left\{R, 1-W_{l}^{c_{l}}\right\}\).
                    Update \(R \leftarrow R-w_{k j}^{i l c}\).
                    Update \(W_{l}^{c_{l}} \leftarrow W_{l}^{c_{l}}+w_{k j}^{i l c}\)
                    if \(W_{l}^{c_{l}}=1\), then
                    \(c_{l}=c_{l}+1\).
                    end if
                        end while
        end for
        end for
    end for
    21: Set \(V=\cup_{i \in \mathcal{M}} V_{i}\).
    Find an integral matching in \(\mathcal{G}\) on the nonzero edges with value \(\left|\cup_{j \in \mathcal{J}} \mathcal{K}_{j}\right|=\sum_{j \in \mathcal{J}} \sum_{k \in \mathcal{K}_{j}} \sum_{l=0}^{L} \bar{z}_{k j}^{i l}\).
```

```
Algorithm 14 Preemptive Scheduling Algorithm SynchPack-3
    Given a set of machines \(\mathcal{M}=\{1, \ldots, M\}\), a set of jobs \(\mathcal{J}=\{1, \ldots, N\}\), and weights \(w_{j}, j \in \mathcal{J}\) :
    Solve (LP1) and denote its optimal solution by \(\left\{\tilde{C}_{j} ; j \in \mathcal{J}\right\}\).
    Order and re-index jobs such that \(\tilde{C}_{1} \leq \tilde{C}_{2} \leq \ldots \leq \tilde{C}_{N}\).
    for Each machine \(i \in \mathcal{M}\), do
        List tasks of machine \(i\) respecting the ordering in line 2. Let \(Q\) be the size of the list and set \(t=0\).
        while \(Q>0\), do
            Set \(h_{i}(t)\) to be the height of machine \(i\) at \(t\).
            Set \(q=q^{\prime}=1\).
            while \(q^{\prime} \leq Q\), do
            Denote the \(q\)-th task in the list by \(\left(i, j_{q}\right)\)
                if \(h_{i}(t)+a_{i j_{q}} \leq m_{i}\), then
                    Schedule task \(\left(i, j_{q}\right)\), remove it from the list, and update \(h_{i}(t) \leftarrow h_{i}(t)+a_{i j_{q}}\).
                else
                    Update \(q \leftarrow q+1\).
                end if
                Update \(q^{\prime} \leftarrow q^{\prime}+1\).
            end while
            Process the tasks that were scheduled in line 11 until some task completes and denote this time by \(t^{\prime}\).
            Update \(p_{i j} \leftarrow p_{i j}-\left(t^{\prime}-t\right)\) for the scheduled tasks.
            if \(p_{i j}>0\) and \(\exists\) a task with \(j^{\prime}<j\) in the list, then
                    Add the task \((i, j)\) back to the list respecting the ordering in line 2
            end if
            Update the time \(t \leftarrow t^{\prime}\), and \(Q\) to be size of the updated list.
        end while
    end for
```


## Chapter 7: Conclusion and Discussion

In this dissertation, we proposed various theoretically sound algorithms for solving different scheduling problems in large-scaled data centers. For each algorithm, we proved that it achieves a performance objective related to the problem model. For many cases, what we offered is the algorithm's performance in the worst case scenario. We also evaluated all the proposed algorithms through extensive simulations. Besides, for each algorithm, we studied the algorithm's time complexity or how much overhead it adds to the system. We showed that in many cases, the proposed algorithm is computationally efficient. In the rest of this section, we provide summary of our results and discuss some future research direction.

### 7.1 Summary of Results

In what follows, we summarize the contributions of each chapter followed by some practical considerations:

- Chapter 2: This chapter presented a simple myopic algorithm that dynamically adjusts the link weights as a function of the link congestions and places any newly generated flow on a least weight path in the network, with no splitting/migration of existing flows. We demonstrated both theoretically and experimentally that this myopic algorithm has a good load balancing performance. In particular, we proved that the algorithm asymptotically minimizes a network cost and established the relationship between the network cost and the corresponding weight construct. Although our theoretical result is an asymptotic result, our experimental results show that the algorithm in fact performs very well under a wide range of traffic conditions and different data center networks. While the algorithm has low complexity, the real implementation depends on how fast the weight updates and least weight paths can be computed in practical data centers
(e.g., based on SDN). One possible way to improve the computation time-scale is to perform the computation periodically or only for long flows, while using the previously computed least weight paths for short flows or between the periodic updates. Another possibility is to use the randomized versions of our myopic algorithm with an optimized parameter $k$ which only takes a small random subset of available paths into account and finds the shortest path among them. While this algorithm has much lower complexity, it performs very well in structured topologies such as FatTree for small $k$. Finally, we would like to note that our myopic algorithm and its randomized versions can be directly applied to scheduling flowlets instead of scheduling flows, which can give higher rate/granularity of flows [18, 48].
- Chapter 3: In this chapter, we studied the problem of scheduling of coflows with release dates to minimize their total weighted completion time, and proposed an algorithm with improved approximation ratio. This algorithm is currently the state-of-the-art approximation algorithm for coflow scheduling. We also conducted extensive experiments to evaluate the performance of our algorithm, compared with three algorithms proposed before, using both real and synthetic traffic traces. Our experimental results show that our algorithm in fact performs very close to optimal.
- Chapter 4: In this chapter, we proposed algorithms for scheduling coflows of multi-stage jobs in order to minimize their makespan or total weighted completion time. In particular, our algorithms for total weighted completion time minimization provide significant improvements over the past known result for this problem. Moreover, our simulation results based on real traffic traces show that indeed our algorithm improves the total jobs' completion times in practice as well.
- Chapter 5: In this chapter, we studied max-min fair scheduling of multi-task jobs. We showed that it is NP-hard to find a schedule in which a sublinear number of jobs conform to their optimal max-min fair solution. We further used this result to show that some other scheduling problems considered in the literature of distributed computing are NP-hard, that were not proved before. We then defined two notions of approximation and developed approximation algorithms, using
dynamic programming and random perturbation of tasks' processing times, with provable guarantees under the two approximation notions. Our experimental results show that our algorithms in fact perform very well under real traffic, in terms of both fairness and average performance.
- Chapter 6: We studied the problem of scheduling jobs, each job with multiple resource constrained tasks, in a cluster of machines. We proposed the first constant-approximation algorithms for minimizing the total weighted completion time of such jobs. The model and analysis in our setting of tasks with packing, synchronization, and placement constraints are new. Note that the approximation results are upper bounds on the algorithms' performance, and in fact our simulation results showed that the approximation ratios are very close to 1 in practice. As we showed, applying our simple greedy packing to schedule tasks mapped to each interval in SynchPack2, provides a tight bound on the total volume of tasks and its relation to the associated linear program. Therefore, we cannot improve the final result by replacing this step with more intelligent bin packing algorithms like BestFit [178]. Although, in practice, applying such bin packing schemes can give a better performance. Further, throughout the chapter we assumed that tasks' resource requirements and durations are known to the scheduler. This can be justified by existence of well-established techniques that can provide estimates of tasks' resource requirements and processing times to the scheduler, based on the history of prior runs for recurring jobs, using tasks' peak demands, or measuring statistics from the first few tasks in each job, see [145, 146, $179,180]$.


### 7.2 Future Directions

We now briefly describe some topics for future research based on the open problems that were emerged in this dissertation or as a result of generalizing the models we used.

- Chapter 2: The theoretical analysis of the randomized versions of our myopic algorithm can be an interesting open problem for future work.
- Chapter 3: As future work, other realistic constraints such as deadline constraints need to be
considered for coflow scheduling problem. Also, theoretical and experimental evaluation of the performance of the proposed online algorithm is left for future work. While we modeled the data center network as a giant non-blocking switch (thus focusing on rate allocation), the routing of coflows in the data center network is also of great importance for achieving the quality of service.
- Chapter 4: The problem of multi-stage job scheduling is practically well-motivated, involve new challenges, and deserves further study. A few future research problems in this regard are the following. General DAGs: As we showed through an example, it is not possible for an approximation algorithm to provide a solution that is within $o(\sqrt{\mu})$ of the two simple lower bounds. Still, an interesting open problem is to improve the approximation algorithms for makespan and total weighted completion time in this case. De-randomization: Our algorithm for single job makespan minimization for rooted tree involves a random component (random choices of delays in Step 1 in DMA-SRT). There exists well-established techniques to de-randomized these steps and convert the algorithms to deterministic ones. For instance, given a set of path jobs, one approach for selecting good delays is to frame the problem as a vector selection problem and then apply techniques developed in [115, 116, 104].
- Chapter 5: Our theoretical guarantees for approximation algorithms in this chapter were concerned with equal utility functions. The analysis for unequal utility functions can be an interesting topic for a future work. Also we assumed machines are homogeneous. Incorporating inhomogeneous machines can be another future research.
- Chapter 6: Improving the performance bound of 24 requires a more careful and possibly different analysis. Further improvement of the result is a great topic for a future work. Extension of our model to capture multi-dimensional task resource requirements and analysis of online algorithms for our problem are also interesting and challenging topics for future work.
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[^0]:    ${ }^{1}$ In the Partition problem, given a set of numbers, we are asked to divide them into two subsets such that the maximum of the sum of the numbers in the sets is minimized. This can be reformulated as the load balancing in a simple two-node network with two parallel edges.

[^1]:    ${ }^{2}$ Here we have considered identical links for simplicity but the analysis is easily extendable to the case that $g(\cdot)$ is a function of $x / c_{l}$ where $c_{l}$ is the link capacity, or the case that each link has a weight and the goal is to minimize the weighted summation of the link costs.

[^2]:    ${ }^{1}$ The paper [76] proposes an algorithm with the same approximation guarantee, however, it uses a different linear programming, and our scheduling policy is much simpler than the policy they proposed. Moreover, we also study the performance of our algorithm through extensive simulations with synthetic and real traffic traces and compare its performance with other coflow scheduling algorithms.

[^3]:    ${ }^{2}$ There are other notions of fairness such as max-min fair, proportional fair, and alpha-utility fair, proposed in rate allocation for flow scheduling, e.g., see [87, 88]. The situation is more complicated in coflow scheduling, since coflows have different number of flows with different overlapping structures. Extending such notions of fairness to coflow scheduling could be an interesting future research.

[^4]:    Algorithm 8 G-DM for Scheduling Multi-Stage Jobs

    1. Find an efficient permutation of jobs using Algorithm 7 and re-index them.
    2. Let $D_{j}$ be effective size of the aggregate coflow constructed from coflows of the jobs up to and including job $j$. Also, let $T_{j}$ be size of the critical path in job $j$.
    3. Partition jobs into disjoint subsets $\mathcal{J}_{b}, b=0, \ldots, B$ as in (4.7).
    4. For each group $b=1, \ldots, B$, wait until all jobs in $\mathcal{J}_{b}$ arrive, then apply the makespan minimization algorithm DMA to schedule them.
[^5]:    ${ }^{1}$ a collection of flows whose completion time is the completion time of the last flow in the collection [7].

[^6]:    ${ }^{2}$ In the case that a job has multiple tasks on a specific machine, we can view them as a single task with processing time equal to the cumulative original tasks' processing times.

[^7]:    ${ }^{1}$ This is because of how $C_{j}$ is defined as a convex combination of the interval left points in constraint $(6.9 \mathrm{~g})$. More specifically, assume job $j$ consists of one task and completes at interval $l_{j}$, however, only a very small fraction of its task is scheduled in $l_{j}$, i.e., $x_{j l_{j}}$ is very small. Furthermore, assume the rest of the task is scheduled at some interval $l$ where $l \ll l_{j}$. Then, we can choose $x_{j l_{j}}$ such that $C_{j} \sim d_{l}$ (according to ( 6.9 g )), while the actual completion time of job $j$ in schedule $\mathcal{S}$ can be $\sim d_{l_{j}}$.

[^8]:    ${ }^{2} G=(U \cup V, E)$ is a bipartite graph iff for any edge $e=(u, v) \in E$, we have $u \in U$ and $v \in V$.

[^9]:    ${ }^{3}$ A perfect matching in $G$ (with size $|U|$ ) is a subset of $E$ such that every node in set $U$ is matched to one and only one node in set $V$ by an edge in the subset.

