
Copyright

by

Sara Yuengee Cheng

2018



The Dissertation Committee for Sara Yuengee Cheng certifies that this
is the approved version of the following dissertation:

Computational and Experimental Studies of Biomolecules

Committee:

Ernst-Ludwig Florin, Supervisor

Pengyu Ren, Co-Supervisor

Vernita Gordon

Michael Marder

Rick Russell



Computational and Experimental Studies of Biomolecules

by

Sara Yuengee Cheng

Dissertation
Presented to the Faculty of the Graduate School of

The University of Texas at Austin
in Partial Fulfillment
of the Requirements
for the degree of

Doctor of Philosophy

The University of Texas at Austin
August, 2018



For my parents



Acknowledgements

I would like to thank my supervisor, Dr. Ernst-Ludwig Florin. Dr. Florin encour-
aged me to explore my own ideas and to work on interdisciplinary research. I learned
how to perform single-molecule and biochemical experiments. As a result, I gained
a deep appreciation for the challenges of experimental research. I am very thankful
for the many hours Dr. Florin spent working with me on my scientific writing and
research presentations. I will always remember to start from the end and to tell a
story with my research.

I would like to thank my co-supervisor, Dr. Pengyu Ren. Dr. Ren for welcoming
me to his biomolecular engineering group and allowed me to work on a diverse set
of projects. I appreciate Dr. Ren's willingness to work through research problems
with me, and I am grateful for his guidance and mentorship throughout my graduate
career. I will always remember to see the big picture and to engage in research that
pushes the boundaries of computational biophysics.

I want to thank the members of my dissertation committee from the physics
department, who have provided me with support and advice throughout my graduate
career. I am grateful for Dr. Michael Marder's openness to discuss my ideas on
research and teaching. I am grateful to Dr. Vernita Gordon for introducing me to
experimental biophysics research and her encouragement throughout my time at UT.

I would like to thank my research collaborators: Dr. Rick Russell, Dr. Philip
Yangyuoru, Dr. Tim Yeh, and Dr. Judy Obliosca. Dr. Russell kindly allowed me to
work in his research lab, and he is a great source of knowledge for all things RNA.
Dr. Yangyuoru worked tirelessly with me at the bench to prepare single-molecule
samples and perform biochemical experiments. I am very grateful for his mentorship
and his friendship. I am grateful to have worked with Dr. Tim Yeh, and I appreciate
his advice on career paths. Dr. Judy Obliosca met with me weekly, for almost a
year, to share her experimental results with me and to collaborate with me on my
computational work. I admire her work ethic, and I greatly enjoyed working with
her. I would also like to thank Aaron Foote for for his time and patience, working
with me to generate single-molecule pulling data.

v



I would like to thank the students and the professors at the Center for Nonlinear
Dynamics (CNLD). I want to thank Dr. Harry Swinney for his leadership and vision
for the CNLD. I would like to acknowledge my fellow graduate students at the CNLD,
who are some of the friendliest people I have ever met. I have enjoyed working with
members Dr. Florin's lab, and I am grateful for their support and friendship. I
would also like the thank the lab members of the Dr. Ren's lab who are amongst the
sharpest people I have ever met. My friends, I will miss seeing you all every day. I
cherish our food adventures and coffee breaks.

Finally, I would like to thank my family. My parents have been my greatest sup-
porters during my PhD studies. They instilled upon me the importance of education,
and they have always encouraged me to pursue my dreams. I am grateful for their
love and support, and I dedicate this thesis to them.

vi



Computational and Experimental Studies of Biomolecules

Publication No.

Sara Yuengee Cheng, Ph.D.
The University of Texas at Austin, 2018

Supervisors: Ernst-Ludwig Florin, Pengyu Ren

Integrating experiments and computational modeling is critical for understanding
the structure and dynamics of biomolecules. Beyond providing validation for experi-
mental results, computational modeling, that incorporates accurate physical models
and enhanced sampling methods, can provide insight into the mechanisms underly-
ing experimental observations. I will present four projects where experiments and
computational modeling were used together, to understand mechanisms underlying
the structure and dynamics of biomolecules. The first project involves using en-
hanced sampling to improve the efficiency of calculating the hydration free energies
of small molecules using a polarizable force field. These predictions are compared
with a conventional free energy method, and excellent agreement is found between
the methods. The second project involves using atomic molecular dynamics simu-
lations to determine the molecular mechanism underlying the ability of nanosensor
to detect point-mutations in a DNA sequence. By analyzing the nearest-neighbor
hydrogen bonding profile, from simulations of the nanosensor, a molecular mecha-
nism was proposed to explain the experimental data. The third project involves the
incorporation of non-canonical hydrogen bonding in a RNA coarse-grained model in
order to improve 3D structure prediction. This new model is applied to study the
sequence-dependent stability of several RNAs including RNA G-quadruplexes. The
final project involves the development of a new single-molecule assay to measure lo-
cal transitions in nucleic acid structures using ultrashort DNA tethers. This project
involves collaboration with an experimental biochemistry group to design the DNA
tethers and to prepare single-molecule samples. All projects involve the development
of new methods to understand the 3D structure and dynamics of biomolecules.
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Chapter One: Structures and Dynamics of RNA

1.0.1 RNA is Not Just a Carrier of Information

RNA is a highly charged biopolymer that has been traditionally viewed as an
information carrier in the cell. RNA monomers, or nucleotides, are composed of a
negatively charged phosphate, a ribose sugar, and a nitrogenous base. RNA bases
come in four types, adenine, guanine, cytosine, and uracil. According to the central
dogma of molecular biology, RNA is an intermediate molecule that is transcribed from
DNA and translated into protein. Evidence of RNA's role beyond a carrier of infor-
mation can be found in the diversity of complex three-dimensional RNA structures
found in nature. These RNA structures range from a simple RNA hairpin, which is a
single strand of RNA that folds onto itself, to a protein-like RNA riboswitch, a RNA
sensor that re-folds in the presence of small molecules.

A common feature in these RNA structures is a network of hydrogen-bond patterns
that allow the RNA bases to form base pairs with other RNA bases. These hydrogen
bonds can form across the Watson-Crick, Hoogsteen, or Sugar edges of an RNA base
pair. These base pairs can be categorized into canonical and non-canonical base pairs.
Canonical base pairs are formed across the Watson-Crick faces of complementary
nitrogenous bases. Three hydrogen bonds are formed in a canonical guanine-cytosine
base pair, and two hydrogen bonds are formed in a canonical adenine-uracil base
pair. Non-canonical base pairs are all other combinations of base pairs with any
other combination of edges. An example of a 3D RNA structure that contains non-
canonical hydrogen bonds is an RNA G-quadruplex.

1.0.2 RNA G-Quadruplexes

RNA G-quadruplexes can form in a RNA sequence containing a series of guanines
separated by a sequence containing any other nucleotides except guanine, (GG)x(N)y.
The series of guanines, also known as g-runs, assemble into planes called g-quartets.
These g-quartets are composed of two pairs of guanines which form a total of eight
hydrogen bonds across their Watson-Crick and Hoogsteen edges. Due to the high
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Figure 1.1: RNA G-Quadruplex Structure:A. Guanine bases can form Hoogsteen
base pairs in a G-quartet, which is stabilized by a monovalent cation (M+). B. G4
structures (G4s) form by stacking of multiple G-quartets, with the sequences between
the runs of G forming loops. RNA favors parallel structures, with all of the G runs
sharing a 5'to 3'orientation.

concentration of negatively charged oxygens at the center of the g-quartet, these g-
quartets often need a positively charged ion to reside near the center of the quartets
in order to neutralize the charge. These g-quartets can stack on top of each other,
and the non-guanine nucleotides in the RNA sequence form loops which connect the
g-quartets to each other (see Fig. 1.1).

Approximately 375,000 RNA sequences in the human genome have the potential
to form RNA G-quadruplexes, which is 10-fold more than expected by chance.[1]
Misregulation of structure and dynamics in RNA G-quadruplexes (RNA-G4s) has
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been linked to human diseases including Xeroderma pigmentosum, Fragile X syn-
drome, and several cancers.[1–3]Additionally, these sequences are overrepresented at
important regions of the genome including at gene promoters, near exon-intron junc-
tions, and at the ends of chromosomes.[4, 5] In RNA, these G4s are thought to form
and be resolved dynamically. Therefore, the formation and disruption of G4s pro-
mote switch-like behavior in key steps of gene expression including messenger RNA
(mRNA) splicing, polyadenylation, and translation.[6–8] At present, the mechanisms
underlying the folding of RNA-G4s from any given sequence to 3D structure are not
well understood.

1.0.3 Navigating RNA's Rugged Free Energy Landscape

Predicting the native fold of a RNA sequence is challenging. RNAs can fold locally
to form stable secondary structures, allowing the RNA to form stable intermediate
folds. As a result, RNA has a rugged free energy landscape with high transition barri-
ers separating intermediate structures. The folding process occurs on a wide range of
dynamics occur on a wide range of time scales from picoseconds to seconds.[9] In the
picosecond to nanosecond timescales, fine strucural rearrangement can occur includ-
ing sugar puckering and bond rotations and vibrations. At the microsecond timescales
basepairs can open up in a RNA secondary structure. At the millisecond to seconds
timescales, ions can bind/unbind from RNA structure and RNAs can undergo large
scale conformation changes.[10] Coarse-grained modeling is a promising direction to
achieve microsecond to millisecond timescales in MD simulations, allowing for studies
of RNA folding approaching experimentally relevant timescales.[11]

1.0.4 Coarse-Grained Models of RNA Folding

Coarse-graining is the process of selecting groups of atoms from a molecule of
interest, where each group is called a bead or pseudoatom of a certain type. For
these beads, a set of potential energy functions is devised, which govern the inter-
actions between those groups.[11] Development of coarse-grained RNA models fall
into two categories: theory based potentials a “bottom up approach” and knowledge
based potentials a“top down approach”.[12] Theory based potentials use physics-based
potential energy functions to approximate the behavior of pseudoatoms with each
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other. As a result of reducing the degrees of freedom in the RNA, the dynamics
of the RNA are accelerated and the free energy landscape less rugged as compared
with an all-atom of RNA. Several theory based potentials have been developed and
used to predict 3D structures of RNAs and reproduce thermodynamic results.[13–22]
Knowledge based potentials derive parameters from the potential of mean force of
distributions derived from experimental structures.[23, 24] These models have been
used to study ion effects in RNA and folding processes in RNAs.[14, 15, 25–35] The
advantage of knowledge-based potentials is that they include local thermodynamic
information about experimental RNA structures. However, these structure represent
the RNA sequences than can be crystallized or can be measured at high concentra-
tions in NMR experiments, which can bias the predictions of the any RNA model.
Evaluating the accuracy of RNA models can be cone by predicting a 3D structure,
with little or no structural information, from a sequence and comparing these predic-
tions with experimentally solved structure.[36–38]

Development of RNA coarse-grained models requires thorough testing to evaluate
the strengths and weaknesses of the model. Small RNA structures such as RNA hair-
pins are widely used to benchmark the stability of RNA computational models.[39]
RNA hairpins and duplexes are good test structures, because there are libraries of
thermodynamic melting data for a wide range of sequences available.[40, 41] Re-
cently, G-quadruplexes have been used to benchmark the performance of nucleic acid
models.[42–44] While validation of experimentally solved structures is important, the
ultimate goal of developing a computational model is to make predictions about the
structure and dynamics of biomolecules that can complement experiments and pos-
sibly inspire and lead to future experiments.

1.0.5 Single Molecule RNA Experiments

Single molecule force spectroscopy on RNAs can reveal transition pathways, free
energy landscapes, and kinetics of folding.[13, 45–53] These experiments can be
performed under equilibrium and non-equilibrium conditions of the molecules, and
they can be used to reconstruct free energy.[54] Recent work on RNA G4s indicates
that single molecule fluorescence and mechanical unfolding experiments can uncover
folded, partially folded, and unfolded states and the effects of salt on stabilizing
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G4s.[55–63] Studies using single molecule Förester resonance energy transfer (sm-
FRET) have shown that near-zero force is a reasonable way to probe spontaneous
and protein-mediated structural transitions of G4s.[59, 62, 64, 65] A recent work using
a combination of smFRET and magnetic tweezers has shown that in very low force
regimes, subtle transitions could be measured in DNA-G4s.[57] In single-molecule
force experiments, compliant kilobase long DNA tethers are used to to apply force
to the single molecule being studied.[54] While these long DNA tethers provide ac-
curate measurements of rates, these long DNA tethers are not ideal for free energy
landscape reconstruction because they can miss short-lived intermediate states.[54,
66–68] Recent theoretical work suggests that shorter DNA tethers, that are stiffer
than long DNA tethers, provide improved free energy landscape reconstruction.[66,
69–72]

1.0.6 Research Objectives and Dissertation Outline

The goal of this work is to address the three problems of biomolecular model-
ing: sampling, force field, and experiments.[12] Overcoming the rugged free energy
landscape of biomoelcules requires developing methods that accurately and efficiently
search the free energy landscape of biomolecules. Accurate description of the inter-
actions of the biomoelcule with itself and its environment require force fields with
parameters that are transferrable i.e. describe the behavior of a biomolecule in a
variety of environments. Finally, biomolecular modeling should be complementary
to experiments providing insight into the molecular mechanisms underlying experi-
mental observations. Chapter 2 introduces the integration of an enhanced sampling
method with the Atomic Multipole Optimized Energetics for Biomolecular Applica-
tions (AMOEBA) polarizable force field to calculate the free energy of small organic
molecules. Chapter 3 demonstrates the ability of MD simulations to provide a mech-
anism explain ability of a locked-nucleic acid to enhance detection point mutations
in DNA sequences. Chapter 4 describes the development and improvement of the
RACER RNA coarse-grained model which can be used to predict 3D structures and
folding free energy. Chapter 5 describes the development of a new single-molecule
ultra-short tether assay that can be used to probe local interactions in nucleic acids.
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Chapter Two: Improving the Accuracy and

Efficiency of Free Energy Calculations

2.1 Introduction

2.1.1 Polarizable Force Field and Enhanced Sampling

Improving the accuracy of force fields and the sampling efficiency allows for com-
parison of computational predictions with experimental results. The AMOEBA polar-
izable force field treats electrostatics with atom centered multipoles up to quadrupole,
allowing for explicit treatment of polarization by point dipole induced dipole scheme.
However, the improved accuracy of the AMOEBA force field comes at a higher compu-
tational cost. In order to improve the efficiency of free energy calculations performed
with the AMOEBA force field, an enhanced sampling method Orthogonal Space Ran-
dom Walk (OSRW) was implemented. The advantage of this sampling method is that
sampling is accelerated continuously along two orthogonal dimensions, smoothing the
free energy landscape and driving the system to sample more states. In order to test
the accuracy and efficiency of the OSRW method, hydration free energies for 20 small
organic molecules are calculated using an alchemical free energy approach.

Alchemical free energy approaches take advantage of the fact that free energy is a
state function, thus the path is not important. As a result, alchemical or “unphysical”
paths can be used to calculate free energies, as long as the sum of these unphysical
paths result in physical initial and final states. These physical states are the gas-
phase ligand and the hydrated ligand. In order to test for consistency, the hydration
free energies for the same molecules are also calculated using the Bennett Acceptance
Ratio (BAR), a perturbative free energy method that samples discrete states along
an alchemical free energy path. This work shows that combining enhanced sampling
techniques with polarizable force fields allows for accurate and efficient free energy
calculations.1

1This work was previously published.[73] J.A. and I contributed equally to this work. I pa-
rameterized all of the 20 small molecules, performed and analyzed MD simulations, analyzed the
structures and energies, and co-wrote the paper.
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2.1.2 Importance of Calculating Hydration Free Energy

Water, a substantial component of living organisms, provides an environment
where biological processes such as the transportation of ions, the folding of proteins,
and the activation/deactivation of signaling pathways, can take place. The inter-
actions between water and physiologically relevant molecules, such as monoatomic
ions, small molecules, and macromolecules, are crucial to our efforts of understand-
ing a multitude of biological processes and applications such as protein engineering
and drug discovery. Therefore, accurately modeling the hydration process is ar-
guably the first step in modeling these biological processes and developing accurate
physical models and robust computational approaches. For instance, the hydration
free energy (HFE) is not only a key property in predicting the solubility of organic
molecules and their binding to proteins,[74–77] it is also an important measure in
the development and evaluation of the accuracy of force fields[78–83] and sampling
methods.[84–89] The of a molecule HFE can be calculated by using explicit solvent
models, e.g. TIP3P water[90] and AMOEBA water,[91] in combination with alchemi-
cal approaches, such as thermodynamic integration (TI) (see review by Kollman[74]),
BAR,[92] or OSRW.[77, 93–96] Once the force field is well defined, the accuracy and
precision of the alchemical results will become predictable.

Although the importance of including explicit polarization in molecular modeling
have been demonstrated in previous studies,[97–99] the routine application of polariz-
able force fields, such as AMOEBA,[91, 100–103] to obtain accurate thermodynamic
properties is still hindered by the high computational cost of traditional alchemical
approaches. Thus, enhanced sampling methods such as the OSRW method are more
appealing in such simulations. Unlike BAR or TI, which requires a number of arbi-
trary, fixed order parameter λ to connect the two end states, the OSRW method[77,
93–96] described in later sections utilizes dynamic order parameters, λ, and dU

dλ , cou-
pled with the metadynamics approach[104] to sample the two dimensions. Where
U is the potential. In this way, the alchemical perturbation between the two end
states can be performed in a single molecular dynamics simulation and improved ef-
ficiency. Previously we have demonstrated that OSRW allows efficient sampling of
configurational spaces of molecular crystals.[77] In this paper, the OSRW method is
implemented with the polarizable multipole based AMOEBA force field in TINKER,
and applied to compute the hydration free energy of several small organic molecules.
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The hydration free energy results from OSRW are compared with those computed
from the conventional BAR method, which has been utilized to compute free energy
of hydration and binding in combination with AMOEBA in previous studies.[78, 103,
105–111]. The results from the two approaches are in excellent agreement (RMSD =
0.49 kcal·mol−1), with OSRWmethod showing significant advantage in computational
efficiency.

2.2 Materials and Methods

2.2.1 Orthogonal Space Random Walk (OSRW)

Because free energy is a path-independent property, a common approach to cal-
culate the free energy difference is to define a mixed potential, so that the potential
functions of the two end states of interest can be connected analytically. Such a
mixed potential is defined in Equation 2.1. Here U is the mixed potential, r is the
coordinate, and the scaling parameter λ = 0 and 1 corresponds to the two end states,
U0 and U1,g respectively. The free energy change from one state to the other can thus
be given as Figure 2.2, where G is the free energy of each state, ∆G is the change in
free energy, and 〈〉λ is the ensemble average of each λ state.

U(λ, r) = (1− λ)Uo + (λ)U1 (2.1)

∆G =

∫ 1

0

〈∂U
∂λ
〉λdλ (2.2)

Such construction of the approach, however, relies on the assumption that suffi-
cient conformational sampling can be done as the system adjusts to the new interme-
diate states. For complex systems, such transition usually requires significant amount
of simulation time, especially when there are larger changes in structure. This is of-
ten known as the “Hamiltonian lagging” problem, which exists for metho ds where
λ is a continuous and dynamic variable.[112] For methods that perform simulation
at discrete λ “windows”, a large number of intermediate steps are required and long
simulations at each step are needed to ensure sufficient equilibration and sampling at
each step. Alternatively, by combining the ideas of the dynamic λ method[112, 113]
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and the metadynamics method,[104] Yang and co-workers proposed an efficient free
energy sampling approach, which they referred to as OSRW.[77, 93–96]

ΔG#$%&'()

ΔG*+,'--)'. ΔG/)01'.2)

ΔG = 0

Figure 2.1: Alchemical Free Energy Cycle: The initial state A is the ligand
(yellow) in gas phase (top right). The final state B is the ligand in solution (top left).
Instead of calculating ∆GSolvate directly, ∆GDisappear and ∆GRecharge are calculated.
Using ∆GSolvate +∆GDisappear +∆GRecharge = 0, ∆GSolvate can be calculated indirectly.

In this approach, a random walk is performed in two dimensions, λ and its orthog-
onal generalized force Fλ = ∂U

∂λ
. The use of dynamic λ itself unnecessarily improves

the computational efficiency; however, directly basing along the ∂U
∂λ

dimension can
potentially accelerate the free energy calculation since the integral of ∂U

∂λ
is exactly

the free energy. By repetitively adding a Gaussian-like repulsive potential to λ and
Fλ spaces, the low energy wells can be “flooded” to overcome the energy barriers.
The potential of the system in the OSRW can be written (see Eq. 2.3). Here g is the
biasing potential that can be defined recursively (see Eq. 2.4). Here h and w are the
height and width of the Gaussian,respectively, which can be adjusted to balance the
accuracy and efficiency of the method, and ti is the index of states. The free energy
along the reaction coordinates can thus be estimated as g(λ,Fλ). To move from an
initial state to a target state, λ, the free energy change can thus be estimated (see
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Eq. 2.5). By adaptively adding a negative G(λ) to the system potential as shown in
(2.3), the “flooding” of the free energy surface can be accelerated along the λ space.

UOSRW = U(λ, r) + g(λ, Flambda −G(λ) (2.3)

g(λ, Fλ) =
∑
ti

hexp(
|λ− λ(ti)|2

2w2
1

)exp(
|Fλ − Fλ(ti)|2

2w2
2

) (2.4)

∆G =

∫ λ

λo

∂G

∂λ
dλ =

∫ λ

λo

∑
Fλ
Fλexp[βg(λ, Fλ)]δ(λ− λ’)∑

Fλ
exp[βg(λ, Fλ)]δ(λ− λ’)

dλ’ (2.5)

2.2.2 Bennett Acceptance Ratio (BAR)

In BAR calculations, a three-step perturbation approach was applied with the
AMOEBA force field.[78, 103, 105] To disappear the solute in the solvent, the elec-
trostatic and polarization interaction were perturbed in 11 windows, scaled by λ

equals (1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.4, 0.3, 0.2, 0.1, 0.0) respectively. After the elec-
trostatic interactions were scaled to zero, then the vdW's contribution was perturbed
using 14 windows with λ equal to (1.0, 0.9, 0.8, 0.75, 0.7, 0.65, 0.6, 0.55, 0.5, 0.4, 0.3,
0.2, 0.1, 0.0) (see Fig. 2.2). 1000 ps NVT simulations at 298 K were performed at
each window. The recharging of each solute in the gas phase was modeled using 11
windows (with an interval of 0.1 for λ) of 1000 ps molecular dynamics simulation at
298K, stochastic integrator, and a 0.1 fs time step. Data collected from 50 to 1000
ps range was then processed using the BAR equations. The errors for BAR results
were computed as a sum of errors from the individual alchemical perturbation steps.

2.2.3 Alchemical Free Energy Cycle

A hybrid potential based on Eq. 2.1 is implemented to calculate the alchemical free
energy using the AMOEBA force field in TINKER. A dual topology approach is used
to keep the intramolecular energies of the mutating systems (e.g. solute molecules
in solution) throughout the simulation, and the mutating systems A (initial) and
B (final) never interact with each other as shown in Fig. 2.1. In case of absolute
hydration free energy calculations performed in this study, the two topologies are
solute-in-water and water without solute, respectively. In this approach, the mixed
potential can be written, with λ as a scaling factor on the non-bonded potentials (see
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(100 % VDW, 100 % ES) (0 % VDW, 0 % ES)

(100 % VDW, 0 % ES) (100 % VDW,100 % ES)

Disappearing Ligand in Water

Recharging Ligand in Vacuum

Figure 2.2: BAR Free Energy Alchemical Free Energy Cycle: The BAR Free
Energy Cycle is divided into two parts: Disappearing Ligand in Water and Recharging
the Ligand in Vacuum. First the electrostatic and polarization interactions are scaled
down in from 100% strength to 0% then the vdW‘s interactions are scaled down from
100% strength to 0%.

Eq. 2.6). The subscript dt indicates that the potential is for dual topology, and the
bonded term is independent to λ. A softcore van der Waals (vdW) potential[77, 103]
has been adapted to replace the original buffered 14-7 potential[114] in AMOEBA
in this implementation (see Eq. 2.7). Here i and j are the indices of the atoms, ε is
the well-depth of the potential, and α is an adjustable constant, ρ = r

r∗
, and r* is

the equilibrium distance between two atoms. This equation prevents the numerical
instability of the system when λ is small, and it reduces to the original buffered 14-7
potential when λ = 1. The real space electrostatic potential[91] is written in Eq. 2.8.
G is the permanent multipole moment, l is the order of the multipole moment, B is the
screening function, and f is the modified distance defined in Eq. 2.9. This definition,
similar to the softcore potential for vdW term, can prevent the numerical instability
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of the system when λ is small and atoms are very close to each other. The final mixed
potential for the real space electrostatic potential is defined in Eq. 2.10. Here the
superscript tot and mut respectively indicates the energy of the whole system and
energy of the part undergoing alchemical transformation. The reciprocal space part
of the permanent multipole interaction energy is mixed linearly (see Eq. 2.11). The
polarization energy has a slightly different combination. To eliminate the potential
problem[77] of the self-consistent field calculation at unphysically small atomic dis-
tances, the polarization is switched off until λ is equal or greater than 0.75, which
is referred as λstart

pol . An artificial scaling factor, given as λpol,A =
(1−λstartpol −λ)

(1−λstartpol )
and

λpol,B =
(λ−λstart

pol )

(1−λstart
pol )

, is used to smoothly switch the potential across 1− λstart
pol and λstart

pol

respectively. The final mixed polarization potential can be written (see Eq. 2.12).
Various derivatives, ∂U

∂λ
, ∂2U
∂2λ

,and ∂2U
∂r∂λ have been derived in the same way as reported

previously.[77]

Udt(λ) = Ubonded + UvdW (λ) + U real
els (λ) + U recip

els (λ) + Upol(λ) (2.6)

UvdW,ij(λ) = λεij
1.077

α(1− λ2) + (ρ+ 0.07)2
(

1.12

α(1− λ2) + (ρ7 + 0.12)
− 2) (2.7)

U real
els,ij = λ

4∑
l=0

Gl
ij(r)Bl(f) (2.8)

f = (r2
ij + α(1− λ)2)1/2 (2.9)

U real
els (λ) = U els,A

real,tot(1− λ) + λU real,tot
els,B (λ) + λU gas,mut

els,A + (1− λ)U gas,mut
els,B (2.10)

U recip
els (λ) = (1− λ)U recip,tot

els,A + λU recip,tot
els,B (2.11)
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Upol(λ) =



(λ3
pol,A(U tot

pol,A − U env
pol − U

gas,mut
pol,A )

+U env
pol + U gas,mut

pol,A + U gas,mut
pol,B ) if 0 ≤ λ ≤ (1− λstartpol )

U env
pol + U gas,mut

pol,A + U gas,mut
pol,B if (1− λstartpol ) < λ < λstartpol

(λ3
pol,B(U tot

pol,B − U env
pol − U

gas,mut
pol,B )

+U env
pol + U gas,mut

pol,A + U gas,mut
pol,B ) if λstartpol ≤ λ ≤ 1

(2.12)

2.2.4 Computational Procedure

In this study, the hydration free energy of 20 small molecule solutes,[115] among
which 15 are positively charged compounds and 5 are neutral compounds, were cal-
culated in an explicit solvent model using the polarizable AMOEBA force field[91,
100].Parameters of the compounds were obtained using the program POLTYPE
(2014).[110]

Both orthogonal space random walk and Bennett acceptance ratio methods used
the same simulation conditions including. These conditions include box size, simula-
tion ensemble, boundary conditions, and non-bonded cutoffs. Thus the comparison
between OSRW and BAR methods would not be affected by potential artifacts in
the calculated hydration free energy. These artifacts could include different bound-
ary conditions or treatment of electrostatic interactions suggested in previous stud-
ies.[115, 116]

All molecular dynamics simulations were conducted with a RESPA integrator,Bussi
thermostat, and 2 fs time step using the TINKER software package if not otherwise
stated.[117, 118] A cutoff of 12Å was applied to vdW‘s interaction with α = 0.07,
while a cutoff of 7.0Å was applied in the real space softcore electrostatic calculations
with α = 2.0 (see Eqs. 2.7, 2.8,and 2.9). Self-consistent induced dipole moments were
converged to below 0.00001 D per atom.

Before the alchemical simulations, all the solutes were first soaked in a 30Å cubic
water box followed by a 600ps relaxation using NPT molecular dynamics simulation
at 298 K with 2 fs time step. The resulting boxes were used in the subsequent NVT
simulations with the density fixed at the average from the NPT simulations.In OSRW,
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a 2D grid along the λ and Fλ axes was constructed to store the history of the (λ, Fλ)

states visited. Each point on the grid represents a bin with finite dimensions. Our
implementation has the width of 0.005 and the Fλ-width of 2.0.

For the λ-axis, λ ranges from 0 to 1, and for mathematical convenience the first
and last λ bins are half size (the total number of the λ-bins is 201) and centered at
0 and 1, respectively. For the Fλ-axis, Fλ has no clear range so the range must be
dynamically updated if the calculated Fλ falls outside the initial specified range. Also
for mathematical convenience, there is always an Fλ bin centered at zero. Throughout
the MD simulation, each bin centered at (λ, Fλ,) in the grid represents the number of
times a particular state with λ− ∆λ

2
< λ < λ+ ∆λ

2
and Fλ− (∆Fλ)

2
< Fλ < Fλ + (∆Fλ)

2

was visited, where ∆λ and ∆Fλ represent the λ-width and Fλ-width, respectively.
For each count, a 2D biasing Gaussian centered at (λ, Fλ) is added to the potential.
Our implementation uses a Gaussian height of 0.005 with variances of w2

1 = (2∆λ)2

and w2
2 = (2∆Fλ)

2. The Gaussians are cut off after five bins from the central bin.
However, simply with the current implementation, the random walk may end up
being stuck at the λ end points since λ is between 0 and 1. Thus, mirror conditions
are enforced where if a Gaussian has a contributing value outside the λ range, the
contribution is mirrored onto a bin with a valid range. For the first and last λ
bins, the contributions are automatically doubled since they are centered at 0 and 1,
respectively. The statistical error was estimated from 3 repeat simulations of 4 ns for
each compound.

2.3 Results

2.3.1 Comparison of OSRW and BAR

The hydration free energy was calculated for the 20 compounds using both OSRW
and BAR methods. In general, a good agreement between the two methods was
obtained in Figure 2.3. The energy values from the two methods were plotted against
each other Figure 2.3, and the R2 correlation coefficient was calculated to be 0.98 for
the charged set and 0.99 for the neutral set. The unsigned average difference in the
calculated hydration free energy between the two methods is 0.39 kcal·mol−1, and the
root-mean-square difference is 0.49 kcal·mol−1 (Figure 2.3).
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Figure 2.3: Comparsion of Hydration Free Energies from BAR and OSRW
Methods: An excellent agreement between the values from the two methods is
obtained with R2 of 0.98±0.02 and R2 of 0.99±0.01 for the 15 charged (upper panel)
and the 5 neutral (lower panel) respectively
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Figure 2.4: Plots of Hydration Free Energy for Selected Compounds using
OSRW: Compound 1 (blue) Compound 11 (red) Compound 17 (green) For the
neutral compound 17, the HFE has reasonably converged in about 300 ps in a single
OSRW simulation. For the two charged compounds 1 and 11, it takes about 1.5 ns
to reach a similar level of convergence while the absolute value of the HFE is much
larger for charged compounds.

For illustration, the hydration free energy over time is plotted for the OSRW Fig-
ure 2.4 and BAR Figure 2.5 methods for compounds 1, 11, and 17. Compound 17
shows the largest difference of 1.38 kcal·mol−1 between the two methods, which re-
duced to 1.09 kcal·mol−1 after we significantly extended simulations for both methods
(see Fig. A.1). Compound 17 has a “complex” structure with two hydroxyl groups
and one fluorine atom all connecting to adjacent carbons in the benzene ring. The
interactions among these groups and with water can be rather complex. For ex-
ample, from both BAR and OSRW simulations, the two hydroxyl groups were seen
very flexible with the hydrogen atoms either facing away or forming hydrogen bond
with each other albeit with different frequencies. In addition, compound 17 is the
only solute with fluorine atom in this set. To verify the fluorine parameters, hydra-
tion free energy of fluorobenzene and 2-fluorophenol have also been calculated using
OSRW and compared with experiment values. For each of the two compounds, three
independent OSRW calculations were performed. The average hydration free energy
from the simulations is −0.76 ± 0.33 and −5.71 ± 0.16 kcal·mol−1 for fluorobenzene
and 2-fluorophenol respectively. This is in a good agreement with the experimental

16



-60

-50

-40

-30

-20

-10

0

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1

Ab
so

lu
te

 H
FE

 (k
ca

l/m
ol

)

Time (ns)

c17
c1
c11

Figure 2.5: Plots of Hydration Free Energy for Selected Compounds using
BAR: Compound 1 (blue) Compound 11 (red) Compound 17 (green). For all three
compounds the HFE has reasonably converged in about 0.5ns. Because 25 indepen-
dent simulations, were needed for each data point, the combined simulation time for
compounds 1 and 11 is 50 ns, and 39 ns for compounds 17 (14 additional windows
were added). The total simulation time for all 20 compounds is 106ns.

hydration free energy of -0.80 and -5.29 kcal·mol−1 for the two compounds.[82]

2.3.2 Structural Analysis of Fluorine Containing Ligand

We first examined the effect of van der Waals perturbation steps on the hydration
free energy calculated from BAR for compound 17. In our implementation of the
BAR approach, the electrostatic interaction between solute and environment was
first turned off, and then the vdW‘s interactions are scaled. During this latter stage,
water and solute molecules can have significant overlap. As a result there is a large
uncertainty in the free energy, evident in the difference between the forward and
backward free energy perturbation results. We added additional 6 windows in the
middle of the vdW perturbation (λ = 0.775, 0.725, 0.675, 0.625, 0.575, 0.525). With
these additional steps and longer simulations, the hydration free energy of compound
17 is merely increased by 0.2 kcal·mol−1.

We have further investigated water structure near the solute sampled during the

17



Figure 2.6: Radial Distribution Functions from BAR simulations: (top) the
oxygen of water and the fluorine of compound 17; (middle) oxygen of water and oxy-
gen of compound 17 in hydroxide group closest to the fluorine; and (bottom) oxygen
of water and oxygen of compound 17 in hydroxide group furthest from fluorine. The
RDF was evaluated using the simulated structures from all perturbation windows. All
three BAR RDFs show water peaks close to the solute at ≈ 1Å. Two possible reasons
could explain the differences in the RDFs generated in the BAR simulations and the
OSRW simulations. In the BAR simulations, the vdW and electrostatic solute-water
interactions are scaled sequentially, whereas in OSRW simulations these interactions
are scaled simultaneously. Additionally, in BAR simulations equal numbers of coordi-
nate structures were saved for each lambda window, while in OSRW simulations the
number of structures saved at each lambda window were uneven due to the nature of
importance sampling.
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Figure 2.7: Radial Distribution Functions from OSRW simulations (top)
oxygen of water and fluorine of compound 17; (middle) oxygen of water and oxygen
of compound 17 in hydroxide group closest to fluorine in compound 17; (bottom)
oxygen of water and oxygen of compound 17 in hydroxide group furthest away from
fluorine in compound 17. Based on these RDFs, there is much less structure in
the water around the polar groups of the solute during OSRW simulations, which
can be attributed to the “flattened” energy surface introduced by the by the biasing
potential. An interesting feature of the RDFs from OSRW simulations, is that there is
a consistent but faint “peak” at around 3Å for the OSRW RDFs. This could indicate
some ordered water structure around the compounds.
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BAR simulations by plotting radial distribution functions (RDFs) between the com-
pound 17 (O atoms in the two hydroxyl groups and F atom) and water (O). It would
be the best to compare the RDF at the same λ values. However, this is impossi-
ble in this study due to the limitation of our implementation. As explained in the
Method section, the BAR method decouples the vdW and electrostatic interactions
separately while in the OSRW approach the two are scaled simultaneously. As a
result, the same λ in the two methods actually represents different states. Therefore,
we plotted the RDF for the three atom pairs using the trajectories of all the lambda
windows Figure 2.6. Similar plots for OSRW simulations were shown in Figure 2.7,
which naturally included all lambda states visited during the simulations. The first
apparent difference between the two methods is that the BAR RDFs have water peaks
closer to the solute at around 1Å. Note that, in addition to the difference in how the
vdW and electrostatic solute-water interactions are scaled (sequential in BAR and
simultaneous in OSRW), equal number of coordinate structures were saved for each
lambda window in BAR simulations while the OSRW had an uneven distribution of
lambda values given its nature of importance sampling. Both factors would affect
the overall RDF. According to these RDFs, there is much less structure in the water
around the polar groups of the solute during OSRW simulations, which we attribute
to the “flattened” energy surface by the biasing potential introduced in OSRW. An-
other interesting feature is that there is a consistent but faint “peak” at around 3Å
for the OSRW RDFs.

As seen from the time evolution of hydration free energy for compound 17 Fig-
ure 2.4, the OSRW simulations actually first approached to -15 kcal·mol−1 in the
beginning of the simulation but quickly increased to around -13 kcal·mol−1. This
behavior was also observed in some other repeated OSRW simulations. The results
suggest that BAR and OSRW may have sampled different phase space within the
limited simulation time in this study. Thus we have further extended the simulations
for both methods. For BAR, we increased the simulation length at each window
from 1 ns to 5 ns while for OSRW we extended the simulation from 4ns and 8ns
and added additional 4 more independent simulation runs for compound 17. The
difference between the hydration free energy from the two methods dropped to 1.09
kcal·mol−1 but still greater than the statistical uncertainty. This indicates that, for
molecules such as compound 17, substantially long simulations may be necessary to

20



fully converge the answer.

2.3.3 Convergence and Efficiency OSRW and BAR

To examine the computational efficiency and convergence of OSRW and BAR
methods, we analyze the simulations data for compounds 1, 11 and 17 as examples.
The cumulative hydration free energies of these compounds calculated by OSRW as
a function of time Fig 2.4 clearly demonstrate its efficiency and convergence. For the
neutral compound 17, the HFE has reasonably converged in about 300 ps in a single
OSRW simulation. For the two charged compounds 1 and 11, it takes about 1.5 ns
to reach a similar level of convergence while the absolute value of the HFE is much
large for charged compounds.
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Figure 2.8: Sampling Efficiency of λ and Fλ Using the OSRW Method: λ and
Fλ values over simulation time from the OSRW simulations of compounds 1, 11 and
17 (data collected at every 5 ps). The spikes in Fλ correspond to barriers crossed by
the system. The OSRW method samples the order parameter space multiple times
during the simulation. There are frequent peaks and valleys in the ∂U

∂λ
plot.

Since the free energy is dependent on the λ and ∂U
∂λ

, a sufficient sampling of the
system in both spaces is crucial to the accuracy of the estimated free energy. Distri-
butions of λ and its generalized force Fλ = ∂U

∂λ
against time are shown in Figure 2.8.

It can be seen that the OSRW method samples the order parameter space multiple
times during the simulation. There are frequent peaks and valleys in the ∂U

∂λ
plot.
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Figure 2.9: Free Energy Landscapes Generated Using the OSRW Method:
Plots of free energy surfaces for compounds 1 (top), 11 (middle), and 17 (bottom).
The color represents the number of visits to a particular state. By examining the
free energy surface with respect to ∂U

∂λ
and λ in, it is shown that large positive values

of ∂U
∂λ

correspond to the initial state when the solute is mostly decoupled from the
environment while the negative attractive ∂U

∂λ
occurs toward the end state when λ = 1.

There is a broad and flat region in between, which corresponds to ∂U
∂λ

around zero. A
significant feature of the OSRW is that it flattens the energy surface in both λ and
∂U
∂λ

dimensions while the latter is the exact quantity needed to compute free energy
(G =

∫
〈∂U
∂λ
〉)dλ).
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By examining the free energy surface with respect to ∂U
∂λ

and λ in Figure 2.9, it can
be seen that the large positive values of ∂U

∂λ
correspond to the initial state when the

solute is mostly decoupled from the environment while the negative attractive ∂U
∂λ

occurs toward the end state when λ = 1. There is a broad and flat region in between,
which corresponds to ∂U

∂λ
around zero. A significant feature of the OSRW is that it

flattens the energy surface in both λ and ∂U
∂λ

dimensions while the latter is the exact
quantity needed to compute free energy (G =

∫
〈∂U
∂λ
〉)dλ). Most other methods that

sample only the λ space do not actively handle the energy barriers along ∂U
∂λ

at a given
λ. Figure 2.9 shows the surface along ∂U

∂λ
at a given λ can be complicated. In a typical

OSRW simulation, the system quickly reaches the minimum (negative) ∂U
∂λ

region and
adding biasing Gaussian potentials in both λ and ∂U

∂λ
dimensions until it reaches the

middle flat region (∂U
∂λ
≈ 0) and then glide back and forth along the λ dimension

many times. Sufficient sampling near both initial and end states is important as both
contribute significantly to the free energy.

It should be noted that our implementation involves the use of metadynamics for
the calculation of the biasing potential. The choice of biasing Gaussian heights and
λ particle movement has not been fully optimized in this study. In addition, other
implementations alternative to metadynamics can be used and have been explored.[94]
The convergence of the free energy calculated using BAR, as seen for compounds 1, 11
and 17 in Figure 2.5, generally takes 300 ps simulations for each window to converge
to a reasonable level. However, if we take the number of windows needed in BAR
simulation into account, it is roughly equivalent to 8 ns of a single molecular dynamics
simulation. Thus the superior efficiency of OSRW is apparent. The OSRW simulation
is in general easier to set up and process as compared with the BAR method. In the
TINKER implementation, only a single molecular dynamics simulation is required
while the BAR approach requires the maintenance of ≈ 25 simulations (in this study).
A way to improve the sampling ability of the BAR method is to allow configuration
exchanges among different simulation windows as in the multistate BAR (mBAR)
method.[119]
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2.4 Conclusion

We have implemented the OSRW method for the polarizable multipole based
AMOEBA force field in TINKER. OSRW method has been shown to exhibit su-
perior efficiency for hydration free energy calculations over BAR, a traditional free
energy calculation method. In BAR method, 1ns at each of 25 steps or more have
been performed. For OSRW, one simulation of 4ns led to similar results within the
statistical uncertainty. We found excellent agreement between the two methods, with
an RMSD of 0.49 kcal·mol−1. A noticeable difference between the OSRW and BAR
results was observed for compound 17, which has two hydroxyl groups and a fluorine
atom attached to a benzene ring, even after the simulations were extended signifi-
cantly. This discrepancy shows that even for a relative small solute, the sampling of
solute-solvent configurations can be challenging. While further studies are required
to thoroughly evaluate the different free energy methods, our results suggest that
OSRW is an efficient alternative sampling method that polarizable force fields can
benefit from.
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Chapter Three: Detecting Point-Mutations using a

DNA Melting Probe

3.1 Introduction

3.1.1 Experiments and Simulations

High-resolution melting (HRM) analysis is a closed-tube detection method that
can identify point-mutations in DNA sequences by their melting temperature. These
melting probes contain a recognition DNA strand that binds to a target DNA strand.
When the DNA strands in the melting probe bind, the melting probe fluoresces
via an intercalating fluorescent dye. When the temperature is increased, the melting
temperature can be interpreted as temperature when the fluorescence intensity is fifty
percent of its maximum. Recently developed melting probes can discriminate between
a wild-type DNA sequence and a DNA sequence containing a point mutation, or
single nucleotide polymorphism (SNP). However, these probes cannot reliably identify
among different point mutations, or alleles.

By incorporating a locked nucleic acid (LNA) thymidine, into the melting probe,
the melting probe can reliably differentiate the four SNP alleles by four distinct melt-
ing temperatures. Molecular dynamics (MD) simulations of a truncated melting probe
consisting of control DNA duplexes (no LNA) and hybrid DNA duplexes (containing
either LNA thymidine or LNA cytosine) were performed at the experimental melt-
ing temperatures, and these simulations correlated with the observed experimental
trends. Additionally, hydrogen-bonding profile analysis of the MD simulations re-
vealed that the LNA thymidine enhanced nearest neighbor hydrogen bonding when
the target DNA strand contained a matched allele, but the LNA thymidine disrupted
nearest neighbor hydrogen bonding when the target DNA strand contained a mis-
matched allele .1

1This work was previously published. I collaborated with J. Obliosca, designed, performed, and
analyzed MD simulations. For experimental details see [120]
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3.1.2 Detection of Point Mutations using a DNA Nansensor

Genotyping of single-nucleotide polymorphisms (SNPs) is becoming a routine test
in clinical laboratory as personalized medicine continues to develop.[121] Whereas
many innovative SNP detection techniques have been developed in the past,[122–125]
high-resolution melting (HRM) measurement is probably the only method that is
becoming a standard procedure in both research and clinical laboratories due to its
homogeneous and closed-tube detection format.[126–129] Since the first demonstra-
tion of melting curve analysis in conjunction with real-time PCR,[130–132] HRM has
been used for scanning of mutations in cancer-related genes[133, 134] and determining
HIV diversity[135] in clinical samples.

While HRM (based on FRET dyes[130] or saturating DNA dyes[136]) is a simple,
rapid and inexpensive method for in-house SNP testing,[137] a typical DNA melting
probe (whether it is a binary probe,[138, 139] singly-labeled probe,[140, 141] unla-
beled probe[142] and snapback primer[142]) can only differentiate one fully matched
allele from the other three single-mismatch containing alleles (hereafter denoted as
mismatched alleles)[139, 143, 144]. Since the melting temperatures (∆Tms) associated
with the three mismatched probe-allele hybrids are often indistinguishable, additional
melting probes are required to differentiate these mismatched alleles. There has not
been any report that employs only one melting probe to distinguish the fully matched
allele from the three mismatched alleles,[139, 143, 144] and at the same time this same
probe can also differentiate the three mismatched alleles among themselves. Although
not all SNP homozygous variants are of clinical interest, we believe a melting probe
with such an “ultimate discrimination power” is greatly beneficial as it facilitates the
discovery of rare genetic mutations at lower cost.

Our probe design consideration is different from that of other HRM researchers.
Other researchers only aim to increase the temperature difference (∆Tm) between
the fully matched probe-allele hybrid and the three mismatched hybrids.[143] We, on
the other hand, focus on increasing the Tm differences among the three mismatched
hybrids themselves (while maintaining the (∆Tm between matched and mismatched
alleles). Our goal is to reliably identify each of the four SNP alleles with a specific
Tm. We emphasize that we want to achieve such complete SNP differentiation in a
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single test tube using only one unlabeled melting temperature probe and a common
DNA binding dye (see Fig. 3.1).

Figure 3.1: Single-nucleotide polymorphism (SNP) detection using a melt-
ing temperature probe containing a single LNA thymidine monomer (tL)
The probeallele hybrid contains a single centrally positioned tL·C mismatched pair,
thus denoted as the “tL·C mismatched hybrid” or simply the “tL·C hybrid”. In our
design, the tL is termed the “recognition nucleotide” (RN) while the C is termed the
“SNP nucleotide”. When tL is employed as the recognition nucleotide, the 48-nt long
melting probe is denoted as the “tL-RN probe”. Similarly, the 60-nt long SNP allele is
denoted as the “C allele”. In this report, the lower case letters represent the RNs while
the upper case letters represent the SNP nucleotides. The subscript L represents an
LNA monomer.

3.2 Materials and Methods

3.2.1 Parameterization of Duplexes

The force field used for the locked nucleic acid is the AMBER99X force field
provided by Yildirim et. al.[145, 146] This force field contains modified chi torsion
angle between the sugar and the base for the modified sugar of the locked nucleic
acid. These parameters are modifications of the AMBER RNAff99 force field. Based
on these parameters, a locked tLNA was generated from uLNA coordinate by adding
a methyl group.

3.2.2 Incorporation of LNA

First, 25-nt long B-form DNA duplexes were generated using the nucleic acid
builder (NAB) program distributed with the AMBER14 software package.[147, 148]
The NAB program, allows for specifying sequences of DNA as well as the form of

27



the DNA duplex. For the LNA-DNA hybrid, the LNA monomers were inserted into
the DNA probe. This was done by first generating a B-form DNA duplex, deleting a
thymine nucleotide, and using PYMOL to orient the locked nucleic acid into the DNA
duplex.[149] Using tLEAP, parameter files were generated for the LNA containing
DNA duplex using the AMBER99 force field. Using this procedure, the tLA, tLG,
tLT, tLC, t ·A, t ·G, t ·T and t ·C matched and mismatched hybrids were generated.

3.2.3 MD Simulation Procedure

After incorporating the locked nucleic acid into the center of the DNA duplex, the
hybrid DNA duplex is energy minimized over 2,500 cycles using the steepest descent
method. SHAKE bond length constraints are used on the hydrogen bonds. Implicit
solvent using the Hawkins, Cramer, and Truhlar pairwise generalized Born Model
is used with a 0.02 M implicit NaCl concentration.[150] The maximum radius used
for calculating effective Born radii is 15Å. Non-periodic boundary conditions were
applied, the maximum distance used for calculation of van der Waals, electrostatic,
and “off-diagonal” generalized Born interactions is 9, 999Å. The minimization was
performed at 298K. Langevin thermostat was used for temperature scaling with a
collision frequency of 1ps−1. After each LNA-DNA duplex is energy minimized, in-
dependent simulations at 30, 40, 50, 60, 65, 70, 75, 80, 85 and 90 C were run. Each
simulation is run for a minimum of 500ns up to 3,000 ns at a particular temperature.
The same SHAKE bond length constraints, implicit water model, salt concentration,
non-periodic boundaries, and Langevin thermostat were employed from the energy
minimization procedure. Energies, restart files, coordinates of the MD trajectory are
written every 2 ps. The timestep for each MD step is 2 fs.

3.2.4 Analysis Procedure

A duplex was considered melted when 50% of the duplex was double stranded.
In other words, at least half of the base pairs in the duplex had in inter-base N1-
N3 distance of more than 5Å away from their complementary base. This criterion
was applied to all 25 basepairs in the duplex. From MD trajectories, the distance
between neighboring nitrogens were calculated for each base pair every 50ps. The
index i is defined as the residue number of the nucleotide along the target strand,
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where i is indexed starting from the 5′ to the 3′ end. The complementary base of the
ith nucleotide is indexed starting at 50-i+1 starting from the 3′ to the 5′ end of the
recognition strand.

The last 500 ns were averaged to determine the average dissociation fraction (AF)
as a function of time. The association fraction is 1 minus the dissociation fraction.
The association fraction (AF) and dissociation fraction (DF) are defined as follows,
where |~di− ~d50−i+1| is the distance between N1 and N3 atoms of residue i and residue
(50i + 1), DFbp is the dissociation fraction per base pair.

Dbp =

0 if n ≤ 5Å

1 if n >5Å
(3.1)

25∑
i=1

DFbp(|~di − ~d50−i+1|)

25
(3.2)

AF = 1−DF (3.3)

After calculation of the average AF at a particular temperature, the melting data
is normalized. This is done by taking the ratio of each AF by the maximum AF
at a particular melting temperature for each SNP curve. Each SNP melting curve
as normalized separately using this procedure. Each melting data set is fit using
a logistic curve using MATLAB generalize linear model regression. After fitting
all melted duplex data, the melting temperature of each duplex was determined by
finding the temperature where the AF was 0.5. Similar approaches for finding the
melting temperature were used in previous work [151, 152].

The H-bond probability maps were generated using the VMD hydrogen bond
analysis plugin software and MATLAB. The AMBER trajectories for tL tLA, tA,
tLC, and tC were loaded into VMD, and a cutoff of distance of 3.0Å was used for
donor-acceptor distances and an angle-cutoff of 20 degrees was used for calculating
hydrogen bonds. The hydrogen bonds were calculated for all nucleotides for the last
500 ns of each trajectory. The hydrogen bonds were calculated every 50 ps. From the
output of the VMD hydrogen bonds plug-in, the nucleotide number for the donor and
acceptor was used to generate a 50 by 50 matrix with values given by the hydrogen
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bond probability of that donor-acceptor pair. This 50 by 50 matrix was condensed to
a 25 by 25 matrix by considering hydrogen bonds formed between target and probe
strands (which are each 25 nt long).

A filled contour map of hydrogen bond probability map was generated using MAT-
LAB, and the nucleotide numbering convention used is shown in Fig 3.2. The nu-
cleotides for the probe strand are on the x-axis and are numbered starting from the
5′ to the 3′ end. The nucleotides for the target strand are on the y-axis and are num-
bered starting from the 3′ to the 5′ end. As a result, the center of the target strand
has a nucleotide number of 13, and the center of the probe strand has a nucleotide
number of 13. The nearest neighbors of the center are numbers 12 and 14.

3.3 Results

3.3.1 Molecular Dynamics Simulations

We employed molecular dynamics (MD) simulations to investigate the detailed
melting processes given by the t-RN and tL/cL-RN probes (Fig. 3.2 and Fig. 3.3). In
our simulations, the previously published AMBER99X force field[153, 154] was ap-
plied to the LNA residue (see Materials and Methods). We calculated the association
fraction for the duplex to characterize its melting during the MD simulations. The
association fraction (AF) can be considered a measure of duplex formation, where
an AF of one means 100% duplex whereas an AF of zero means the duplex is fully
melted. The association fraction is calculated as the ratio between the number of
melted stable base pairs and the total number of possible base pairs possible (number
of residues divided by 2). A base pair is considered melted if the nitrogen-nitrogen
distance between a complementary base pair, N1 for purines and N3 for pyrimidines,
was greater than 5Å. An example of a base pair in a tL·C duplex (only nearest neigh-
bor bases are shown for clarity) and melted base pair are shown in Fig. 3.2A. 25- nt
BRAF duplexes containing t and tL with A, G, T, C SNPs were simulated at melting
temperature 70 − 75°C, while 25-nt BRAF duplexes containing cL with A, G, T, C
SNPs where simulated at 70 − 72°C. These temperature ranges were chosen based
on the melting temperature range measured by the experiments. Each duplex was

30



Figure 3.2: Molecular dynamics (MD) simulations of 12 25-bp long hybrids,
each consisting of a BRAF allele and a melting probe. (A) 3D views of
the mismatch pair and the nearest neighbor bases in the tLC hybrid at initial and
melted states. Inset shows the bases and their identification numbers in the hybrid.
(B) Correlations between the simulation-derived association fractions (AF, at 70 and
75◦C) and the experiment-obtained melting temperatures (Tm) for the t-RN (R2 =
0.93) and the tL-RN (R2 = 0.97) probes. (C) Correlations between AF (at 70 and
75◦C) and Tm for the cL-RN (R2 = 0.94) and tL-RN (R2 = 0.97) probes. n represents
the number of repeated 11.5µs MD simulations (replicates). Error bars are standard
deviations from replicates.
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simulated multiple times (4-7 replicates), with each between 1 and 1.5 µs, to achieve
better statistics.

Overall the simulated association fractions for all systems investigated display
excellent correlation with the experimental melting temperatures (Fig. 3.2B and
Fig. 3.2C). In Fig. 3.2B, both experiments (melting temperature) and simulations
(association fraction) show that the tL-probe has the effect of expanding the range, in
contrast to unlocked t, so that each SNP can be better distinguished. The association
fraction for locked thymidine displayed the following trend A>G>T>C (Fig. 3.2B),
in agreement with the HRM experiments ((see Fig 2B of [120])). In addition, the
lower simulated association fraction for tL·C vs. t·C, agrees with the observation of a
lower melting temperature for tL·C vs. t·C from the HRM experiments (see Fig 2 of
[120]). Furthermore, association fraction for t·C and t·T overlaps within simulation
errors while the HRM experiments indeed suggest that the C-SNP and T-SNP have
the same melting temperature and cannot be differentiated by unlocked thymidine.
It should be noted that for G and T SNPs, the simulations did not show improved
discrimination by tL vs. t, which is also reflected as slightly different “slopes” of
correlation plot in Fig. 3.2B.

The HRM experiments predicted that the locked cytidine could not differentiate
between adenine, thymine, or cytosine SNPs (see F(see Fig 2A of [120])). The MD
simulations also predicted that the locked cytidine could not differentiate between
these SNPs, as seen in the association fraction analysis in Fig. 3.2C. Comparing the
locked cytidine (dashed line) and the locked thymidine (solid line), the locked cytidine
is only able to distinguish guanine, according to both experiments and computed AF,
while the melting profiles of A, T, C SNPs are about the same. Beyond the agreement
between the simulated associated fractions with HRM melting temperatures, we have
examined MD trajectories to provide atomic insight and explanation for the two
extreme cases: tL·A vs. t·A and tL·C vs. t·C. Both simulations and experiments
suggest that tL increases the duplex stability when paired with adenine while tL
destabilized the duplex when paired with cytosine.

Here, we computed the hydrogen bond probability from the MD trajectories for
all nucleotides using distance and an angle cutoff of 3Å and 20° (meaning any pair
of nucleotides that meet the criteria is considered hydrogen bonded). The hydrogen
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bonds are calculated for all possible base pairs, and a hydrogen bond probability map
is generated for each duplex. The hydrogen bond probability is depicted using a color
bar where a hydrogen bond probability of 1 means the base pair is hydrogen bonded
throughout the analyzed trajectory. A hydrogen bond probability of 0 means the
base pair does not form any hydrogen bonds throughout the analyzed trajectory.

Figure 3.3: Hydrogen-bond (H-bond) probability maps (A) tL·C, (B) t·C, (C)
tL-A, and (D) t-A hybrids. Pair 13 is where the SNP site locates (Figure 3.2A). These
maps clearly show how the tL modification promotes local H-bond probability around
the SNP nucleotide A but demotes H-bond probability around C, thus enhancing the
SNP discrimination power.

The hydrogen bond probability maps are shown in Fig. 3.3: nucleotide number
for the tL-probe is 13 and two nearest neighbors surrounding the tL are numbers 12
and 14. For tL·C the nearest neighbor hydrogen bond probability is low (< 0.3),
while the t·C the nearest neighbor hydrogen bond probability is noticeably higher
(≈ 0.4). For tL·C and t·C, the hydrogen bond probability between the probe and
SNP is near zero (< 0.1) at the center (nucleotide number 13) indicating that the
lack of hydrogen bonding at the is disrupted at the center of the duplex due to
mismatch (Figs. 3.3C and 3.3D). In contrast, the nearest neighbor hydrogen bonding
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probability is enhanced by the presence of the tL, with a nearest neighbor hydrogen
bond probability that is higher for tL·A (≈ 0.5), than for t·A (≈ 0.35) (Fig. 3.3A and
3.3B). For tL·A and t·A, the hydrogen bond probability at the center is (≈ 0.45) for
tL·A and (≈ 0.4) for t·A indicating hydrogen bonding is also enhanced at the center
of the duplex by the LNA probe(Fig. 3.3A and 3.3B).

From these hydrogen bond probabilities, a possible mechanism for the discrimina-
tion by the locked-thymidine can be identified. It is known that t·A forms a comple-
mentary stronger base pair that is stronger than t·C (and the rest of the SNPs). The
chemical linkage in LNA limits the sugar puckering flexibility which in turn restrains
the base mobility around χ torsion angle.

As a result, tL·A is “locked” into the favorable (low energy) configurations, as
shown by the enhanced H-bond probability at the center pair and nearest neighbors.
Thus, there is a significant gain in the “binding” enthalpy. Correspondingly, the con-
cept of pre-organizing ligand through covalent bonds to increase the protein-ligand
binding free energy is a common practice in drug design, for entropic and/or en-
thalpic reasons.[106] Conversely, t·C is a weaker, non-complementary pairmismatch
with very weak base pairing, and the LNA further restricts the ability of the bases to
form ensembles of energetically favorable interactions. This in turn allows for higher
mobility of nucleotides around the tL and leads to disruption of nearest neighbor
hydrogen bonds. While the weaker interactions could lead to higher entropy in the
duplex, here the lost in enthalpy is likely more dominant.

Overall, tL is able to amplify the difference in stability between A and C SNPs.
For cL, the LNA also clearly increased the stability of the complementary pair; cL·G
has a higher melting temperature than c·G. Note that, nonetheless, “t” is able to form
wobble base pairs with T and G, while cL essentially only forms energetically favorable
pairs with G (see Fig 4 of [120])). All other pairs formed with c are mismatches and
the interactions are so weak that potential for discrimination among A, T and C
SNPS is completely lost. Therefore, the SNP discrimination power is encoded in
the detailed chemistry and the restriction of sugar puckering by LNA, which subtly
“shifts” the pairing strength and thus recognition thresholds.
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3.4 Conclusion

Overall, this work describes an integrated experimental and computational project
to develop the “4Tm probe”, a hybrid melting probe that has four distinct melting tem-
peratures when hybridizing with four single nucleotide polymorphisms. The molecu-
lar dynamics simulations agree with the experimental trends of association fraction
versus melting temperature. Further, by analyzing the hydrogen bonding probability
along the melting probe, a molecular mechanism was proposed to explain the melting
behavior of the “4Tm probe”. This work shows that computation modeling of the
structure and dynamics of nucleic acids can complement experimental work.
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Chapter Four: Development and Improvement of the

RACER RNA Coarse-Grained Model

4.1 Introduction

4.1.1 Predicting RNA Structure and Energetics with a

Coarse-Grained Model

Many computational tools are available to predict RNA secondary structure. Two
of these methods, Mfold and Vienna, use the RNA sequence and nearest neighbor
energies to predict RNA secondary structures.[155–158] The unfolding free energies
predicted by these methods agree well with unfolding free energies obtained from me-
chanical unfolding of RNA hairpins.[45, 47]However, the structure predictions from
these programs are not always unique, and these methods are not accurate for large
RNA sequences. Tertiary structure prediction methods are available for RNA, and
generally fall into two categories, template-based, which use small RNA motifs to
build a large RNA structure, and graph-based, which use graph theory to predict
RNA structures.[159, 160] While structure prediction methods are valuable for un-
derstanding RNA structure, they miss the dynamics of RNA folding.

RNA is a dynamic molecule, undergoing structural changes on timesscales from
nanoseconds to minutes.[9] Over this wide range of timescales, RNAs can undergo
significant structural changes in its secondary and tertiary structure. Therefore, ef-
ficient sampling is essential to capture the dynamics of RNA folding. In addition to
efficient sampling, accurate physical models of RNA are important. Coarse-grained
RNA modeling is possible way to overcome the rugged folding free energy landscape
of RNA folding. A newly developed RNACoarsE-GRained (RACER) RNA coarse-
grained model can be used with the molecular dynamics engine TINKER to predict
3D structure, energetics, and dynamics of RNA folding.1.

1The RACER 1.0 model was previously published.[161] I contributed to testing of the RACER
1.0 model, manuscript writing, and interpretation of results
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4.1.2 Development of RACER 1.0

RACER 1.0 is a recently published coarse-grained RNA physics-based model that
can be used in molecular dynamics simulations to predict structure and folding free
energies.[161] RACER 1.0 was developed using a “top-down approach”, incorporating
experimental structures and thermodynamic melting data to derive parameters for
the potential energy functions (see Fig. 4.1). The structure prediction capacities of
the RACER 1.0 model were validated using a simulated annealing protocol. The 3D
structure predicted from RACER 1.0 was compared to Protein Data Bank (PDB)
experimental structure, determined from x-ray crystallography or NMR.Excellent
agreement between the RACER 1.0 model and experimental structures was found
(average RMSD of 2.93 ± 0.54Å). Finally, the ability of the RACER 1.0 model to
predict folding free energies was tested by performing equilibrium pulling simulations
(total of 0.86 ms). These folding free energies were compared with thermodynamic
melting data of the same sequences and excellent agreement was found (R2 = 0.93).
Electrostatics, base-stacking, and hydrogen bonding were found to be the major driv-
ing forces of RNA folding. However, RACER 1.0 model only captured three canon-
ical Watson-Crick hydrogen bonds: two for a canonical G-C base pair, and one for
a canonical A-U base pair. As a result, the 3D structure and folding free energies of
RNAs containing non-canonical hydrogen bonds were not predicted well.

4.1.3 Development of RACER 2.0

In order to apply the RACER model to predict 3D structure and folding path-
ways of complex RNAs, improvements to the RACER 1.0 model are needed. This
work introduces the RACER 2.0 model, which improves the hydrogen bond poten-
tial of the RACER 1.0 model. Specifically, definitions and force field parameters
for non-canonical hydrogen bonds are now included. The optimized RACER 2.0
model includes definitions for all twelve geometric families of hydrogen bonds.[162]
Force field parameters are optimized against quantum mechanical binding energies.
Several changes to the TINKER MD source code were made to accommodate the
non-canonical hydrogen bond parameters. Major software changes include imple-
mentation of neighbor lists up to seven nearest-neighbors in order to prevent hydro-
gen bonding between stacked nucleotides and sorting user input to determine unique
hydrogen bond definitions.
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The accuracy and transferrability of the new parameters are tested by performing
stability analyses with the RACER 1.0 and RACER 2.0 models with small RNAs
(hairpins and duplexes) and larger more complex RNAs (g-quadruplex, tetraplex,
hammerhead ribozyme, two domains of a group II self-splicing intron, triplex, twister
ribozyme, and adenine-riboswitch). Pulling simulations on a RNA G-quadruplex are
performed with the non-canonical hydrogen bond parameters, and the unfolding free
energy agrees with free energy differences from single-molecule experiments.
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Figure 4.1: RACER Model Development Flow Chart: The RACER model was
developed in three steps: 1) Training of RACER Potential Energy fitting RACER
potentials to 1D RDFs 2) Validating structure prediction using simulated annealing
of 14 selected RNA structures 3) Testing the free energy prediction of the RACER
model by performing equillibrium pulling simulatiosn on 11 selected RNA sequences.

4.2 Materials and Methods

4.2.1 5-Bead RACER Model

Forward mapping scripts composed of in-house python scripts and shell scripts
map an all-atom PDB structure of an RNA and to a coarse-grained RACER struc-
ture. The RACER model is a five-bead model, where two pseudoatoms are used for
the sugar and phosphate and three pseudoatoms are used to define a planar base
(Fig. 4.2). There are a total of sixteen pseudoatom types that groups of atoms from
the PDB can be mapped into: sugar pseudoatoms (S1, S2, G1, G2), phosphate pseu-
doatoms (P1, P2), sugar-connect pseudoatoms (CU, CG), base pseudoatoms (N6,
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N2, CA, O2, O6), and ion pseudoatoms (MG, NA, K). The integer after a sugar or
phosphate pseudoatom is used to define the direction of an RNA strand. The first
sugar pseudoatom at the 5'end is G1 and the last sugar pseudoatom on the 3'end is
G2. From the 5'to the 3'end the order of sugar and phosphate pseudoatoms is: G1,
P2, S2, P1, S1, P2, S2,..., G2.
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Figure 4.2: RACER 5-Bead Coarse Grained Model: A) For all nucleotides,
the C4'atom on the ribose sugar is mapped to the center of the sugar pseudoatoms.
The phosphorus atom is mapped to the phosphate pseudoatom. For purines, the C8
atom is mapped to a sugar-connect pseudoatom CG. For the pyrimidines, the C6
atom is mapped to a sugar connect pseudoatom CU.Bases are defined by the three
pseudoatoms bonded together in a plane: Adenine (N6, CA, CG), Guanine (N2, O6,
CG), Cytosine (O2, N6, CU), and Uracil (O2, O6, CU). B) Canonical Hydrogen
Bonds between G-C and A-U RACER Nucleotides

4.2.2 RACER 1.0 and RACER 2.0 Potentials

The potentials used in the RACER 1.0 and RACER 2.0 models share the same
functional forms. The main difference is that the hydrogen bond potential for RACER
2.0 has different values for Uo and σhb,eq for different hydrogen-bond pairs, whereas
RACER 1.0 uses the same Uo and σhb,eq for all hydrogen bond pairs.
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4.2.2.1 Bonded Potential Energy Functions

The RACER models include three bonded potentials: bond potential Eq. 4.1,
angle potential Eq. 4.2, and torsion potential Eq. 4.3. The first two potentials are
harmonic potentials which restrain the bonds between pseudoatoms. The torsion
potential takes the form of a truncated Fourier series and governs the twist between
pseudoatoms. For visualization,

Ubond(b) = kbond(b− bo)2 (4.1)

Uangle(θ) = kangle(θ − θo)2 (4.2)

Utorsion(φ) =
3∑

n=1

kn(1 + cos(nφ− δn)) (4.3)
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Figure 4.3: RACER Bonded Potential Energy Function: Torsion and Angle:
Exemplar potential energy curves for Torsion and Angle RACER Potentials. (k1 =
0.25 kcal·mol−1, k2 = 0.08 kcal·mol−1, k3 = 0.04 kcal·mol−1, δ1 = 6.3rad, δ2 = 2.1rad,
δ3 = 4.9 rad, kangle = 20 kcal·mol−1, θangle = 1.3 rad
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4.2.2.2 Non-Bonded Potential Energy Functions

The RACER models include three non-bonded potentials: effective van der Waals
potential,[163] Debye-Huckel potential,[163] and a hydrogen-bond potential. An ear-
lier version of the RACER 1.0 model used the Buckingham potential, instead of the
effective van der Waals potential.[21] During the development of the RACER 1.0
model, the Buckingham potential was found to be too repulsive at short distances.
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Figure 4.4: Comparison of van der Waals Potential Energy Functions: vdW-
eff potential. (a.) Functional form of effective van der Waals Potential (b.)Effective
potential compared to standard Lennard Jones and Buckingham potentials with min-
imum energy potential ε = 0.5 kcal·mol−1, minimum energy distance, σ = 4Å, and
gamma of effective potential γ = 10. (c.) Effect of changing value of minimum en-
ergy distance, σ (d.) Effect of changing minimum energy potential, ε (e.) Effect of
changing the short range behavior with parameter γ. For (c-e), unless stated, ε = 0.5
kcal·mol−1, σ = 4Å, and γ = 10.

UeffvdW(rij, σij, γij) =
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( σ6
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3 + γij
e
γij(1−
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σij

) − 1
]

(4.4)

σij =
σi + σj

2
, εij = εiεj, γij =

γi + γj
2

(4.5)
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The effective van der Waals potential uses a damped exponential function to
model short-range repulsion Eq. 4.4, where ε is the potential well depth and σ is the
equillibrium distance, and γ is a scaling parameter that allows for tuning of the slope
of the short-range interactions. For comparison, the effective vdW potential, Lennard
Jones, and Buckingham potentials are plotted (Fig. 4.4). The effects of varying the
adjustable parameters σ, ε, and γ on the effective vdW potential for the RACER 1.0
model is shown (Fig. 4.4).

In order to capture electrostatic interactions as well as screening of the charged
phosphate groups by the solvent, a Debye-Hückel potential energy form was used.
Here, qi is the charge of phosphate pseudoatom i, rij is the distance between atom i
and atom j, ε is the permitivity, and ξ is the Debye length (Fig. 4.5). A permitivity of
25εo was determined to be optimal for RNA folding under the new model potential,
compared to 78εo from a previous version of the RACER 1.0 model.[21]
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Figure 4.5: RACER Potential Energy Functions with Distance Dependence:
Bond, Debye-Hückel, effective van der Waals, and Hydrogen Bond.(χele = 10Å, εele =
25εo, Uo = 2.0 kcal·mol−1,σHbond = 2.9Å, εvdW = 10, σvdW = 4.0Å

Uele(rij) =
qiqje

−rij
ξ

4πεelerij
(4.6)
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The form of the hydrogen bond potential of RACER 1.0 and 2.0 is the same.
However, in the RACER 1.0 hydrogen-bond potential, all pseudoatoms have the same
the potential well depth εhb,max, is 2.0 kcal·mol−1 and the equilibrium distance is σhb,eq
of 2.9Å are varied to allow for variation in hydrogen-bond energies for non-canonical
hydrogen bonds. A cutoff of 6Å is used in RACER 1.0 and RACER 2.0 models.
The geometry of the hydrogen bonding pseudoatoms is accounted for by calculating
the displacement between two pseudoatoms i and j, ~rij, and by calculating the angle
formed by the norm of each base pair with the displacement vector between each base
(Fig. 4.6).
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Figure 4.6: Geometry of a RACER Hydrogen Bond: First the displacment
between two pseudoatoms i and j is calculated ~rij. Then the angle between the norm
of to the plane formed by the atoms in Base 1 ~ni is dotted into the displacement
vector ~rij to obtain θi. Similarly the norm of to the plane formed by the atoms in
Base 2 ~nj is dotted into the displacement vector ~rij to obtain θj.

Uhbond(rij, θi, θj) =
−Uo

2
(1 + cos 2(θi + θj))

( σ
rij

)6

(4.7)
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4.2.3 Improvements of RACER 2.0

In order to generate a new set of hydrogen bond parameters, experimental struc-
tures that include non-canonical base-pair geometries were needed. Selection of these
non-canonical base pairs was based on definitions for twelve geometric families of
hydrogen-bonded RNA structures by Leontis and Westhoff.[162] These families are
distinguished by the type of bases forming hydrogen bonds (adenine, guanine, cyto-
sine, or uracil), the edges of the base pairs forming hydrogen bonds (Watson-Crick,
Hoogsteen, or Sugar), and the orientation of the glyosidic bonds (cis or trans). For
all base pairs from these twelve geometric families, Leontis et. al. extracted exemplar
experimental structures from the Protein Data Bank (PDB), available at the time of
the publication (pre 2003), or modeled base pairs if an experimental structure was
not available.

As a starting point for reparametrizing the RACER model, all base pairs provided
in Leontis. et. al. were extracted from the PDB.[162] If there was no experimental
structure available for any member of the twelve geometry families, a PDB structure
with the same classification was extracted from the RNA Base Pair Catalog avail-
able on the Nucleic Acid Database (NDB) website. Exemplar base pairs deposited
after the publication of Leontis. et. al. on the Base Pair Catalog were selected
(post 2003).Additionally, twenty-four previously published base pair structures were
used for optimization.[164] In total 187 base pairs structures were selected as a train-
ing set for new RACER hydrogen bond parameters. Using PyMol, these structures
were processed by removing the phosphate groups and all but the C1'carbon of the
sugar groups. After removing these atoms, hydrogens were added to the base struc-
tures.[149] Examples of base structure extracted from Zhang, et. al., Leontis et. al.,
and the RNA Base Pair Catalog are shown in Figure. 4.7.
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Zhang JCTC 2017
(optimized)

PDB (pre 2003)
(no optimization)

PDB (post 2003)
(no optimization)

G-C 
(1 cis WC-WC)

G-G 
(3 cis WC-H)

PDB 280d PDB 3r1e

PDB 1jj2 PDB 2grb

Figure 4.7: Example Base Pairs Used for Optimizing Hydrogen Bonds in
RACER 2.0: The green base pair structures were obtained from a previously pub-
lished work.[164] The base pair structures were optimized in the gas-phase. The
pink base pair structures were obtained from a previously published work,[162] where
structures were deposited in the PDB before 2003 (pre 2003). These structures were
extracted from the Protein Data Bank (PDB) and the PDB ID is given below the
structure. These base-structures were not optimized. The orange base pair struc-
tures were obtained from the RNA Base Pair Catalog on the Nucleic Acid Data Base
(NDB), where structures were deposited in the PDB after 2003 (post 2003). These
structures were extracted from the NDB and the PDB ID is given below the structure.
These base-structures were not optimized. The first row shows base-base structures
for G-C base pairs from the 1 cis Watson-Crick/Watson Crick hydrogen bond family.
The first row shows base-base structures for G-G base pairs from the 3 cis Watson-
Crick/Hoogsteen hydrogen bond family. Note, that one of the guanines in the G-G
base-pair from the 3 cis Watson-Crick/Hoogsteen from Zhang et. al. rotated after
optimization where the Watson-Crick Watson-Crick edges are facing each other.
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4.2.3.1 Software Changes the TINKER Source Code

In order to accommodate calculation of hydrogen bonds spanning all twelve geo-
metric families of hydrogen bonds, several changes were made to the implementation
of the RACER model in the TINKER source code. First, the parameters for Uo,
sigma, and cutoff distances were previously hard-coded in the implementation of the
hydrogen bond potential (ecghbond.f, ecghbond1.f, ecghbond2.f, and echbond3.f).
Additionally, Uo, σHbond,eq, and the cutoff distances were the same regardless of the
atomtype or geometry of the base pair. The hard-coding was removed from the ecgh-
bond files. In place of the hard-coding, a new program called kcghbond.f reads in
hydrogen bond definitions from a parameter file, aka key file.

Hydrogen bond definitions are read in from a user defined key file and sorted to
avoid conflicting parameter definitions. In the key file, the keyword CGHBOND at
the beginning of the line indicates a hydrogen bond definition is written on that line
(see Fig. 4.8). After the CGHBOND, there are six integers followed by three floating
point values. The first three integers are the pseudoatom types in the first base
participating in the hydrogen bonding (either adenine, guanine, cytosine or uracil).
The last three integers are the pseudoatoms types in the second base participating
in the hydrogen bond. The first floating point integer is the value of Uo for that
base pair. The second floating point is the value of σHbond,eq for that base pair. The
last floating point is the cutoff distance in angstroms, where the hydrogen bond is
automatically zero if the distance between a pseudoatom with the second integer type
and the pseudoatom with the fifth integer type are more than 6 angstroms away. Per
CGHBOND line, there is only one hydrogen bond defined between a pseudoatoms
with a type two and six. In the RACER 2.0 model, hydrogen bond definitions read
in from a user provided key file, sorted, pareamters are stored in an array.

The CGHBOND entries are sorted into a unique definition before they are stored
in the array in the kcghbond.f function. As an example, an unsorted CGHBOND
definition is “CGHBOND 9 8 7 4 3 2 2.0 2.9 6.0”. The sorting algorithm will sort
the first three integers 9 8 7 to 7 8 9, where the integer in the first position is less
than the integer in the third position (Fig. 4.9). The center integer is left alone, since
this pseudotaom type is participating in hydrogen bonding. The sorting algorithm
performs the same sorting on the next three integers 4 3 2 to 2 3 4. Finally, to avoid
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# RACER 2.0: Force Field Parameters for all Potentials
# (Except for Hydrogen Bond Potential)
Parameters RNA_CG_05_10_16_b_1p4eps_2p0tors.prm
# Keywords to use Debye H�̈�ckel Electrostatic Model
DEBYE-HUCKEL 
# Use dielectric constant of 25
dielectric 25
# Use debye length of 10Å
debye-length 10
# Use the Effective van der Waals Potential
vdwtype LJ-LP

# Example Hydrogen Bond Definition for RACER 2.0 
# Pseudoatoms in Base A: 2 3 4 
# Pseudoatoms in Base B: 7 8 9 
# Defines a hydrogen bond between pseudoatom types 3 and 8
# 𝑈$	= 2.0 kcal mol-1
# 𝜎'(,*+= 2.9 Å
# cutoff = 6.0Å
CGHBOND 2 3 4 7 8 9 2.0 2.9 6.0

Figure 4.8: Example RACER 2.0 Key File: Blue text indicates a comment,
Bolded black text indicates key words in the RACER 2.0 key file. The first line of
the key file defines the force field parameters for all but the hydrogen bond potential.
Lines 2-5, specify the kind of non-bonded potential energy functions that will be used
for the simulations. In the key file, the keyword CGHBOND at the beginning of
the line indicates a hydrogen bond definition is written on that line (see Fig. 4.8).
After the CGHBOND, there are six integers followed by three floating point values.
The first three integers are the pseudoatom types in the first base participating in
the hydrogen bonding (either adenine, guanine, cytosine or uracil). The last three
integers are the pseudoatoms types in the second base participating in the hydrogen
bond. The first floating point integer is the value of Uo for that base pair. The second
floating point is the value of σHbond,eq for that base pair. The last floating point is
the cutoff distance in angstroms, where the hydrogen bond is automatically zero if
the distance between a pseudoatom with the second integer type and the pseudoatom
with the fifth integer type are more than 6 angstroms away. Per CGHBOND line,
there is only one hydrogen bond defined between a pseudoatoms with a type two
and six. In the RACER 2.0 model, hydrogen bond definitions read in from a user
provided key file, sorted, pareamters are stored in an array.
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double counting CGHBONDS with the same second and fourth integers, the order
of the sorted first three integers 7 8 9 and the sorted last six integers 2 3 4 will be
swapped if the fifth integer (3) is less than the second integer (8). The sorted unique
CGHBOND definition is CGHBOND 2 3 4 7 8 9 2.0 2.9 6.0. The sorting procedure
is implemented in kcghbond.f, ecghbond.f, ecghbond1.f, ecghbond2.f, ecghbond3.f,
and analyze.f. In ecghond.f, ecghbond1.f, ecghbond2.f, and echbond3.f pseudoatom
triplets are read from the coordinate xyz file, and are sorted using the same sorted
algorithm in kcghbond.f so that the parameters for those CGHBONDS can be read
in from the sorted array.
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Figure 4.9: Numbering of RACER 2.0 Nucleotides: RACER 2.0 numbering
for two RNA nucleotides on the same strand. Backbone pseudoatoms are S1, P1,
S2, and P2 with pseudoatom number (1, 5, 6, and 10). Sugar connects are C1
and C2 with pseudoatom numbers 2 and 7. Base A pseudoatoms are (A1, A2, and
C1) with pseudoatom numbers 2-4, and Base B pseudoatoms are (B1, B2, C2) with
pseudoatom numbers 7-9. Note that no hydrogen bonds are allowed to form between
base pseudoatoms because they are in each others 1-7 neighbor lists.

Because hydrogen bonds can be defined between any pair of pseudoatoms, ad-
ditional code was implemented to prevent intramolecular hydrogen bonding. In the
previous RACER model, atom numbers were used to restrict intramolecular hydro-
gen bonds between neighboring nucleotides. If an atom number of a pseudoatom
was more than 10 away from an atom number of another pseudoatom, then those
pseudoatoms were allowed to form hydrogen bonds. However, this definition caused
problems with short sequences of RNAs, especially when trying to calculate hydrogen
bonds between only base pseudoatoms containing a total of 6 pseudoatoms, as was
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done when parameterizing non-canonical base pairs. In addition, hydrogen bonds
between terminal base pairs were excluded, which would underestimate the stability
of the terminal ends of a RNA structure.

The improved RACER 2.0 model allows intramolecular hydrogen bonds to occur
between any pseudoatom type in the base with any other pseudoatom type in another
base, while avoiding intramolecular hydrogen bonds between stacked bases. Prevent-
ing hydrogen bonds from forming between stacked bases is achieved using neighbor
lists (Fig. 4.9). Previously, the RACER model implemented up to 1-5 neighbor lists
to use in the effective van der Waals potential. Additional 1-6 and 1-7 neighbor lists
were implemented. The tinker source code includes 1-2 through 1-5 neighbor lists in
attach.f code. The 1-6 neighbor lists were implemented by searching for 1-2 neighbors
among atoms in the 1-6 neighbor lists, and the 1-7 neighbor lists were implemented
by searching for the 1-2 neighbors among pseudoatoms in the 1-6 neighbor lists.

4.2.3.2 Calculating Binding Energies using QChem and RACER

In order to determine the strenght of non-canonical hydrogen bonds, quantum
mechanical interaction energies were calculated for all of the extracted base-pairs.
To calculate the interaction energy of each base pair using QChem5 Equation 4.8
was used. First, the energy of the dimer was calculated EA+B. Then, the energy
of each monomer was calculated in the presence of the basis set of the other base
(EA and EB). The energy of the monomers was subtracted from the energy of the
dimer to obtain the interaction energy 4.8. All energies were single-point calculations
with the smd implicit solvent model. The single-point calculations were performed
with the RIMP2 method and basis cc-pvtz and auxillary basis rimp2-cc-pvtz. The
same base pair structures were forward mapped to a RACER representation using
in-house python scripts. The RACER binding energy is calculated by calling the
analyze function and summing the value of the effective vdW potential energy and
the hydrogen-bond energy for that base pair.

Eint = EA+B − EA − EB (4.8)
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G-G Base Dimer Extracted from PDB

Forward Mapping PDB to RACER Model

Figure 4.10: Calculating Binding Energy using QChem and RACER: Ex-
amplar G-G cis Watson-Crick Hoogsteeen base pair extracted from PDB ID: 1JJ2.
The hydrogen bonds predicted are shown in yellow (top). The base structure is for-
ward mapped to the RACER representation and the RACER 2.0 hydrogen bonds are
shown (bottom). To calculate the interaction energy of each base pair using QChem5
Equation 4.8 was used. First, the energy of the dimer was calculated EA+B. Then,
the energy of each monomer was calculated in the presence of the basis set of the other
base (EA and EB). The energy of the monomers was subtracted from the energy of the
dimer to obtain the interaction energy 4.8. All energies were single-point calculations
with the smd implicit solvent model. The single-point calculations were performed
with the RIMP2 method and basis cc-pvtz and auxillary basis rimp2-cc-pvtz. The
same base pair structures were forward mapped to a RACER representation using
in-house python scripts. The RACER binding energy is calculated by calling the
analyze function and summing the value of the effective vdW potential energy and
the hydrogen-bond energy for that base pair.
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4.2.3.3 Optimizing Non-Canonical Hydrogen Bonds

After performing initial binding energy calculations using QChem and the RACER
1.0 model, correlation plots were generated. However, the RACER 1.0 model was
found to underestimate the hydrogen bond energy of base structures containing non-
canonical hydrogen bonds and overestimate the effective van der Waals potential
energy, leading to unfavorable binding energies (R2 < 0.01)(Fig. 4.11A).
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Figure 4.11: Correlation Plot of RACER and QChem Binding Energies
for Different Optimization Procedures: A) Binding Energy calculated for 187
base-base structures using RACER 1.0 B) Binding Energy calculated for minimized
175 base-base structures using RACER 1.0 (12 outliers removed) C) Binding Energy
calculated for minimized 175 base-base structures using 56 hydrogen definitions, no
optimization (12 outliers removed) D) Binding energy calculated for minimized 175
base-base structures using 56 hydrogen definitions, with optimization method 2 (12
outliers removed)(see Fig. 4.20)

After performing initial binding energy calculations using QChem and the RACER
1.0 model, correlation plots were generated. However, the RACER 1.0 model was
found to underestimate the hydrogen bond energy of base structures containing non-
canonical hydrogen bonds and overestimate the effective van der Waals potential
energy, leading to unfavorable binding energies (R2 < 0.01)(Fig. 4.11A).
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To improve the agreement between QChem binding energies and RACER 2.0
binding energies, an optimization procedure was performed. First, the coarse-grained
base-pair structures were coarsely minimized with an RMS gradient per atom criterion
of 1. The minimized structures were superposed on the initial structures and an
average RMSD of 0.18Å, with the highest RMSD of 0.96Å was found. Twelve base-
base structures with QChem binding energies exceeding 2 kcal·mol−1 and negative
RACER binding energies (out of 187 structures) were designated as outliers and
removed from the structure set(see Figure 4.11A and Figure 4.11B) . The remaining
175 minimized structures were used for further optimization.

The optimization procedure was performed using in-house python scripts which
minimized the RMSE between the QChem binding energies and the RACER binding
energies. The inputs to this optimization program were the QChem binding energies,
CGHBOND definitions for canonical and non-canonical hydrogen bonds with initial
values for Uo and sigma, and bounds for Uo and sigma values. The minimize func-
tion in scipy was used with the Sequential Least SQuares Programming (SLSQP)
method,[165] ftol of 1e-3, eps of 1e-4.

A total of 83 unique hydrogen bond definitions were found to occur between
any pair of pseudoatoms in the bases of a RACER nucleotide. For each of these
definitions, Uo and sigma could be defined independently. As a result, a total of
166 parameters could be used to optimize the non-canonical hydrogen bonds. To
avoid overfitting, hydrogen bond definitions were grouped together if the second and
fifth pseudoatom types were the same. This resulted in 28 groups of hydrogen bond
definitions. During the optimization process, the Uo and sigma for these groups
were optimized, resulting in total of 56 parameters. Additionally, Uo and sigma were
bounded. Sigma was allowed to vary within ±20% of its original value of 2.9Å and Uo
was allowed to vary within ±20% of its original values of 2.0 kcal·mol−1. The cutoff
distance of 6Å was kept the same for all hydrogen bond groups. The tight bounds
for Uo and sigma were enforced in order to maintain the strength of the canonical
hydrogen bonds while allowing for hydrogen bonds between different faces the base
to be captured.
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4.2.4 Simulated Annealing Procedure

Annealing simulations are used to generate a large number of unfolded structures
for each RNA. The simulated annealing protocol is a series of 5ns MD simulations
with a 1fs time step at temperatures in order of 298(K), 400, 1000, 900, 800, 700,
600, 500, 400, 298 K. Each of these structures is then energy minimized to 0 K. The
energy and RMSD (with respect to the native structure) of each structure are used
to characterize the energy landscape (see Eq. 4.9).

RMSD(~v, ~w) =

√√√√ 1

N

N∑
i=1

||~vi − ~wi|| (4.9)

4.2.5 Equilibrium Pulling Simulations

Single-molecule pulling experiments are modeled by performing equillibrum pulling
simulations using the umbrella sampling method.[166] The RNA molecule was pulled
apart from its terminal ends. A harmonic potential with a 1 kcal·mol−1Å−2 spring
constant restrains the sugar pseudoatoms (C4'sugar atomic site) at the ends of the
RNA. Simulations were run with end-to-end extensions from 5.5Å up to fully extended
lengths (59.5, 76.5, 86.5, 106.5, and 307.5 Å for 10, 12, 14, 18, and 52 nt hairpins
assuming 5.9Å per nt contour length) with a spacing of 1Å between windows.

Duplexes are similarly pulled apart from the sugar pseudoatoms at one terminal
end with a 1 kcal·mol−1Å−2 spring constant; the other terminal end is restrained be-
tween two terminal sugar pseudoatoms with a 1 kcal·mol−1Å−2 spring constant. Du-
plex extensions range from 5.5Å up to fully extended lengths (80.5, 100.5, and 124.5Å
for 6, 8, and 10 base pair duplexes respectively) with umbrella window spacing of 1Å.
For the duplexes and shorter hairpins of size 10 and 18 nt, 1 µs of Molecular Dynamics
was run for each window. For the TAR hairpin, 100 ns was found to be sufficient given
the longer end-to-end extension (more windows) needed. We used a 4 fs time step for
pulling simulations. From the umbrella simulations, the free energy landscapes were
computed by the Weighted Histogram Analysis Method (WHAM).[167] The energy
landscape as computed by a Monte Carlo bootstrap error analysis in the WHAM
program by Alan Grossfield.[168] Although exact energy landscapes at equilibrium
for both TAR and melting free energy helices are unknown, folding free energies can
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be computed according to Equation 4.10. The folded free energy, ∆G, is found by
integrating over all folded conformations at end-to-end extension r with free energy
∆ω. Folded free energy is then normalized to volumetric entropy, with standard state
volume Vref of 1660 Å3. The Boltzmann constant multiplied by temperature 298K is
kBT.
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Figure 4.12: Example Umbrella Sampling Distribution for a RNA Hairpin:
Sampling distribution of each umbrella sampling window for h1 hairpin (sequence
5‘ GGCGUAAGCC3‘, with bolded sequence forming the loop). The separation
distance between windows was 1Å for all RNAs.

∆G = kBT ln(8π2Vref )− kBT ln(

∫
(4πr2dre

−∆ω(r)
kBT ) (4.10)

4.3 Results

4.3.1 Validating and Testing the RACER 1.0 Model

4.3.1.1 3D Structure Prediction of Small RNAs

In order to test the ability of the RACER 1.0 model to predict 3D structure, a
simulated annealing procedure was performed on 14 RNAs with known experimental
structures (description in materials and methods). Plotting the potential energy ver-
sus RMSD for these fourteen RNAs, revealed that the potential energy landscapes of
all fourteen RNAs formed a funnel towards low potential energy and low RMSD. From
each potential energy landscape the lowest potential energy structure was extracted,
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superimposed on the experimental PDB structure, and the RMSD was calculated.
Thirteen out of the fourteen RNAs tested, had an RMSD within 5Å of the experi-
mental structure, showing that the previous RACER model was capable of 3D struc-
ture prediction for small RNAs. However, for structures containing non-canonical
hydrogen bonds such as PDB ID: 1F5G, the predicted 3D structure was too compact
with RMSD of 8.59Å. In order to improve the 3D structure prediction capabilities of
the RACER model, parameterized non-canonical hydrogen bonds are needed.
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T) PDB ID: 157D PDB ID RMSD (Å)

2AO5 1.83

2JXQ 1.13

2K7E 3.58

353D 2.24

472D 3.47

PDB ID RMSD (Å)

157D 1.45

1AL5 1.26

1DQF 3.04

1F5G 8.91

1I9X 4.56

1KD5 2.88

1LNT 2.65

1QCU 0.96

1ZIH 3.11

Average RMSD
2.93 ± 0.54 Å

13/14 RNA 
Structures 
Predicted with 
RMSD < 5Å

Figure 4.13: 3D Structure Prediction from Simulated Annealing: Represen-
tative energy landscape of an accurately predicted RNA structure 157D. Plotting the
potential energy versus RMSD for these fourteen RNAs, revealed that the potential
energy landscapes of all fourteen RNAs formed a funnel towards low potential energy
and low RMSD. From each potential energy landscape the lowest potential energy
structure was extracted, superimposed on the experimental PDB structure, and the
RMSD was calculated. The RACER minimum free energy structure is shown in blue
and magenta aligned to the PDB structure shown in black. Five thousand structures
over 50 ns are shown, with each structure is energy minimized before plotting. Note
the funnel toward low energy and low RMSD structures. The RMSD of lowest energy
structure for 157D is 1.45Å.Thirteen out of the fourteen RNAs tested, had an RMSD
within 5Å of the experimental structure, showing that the previous RACER model
was capable of 3D structure prediction for small RNAs. However, for structures
containing non-canonical hydrogen bonds such as PDB ID: 1F5G, the predicted 3D
structure was too compact with RMSD of 8.59Å. In order to improve the 3D structure
prediction capabilities of the RACER model, parameterized non-canonical hydrogen
bonds are needed.
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4.3.1.2 Folding Free Energy Prediction

The ability of RACER 1.0 to predict folding free energies was tested with equi-
librium pulling MD simulations. Using umbrella sampling and weighted histogram
analysis (description in materials and methods), eleven RNAs with known experi-
mental melting free energy were unfolded. Plotting the free energy versus end-to-end
distance reaction coordinate, the unfolding free energy was determined by taking the
difference between the free energy of the folded and unfolded state. For compari-
son, the folding free energy for each of these eleven RNAs was also calculated using
Mfold.[157] Although, the correlation between the folding free energy of the previous
RACER model is lower than Mfold (R2 = 0.93 for the RACER model and R2 = 0.96).
Mfold overpredicts the stability of these RNAs. Overall, the goal of the RACER 1.0
model is not 2D structure prediction, rather to predict 3D structure and energetics
of small to medium RNAs.
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Figure 4.14: Equillibrium Pulling Profiles for small RNAs: The equilibrium
pulling free energy profile (blue) of hairpins h1-h3 (top) and duplexes d1-d3 (bottom)
computed with WHAM using the RACER model. Equilibrium pulling simulations
were run for 1µs for each window, with a 1Å window separation. The unfolded state
is determined as the state right before the force (derivative of the free energy, curves
shown in black) sharply increases from low (< 0.1 kcal·mol−1Å−1) to high due to
overstretching. 0.1 kcal·mol−1Å−1 and the location of the unfolded state are denoted
by the red lines. The folding free energy (∆Gf with units kcal·mol−1) is included for
each RNA. A 4Å running average of force (black curves) is shown to eliminate noise.
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Hairpin Length (nt) Expt. ΔG (kcal/mol)
MfoldΔG
(kcal/mol)

RACER ΔG
(kcal/mol)

Length per
window

Computing
Time (hr)

h1 10 -3.5 ± 0.3 -5.3 -2.8 ± 0.12 1 μs 22
h2 10 -0.3 ± 0.1 +0.9 -1.4 ± 0.11 1 μs
h3 12 -4.4 ± 0.2 -3.4 -4.8 ±0.14 1 μs 60
h4 14 -2.2 ± 0.08 -2.2 -5.7 ± 0.15 1 μs
h5 18 -8.2 ± 0.2 -8.4 -7.9 ± 0.22 1 μs
TAR 52 ≈-21.5 ± 4.3 -31.3 -29.7 ± 0.36 0.1 μs 48

Duplex Length (bp)
d1 6 -7.56 ± 0.3 -11.4 -7.8 ± 0.15 1 μs 30

d2 6 -4.95 ± 0.2 -9.8 -7.5 ± 0.14 1 μs
d3 8 -12.32 ± 1.2 -17.0 -12.8 ± 0.17 1 μs

d4 8 -10.11 ± 0.2 -14.7 -11.1 ± 0.18 1 μs

d5 10 -12.69 ± 0.5 -18.1 -14.0 ± 0.19 1 μs 74

Total:
860 μs

Figure 4.15: Equillbrium Pulling Results with RACERModel: Using umbrella
sampling and weighted histogram analysis (description in materials and methods),
eleven RNAs with known experimental melting free energy were unfolded. Plotting
the free energy versus end-to-end distance reaction coordinate, the unfolding free en-
ergy could be determined by taking the difference between the free energy of the folded
and unfolded state. For comparison, the folding free energy for each of these eleven
RNAs was also calculated using Mfold, a secondary structure prediction program that
relies on nearest-neighbor energy parameters.[157] Although, the correlation between
the folding free energy of the previous RACER model is lower than Mfold (R2 of
0.93 for the RACER model and R2 of 0.96). Mfold overpredicts the stability of these
RNAs. Error is take from a Monte Carlo bootstrap error analysis as implemented in
the WHAM program by Grossfield.[168]

4.3.2 Validating and Testing the RACER 2.0 Model

4.3.2.1 Adding Non-Canonical Hydrogen Bonds

Capturing the complexity of 3D RNA structure using computational methods re-
quires accurate physical models of interactions stabilizing the RNA. A first attempt
at incorporating non-canonical hydrogen bonds in the RACER model was to simply
implement more hydrogen bonds definitions (Fig. 4.16). These 80 new hydrogen bond
definitions included hydrogen bonds formed at hoogsteen and sugar edges to be cap-
tured. Adding additional hydrogen bonds, without adjusting the Uo and sigma values,
improved the correlation between RACER and QChem as shown in Fig. 4.11C).
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To test the effect of adding non-canonical hydrogen bonds, 10 small RNAs consist-
ing of duplexes and hairpins used for equilibrium pulling simulations in the previous
RACER model [161] and seven medium RNAs (PDB IDS: 1j6s, 1kxk, 1y26, 2kbp,
2m8k, 3zp8, and 4oji) were selected(Fig. 4.17). All of these structures were mapped
into the RACER coarse-grained representation and their binding energy for all twelve
structures were calculated with 3 hydrogen bond definitions or 56 hydrogen bond def-
initions. The difference in binding energies is defined as the binding energy with 56
hydrogen bond definitions minus the binding energy with 3 hydrogen bond definitions.
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Figure 4.16: Adding Non-Canonical Hydrogen Bonds to RACER 2.0: Bind-
ing Energies were calculated for 10 small RNAs (d1-d5, h1-h5) consisting of duplexes
and hairpins used for equilibrium pulling simulations in the previous RACER 1.0
model [161] and seven large RNAs (PDB IDS: 1j6s, 1kxk, 1y26, 2kbp, 2m8k, 3zp8, and
4oji) were selected(Fig. 4.17). All of these structures were mapped into the RACER
coarse-grained representation and their binding energy for all twelve structures were
calculated with 3 hydrogen bond definitions or 56 hydrogen bond definitions. The
difference in binding energies is defined as the binding energies with 56 hydrogen
bond definitions minus the binding energies with 3 hydrogen bond definitions
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2kbp

2kbp

2m8k

1y2640ji

1j6s

3zp8 1kxk

Figure 4.17: RACER Coarse-Grained Representation of Seven Large RNAs:
PDB IDS for each of the seven large RNAs is given in bold at the top left of each
figure. PDB ID: 2kbp is a solution NMR structure of a TERRA RNA G-Quadruplex
(Terra RNA-G4),[169] PDBID: 1j6s is a crystal structure of a RNA Tetraplex,[170]
PDB ID: 3zp8 is a cyrstal structure of a hammerhead ribozyme,[171] PDB ID: 1kxk is
Domain 5 and Domain 6 of the Yeast ai5gh Group II self-splicing intron,[172] PDB ID:
2m8k solution NMR structure of a RNA triplex,[173] PDB ID: 4oji Crystal structure
of a twister ribozyme,[174] and PDB ID: 1y26 crystal structure of a A-riboswitch
adenine complex.[175]
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4.3.2.2 Optimization with Non-Canonical Hydrogen Bonds

In order to have a baseline to compare the optimized hydrogen bond parame-
ters, binding energies using the RACER 1.0 model, where only canonical hydrogen
bonds were defined, were calculated. Plotting using the previous RACER 1.0 model
the binding energy of these base-base structures were calculated and plotted against
the QChem binding energy of the same base-base structures (see Fig. 4.11A). The
RACER model underestimated the strength of these base-base structures, and the
previous RACER model predicted that many of these base-base structures would not
form (positive RACER binding energies) while QChem predicted that the formation
of these base-structures was favorable) as seen in the cluster of data points in the
second quadrant of part A. After performing a coarse energy minimization on the
RACER base-base structures, the RACER 1.0 model predicted that the majority of
these 175 base-base structures would form, but the calculated binding energy of these
structures was about half of the binding energy predicted by QChem.

As seen in figure 4.18, including non-canonical hydrogen bonds decreases the sta-
bility of the duplexes (d1-d5) by as much as 4 kcal·mol−1 (7.2 kBT). The trend can be
explained by the non-canonical hydrogen bonds being slightly weaker than the canon-
ical hydrogen bonds in the helix. The addition of non-canonical hydrogen bonds in
the hairpins increases their stability (h1-h5). This trend can be explained by non-
canonical hydrogen bonding in the loop sequence of the hairpins. These loops are non-
canonical hydrogen bonded structures which would be missed if these non-canonical
hydrogen bonds are not explicitly defined. Overall, adding additional hydrogen bond
definitions helps to stabilize non-canonical structures, however due to the additional
allowed geometries of hydrogen bonds, there were ≈ 6 times more hydrogen bonds
recognized for the small RNAs and ≈ 7 times more hydrogen bonds recognized for
the large RNAs. As a result, when adding additional hydrogen bonds, care must be
taken to avoid making these hydrogen bonds too strong causing overstablization of
non-canonical structures.

4.3.2.3 Testing Parameters on Small and Large RNAs

Using the optimization procedure described in the materials and methods, multi-
ple optimization schemes were attempted. Initially, the canonical and non-canonical
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hydrogen bonds were varied with the same bounds max hydrogen bond strength (Uo)
from 0.01 kcal·mol−1 to 4.0 kcal·mol−1, with the sigma distance was varied from 2.3 to
3.5Å and a cutoff distance of 6 Å. However, this wide range of hydrogen bond values
led to underestimation of canonical hydrogen bonds (> 0.1 kcal·mol−1). In order to
preserve the strength of canonical hydrogen bonds, these hydrogen bond definitions
were bounded from 1.5 to 2.0 kcal·mol−1, while non-canonical hydrogen bonds were
bounded from 0.1 to 0.5 kcal·mol−1. As compared with using the same Uo and sigma
parameters for canonical and noncanonical hydrogen bonds (Figure 4.11C), the cor-
relation between the binding energies from the optimized RACER model and QChem
calculations is slightly worse (R2 = 0.32 vs. R2 = 0.25). However, a better test of
these parameters is their ability to predict energetics in 3D RNA structures.
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Figure 4.18: Difference Plot of Binding Energies for small RNAs: Difference
in Binding Energies with Optimized 56 Hydrogen Bond Parameters and Binding
Energies with previous RACER Model. The addition of non-canonical hydrogen
bonds destabilizes the duplexes (d1-d5) and further stabilizes the hairpins (h1-h5).
Figure generated using optmization 2 (see Fig. 4.20)

Calculating the difference in binding energy between the optimized RACER hy-
drogen bond parameters and the original Scientific Reports hydrogen bond param-
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eters is shown for small RNAs d1-d5, h1-h5 (Fig. 4.18, for sequences of d1-d5 and
h1-h5 and RACER structures see SI of [161]). Using the optimized hydrogen bond
parameters, higher binding energies are predicted with the improved model for du-
plex sequences (d1-d5) with an average difference in binding energy difference of 9.4
kcal·mol−1. Since duplex structures are dominated by canonical hydrogen bonding
and the optimized parameters are bounded above by 2.0 kcal·mol−1, it makes sense
that the duplexes would be underpredicted with the improved model. However, 9.4
kcal·mol−1 too high, and this understabilization of duplex structures can be improved
by further bounding the canonical hydrogen bonds to below 2 kcal·mol−1. For the
hairpin sequences (h1-h5) the improved model predicts a lower binding energy with
an average binding energy difference of -2.0 kcal·mol−1. Since the RACER model
tends to under predict the stability of the tested RNAs, this trend is in the right
direction for improving prediction of energetics from the RACER model.
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Figure 4.19: Difference Plot of Binding Energies for Large RNAs: Difference
in Binding Energies with Optimized 56 Hydrogen Bond Parameters and Binding
Energies with previous RACER Model. Figure generated using optmization 2 (see
Fig. 4.20)
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For large RNAs the effect of adding non-canonical hydrogen bonds is more pro-
nounced (Fig. 4.19). Adding non-canonical hydrogen bonds increases the stability
of by as much as ≈50 kcal·mol−1 for seven large RNAs. For PDB ID: 2kbp, there
are three g-quartets (Fig. 4.21C). In each of these quartets there are four pairs of
G-G cis Watson-Crick Hoogsteen hydrogen bonds, contributing ≈16 kcal·mol−1 the
coarse-grained energy per quartet, leading to ≈48 kcal·mol−1 increase in stability
when adding non-canonical hydrogen bonds. The same arguments can be made for
PDB ID: 1j66 which is a RNA tetraplex containing G-tetrad, A-tetrad, U-tetrad,
and a G-U octad. The other large RNAs are mostly helical structures. However, the
accumulation of non-canonical hydrogen bonds increases their stability as well.

4.3.2.4 Energy Change Between Folded and Unfolded State

The ultimate test of which optimized parameters are better for capturing non-
canonical RNA structure and energetics is their performance during with molecular
dynamics simulations. As an initial test, the energy (sum of the vdW and hydrogen
bond energies) of the folded RNA (coarse grained RNA structure) and the binding
energy of the unfolded RNA were calculated for two selected small RNAs. These
calculations were performed using seven different parameter sets (Fig. 4.20). Since
the structure of the unfolded state is dynamic, the binding energy over the last
100 frames of a 1us trajectory were used. The difference in the folded energy and
the unfolded energy was calculated for all seven optimized key files. The energy of
the small RNAs calculated using RACER 1.0 parameters was subtracted from all
of these energies to get difference of differences in energies. The second and fourth
optimization procedures show moderate increase in stability for the hairpin. However,
the fourth optimization procedure understabilizes the duplex by 6 kcal·mol−1. The
right optimization range for non-canonical and canonical hydrogen bonds likely lies
between these two optimization procedures.

63



-25.534742

-1.780691

-7.801037 -8.43274

-3.61646
-4.795719

-1.318711

0.325028

-19.685974

9.604558

-0.724964
-2.235634

6.037088 5.475432

11.674964 11.031983

-30

-25

-20

-15

-10

-5

0

5

10

15
Add 53 Hbonds Opt 1 Opt 2 Opt 3 Opt 4 Opt 5 Opt 6 Opt 7

D
et

la
 D

el
ta

  E
ne

rg
y 

(k
ca

l/
m

ol
)

h1

d3

Figure 4.20: ∆∆E with Optimized Non-Canonical Hydrogen Bond Pa-
rameters: Difference in Energy of duplex d3 and hairpin h1 for different opti-
mization schemes. Optimization 1 (removing twelve outliers) Optimization 2 (re-
stricting canonical hydrogen bonds between 1.8-2.0 kcal·mol−1), Optimization 3 (re-
stricting all hydrogen bonds between 1.8-2.0 kcal·mol−1, Optimization 4 (restrict-
ing canonical hydrogen bonds between 1.5-2.0 kcal·mol−1 and non-canonical hydro-
gen bonds between 0.1-0.5 kcal·mol−1,Optimization 5 (restricting canonical hydro-
gen bonds between 1.5-2.0 kcal·mol−1 and non-canonical hydrogen bonds between
0.4-0.6 kcal·mol−1,Optimization 6 (restricting all hydrogen bonds between 0.1-1.0
kcal·mol−1,Optimization 7 (restricting all hydrogen bonds between 0.1-0.5 kcal·mol−1,

4.3.2.5 Testing RACER 2.0 with Pulling Simulations

We performed preliminary computational studies of a RNA G4 using the RACER
CG model (Fig 4.21). Our simulations are able to predict an unfolding free energy
of -21.95 kcal·mol−1, as compared with an experimentally determined folding free-
energies from mechanical unfolding of Terra RNA-G4s of -11.31 kcal·mol−1[58]. Dif-
ferences between the folding free energies could be explained by different temperatures
and buffer conditions used in the experiments and different buffer conditions. Our
simulations reproduce the stabilizing effect of potassium ions on RNA-G4s, showing
a difference in folding free energy of +7.8 kcal·mol−1 (Fig. 4.22).
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Figure 4.21: RACERModel for RNA-G4s A. Mapping from atomic nucleotide to
coarse-grained RACER representation. Five pseudoatom types are shown: phosphate
(orange), sugar (yellow), sugar-connect (green), oxygen (O6), and nitrogen (blue). B.
Atomic structure of a human telomeric RNA (Terra RNA-G4) (PDB ID: 2kbp). C.
Top-down image of a coarse-grained g-quartet in the RACER representation with
hydrogen bonds shown among sugar connects and nitrogens and between oxygens.
D. RACER Coarse-grained representation of Terra RNA-G4 with additional K+ ions
(pink) between quartets.
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Figure 4.22: RACER pulling simulations of RNA-G4 The free energy landscape
of a RACER coarse-grained human telomeric RNA G4 (PDB ID: 2kbp) with (red)
and without (black) potassium ions. The free energy difference between the unfolded
states with and without sodium is denoted in blue, 7.8 kcal·mol−1. Structures ex-
tracted from the end-to-end distance corresponding to the folded (top) and unfolded
state (bottom), where the dark pink spheres with arrows correspond to the pseudo
atoms where force is applied to unfold the RNA G4 (k = 1 kcal·mol−1). Each end-to-
end distance was sampled for 0.5µs (total simulation time of 0.1 ms). Experimentally
determined folding free-energies from mechanical unfolding of Terra RNA-G4s of -
11.31 kcal·mol−1[58]. Differences between the folding free energies could be explained
by different temperatures and buffer conditions used in the experiments and different
buffer conditions. Our simulations reproduce the stabilizing effect of potassium ions
on RNA-G4s, showing a difference in folding free energy of +7.8 kcal·mol−1.
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4.4 Conclusion

Overall, the development and improvement of the RACER model has been dis-
cussed. Coarse-grained RNA modeling is a promising approach to addressing the sam-
pling problem facing biomolecular simulations. In addition, more advanced potential
energy functions which capture behavior such as hydrogen bonding can improve the
accuracy of coarse-grained RNA models. The RACER 1.0 model was able to predict
both structure and energetics. The improved RACER 2.0 model has been shown to
improve correlation of binding energies with quantum mechanical calculations, and
the model has been tested with energetics analysis and pulling simulations of a RNA
G-Quadruplex.

4.5 Future Directions

Further testing of the improved RACER model is needed. Equilibrium pulling
simulations with structures with non-canonical hydrogen bonding such as tetraloops
and pseudoknots could reveal better optimization strategies to gauge the strength
of canonical versus non-canonical hydrogen bonds. Additionally, long-time stability
tests with large RNAs containing many non-canonical hydrogen bonds would reveal
if the additional hydrogen bonds stabilize or destabilize larger RNAs. Finally, mu-
tational analysis of the RNA G-Quadruplex loop sequences could be integrated with
single-molecule or biochemical experiments which can measure relative stability of
these marginally stable structures.
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Chapter Five: Probing Local Nucleic Acid

Transitions with Ultrashort DNA Tethers

5.1 Introduction

5.1.1 Motivation for Developing Complementary Single

Molecule Experiments

Single molecule experiments are the best way to test the predictions of biomolec-
ular models. These experiments allow for individual biomolecules to be studied,
avoiding issues of ensemble averaging. Free energy landscapes can be generated using
pulling simulations of biomolecules, and these free energy landscapes can be com-
pared to free energy landscapes generated using single molecule force experiments.
This combination of simulations and experiments provides an excellent test of the
force fields used in biomolecular modeling. If the force fields are inaccurate, then
populations of unphysical structures would be predicted that are not observed in the
experiments. This disagreement is invaluable for improving the parameters in the
force fields leading to improvement of the predictive power of biomolecular models.
Beyond validating the free energy landscapes of the experiments, improved force fields
for biomolecules could provide guidance to future experiments, by predicting behavior
of biomolecules would could then be tested experimentally. Specifically, predicting
which regions of an RNA sequence to mutate in order to influence its folding can be
done much more efficiently with biomolecular modeling than with experiments.

5.1.2 Free Energy Landscapes of Nucleic Acids

Single molecule force experiments are capable of measuring transition pathways,
free energy landscapes, and kinetics of folding of nucleic acids.[45, 51, 52, 54, 176] In
these experiments, pico-Newton size forces are applied to the functionalized beads al-
lowing the nucleic acid to be stretched and subsequently unfolded. By measuring pop-
ulations of end-to-end extensions, the free energy landscape of the folding/unfolding
of the nucleic acid can be generated. In order to measure the free energy landscape
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of a nucleic acid along the end-to-end extension reaction coordinate, double stranded
DNA tethers are used to attach the nucleic acid to functionalized surfaces. In opti-
cal trapping experiments on nucleic acids, these functionalized surfaces can be two
functionalized bead surfaces “dumbbell assay”, or a single functionalized bead surface
and a functionalized glass surface “surface tether assay”. The advantage of the dumb-
bell assay is that the molecule of interest is away from any glass surfaces, avoiding
surface artifacts. A disadvantage of optical trapping geometry is that kilo-base (kb)
long DNA tethers are used. These long DNA tethers can broaden the reconstructed
free energy landscape, making it difficult to deconvolute the instrument effects from
the signal from the biomolecule.[54]The dumbbell assay is excellent at recovering
biomolecular rates, but the soft handles make it difficult to detect transiently formed
intermediate states, leading to reduced resolution in the reconstructed free energy
landscape.

5.1.3 Notation used in the Chapter

In this chapter nucleotide (nt) is used when discussing single-stranded nucleic
acids, such as DNA hairpins, and base pair (bp) is used when discussing double-
stranded nucleic acids such as DNA duplexes.

5.1.4 Modifications to Experiments for RNA studies

The pilot work has been performed using DNA almost exclusively, except for one
biochemical experiment involving RNA. The reason for using DNA was that single-
stranded DNA is more stable than single-stranded RNA. Additionally, new protocols
had to be developed to form and test the ultrashort DNA tethers, and purchasing
equivalent length RNA sequences would be at least double the cost of purchasing
DNA sequences. The design of the DNA sequences used in the ultra-short tether
assay can be directly used for studying RNAs, in future experiments. The 2s-26,
2s-50, 2s-100 DNA sequences can be interchanged with a RNA sequence of choice as
along as that RNA sequence contains extensions that are complementary to the DNA
tethers.
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5.1.5 State of the Art RNA Experiments

Recent theoretical work has indicated that shorter linkers can provide improved
free energy landscape reconstruction.[66, 70–72, 177, 178] Experimental work using
DNA hairpins has shown that shorter double stranded DNA tethers can improve
free energy landscape reconstruction. A recent study demonstrated that using 29bp
double stranded DNA tethers improved signal-to-noise and slowed the kinetics of
the DNA hairpin.[69] This reduction in the kinetics of the hairpin allowed for im-
proved free energy landscape reconstruction. Two studies showed that bundled DNA
duplexes, which form a DNA origami, could be used to reconstruct free energy land-
scapes. While these tethers were not short (1 kilobase long, approximately 500nm
long), the bundling of the DNA duplexes resulted in stiffer tethers as compared with
a single double stranded DNA tether.[179, 180] These studies demonstrated the re-
sulting free energy landscape was sharper when using the stiff DNA origami tethers
as compared with double stranded DNA tethers.

5.1.6 Ultrashort Tether Single Molecule Assay

A novel single molecule assay has been developed to study local nucleic acid tran-
sitions in the near zero force regime. This assay features ultrashort double stranded
DNA tethers (13bp each) that are functionalized on the 3'and 5'ends. These func-
tionalized ends which allow the tethers to bind to a functionalized bead surface and a
function- alized glass surface. A single nucleic acid hybridizes to the tethers forming
a three-piece tether to the surface (see Fig. 5.1). As a result, conformational changes
in the nucleic acid are directly transmitted to the bead. By tracking the position of
the bead, changes in end-to-end distance of the single molecule can be monitored.

Fine features of the energy landscape as small as 1/10 of kBT (0.6 kcal·mol−1 or
2.5 kJ·mol−1 can be resolved.[182, 183] The depth of the energy landscape that can be
probed depends on the bead diameter, length of the tether, viscous drag on the bead,
the length of data collection.[184] Additionally, only statistically independent position
measurements count for the quality of the energy landscape. Position measurements
can be considered statistically independent if the bead had sufficient time to explore
its confining potential. For a harmonic potential with spring constant k, this resident
time is set by the position autocorrelation time, τ ≈ γ

k
, where γ = 6πηr is the viscous
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Bead-Tether13 (13nt)
5’ end functionalized with digoxigenin

2S-26 DNA Hairpin (50nt)

Biotin

Streptavidin

Biotinylated-BSA 

Anti- Digoxigenin

Surface-Tether13 (13nt)
3’ end functionalized with biotin

Polystyrene Bead
1um diameter 

Glass

Figure 5.1: Surface Chemistry of Single Molecule Assay: Ultra-short tether
single molecule assay The assay contains three nucleic acid sequences (Bead-Tether13,
Surface-Tether13, and 2s-26nt DNA Hairpin) (see Figure 5.4 for sequences). The DNA
tethers (Bead-Tether13, Surface-Tether13) are functionalized with digoxigenin and
biotin, respectively. These different functional groups allow the tethers to specifically
attach to the anti-digoxigenin coated polystyrene bead or the streptavidin coated
glass surface. The 2s-26nt DNA Hairpin has two 13 nt extensions on either side of
the hairpin sequence. These 13nt extensions are complementary to the Bead-Tether13
and Surface-Tether13.The advantage of this design is the 2s-26nt DNA Hairpin can
be replaced with another sequence without changing any other part of the assay. The
sequences for the DNA tethers (Bead-Tether13, Surface-Tether13) were extracted
from an RNA sequence from a 3'extension of Tetrahymena thermophila ribozyme
used in previous FRET studies.[181] The extracted RNA sequence was converted to
a DNA sequence by replacing the Uracils with Thymines. The 2s-26 DNA Hairpin
was extracted from a two state DNA hairpin used in previous single molecule force
experiments.[69]

drag on a bead with radius r. The viscosity η is the viscosity of water. In simple
terms, k the width of the potential and sets the speed with which the particle can
explore the energy landscape. In the planned experiments, the width of the potential
is set by the stiffness of the DNA tether. The shorter the DNA tether the narrower
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the potential of the bead, allowing the bead to explore the potential faster and energy
landscapes as deep as 10 kBT (kBT = 6.0 kcal·mol−1 or 25 kJ·mol−1) can be readily
measured.

5.1.7 Motivation from Biochemical Assay

Near zero force experiments require short, stiff linker molecules which couple
changes in end-to-end distance of the nucleic acid directly to the fluctuations of
the reporter bead. These short linker molecules improve the spatial resolution and
are appropriate for measuring energy landscapes with the highest spatial resolution.
However, the direct coupling via short tethers has the disadvantage that the inter-
nal dynamics of the nucleic acid are slowed down. If, for instance, a conformational
change leads to a shortening of the nucleic acid end-to-end distance, the molecule will
pull the bead with it. Therefore, it is important to have an independent measure-
ment of the conformational dynamics. Kinetic data from biochemical experiments
can be compared with the un- folding dynamics measured in single molecule force
experiments. They would provide insight into how the attachment of a bead changes
the observed unfolding and re- folding dynamics.

5.2 Materials and Methods

5.2.1 Biochemical Assay

A gel-shift mobility assay was performed on two nucleic acid sequences, containing
G-quadruplexes (G4). The two sequences tested are a 21nt DNA-G4 hTelo and a 21nt
RNA-G4 Terra are shown in Fig. 5.2. Here, hTelo is a human telomeric quadruplex
forming DNA sequence composed of contains three G-quartets and three TTA loops.
The second sequence is a telomeric repeat-containing RNA (Terra) a long non-coding
RNA that is transcribed from telomeric DNA. The Terra sequence contains three G-
quartets and three UUA loops. Intramolecular RNA and DNA G4s were radiolabeled
using a T4 polynucleotide kinase to add a radiolabeled phosphate to the 5'end. The
GQ-Fast thermocylcing method was used to form DNA-G4 hTelo and RNA-G4.The
GQ-Fast protocol calls for heating at 95°C for 5 minutes to unfold the G4 and cooling
at 0.1°C/s till the temperature reaches 4°C. After thermoycycling, 100 mM K+ and
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1µM of a 21nt chase DNA was added to the formed G4s. The G4 solutions were
then placed in a water bath at 37°C. As the G4 unfolded, the chase DNA traps the
unfolded quadruplex, blocking refolding (Figure 5.2A).

The reaction was quenched at six time points for the hTelo DNA-G4 and the Terra
RNA-G4. At each of the time points, the G4s and duplex structures were separated
by native polyacrylamide gel electrophoresis, where the G4 migrates faster than the
duplex, resulting in a shift in the populations of G4 and duplex over time. The time
dependence reflects the loss of the G4 and was fit by an exponential curve to give a
rate constant for G4 unfolding. The tested G4s with loops of three nucleotides unfold
with rate constants of 0.35±0.02min−1 for DNA G4 (black) and 0.08±0.002min−1 for
Terra RNA-G4 (red). Our controls (results not shown) established that: 1) the rate
constant did not depend on the concentration of oligonucleotide chase across a 10-fold
range, indicating that the chase oligonucleotide efficiently captured the unfolded G4
and that it did not participate in unfolding of the G4; and 2) the reaction was greatly
accelerated by decreasing the K+ concentration below 50 mM or by replacing K+

with Li+, verifying that the G4 was formed at the start of the reaction and its loss
was measured.

5.2.2 Single Molecule Force Experiments

5.2.2.1 Single Molecule Pulling Procedure

Tracking the position of the tethered beads was done using a differential inter-
ference contrast microscope equipped with an optical trap. An infrared laser with
a wavelength of 1064nm with an estimated spring constant of 1 pN/nm was used
to trap the beads. Scanning mirrors were used to steer the optical trap, where the
minimum step size for the optical trap was determined to be 18 nm by tracking the
position of an un-tethered bead in solution as the trap was stepped by the smallest
possible displacement. The center position of the beads was measured by DIC video
based tracking developed using in-house software.[185, 186] The camera used for these
experiments is the UNIQ UP-600-12B Digital CCD Camera. In these experiments,
a frame rate of 60 frames/s was used to collect data. At each step of the optical
trap, 1000 frames of data were taken. To perform pulling experiments, a bead was
first trapped in solution and brought into contact with the surface. The bead was
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Figure 5.2: Measurement of DNA G4 (hTelo) and RNA G4 (Terra) life-
times: This experiment shows unfolding of the sequences hTelo G-Quadruplex (DNA
G4) and Terra G-Quadruplex (RNA G4). hTelo is a human telomeric quadruplex
forming DNA sequence. The hTelo sequence contains three G-quartets and three
TTA loops. The full sequence of hTelo is (GGGTTA)3GGG. Terra is a long non-
coding RNA that is transcribed from telomeric DNA. Terra stands for telomeric
repeat-containing RNA. The Terra sequence contains three G-quartets and three
UUA loops. The full sequence of Terra is (GGGUUA)3GGG. A. Reaction scheme
for measuring G4 Unfolding. The G4 sequence if phosphorylated with a radioactive
P32 at its 5‘ end (yellow star). The G4 is folded using the GQ-Fast protocol using
a thermocycler. The GQ-Fast protocol is heating at 95°C for 5 minutes to unfold
the G4 and cooling at −0.1°C/s till the temperature reaches 4°C. Excess chase DNA
oligos which are complementary to the G4 sequence are mixed with the folded G4.
The mixed species are placed in a water bath at 37°C. As the G4 unfolds it is trapped
by excess chase oligonucleotide (21 mer) (red), which forms a duplex. B. Time de-
pendent unfolding of the hTelo G4 (lower band), with trapping by the duplex (upper
band), monitored by native PAGE. C. Unfolding rate is 0.35 ± 0.02min−1 for DNA
G4 (black) and 0.08± 0.002min−1 for RNA G4.
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held at the surface until a tether was formed, as indicated by turning off the trap
and observing that the bead did not diffuse away from the surface. After the bead
become tethered to the surface, the optical trap was switched off and a video of the
fluctuating bead was observed for 1000 frames with a rate of 60 fps. The anchor point
on the surface was estimated to be the center of the position distribution, and trap
was re-centered to align accordingly.

5.2.2.2 Geometrical Amplification Effect

Because of the special geometry, i.e. a large sphere in contact with a flat surface
at a single point, the bead with radius (R) can still move large distance along the
surface even for a linker as short as 1 nm (see Fig. 5.3). Thus, the lateral bead
fluctuations (∆xmax) can be used to calculate the linker length (L) and its changes
(see Eq. 5.1). As shown in previous studies changing the length of the spacer molecules
between BSA and biotin from 2 nm to 5.6 nm caused a clear shift in the magnitude
of lateral fluctuations from below 15 nm to maximally 30 nm, corresponding to an
amplification factor of 4.2.[187] The described experiment does not require application
of any external force to the molecules. The optical trap was only used to initiate
binding and then to measure the thermal position fluctuations of the tethered bead
in three-dimensions. Because no external force is used, we call them near zero force
experiments. Near zero force instead of zero force because the binding of a bead,
or any larger object, to an immobilized molecular complex leads to a rectification of
thermal forces away from the surface and thus to a small average pulling force.

∆xmax =
√

(R + L)2 −R2 (5.1)
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Figure 5.3: Geometrical Amplification Effect for a Bead Tethered Near the
Surface: a) A simple geometrical model for a bead with radius R (500 nm) tethered
by a single molecule with length L is expected to have a maximal lateral fluctuation
of ∆xmax. The length of the unfolded 2s hairpin can be estimated by multiplying
the total number of nucleotides (24) by the length per base pair in single stranded
DNA (0.68 nm/nt). From this calculation the unfolded hairpin has a length of 16.32
nm. The linker is the sum of the length of the hairpin and the two 13 bp DNA
tethers, which have a length of 8.84 nm. Therefore, the linker length (L) for the
folded hairpin is 8.84 nm and the linker length for the unfolded hairpin is 25.16 nm.
b) From simulated data, the maximal lateral displacement of the particle as a function
of linker length for particles of 500 nm and 100 nm in radius.[183]

5.2.2.3 Surface Chemistry of the Ultrashort Tether Assay

In our experiment, a three-piece tether is spanned between an anti-diogoxigenin
coated bead and a streptavidin-coated glass coverslip (see Fig. 5.1). The glass surface
is first coated with biotinylated bovine-serum albumin (biotinylated-BSA). Strepta-
vidin is added on top of the biotinylated-BSA layer, the streptavidin contains four
binding sites for biotin, allowing it to form a layer on top of the biotinylated-BSA.
The beads are 1µm diameter protein-G beads that have been covalently coupled to
anti-digoxigenin fab fragments. Because the protein coatings on the bead surface
and the glass coverslip are different, this helps to minimize non-specific interactions
between the two surfaces the three-piece tether is spanned between. The surface
chemistry of the beads and surfaces has been used in previous single molecule FRET
and single-molecule pulling studies.[45, 47, 181] Because BSA can unfold on the glass
coverslip, this can cause inhomogeneous protein-coated glass coverslips. Biotinylated-
Polyethylene glycol (PEG) can be used instead of biotinylated BSA.[183] The three-
piece tether is composed of a single-stranded DNA with a digoxigenin at its 5'end, a
single-stranded DNA with a biotin at its 3'end, and a single stranded DNA sequence
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with extended 5'and 3'ends that are complementary to the functionalized single-
stranded DNA sequences. This single-stranded DNA sequence can be replaced with
an RNA sequence as long as the extensions of the RNA sequence are complementary
to the functionalized single-stranded DNA tethers.

5.2.2.4 Design of Ultra-Short DNA Tethers

The shortest nucleic acid construct tested was a 50 nt DNA hairpin, composed
of a 4 nt loop and a 20 nt stem, and 26 nt extensions, referred to as the 2s-26 DNA
Hairpin. The 2s-26nt DNA Hairpin has two 13nt extensions on either side of the
hairpin sequence. These 13nt extensions are complementary to the Bead-Tether13
and Surface-Tether13. The hairpin sequence is a truncated sequence from the 2s
hairpin.[69] The assay contains three nucleic acid sequences (Bead-Tether13, Surface-
Tether13, and 2s-26 DNA Hairpin) (see figure 5.4 for sequences).The advantage of
this design is the 2s-26 DNA Hairpin can be replaced with another sequence without
changing any other part of the assay.

Oligo #1:
2s-26 Hairpin(50nt) 

3’TGG TTT TAG TTG G
/5DigN/ACC AAA ATC AAC C

Oligo #2-short:
Bead-Tether13(13nt)

A TTT TGA ATG TGT 5’
T AAA ACT TAC ACA/3Bio/

Oligo #3-short:
Surface-Tether13(13nt)

T
 
A
G
A
 G
T
A
 G
A
C G

T
C
 T
A
C
 T
C
T
 A

AA
AG

1 nm

Figure 5.4: Design for 26nt Two State (26-2s) DNA Hairpin with Two 13bp
DNA Tethers Oligo1: 50nt DNA Hairpin (blue), Oligo2-short: 13nt DNA strand
with digoxigenin functionalized to the 5′ end (yellow), and Oligo 3-short: 13nt DNA
strand with biotin functionalized to the 3′ end. The estimated total length of the two
13bp DNA tethers is 8.84 nm

To characterize the effect of surface effects on our assay, two additional DNA
tethers were designed that contained the same 2s DNA Hairpin sequence, but had
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extended sequences allowing the tether between the glass surface and the bead to
be longer. Secondary structure analysis was performed on the extended hairpin se-
quences to ensure that the extended sequences did not form alternative structures (see
most favorable secondary structure predictions in Mfold figures Fig. B.1, B.2, B.3).

AA

Oligo #10: 2s-50 Hairpin (74nt) 
3’TGG TTT TAG TTG GCT GTC TTC ATT T

/5DigN/ACC AAA ATC AAC CGA CAG AAG TAA A
Oligo #2: Bead-Tether (25nt)

AG

TTT AGT GTG GCA ATT TTG AAT GTG T 5’
AAA TCA CAC CGT TAA AAC TTA CAC A/3Bio/
Oligo #3: Surface-Tether (25nt)

T 
AG
A 

GT
A 

GA
C

GTC 
TAC 

TCT 
A

1 nm

Figure 5.5: Design for 74nt Two State (2s-50) DNA Hairpin with Two 25bp
DNA Tethers: Oligo10: 74nt DNA Hairpin (blue), Oligo2: 25nt DNA strand with
digoxigenin functionalized to the 5′ end (yellow), and Oligo3: 25nt DNA strand with
biotin functionalized to the 3′ end. The estimated total length of the two 25bp DNA
tethers is 17 nm

One of these longer tethers is a 74nt DNA hairpin, a 24nt hairpin with two 25
nt DNA extensions on either end (2s-50) (see Figure 5.5 for sequences). The longest
tether a 24 nt DNA Hairpin sequence with 33 nt extensions on each end (see figure
5.6 for sequences). Unlike the 2s-26 and 2s-50 tethers, the longest tether was designed
to be made with seven sequences rather than three sequences. The two additional
sequences were used to extend the 74 nt DNA Hairpin so that they could be attached
to Tether-50 to Bead and Tether-50 to surface. The rationale for this was to be able
to re-use the functionalized tethers from the 2s-50 designs (Oligo2 and Oligo 3). As
a result of the increased number of DNA sequences used to in the longest tether,
additional steps were taken to form the longest tether.
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Tether-50 to Surface (Oligo #14 + Oligo #3) 
Oligo #14: Surface-50 (17nt)
. . .  GGC AAT TTT GAA TGT GT 5’

AA ATC ACA CCG TTA AAA CTT ACA CA/3Bio/
. . .  Oligo #3: Surface-Tether (25nt)

Tether-50 to Bead (Oligo #13 + Oligo #2)
Oligo #13: Bead-50 (17nt) 

3’.    TGG TTT TAG TTG GCT GTC . . .  
/5DigN/ACC AAA ATC AAC CGA CAG AAG TAA A . . .

Oligo #2: Bead-Tether (25nt)

1 nm

Oligo #12: 2s-100 Hairpin (90nt)
…TTC ATT T TT CGA TGC AGT ATG ACT GTT AGC TT   TTA TTG TAT CGC AGT GAG CTA GAT C TT TAG TGT 
…

…AA GCT ACG TCA TAC TGA CAA TCG AA   AAT AAC ATA GCG TCA CTC GAT CTA G…
Oligo #4: Bead-Complement (25nt)    Oligo #5: Surface-Complement (25nt) 

AA
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Figure 5.6: Design for 94nt Two State DNA (2s-100) Hairpin with Two
50bp DNA Tethers: Oligo12: 94nt DNA Hairpin (blue), Oligo2: 25nt DNA strand
with digoxigenin functionalized to the 5′ end (yellow), Oligo3: 25nt DNA strand
with biotin functionalized to the 3′ end, Oligo4: complementary DNA sequence for
extended hairpin (brown), and Oligo5: complementary DNA sequence for extended
hairpin (grey), and Oligo13: extended hairpin sequence (purple) Oligo14: extended
hairpin sequence (red). The estimated total length of the two 50nt tethers is 34 nm

5.3 Results

5.3.1 Testing for the Formation of Ultra-Short DNA Tethers

The three-piece tethers 2s-26 and 2s-50 were formed using the GQ-Fast protocol.
The GQ-Fast protocol is performed using a thermocycler. The sequences are heated
at 95°C for 5 minutes to and cooled at −0.1°C/s till the temperature reaches 4°C.
All three DNA sequences (2s-26 hairpin, Bead-Tether13, and Surface-Tether13) were
added in equal concentration to form the full 2s-26 hairpin Fig. 5.4). Separately, all
three DNA sequences (2s-50 hairpin, Bead-Tether, and Surface-Tether) were added
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in equal concentration to form the 2s-50 hairpin (Fig. 5.5). The 2s-100 hairpin was
formed in three steps. First, the 2s-100 hairpin, Surface-50, Surface-Tether, and
Bead-Complement were thermocycled using the GQ-Fast method. Second, the Bead-
50 and Bead-Tether were thermocycled. The formed structures were combined and a
40-fold excess of surface complement was added to crowd the formed structures into
attaching together. The combined structures were kept at 40°C for 30 minutes.

In order to visualize the formation of the constructs, all unfunctionalized 5'ends
of the DNAs were phosphorylated with a radioactive isotope P 32. The decay product
of this isotope is beta particles. To test for formation of the full tethers, a native
polyacrylamide gel electrophoresis PAGE experiment was run. The negative charged
DNA is driven towards the positive anode and the location of a band on the gel indi-
cates the mobility of the structure, which is inversely proportional to the logarithm
of its molar mass. The gel provides size exclusion where the more compact struc-
tures (like a folded hairpin) will migrate slower than a single-stranded DNA (like an
unfolded hairpin).

All three tethers were able to be formed. The 2s-26 hairpin is shown in Fig-
ure 5.7.The fully formed construct is shifted up from the control DNA ladder and
DNA Duplex indicating that the 2s-26 hairpin hybridized with the 13nt DNA tether
sequences. The 2s-50 hairpin was fully formed as seen in Figure 5.8. The 2s-50 hair-
pin hybridized with the 25nt DNA tether sequences and is shifted up from the 2s-50
hairpin within the tethers. The 2s-100 hairpin also fully formed, but the fraction of
fully formed 2s-100 is low as seen in Figure 5.9. In Band A, there is no band indi-
cating the formation of an alternative structure, where the 2s-100 hairpin sequence
formed a hairpin at its 5p end (see predicted secondary structure Fig. B.3).

80



Structure CartoonBand Description

25bp DNA Ladder

A B C

26bp DNA Duplex

ssDNA and tethers

Full 2s-26 Hairpin

!

Figure 5.7: Native PAGE Showing Formation of 26nt Two State (2s-26)
DNA Hairpin Tether: Experiment is performed in a 12% Polyacrylamide gel. All
constructs were formed using the GQ-Fast method, and unfuctionalized 5'ends of the
DNAs are phosphorylated with P32 (yellow star), a radioactive phosphate group that
emits beta particles. A) 25 bp DNA duplex (DNA Ladder) used as reference for other
bands B) 26bp DNA duplex (DNA control) with complementary sequence to the two
13 nt DNA tethers (Fig. 5.1) C) Top band indicates formation of the full 2s-26 hairpin
(hairpin sequence with two 13bp DNA tethers (see Fig. 5.4). The lowest bands in
columns B and C are the single-stranded (ss) DNA strands and 2s-26 hairpin that
did not associate with other DNA strands.
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!BA

Full 2s-50 Hairpin

Tethers

2s-50 Hairpin

Structure CartoonBand Description

Figure 5.8: Native PAGE Showing Formation of 74nt Two State (2s-50)
DNA Hairpin Tether: Experiment is performed in a 12% Polyacrylamide gel. All
constructs were formed using the GQ-Fast method, and unfuctionalized 5'ends of the
DNAs are phosphorylated with P32 (yellow star), a radioactive phosphate group that
emits beta particles. A) 2s-50 Hairpin (Oligo 15) B) 2s-50 Hairpin with 50bp DNA
tethers (see Fig. 5.5).The lowest band in column B is composed of the single stranded
DNA sequences that did not associated with the 2s-50 hairpin.
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Full 2s-100 
Hairpin

Alternative
Structure

Tether-50 
to surface

Excess of 
Oligo #5

! Structure CartoonBand Description

Figure 5.9: Native PAGE Showing Formation of 94nt Two State (2s-100)
DNA Hairpin Tether: Experiment is performed in a 12% Polyacrylamide gel.
Constructs were formed using the GQ-Fast method, and unfuctionalized 5'ends of
the DNAs are phosphorylated with P32 (yellow star), a radioactive phosphate group
that emits beta particles. Instead of forming the full 2s-100 Hairpin with all 7 pieces,
the full 2s-100 Hairpin was assembled in three steps (refer to Fig. 5.6 for terminology).
In tube 1, Oligo13, Oligo2, Oligo4, and Oligo12 were mixed an GQ-Fast was run to
anneal them. Tube 1 represents all of the full 2s-100 Hairpin except for the tether to
surface and Oligo5. Tube 1 contains a 2s-100 hairpin with the Tether-50 to Surface
on its 3‘ end, and a “sticky end” on its 5‘ end, or a single-stranded extension. In
tube 2, Oligo14 and Oligo 3 were mixed and GQ-Fast was run to anneal them. The
annealed Tube 2, formed Tether-50 to surface. Tube 3, is a mix of Tube 1 and
Tube 2 with Oligo5 added in 40-fold excess to drive association of Tether-50 to the
partially formed 2s-100 Hairpin and annealed at 40°C for 30min.A) full 2s-100 Hairpin
formed by separately forming 2s-hairpin with stick ends and Tether50 to surface and
adding excess of Oligo5 (see Fig. 5.6) (notice lack of an alternative structure band as
compared with C) B) Tether-50 to Surface C) Mixed Tube 1 and Tube 2, the main
feature is an alternative structure band formed from the at sticky end of hairpin near
the surface
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5.3.2 Detecting Specific vs Non-specific Binding

To characterize the binding of specifically functionalized beads to specifically func-
tionalized glass surfaces, we measured the lateral fluctuations of surface bound beads
using high-resolution DIC video particle tracking. The ultrashort tether assay was
assembled with the 2s-26 DNA hairpin sequence, with an estimated length of 8.84nm
(see Fig 5.4). Beads were observed for 1 min at a frame rate of 60 fps. The thermally
driven lateral position fluctuations were tracked, their average distance calculated
and plotted in a histogram. Instead of a uniform distribution, we observed three
populations. Tightly bound beads with a standard deviation (sdev) of 5 nm, less
strongly bound beads with a sdev of 50 nm and loosely bond beads with sdev of
100 nm. The sdev of 100 nm lateral fluctuation agrees with the tether length of 10
nm, when taking the geometrical amplification effect into account (Fig 5.10). We
concluded population with small sdev is nonspecifically bound via short linkers, the
population with slightly larger sdev might be bound by multiple specific linker and
non-specific interactions. To verify that single-molecule conditions were achieved,
pulling experiments were performed.

Figure 5.10: 2D Position Histogram of a Loosely Bound Bead: A symmetric
position distribution for an anti-digoxigenin coated bead moving around its center
position without preferentially binding to a particular position. The standard de-
viation of this bead is 100 nm, which is the same standard deviation observed for
loosely bound beads. A standard deviation of 100 nm corresponds to a bead that is
specifically bound to the surface without formation non-specific attachments due to
surface impurities or multiple tethers.
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5.3.3 Pulling Experiments with Ultrashort DNA Tethers

To test for the formation of a single-tether, lateral pulling experiments were per-
formed on the tethered bead. If a single tether was formed between the bead and the
surface, pulling the bead in the lateral direction would unfold the 2s-26 DNA hairpin.
This would lead to the linker length changing from 8.84 nm (length of the two 13bp
DNA tethers) to 25.16 nm (sum of the single-stranded 2s-26 DNA hairpin and the
length of the two 13bp DNA tethers). With a bead radius of 500 nm and taking into
account the geometrical amplification effect, the maximum lateral fluctuation for the
2s-26 DNA hairpin when it is folded is 160 nm and 100 nm when it is unfolded.
The difference between the maximum lateral fluctuation for the unfolded 2s-26 DNA
hairpin and the maximum lateral fluctuation for the folded 2s-26 DNA hairpin is 60
nm. A lateral pulling experiment with the 2s-26 DNA tether is shown in Fig. 5.11.
The 2s-26 DNA hairpin is tethered to a functionalized 500 nm radius bead and a
functionalized glass surface. The optical trap is displaced in 18 nm steps in the x-
direction, while the functionalized glass surface is immobilized. The graph shows a
position histogram of bead positions over four 18 nm steps in the x-direction of the
optical trap (see Fig. 5.12). Two dominant populations are found centered around 10
nm and 70 nm. The peak-to-peak distance between these populations is 60 nm. This
agrees with the prediction from the geometrical amplification effect that the folded
and unfolded state should be separated by 60 nm. This result supports the conclusion
that single-molecule conditions were achieved. Specifically that a single 2s-26 DNA
hairpin was unfolded, and that the surface chemistry of the ultra-short tether assay
works.

Interestingly, this graph shows that the bead did not always follow the position of
the optical trap, as seen by only two populations of bead positions. If the bead had
been freely diffusing, there should be equally populated distributions at multiples of
18 nm. Instead the bead spent the majority of its time between 0-20 nm and 60-70
nm. Interestingly, there are transient positions found at 25 nm and 40 nm. These
small position counts could be the result of transient intermediate unfolded states.
The 0-20nm population can be interpreted as the bead position corresponding to a
folded 2s-26 hairpin. The 60-70 nm population can be interpreted as the position
where the 2s-26 hairpin has become unfolded.
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Figure 5.11: Optical Trapping Geometry for Ultrashort Tether Assay:The
2s-26 DNA hairpin is tethered to a functionalized 500 nm radius bead and a function-
alized glass surface. The optical trap is displaced in 18 nm steps in the x-direction,
while the functionalized glass surface is immobilized.

An alternative interpretation is that the 2s-26 hairpin unfolded within one 18nm
step. This explanation is supported by the first population of bead positions being
centered to the right of 0nm. This shift in the initial population of the bead could
mean that the 2s-26 hairpin was already under tension before the optical trap was
stepped laterally. This would indicate that the population at 60-70 nm represents
a population of bead positions where the bead is no longer attached to the surface.
Additionally, because of the slow integration time of the CCD camera, the 40 nm
intermediate states could be the average of a folding/unfolding event that cannot
be temporally resolved. Further studies are needed to investigate if the alterative
interpretations of the position histogram are valid.
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Figure 5.12: Position histogram for unfolding event of 2s-26 DNA hairpin
The x-position refers to the position of the center of the bead as the optical trap
is moved in 18 nm steps along the x-direction. The optical trap applies a lateral
force on the bead. The optical trap consists of an infrared laser with a wavelength
of 1064nm and has an estimated stiffness of 1pN/nm. At each 18nm step, data was
collected for 1000 frames (≈ 16s). Data was collected using a differential interference
contrast (DIC) microscope with a camera with a frame rate of 60 frames/second. This
position trace contains the position data for a single bead. Two distinct populations
are observed centered at ≈ 10nm and ≈ 70 nm. The peak-to-peak separation is
≈ 60 nm. Transient intermediate states are observed at ≈ 25 nm and ≈ 40 nm.
Interestingly, this graph shows that the bead did not always follow the position of
the optical trap, as seen by only two populations of bead positions. If the bead had
been freely diffusing, there should be equally populated distributions at multiples of
18nm. Instead the bead spent the majority of its time between 0-20 nm and 60-70
nm. Interestingly, there are transient positions found at 25nm and 40 nm. These
small position counts could be the result of transient intermediate unfolded states.
The 0-20 nm population can be interpreted as the bead position corresponding to
a folded 2s-26 hairpin. The 60-70 nm population can be interpreted as the position
where the 2s-hairpin has become unfolded.

5.4 Conclusion

In this chapter, the development and testing of ultrashort DNA tethers for single-
molecule force experiments were presented. Three DNA tether sequences were de-
signed, and they were demonstrated to form using native PAGE. The shortest DNA
tether 2s-26 DNA Hairpin, was successfully integrated into a single molecule assay.

87



The geometrical amplification effect was used to estimate the lateral fluctuations of a
bead near a surface with a known linker length and bead radius. By monitoring ther-
mal fluctuations of the beads using a DIC video particle tracking, non-specific and
specific binding interactions were characterized. The standard deviations of the beads
measured from these experiments agree with the expected linker length of a folded
2s-26 DNA Hairpin with ultrashort DNA tethers. Pilot single-molecule pulling exper-
iments were performed on the 2s-26 DNA Hairpin, and the observation of two pop-
ulations in a histogram of bead populations supports the claim that single-molecule
conditions were achieved. Future, studies are needed to improve the efficiency of the
ultra-short assay, such as testing the medium and long DNA tethers which could
reduce non-specific interactions due to moving the bead further away from the glass
surface.

5.5 Future Directions

The following enhancements can be made to the single molecule setup to improve
free energy reconstructions. First, including high bandwidth position detection (≈1
MHz) to track the trapped bead, which will prevent blurring of the free energy land-
scape from low bandwidth.[183, 188, 189] The quality of a free energy landscape
calculated from position distributions depends on the number of statistically inde-
pendent points, which is in practice limited by instrument drift. Instrument drift
can be corrected for by tracking markers on the glass surface in three-dimensions
with sub-nanometer resolution.[190–192]Ultra-short tethers may lead to stronger in-
teraction of the bead with the surface and possibly to a tilt in the energy landscape.
However, we can correct for this external interaction potential. In contrast to folding
energy landscapes, the interaction potential between bead and functionalized glass
surface is expected to be smooth because of the large contact area between bead
and surface. It can be measured independently by analyzing the three-dimensional
position distributions of a free bead close to the surface or by analyzing the mea-
sured energy landscape in three-dimensions.[184] This is required in our assay for the
correct interpretation of thermal fluctuations of tethered beads.[182, 193, 194]
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Appendix A: Chapter 2: Chemical Structures

A.1 Chemical Structures and Absolute Hydration

Free Energies

 

Compounds BAR  OSRW  Absolute deviation  

1 
 

-46.61 ± 0.82 -46.93 ± 0.42 0.32 

2 
 

-44.59 ± 0.52 -43.95 ± 0.28 0.64 

3 
 

-45.76 ± 0.77 -45.57 ± 0.09 0.19 

4 
 

-49.70 ± 0.83 -50.18 ± 0.40 0.48 

5 
 

-41.68 ± 0.79 -41.49 ± 0.31 0.19 

6 
 

-46.04 ± 0.84 -46.55 ± 0.05 0.51 

7 
 

-48.70 ± 0.57 -48.55 ± 0.10 0.15 

8 
 

-41.66 ± 0.56 -41.80 ± 0.20 0.14 

9 
 

-46.22 ± 0.62 -45.73 ± 0.40 0.50 

10 
 

-44.33 ± 0.51 -44.80 ± 0.60 0.47 

11 
 

-49.25 ± 0.15 -49.45 ± 0.79 0.20 

12 
 

-45.73 ± 0.56 -45.37 ± 0.50 0.36 

13 
 

-41.98 ± 0.85 -41.45 ± 0.06 0.53 
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Table 1. Calculated hydration free energy (kcal/mol) of 20 compounds using BAR and OSRW.  

a -14.06 ± 0.22 kcal/mol after simulations extended from 1ns to 5ns at each of the 25 steps. 

b -12.97 ± 0.39 kcal/mol after simulations extended from 4ns to 8ns, averaged over 7 

independent simulations. 

14 
 

-46.55 ± 0.96 -46.49 ± 0.33 0.06 

15 
 

-45.83 ± 0.58 -45.98 ± 0.25 0.15 

16 
 

-5.38 ± 0.39 -5.28 ± 0.04 0.10 

17 
 

-14.25 ± 0.32a -12.87 ± 0.33b 1.38 

18 
 

-9.08 ± 0.47 -8.43 ± 0.59 0.65 

19 

 

-9.99 ± 0.27 -9.70 ± 0.25 0.30 

20 
 

-8.71 ± 0.48 -8.61 ± 0.18 0.10 

     

Mean Unsigned Deviation (without 17)  0.34 

Mean Unsigned Deviation  0.40 

RMSD (without 17)   0.39 

RMSD   0.49 

Figure A.1: Calculated Hydration Free Energies of 20 compounds:
a −14.06± 0.22 kcal·mol−1 after simulations extended from 1ns to 5ns at each of the
25 steps.
b −12.97± 0.39 kcal·mol−1 after simulations extended from 4ns to 8ns, averaged over
7 independent simulations.
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Appendix B: Chapter 5: Secondary Structures of

Ultra-short DNA tethers

B.1 MFold Predictions

Output of sir_graph (©)

mfold_util 4.7

Created Wed May 16 19:40:30 2018
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Figure B.1: Mfold Prediction for 26nt Two State DNA Hairpin extended
sequences for DNA tethers: Secondary structure predicted for the 26nt Two State
DNA Hairpin Tether (Fig. 5.4). Note there is no predicted secondary structure for
the extended sequences.
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Output of sir_graph (©)
mfold_util 4.7

Created Tue Feb 13 17:09:22 2018

dG = -10.67 50nt tether 2s [flipped fixed] 
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Figure B.2: Mfold Prediction for 74nt Two State DNA Hairpin extended
sequences for DNA tethers: Secondary structure predicted for the 50nt Two State
DNA Hairpin Tether (Fig. 5.5). Note there is no predicted secondary structure for
the extended sequences.
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Output of sir_graph (©)
mfold_util 4.7

Created Tue Feb 13 17:18:26 2018

dG = -13.71 2s hairpin 100nt ext [flipped fixed] 
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Figure B.3: Mfold Prediction for 94 nt Two State DNA Hairpin extended
sequences for DNA tethers: Secondary structure predicted for the 94 nt Two
State DNA Hairpin Tether (Fig. 5.6). Note there are two hairpins predicted to form
in the extended sequences. The 5'hairpin is small and likley unstable due to the short
2 bp stem. The 3'hairpin is slightly larger with a 5 bp stem, but is it is less stable
than the 10 bp stem in the 2s hairpin sequence
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