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Abstract 

Ion Microtomography (IMT) provides 
quantitative, fine resolution density imaging of 
samples for materials characterization. 
Reconstructed tomographic images are 
obtained by application of a filtered 
backprojection algorithm to the collected data. 
The attainable resolution and data acquisition 
rate are affected by several parameters. These 
include the number of ions measured per spot, 
using either the mean or median residual 
energy, utilizing Bragg additivity, changing the 
number of rays or the number of projections 
and oversampling the data. A tomography 
simulation computer program is described and 
used to study the contributions from these 
effects on the numerical reconstruction of an 
array of silicon pillars. 
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Introduction 

The Ion Microtomography (IMT) technique 
is based on the energy lost by ions as they 
interact with the electrons in a sample [12). A 
set of rotations (projections) and translations 
(rays) provides the data base for 
reconstructing a density image of the sample. 
A single projection consists of measuring the 
residual ion energy as a function of position as 
the focused ion beam is scanned across the 
sample. Numerous projections are acquired 
until the sample is rotated 360 degrees. For 
each projection, the measured residual energies 
are converted to line-integrated material 
densities using tabulated stopping powers [1 ]. 
The total (number of projections times number 
of rays) data set is mapped back into 
individual volumetric density elements using a 
filtered backprojection algorithm [9]. The 
result is a quantitative, three-dimensional map 
of the density variation within the sample. 

The practicality of using IMT depends upon 
the attainable spatial resolution and the data 
acquisition rate [13). Several parameters can 
affect the results. For example, increasing the 
number of residual ion energies measured per 
ray improves the statistics for determining the 
density, but also decreases the data acquisition 
rate. Since the energy spectra are slightly 
skewed distributions, the median energy is 
typically used in the measurements [11, 13). 
However, standard numerical algorithms for 
obtaining the median are slower than the 
routines which compute the mean. This 
reduction in data analysis speed can be a 
limiting factor for large data sets. The median 
also reduces the deleterious effects of spurious 
noise in the data especially for low counts per 
ray. Noise reduces the ability to distinguish 
fine spatial features in the sample, e.g., edge 
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definition. The reconstruction quality is also 
affected by the conversion of the measured 
residual ion energy to a line-integrated 
density. Usually the average composition of a 
sample is known, but the internal distribution 
of elements is not. Thus an average stopping 
power, weighted according to Bragg additivity, 
is used in the conversion. At present, no 
reconstruction codes are capable of 
compensating for this effect directly. 

Other variations in the density resolution 
can arise depending on the number of 
projections (or rays) used in the measurements. 
Because of the statistical nature of the 
scattering process, deconvoluting the experi­
mental data into the individual contributions 
from the above parameters is difficult (or 
impossible). In this paper, an IMT data 
simulation code is described which allows the 
study of these parameters and how they 
influence the quality of the tomographic 
reconstruction. One advantage is that exact 
thicknesses (densities) can also be evaluated so 
error estimates of the attainable resolution are 
possible. Subsequent sections present the 
numerical scheme used to simulate the 
tomographic data for an array of silicon pillars 
and the analysis of reconstruction qua Ii ty. 

Simulation Model 

Recently, IMT measurements were 
conducted on an array of silicon pillars with a 
2 µm square 7 MeY proton beam [14]. The 
array consists of four 100 µm square pillars 
equally separated from each other by a 25 µ m 
gap. This sample provides an ideal geometry 
for numerical simulation because small 
measured density variations are observable 
and the simulation routines are fairly 
straightforward to program. The numerical 
algorithm follows a data aquisition scheme 
analogous to the measurements. A set of 
projections consisting of line-integrated density 
rays are computed and stored in a data file. 
Then the filtered backprojection of the line­
integrated density file yields the reconstructed 
density image of one slice through the silicon 
array. Numerous slices can be assembled to 
create a rendered three-dimensional image of 
the sample. 

In the following analysis, the pillar array 
geometric space is partitioned into rotational 
and translational domains. The translational 
domain is subdivided into N equally spaced 
subintervals (steps) which extend beyond the 
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longest extent of the sample (225 ✓ 2 µm for the 
pillar array). In the simplest case, the 
translational step size is equal to the beam size. 
The rotational domain is also divided into M 
angular subintervals (projections). The 
trajectories of a fixed number of ions, K, are 
followed through the sample. Within a step, 
the spatial position of each ion is randomly 
sampled and the target thickness at that 
location is computed for the ion. The thickness, 
T, is obtained by superposing the intersections 
of the ion's trajectory and any pillars 
encountered. Each pillar in the array can be 
described mathematically by a set of linear 
trigonometric equations (see Ref. 3). The 
energy loss associated with a thickness is 
determined with the stopping power. Because 
ion scattering is stochastic in nature, the 
residual energy computed from the energy loss 
is mathematically broadened. The ion's residual 
energy is then sampled from the resulting 
energy spectrum. The energy loss associated 
with the sampled transmitted ion energy is 
again converted back to thickness with the 
inverse of the stopping power. This process 
leads to a distribution of material thicknesses 
for the K ions in the step. Finally, the single 
thickness assigned to the step is computed 
from the mean or median of the thickness 
distribution. Unless otherwise noted, the 
values for K, M, N, etc. in Table I are used in 
the simulations below. 
Number of Ions Per Ray 

As discussed in Ref. 14, a 7 MeY proton 
beam incident on 200 µ m of silicon would 
require approximately K = 500 protons per ray 
to give a 0.2 µm thickness measurement; about 
K = 40 protons per ray are needed for the same 
density uncertainty through 2 µ m. The 
difference in the counting statistics is primarily 
due to energy broadening (straggling) in the 

Table 1. Parameters used in the Ion Micro­
tomography (IMT) analysis of a silicon pillar 
array [ 13 l 

Experimental 
Parameter Value 

Beam Size 2µm 

Beam Energy 7 MeY 

M (proiections) 393 

N (rays/projection) 250 

K (ions/ray) 100 

Sample Rotation 360° 

Reconstruction Filter Hamming ( .45rc cutoff) 
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thicker parts of the sample. The usual data 
acquisition scheme uses a fixed number of 
ions/ray for the entire sample. However, it is 
more advantageous to vary the number of 
collected ions so that more (less) ions are 
counted in thick (thin) regions. An additional 
benefit is the increased data acquisition rate. 

Table 2 gives the average density in the 
pillars after reconstructing simulated data 
using the median of 40, 100, 500 and a varying 
number of protons/ray. In the latter case, the 

Table 2. Mean and standard deviation silicon 
pillar densities for reconstructions with 
different numbers of ions per ray. 

K Silicon Pillar Density 
(protons/ray) (g/cm 3) 

40 2.326 ± 0.029 
100 2.327 ± 0.015 ...... ~--
500 2.327 ± 0.010 

varying 2.327 ± 0.011 

number of ions sampled per ray is computed 
from K = 1.5 T + 35 where T is silicon thickness 
in microns. Thus, K varies from a minimum of 
35 (T = 0) to 512 (T = 225✓ 2) with an 
"equivalent" average value of 275. The 
conversion of silicon thickness to (from) an 
associated energy loss is made using tabulated 
stopping powers [1]. Each ion's energy is 
sampled from a Gaussian distribution 
broadened by the Bohr theoretical value (10]. 
As seen in the table, varying the number of 
ions per ray based on thickness yields results 
comparable to using a large, fixed number (K = 
500) of counts per ray and, further, in this 
case, produces a reduced beam charge of 55%. 
Thus, the same level of resolution is attained at 
a faster rate, but determination of the 
thickness a priori in order to vary the count 
rate may be difficult to achieve experimentally. 
The increased efficiency is most important for 
large data sets as the beam size is reduced or 
the density resolution requirements are 
increased. 
Mean vs. Median Residual Energy 

According to the theoretical analysis of 
energy straggling, the energy loss domain can 
be roughly separated into three regimes. For 
very thin absorbers (e.g., rays near corners of 
the sample), the energy loss is dominated by 
infrequent single collisions with large energy 
transfers. This leads to a Landau-type 
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distribution function [8]. Somewhat thicker 
absorbers yield Gaussian-shaped energy loss 
distributions described by the Bohr model (10]. 
Finally, large energy losses in thick regions 
depend upon the stopping power as a function 
of energy and result in skewed distributions 
given by Tschalar (15, 16]. For example, the 7 
MeV proton beam used in the experiment loses 
about 4.5 MeV after passing through the 
diagonal of the silicon pillar array. The 
mathematical model used to sample these 
distributions for the energy loss is described in 
the appendix. 

Besides straggling, the measured residual , 
spectra can also contain noise which affects the 
energy loss and density values used in the 
reconstruction. The two principally observed 
sources of extraneous noise in the measured 
residual energy spectra are pulse pileup and 
slit scattering. Approximately 1 % of the IMT 
spectral data is observed to be noise from 
these effects so, in the simulation, one 
randomly-selected proton out of every 
hundred is counted as a spurious event. 
Additionally, the 50-50 choice of whether the 
event is due to pulse pileup or slit scattering is 
also determined randomly. Pulse pileup is 
simulated by doubling the computed mean 
transmitted energy of the ion. If the resultant 
energy is greater than the incident energy (7 
MeV), the particle is not counted. Noise 
resulting from slit scattering is modeled by 
halving the computed residual energy. 

Initially, a simulation is made which 
addresses the case with no extraneous events; 
following this example is the case which 
includes both straggling and noise in the 
transmitted energy spectra. The results of 
determining the density in the central areas of 
the pillars is presented in Table 3 for the cases 
with and without spurious noise. If only 
energy straggling limits the resolution, there is 
slightly less variation in the density using the 
mean value of each residual energy spectrum. 
However, when 1 % noise fluctuations are 
included in the spectral data, the median 
provides much better density resolution 
(approximately a factor of three). Similar 
results have been reported for the spatial 
resolution, e.g., edge definition, in the 
complementary technique of scanning 
transmission ion microscopy (STIM) [ 11]. The 
mean, on the other hand, yields lower pillar 
density values with noise because pulse pileup 
events leading to energies greater than the 
incident ion energy are not counted. In the 



Antolak, A. J. and Pontau, A. E. 

Table 3. Silicon pillar densities and standard 
deviations for reconstructions with energy 
broadening (straggling) with and without 
spurious noise included in the simulation. A 
comparison is made between using the mean or 
median values of the transmitted ion energy 
spectra d h d unn~ t e ata acqms1t1on. 

Pillar Density Pillar Density 
Energy (g/cm 3) (g/cm 3 ) 

Broadening K Mean Energies Median Eneroies 

Without noise 1 1 2.335+0.038 2.334+0.044 
With noise 1 1 2.327+0.15 l 2.333+0.047 

Without noise 100 2.334±0.013 2.333+0.016 
With noise 100 2.326±0.049 2.332±0.017 

cases with noise it can be seen that the density 
determined with the median of 11 ions/ray has 
variation equivalent to the one using the mean 
of 100 ions/ray. 
Bragg Additivity 

As pointed out earlier, the conversion from 
residual energy to line-integrated density 
affects the attainable density resolution. To 
study this, simulated ion tomography results 
are presented for an inhomogeneous sample. 
The same silicon pillar array as before is used 
except one pillar's composition is changed to 
gold. Since the stopping power curves for 
silicon and gold are different nonlinear 
functions of energy, the energy loss of an ion 
passing through gold followed by silicon will be 
different from the case had the ion traveled in 
the reverse direction. In the simulation, the 
total ion path is broken into segments ordered 
according to the silicon or gold thicknesses 
encountered. The energy loss in a segment is 
determined by numerically integrating the 
appropriate elemental stopping power. The 
residual energy calculated in one segment 
becomes the incident energy for the next and 
so forth. Finally, analogous to the IMT 
measurements, the resultant total energy loss 
is converted to a line-integrated electron 
density by numerically inverting an average 
stopping power for the sample derived from 
Bragg additivity. The simulation shows the 
mean and standard deviation density of the 
reconstructed volume elements located in the 
central areas of the pillars to be 3.352 ± 0.303 
g/cm 3 for silicon and 18.296 ± 3.952 g/cm 3 for 
gold. Thus, the averaging effect of Bragg 
additivity has introduced a 44% increase in the 
actual silicon density (p = 2.33 g/cm 3) and a 
smaller (5%), but substantial, decrease in the 
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gold density (p = 19.32 g/cm 3). Note, however, 
that the selected materials have extremely 
different stopping powers and were chosen to 
emphasize this effect. In some cases it may be 
possible to circumvent this error if the initial 
distribution of elements is (at least partially) 
known and the reconstruction codes are 
modified to take the additional information 
into account. 
Number of Rays or Projections 

Based on Huesman's analysis, [7] the 
number of projections, M, needed to minimize 
statistical errors in a reconstructed image must 
be at least 1tL/2~s where L is the maximum 
linear dimension of the sample (= 225 ✓ 2 µm for 
the pillar array) and ~s is the step (pixel) size. 
The corresponding number of rays per 
projection, N, is chosen to be at !east L/~s. This 
implies M :::: 250 and N :::: 160 for the 2 µ m 
square beam used in the measurements. The 
effect of decreasing the number of rays ( or 
projections) is studied in the following manner. 
To avoid the approximations made by 
converting to energy loss with the stopping 
power, only the exact target thicknesses 
corresponding to each of the K = 100 ions/step 
are determined. The median of the resulting 
thickness distribution is then expressed as a 
line-integrated areal density (g/cm 2 ) by 
multiplying by the density of silicon. In the 
simulation, first the number of rays, N, is 
sequentially decreased for a fixed number of 
projections, M, and then the number of 
projections is decreased for fixed N. Table 4 
displays the mean and standard deviation 
density of the reconstructed volume elements 
within the silicon pillars. The results indicate 
that the reconstruction quality is slightly more 
sensitive to a decrease in the number of 
projections rather than the number of rays. On 
the other hand, as the value of M or N gets 
larger, there is a point of diminishing returns 
where the resolution can only be improved by 
increasing K. These results are consistent with 
a similar analysis performed on the 
experimental data of Ref. 14. 
Oversampling 

In principle, a large beam can detect small 
density variations if the beam is translated in 
steps comparable to (or smaller than) the beam 
size. The density information each ray carries 
in this case is the superposition of data 
obtained from the beam overlapping 
neighboring steps. Figure 1 shows the 
reconstructed images from the simulated IMT 
data for a fixed ~ s = 2 µ m step and beam 
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Table 4. Mean and standard deviation silicon 
pillar densities for reconstructions with 
varying numbers of projections or rays. 

Silicon Pillar 
M N Density 

(projections) (rays/projection) (11/cm3) 

393 25 2.009 ± 0.497 
393 50 2.310 ± 0.025 
393 100 2.331 ± 0.015 
393 150 2.328 ± 0.015 
393 200 2.327 ± 0.015 

5 1 250 2.324 ± 0.088 
75 250 2.320 ± 0.052 
101 250 2.328 ± 0.036 
151 250 2.327 ± 0.020 
201 250 2.327 ± 0.016 

dimension increasing in size from 2 to 8 µ m . 
Similar to the previous section, only exact areal 
densities are computed in each step and their 
median value is assigned to a ray. Also shown 

2µm 4µm 
p = 2.327 ± 0.010 p = 2.328 ± 0.016 

in the figure are the mean and standard 
deviation density from a region within the 
central area of the pillars, and a plot of density 
versus position for a line scan across the lower 
two pillars. As expected, for a fixed number of 
ions per ray, some degradation in 
reconstruction quality occurs as the beam size 
increases but features significantly smaller 
than the beam size can be resolved, e.g., edge 
and corner definition. 

Summary 

In typical ion microtomography (IMT) 
applications there are tradeoffs between the 
attainable resolution and the data acquisition 
and analysis rates. Depending on the specimen 
and what is to be studied, it is generally better 
to try to minimize the number of steps 
required to give the desired information 
without sacrificing image quality. In this work, 
a simulation code is described for studying 
reconstruction quality in IMT measurements. 
The code is a useful tool in establishing error 

6µm 8µm 
p =2.327 ± 0.021 p = 2.327 ± ().029 

Fig. 1 Reconstructed images from simulated ion microtomography data for the silicon pillar array 
using progressively larger beam sizes and a fixed step size of 2-µm. The top row displays the 
results for 2, 4, 6 and 8-µm beam sizes with the mean and standard deviation density given for a 
region within the central areas of the pillars. The lower plot is a line density scan across the 
bottom two pillars of the 8-µm beam image. 
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estimates of the attainable resolution from 
various experimental and reconstruction 
parameters. Knowledge of the relative 
contributions of these errors allows for 
refinements to be implemented in the 
experiment which improve data acquisition 
and analysis rates. For example, varying the 
number of ions per ray depending on the 
sample thickness yields results comparable to a 
large, fixed number of ions/ray. The resolution 
quality is preserved with faster data 
acqms1t10n time. Although median algorithms 
are slower computationally than those for the 
mean, much better density resolution is 
obtained in the reconstructed image if noise in 
the residual energy data exists. Future 
reconstruction codes need to be modified so 
that a priori information can be utilized to 
minimize the effects of Bragg additivity. It 
also appears that the reconstruction algorithms 
are somewhat more sensitive to using fewer 
projections rather than fewer rays. Using steps 
smaller than the beam size makes it possible to 
discern fine spatial features without having to 
produce even smaller microbeams. Balancing 
these factors in IMT will lead to better 
reconstruction quality in the final images. 

Appendix 

Sampling the energy loss distributions in 
the simulation results in a substantial increase 
in computational time. Of the three types of 
distributions, only one is expressible in a 
simple analytic form, i.e., Gaussian with Bohr 
width. In this case, the energy loss can be 
sampled directly in the code. Bohr theory is 
used when the relative energy loss, 6E/E

0
, is 

between 0.05 and 0.25. Here 6E is the average 
energy loss determined from the stopping 
power for silicon and E

0 
is the incident energy 

[6]. For the remaining two distributions, 
efficient sampling is accomplished by following 
a procedure similar to the one described in Ref. 
2, but modified for 7 MeV proton scattering in 
silicon. The Landau distribution is used when 
6E/E

0 
< 0.05 [8]. Following Ref. 2, the non­

dimensional variable "A in the Landau 
distribution is obtained from: 

1.92 sin- 1(2.77R-l)-0.257, 

"A= { 
-3.23 In (1.774-1.7729R), 

R<0.674 
(I) 

R2':0.674 
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where R is a random number. The sampled 
energy loss, 6E* (MeV), corresponding to the 
above "A is computed from: 

* 6E = 0.00121 T {"A+ In (929 T)} (2) 

for silicon of thickness T microns. When 6E/E 0 

> 0.25, the same sampling procedure as above 
is applied except that the functions in Ref. 2 
are fit to Tschalar's energy loss distributions 
for the bulk region [15]. From his figures, the 
full width at half maximum, r, of each 
distribution is given approximately by: 

(3) 

The integrals I 1 and 12 m Ref. 2 for 7 MeV 

protons in silicon are: 

where: 

K= 0.19 e1.23 r and~= 0.412 + 0.466 r (5) 

In his paper, Tschalar plots the bulk region 
energy loss distributions as a function of 't = (Em 

- E)/o where Em is the modal, not mean, 

transmitted energy and o is the standard 
deviation of the residual energy spectrum. In 
a subsequent paper [16], he showed that the 
modal energy differs from the mean value by 
only about 0.5-3.0% in the bulk region. 
Following Ref. 2, the value of 't is sampled 
from: 

1

31. -i[2n( ) ] 11 -sm - I 1+I 2 R - 1 , R<--
2n 31 I 1+12 

't = 

- ~ In[ e-~ 012 -~{(I 1+I 2)R - 11}], otherwise 

(6) 

for a random number R. Assuming 6E = 6Em, 

the sampled energy loss, 6E* (MeV), is 
computed from: 

* 6E =6E + O't (7) 

where an energy-dependent empirical 
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expression is used to evaluate cr [4, 5]. The 
advantage of the above procedure is that 
analytically integrable and invertible functions 
are used so direct sampling of the energy loss 
is possible. 
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Discussion with Reviewers 

S. Tapper: In the paper, it is stated that IMT is 
a quantitative method. In a later section, it is 
shown that introducing gold in part of the 
sample matrix results in a 44% error in the 
density determination of silicon. Couldn't a 
contamination, or a cavity, in an unknown 
sample also give a similar effect, i.e., you must 
assume the true sample (which is what you 
measure) if the correct density with standard 
deviation is to be given? 
P. Spanne: This paper describes a simulation 
program that is used to assess the uncertainties 
involved in ion microtomography reconstruc­
tions. Such a program seems to be a 
prerequisite for ion microtomography rather 
than a onetime tool for evaluation of general 
parameters for ion tomography. This is so 
because there does not exist any unambiguous 
solution to the problem of finding the line 
integrals of the density from energy loss 
measurements in samples containing several 
elements. This ambiguity arises from the 
dependence of the stopping power on both the 
material and the ion energy. The authors state 
that this is of concern and show that the errors 
can be considerable, as is the case for the gold­
silicon sample. Although this sample is 
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considered to be a kind of worst case, it is not 
explained why it is so. In general, I consider 
this problem of much concern and want to 
encourage the investigators to extend their 
work on this. 
B .L. Doyle: This is a very specialized paper 
concerning the optimization of ion 
microtomography using computer-simulated 
tomographs. In the section on Bragg 
Additivity, it was pointed out that a 44% error 
in Si density results due to the non-linear 
dependence of stopping power on beam energy 
when non-homogeneous samples are examined. 
I really don't understand the source of this 
error: do back-projection methods assume that 
the stopping powers are linear functions of 
energy? This seems to be the most striking 
difference between conventional CT (computed 
tomography) scans and IMT, and I would be 
very interested to have some added discussion 
comparing the two (i.e., CT-IMT) on this point. 
It would seem that such a problem must be 
resolved before IMT can reach its full potential. 
Authors: In our analysis we "assume" the 
specimen is of uniform elemental composition 
and that any ion energy loss is directly due to 
the electron density of the material. Voids, 
density changes, and the spatial extent of the 
specimen are determined directly and 
quantitatively for materials of uniform 
composition. The absolute accuracy of the 
measurements is related to the accuracy of 
tabulated stopping powers and Bragg's Rule. 

As indicated in the text, composition 
variations are not treated in the basic 
reconstruction process. They result in 
inaccurate density calculations because for any 
particular ray through the specimen, the wrong 
(composite) stopping power is used instead of 
the locally correct one. For specimens with 
relatively simple internal structures of known 
composition, we could conduct an iterative 
process to increase reconstruction accuracy. 

S. Tapper: What are the advantages and 
disadvantages with IMT when compared with 
synchrotron X-ray microtomography? 
Au th ors: IMT has a number of advantages 
over synchrotron X-ray microtomography. For 
example, low atomic number elements are not 
masked by high Z elements, no beam hardening 
effects are present, no beam intensity 
normalization is required, beam brightness is 
not an issue, and the target potentially receives 
lower radiation damage. The limitations of 
IMT are the range of the ions (which limits the 
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specimen 
broadening 
resolution), 
(which limit 

size), the amount of spatial 
(which limits the attainable 

and the data acquisition rates 
its use as a production tool). 

G .J .F. Legge: You do not mention the effect of 
scattering (also a statistical process) on spatial 
resolution; but you say that the trajectories of 
the ions are followed through the sample. 
Have you included angular straggling (beam 
scatter) effects? 
H.W. Lefevre: Your simulation ignores small 
angle scattering of protons as they penetrate 
the specimen, and the attendant loss of spatial 
resolution with energy loss. This effect also 
will set a limit beyond which increasing the 
number of ions per ray or smaller beam sizes 
will not improve resolution or accuracy in the 
density reconstruction. If this effect is not 
included, your simulation can overestimate the 
accuracy and resolution that can be achieved. 
It can also suggest that a larger number of ions 
per ray will improve the reconstruction while 
actually it won't. For the case of your silicon 
pillars, have you investigated the effect of 
small angle scattering? If so, for what number 
of ions per ray at the smallest beam size is it 
the dominant effect? 
Authors: The ultimate resolution attained with 
IMT may be limited by the spatial broadening 
of the beam. However, the issues relating to 
beam scatter on the quality of the recon­
structions are beyond the scope of this paper. 
We are conducting an analysis of small angle 
scattering which will be presented in a future 
paper. 

G.J.F. Legge: In regard to oversampling, the 
median provides better edge definition than 
the mean, but only the mean could resolve 
internal structure (such as a dense sphere or a 
hole) smaller than the beam size. Such 
structures would be equivalent to noise, which 
the median ignores. Do you have any evidence 
or comment on this matter? 
Authors: The median does not ignore noise, 
but, instead, filters out extreme data thereby 
giving a more representative measure of 
central tendency for skewed or noisy 
distributions. Also, the mean can not resolve 
an internal structure smaller than the beam 
size, but it could be distinguished. We have 
compared simulations with exact thicknesses 
using the mean and median energy loss for 
such a case. Provided there is no noise, the 
median fails to detect features smaller than the 
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beam size. On the other hand, the median 
energy loss is used in the measurements 
because spurious counts always occur during 
data acquisition. 

H.W. Lefevre: You find that 1% noise 
introduced into the simulation markedly 
affects the density resolution when means 
rather than medians of energy losses are used. 
Yet your modeling of the noise itself appears to 
be rather casual. Have you compared a 
measured noise distribution with that used in 
your simulation? Shouldn't you include the 
(almost) full energy events which occur when 
slit scattering barely degrades the energy of a 
proton but causes the proton to miss the 
specimen completely? 
Authors: The noise model used rn the 
simulation is rather simplistic and most likely 
does not completely represent the experi­
mental situation. As you have pointed out, 
there are other contributions to the noise. 
However, the model does serve to illustrate the 
differences between using the median versus 
the mean energy loss when spurious events 
occur in the data without the necessity of 
introducing excessive complexity into the 
analysis. 

H.W. Lefevre: Lefevre et al. [Lefevre HW, 
Schofield RMS, Bench GS, Legge GJF (1991) 
Nucl. Instr. Meth. B54, 363] have shown that 
the absolute uncertainty in areal density first 
increases with energy loss and then decreases. 
They also showed that the fractional 
uncertainty in areal density decreases 
monotonically with increasing energy loss 
despite the fact the energy spread increases. 
Why, then, don't you simulate using more 
protons in areas where the areal density is 
most uncertain rather than, as you do, using 
more protons where the energy straggling is 
largest? 
Authors: The basic reconstruction problem is 
the assignment of mass to individual volume 
elements within the analyzed region. Thus, it 
is our opinion that the relevant figure of merit 
for IMT analysis is the absolute uncertainty in 
areal density, crAD• rather than the relative 
uncertainty for particular rays. In fig. 2, we 
have plotted this calculated parameter in terms 
of areal density straggling versus total energy 
loss for 7 MeV protons incident on silicon. 
Here, we have used our straggling formula 
from Bauer et al. rather than Bohr straggling 
which underestimates straggling for high 
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Fig. 2. Areal density straggling vs energy loss 
for 7 MeV protons slowing down in silicon. The 
Lefevre et al. curve uses Bohr theory to 
determine the standard deviation in energy 
loss; the present work computes the energy 
loss standard deviation according to the 
empirical formula of Bauer et al. 

relative energy loss [5]. (Our formula may still 
also underestimate straggling for E/E 0 greater 
than about 0.8 [ 15, 16)). 

For the analysis in this paper we have 
used the simplification of a linear increase in 
number of ions used relative to the thickness 
of the specimen. The results of using this 
method clearly demonstrate the advantage of 
varying the number of protons used with 
sample thickness. We note that for 7 MeV 
protons incident on the silicon specimen 
modeled, the maximum energy loss is about 4 
MeV. 

A more rigorous approach would assign 
the number of ions used, K, by equalizing the 
absolute areal density uncertainty, cr AD' for all 
rays through the specimen. (cr AD should 
encompass all contributions to areal density 
uncertainty including instrumental energy 
broadening.) We can choose Ka by allowing it 
to vary proportionally to (cr AD) 1/2. We have 
plotted the portion of Ka due to energy 
straggling versus specimen thickness in fig. 3 
for comparison with the K we used for the 
illustration. 

In the future, we expect to incorporate Ka 
in our data acquisition scheme by conducting a 
cursory IMT scan of the specimen to establish 
approximate median energy losses and 
standard deviations, and adjust our acquisition 
parameters accordingly. 
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Fig. 3. Comparison of functions used to vary 
the number of ion counts per ray with 
changing siiicon thickness for 7 MeV protons. 
Ka corresponds to the case when the number of 

ions used in each ray equalizes the absolute 
density uncertainty for all rays through the 
specimen. The approximation K = 1.5*T+35 
used rn the present work underestimates 
(overestimates) the required number of counts 
in thin (thick) regions, but has the same 
qualitative trends as Ka. An improved I in ear 

approximation is also shown 
purposes, but better agreement 
nonlinear fitting functions. 

for illustrative 
would require 
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M. Breese: All the work I have seen published 
on !MT has considered very simple samples, 
such as glass tubes. If IMT is to become a 
genuinely useful analytical technique, it must 
have "real" applications. What applications in 
materials characterization do you envision for 
IMT? 
Authors: In energy sciences, we are using !MT 
to characterize the uniformity and sphericity of 
direct drive inertial confinement fusion targets 
and have proposed its use in verifying the 
integrity of carbon coatings on fission fuel 
pellets in next-generation nuclear energy 
reactors. In biological sciences, IMT can be 
used at the subcellular level to establish, for 
example, the distribution of polyanions used to 
inhibit replication of the HIV virus and to 
distinguish morphologically similar structures 
such as the Alzheimer plaques which surround 
brain tissue. Full three-dimensional char­
acterization of microcircuits and flaw or defect 
detection in materials are additional areas we 
are exploring. 

M. Breese: Would it be possible to be more 
quantitative in calculating how small or thin a 
feature can be imaged with a given beam 
resolution and stopping power for a fixed 
number of incident protons? 
Authors: Unfortunately, the reconstruction 
process convolves so many different factors 
that it will be difficult to derive universal 
expressions for spatial resolution and density 
sensitivity. Since energy straggling, stopping 
power, and spatial broadening are functions of 
both beam energy and specimen composition, 
they must be included parametrically. We 
have not yet incorporated spatial broadening of 
the beam into the reconstruction process, nor 
have we investigated sufficiently the effects of 
the various filters available. The recon­
struction process itself also introduces noise 
into images as we have discussed in earlier 
papers (3, 12-14]. 
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